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Abstract. Virtual reality can be an effective tool for professional train-
ing, especially in the case of complex scenarios, which performed in real-
ity may pose a high risk for the trainee. However, efficient use of VR
in practical everyday training requires efficient and easy-to-use methods
of designing complex interactive scenarios. In this paper, we propose a
new method of creating virtual reality training scenarios, with the use of
knowledge representation enabled by semantic web technologies. We have
verified the method by implementing and demonstrating an easy-to-use
desktop application for designing VR scenarios by domain experts.
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1 Introduction

Progress in the quality and the performance of graphics hardware and software
observed in recent years makes realistic interactive presentation of complex vir-
tual spaces and objects possible even on commodity hardware. The availability
of diverse inexpensive presentation and interaction devices, such as glasses, head-
sets, haptic interfaces, motion tracking and capture systems, further contributes
to the increasing applicability of virtual (VR) and augmented reality (AR) tech-
nologies. VR/AR applications become popular in various application domains,
such as e-commerce, tourism, education and training. Especially in training, VR
offers significant advantages by making the training process more efficient and
flexible, reducing the costs, and eliminating risks associated with training in a
physical environment.

Employee training in virtual reality is becoming widespread in various indus-
trial sectors, such as production, mining, gas and energy. However, building use-
ful VR training environments requires competencies in both programming and
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3D modeling, as well as domain knowledge, which is necessary to prepare prac-
tical applications in a given domain. Therefore, this process typically involves
IT specialists and domain specialists, whose knowledge and skills in program-
ming and 3D modeling are usually low. Particularly challenging is the design of
training scenarios, as it typically requires advanced programming skills, and the
level of code reuse in this process is low. High-level componentization approaches
commonly used in today’s content creation tools are not sufficient, because the
required generality and versatility of these tools inevitably leads to a high com-
plexity of the content design process. Availability of appropriate user-friendly
tools for domain experts to design VR training scenarios at the level of domain
knowledge becomes therefore critical to enable reduction of the required time
and effort, and consequently promote the use of VR in training.

A number of solutions enabling efficient modeling of 3D content using domain
knowledge representation techniques have been proposed in previous works.
In particular, semantic web provides standardized mechanisms to describe the
meaning of any content in a way understandable to both users and software.
However, it requires that the scenarios are designed by a knowledge engineering
technician, which is not acceptable in practical VR training preparation. Thus,
the challenge is to elaborate a method of creating semantic VR scenarios, which
could be employed by users who do not have advanced knowledge and skills in
programming and 3D modeling.

In this paper, we propose a new method of building VR training scenarios,
based on semantic modeling techniques, with a user-friendly VR Scenario Editor
(VRSEd) application implemented as an extension to Microsoft Excel, a tool
commonly used by people in various domains. The editor enables domain experts
to design scenarios using domain concepts described by ontologies. The presented
approach takes advantage of the fact that in a concrete training scene and typical
training scenarios, the variety of 3D objects and actions is limited. Therefore,
it becomes possible to use a semantic database of available content elements
and actions, and configure scenarios based on the existing building blocks using
domain-specific concepts.

The work described in this paper has been performed within a project aim-
ing at the development of flexible VR training system for electrical operators.
All examples, therefore, relate to this application domain. However, the devel-
oped method and tools can be similarly applied to other domains, provided that
relevant 3D objects and actions can be identified and semantically described.

The remainder of this paper is structured as follows. Section 2 provides an
overview of the current state of the art in VR training applications, an intro-
duction to the semantic web, and a review of approaches to semantic modeling
of VR content. Section 3 describes our method of building VR training scenes.
The proposed method of modeling training scenarios is described in Sect. 4. An
example of a VR training scenario is presented in Sect. 5, while a discussion
of the results is provided in Sect. 6. Finally, Sect. 7 concludes the paper and
indicates possible future research.
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2 Related Works

2.1 Training in VR

VR training systems enable achieving a new quality in employee training. With
the use of VR it becomes possible to digitally recreate real working conditions
with a high level of fidelity. Currently available systems can be categorized into
three main groups: desktop systems, semi-immersive systems and fully immer-
sive systems. Desktop systems use mainly traditional presentation/interaction
devices, such as a monitor, mouse and keyboard. Semi-immersive systems use
advanced VR/AR devices for presentation (e.g., HMD) or for interaction (e.g.,
motion tracking). Immersive systems use advanced VR/AR devices for both pre-
sentation and interaction. Below, examples of VR training systems within all of
the three categories are presented.

The ALEn3D system is a desktop system developed for the energy sector
by the Virtual Reality group of the Control Systems [23]. The system allows
interaction with 3D content displayed on a 2D monitor screen, using a mouse
and a keyboard [31]. The scenarios implemented in the system mainly focus on
training the operation of power lines and include actions performed by a line
electrician. The system consists of two modules: a VR environment and a course
manager [22]. The VR environment can operate in three modes: virtual catalog,
learning and evaluation. The course manager is a browser application that allows
trainers to create courses, register students, create theoretical tests and monitor
learning progress.

An example of a semi-immersive system is the IMA-VR system [19]. It enables
specialized training in a virtual environment aimed at transferring motor and
cognitive skills related to the assembly and maintenance of industrial equipment.
The system was designed by CEIT and TECNALIA. The specially designed
IMA-VR hardware platform is used to work with the system. The platform con-
sists of a screen displaying a 3D graphics scene and a haptic device. This device
allows a trainee to interact and manipulate virtual scene tools and components
by touching while performing assembly and disassembly operations. The system
provides various types of information during training, including a progress bar,
technical descriptions of components and tools, meaningful information about
operations and detailed error descriptions. In addition to the visual and haptic
presentation, the most important information is also sent via audio messages.
The system automatically records completed tasks and statistics (time taken,
number of assists used and errors made, number of correct steps, etc.).

An example of a fully immersive AR system is the training system for the
repairing electrical switchboards developed by Schneider Electric in cooperation
with MW PowerLab [35]. The system is used to conduct training in opera-
tion on electrical switchboards and replacement of their parts. The system uses
Microsoft HoloLens HMD. After a user puts on the HMD, the system scans the
surroundings for an electrical switchboard. When a switchboard is located in
the user’s field of view, the system displays its name and is ready for operation.
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The system can work in two ways: providing tips on a specific problem to be
solved or providing general tips on operating or repairing the switchboard.

2.2 Semantic Web

The semantic web (the term proposed by Tim Berners-Lee [29]) provides a uni-
versal framework that allows data to be shared and reused across application,
enterprise, and community boundaries. According to the WWW Consortium,
the semantic web is a web of structured data, decoupling applications from data
through a simple, abstract model for knowledge representation.

The basis of the semantic web are ontologies [42]. Ontology is a formal spec-
ification of a conceptualization of a given field, including the concepts used in
that field, as well as the relationships between these concepts. The purpose of
an ontology is to define uniform terminology and interpretation of terms [36].
Ontologies are sets of expressions that must be clearly understood and must
be suitable for automatic processing by computer programs. Ontology instruc-
tions can either define general concepts or describe specific objects and events
associated with them. Overall, an ontology consists of elements representing two
different types of knowledge – terminology and assertions. Terminology, referred
to as TBox (terminological box), is a formal representation of the classes and
properties of objects in a given field, as well as the relationships between these
classes and properties [10]. Assertions, referred to as ABox (assertional box),
refer to specific objects (individuals, instances) in a specific fragment of the
modeled reality, described by classes and properties specified in the TBox.

In 3D modeling, ontologies consisting of TBox instructions (TBox ontologies)
correspond to 3D scene templates [18]. For example, a TBox ontology can specify
classes of exhibitions in a virtual museum, with various categories of artifacts,
such as statues, stamps and coins, as well as spatial properties of the artifacts
[16]. 3D scene templates can describe many 3D scenes. Ontologies consisting of
ABox instructions (ABox ontologies) describe individual 3D scenes or elements
of 3D scenes. For example, an ABox ontology can describe a specific exhibi-
tion with artifacts in a virtual museum that meet the conditions set out in the
TBox ontology – they belong to individual classes and are described by specific
property values.

The basic element of the semantic web used to build ontologies is the Resource
Description Framework (RDF) [43]. RDF is a data model that enables the cre-
ation of so-called resource expressions. It enables to describe resources available
on the internet in a way “understandable” for computers (easily processable by
computer programs). The Resource Description Framework Schema (RDFS) [44]
and the Web Ontology Language (OWL) [41] are languages for building state-
ments in RDF-based ontologies and knowledge bases.

RDF enables describing resources with expressions consisting of three ele-
ments: subject (resource described in the instruction), predicate (subject’s prop-
erty) and object (value of the property describing the subject) [43]. RDF also
introduces basic concepts for describing resources, such as data types, sets and
lists. RDF can be used with various types of content: text, graphic, audio and
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other documents. The RDFS and OWL standards extend RDF with the pos-
sibility of creating class hierarchies and properties, restrictions, properties of
these restrictions and operations on sets. In turn, Semantic Web Rule Language
(SWRL) extends OWL with rules.

2.3 Semantic Modeling of VR Content

A number of works have been devoted to ontology-based representation of 3D
content, including a variety of geometrical, structural, spatial and presentational
elements. A comprehensive review of the approaches has been presented in [18].
Existing methods are summarized in Table 1. Four of the methods address the
low (graphics-specific) abstraction level, while six methods address a high (gen-
eral or domain-specific) abstraction level. Three of those methods may be used
with different domain ontologies.

Table 1. Comparison of semantic 3D content modeling methods

Approach Level of abstraction
Low (3D graphics) High (application domain)

De Troyer et al. [8,11,12,27,32] ✓ General
Gutiérrez et al. [20,21] ✓ Humanoids
Kalogerakis et al. [25] ✓ –
Spagnuolo et al. [2,3,34] – Humanoids
Floriani et al. [9,30] ✓ –
Kapahnke et al. [26] – General
Albrecht et al. [1] – Interior design
Latoschik et al. [14,28,46] – General
Drap et al. [13] – Archaeology
Trellet et al. [37,38] – Molecules
Perez-Gallardo et al. [33] ✓ –

The method proposed in [8,11,12,27,32] enables content creation at both the
low and a high abstraction levels. Different 3D content ontologies connected by
mapping are used at particular levels. Low-level ontologies may be created by
graphic designers, while high-level ontologies may be created by domain experts.
Mapping of low- to high-level ontologies adds interpretation to graphical com-
ponents and properties. The approach also enables combination of primitive
actions (e.g., move, turn, rotate, etc.) to complex behavior intelligible to end
users without the knowledge of computer graphics.

The method proposed in [20,21] also enables 3D content creation at both
low and high abstraction levels. Ontologies used in the method include graphical
3D content components (e.g., shapes and textures) and properties (e.g., coordi-
nates and indices) as well as high-level domain-specific components (e.g., body
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parts) and properties (e.g., joint attributes, descriptors of articulation levels, 3D
animations of face and body, and behavior controllers).

The method proposed in [25] enables 3D content creation at the low abstrac-
tion level. The used ontology provides components and properties that are equiv-
alents of X3D nodes and attributes, e.g., textures, dimensions, coordinates and
LODs. The method does not enable mapping between high- and low-level con-
cepts, so it is unsuitable for modeling 3D content by domain experts.

A method of creating 3D humanoids has been proposed in [2,3,34]. After
automatic segmentation of 3D models, the identified body parts are semantically
annotated. Two modes of annotation have been developed. Automatic annota-
tion is completed by software considering topological relations between content
elements (e.g., orientation, size, adjacency and overlapping). Manual annotation
is completed by a user equipped with a graphical tool.

The method proposed in [9,30] enables creation of non-manifold 3D shapes
using low-level properties. Once 3D shapes are segmented, graphical properties
are mapped to a shape ontology and form an ontology-based low-level shape
representation. The ontology specifies diverse geometrical properties of shapes:
non-manifold singularities (e.g., isolated points and curves), one-dimensional
parts, connected elements, maximal connected elements, the number of vertices,
the number of non-manifold vertices, the number of edges, the number of non-
manifold edges and the number of connected elements. It permits representation
of such objects as a spider-web, an umbrella with wires and a cone touching a
plane at a single point.

The tool described in [26] leverages semantic concepts, services and hybrid
automata to describe objects’ behavior in 3D simulations. The tool has a client-
server architecture. The client is based on a 3D browser, e.g., for XML3D, while
the server is built of several services enabling 3D content creation. A graphical
module maintains and renders 3D scene graphs. A scene module manages global
scene ontologies, which represent the created simulations. A verification module
checks spatial and temporal requirements against properties of content elements.
An agent module manages intelligent avatars, e.g., their perception of the scene.
The user interface enables communication with web-based and immersive virtual
reality platforms. Ontology-based content representations are encoded in XML
using the RDFa and OWL standards, and linked to 3D content encoded in
XML3D.

In [1], a method of 3D content creation based on point clouds has been
proposed. At the first stage of the method, an input point cloud is analyzed to
discover planar patches, their properties (e.g., locations) and relations. Then an
OWL reasoner processes a domain ontology, including conceptual elements that
potentially match the analyzed patches. Next, matching elements are selected
and configured to build a high-level representation in the interior design domain.
Created representations are ontology-based equivalents to the input point clouds.

In [14,28,46], a general-purpose tool and a method of 3D content creation
has been described. The method is based on actors and entities, which represent
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3D content at a high level. They are described by shared state variables and are
subject to events. In particular, the approach can be used in game design.

In [13], a method and software for representing underwater archaeological
objects in 3D have been presented. In the approach, a Java-based applica-
tion generates an ontology representing objects. Further, queries encoded in the
SWRL language [40] can be used to select objects to build a 3D visualization.

In [37,38], an approach to semantic representation of 3D molecular models
has been proposed. The approach combines different input (e.g., interaction using
different haptic and motion tracking devices) and output (e.g., presentation in 2D
and 3D) modalities to enable presentation and interaction suitable for particular
content types and tasks to be done.

In [33], a system for 3D recognition of industrial spaces has been presented.
The method used in the system recognizes objects in point clouds presenting inte-
riors of factories. The recognized objects, their properties and relations, which
are specific to 3D graphics, are further semantically represented using ontologies.
On this basis, topological relations between objects are inferred.

The presented review indicates that there is a lack of a generic semantic
method that could be used for creating interactive VR training scenarios in dif-
ferent application domains. The existing ontologies are either 3D-specific (with
focus on static 3D content properties) or domain-specific (with focus on a single
application domain). They lack domain-independent conceptualization of actions
and interactions, which could be used by non-technical users in different domains
to generate VR applications with limited help from graphics designers and pro-
grammers. In turn, the solutions focused on 3D content behavior, such as [15,17],
use rules, which only to a limited extent fit the semantic web concept [40].

3 Building VR Training Scenes

3D VR training environments in our approach are created using a variety of
hardware and software tools, including 3D laser scanners [45], CAD packages
[6], 3D modeling software [5] and game engines [39], and are annotated using
databases. The process consists of five main stages, as described below.

1. Physical elements of the training environment infrastructure are scanned into
a polygon mesh. The mesh is encoded in STEP format [4] to enable further
editing in subsequent stages. STEP is a standardized and widely used textual
data format for CAD software (ISO 10303-21). It enables conversion of point
clouds into CAD drawings without the risk of loosing relevant information.
At this stage, the models contain no information about the hierarchy and
semantics of particular elements.

2. Idealized and optimized 3D representations of the infrastructure elements are
created using CAD software based on the scans. The main goal of this stage
is to isolate groups of 3D model components, which will then be edited at the
next stages. A designer performs the following steps: importing the STEP
models into the CAD environment, dividing 3D models into components,
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grouping 3D model components, and exporting the 3D models to DWG [7].
In case of the models presented in this paper, the AutoCAD environment was
used due to its rich functionality and the ability to import non-standard file
formats. An important advantage of this software is low CPU usage, which
results in the possibility of editing complex objects. However, AutoCAD is
primarily a design package and does not provide the functionality required
for building visually appealing VR models.

3. 3D visual models of the infrastructure elements are created with the use of a
3D modeling environment. This stage aims to correct and optimize 3D models
that contain unnecessary and repetitive elements and geometry defects. At
this stage, the designer performs the following steps: importing 3D models into
the modeling environment, removing repetitive components, correcting the
geometry of 3D models, creating several LOD (Levels of Detail) for efficient
rendering, and exporting the 3D models into the FBX format [24]. FBX is
the primary 3D model format supported by game engines, in particular, the
Unity 3D engine [39]. An example of a 3D modeling package, which can be
used at this stage, is 3ds Max [5].

4. VR training scenes are assembled from the 3D visual models with the use
of a 3D scene editor tool, built as an extension of a game engine IDE. The
designer performs the following steps: importing 3D models saved in FBX
format, creating a hierarchy of objects in the 3D scene, setting the spatial
properties of 3D objects, configuring points and axes of rotation of 3D model
components, assigning materials and textures to 3D models, and instantiating
repetitive components of the scene model. The designer can use a 3D point
cloud from the 3D scanning process as a reference in building the scene.

5. Databases of scene objects and equipment are created. The scene object
database is specific to a particular VR training scene and describes the struc-
ture of objects (e.g., switchboard) and elements (e.g., switches and indicators)
of the infrastructure that can be used in scenarios for the given scene. The
database can be partially automatically generated based on the scene content
and then extended by domain-experts using specifically designed interactive
forms. Each element is associated possible states, in particular, boolean states
(e.g., on, off), discrete states (e.g., gauge mode) and continuous states (e.g.,
voltage). The database of equipment includes elements shared by all scenar-
ios, such as protective equipment and tools for performing particular types of
works, and is created manually.

4 Modeling VR Training Scenarios

When the 3D model of a training scene together with the associated databases
is available (cf. Sect. 3), the next important step is to design a training scenario.
Scenario describes VR scene’s behavior and interactivity, but is also a means of
conveying the training material. Typically, programming scenarios is a complex
and time-consuming process of writing scripts in a programming language sup-
ported by the game engine (C# in case of Unity 3D), which must be performed
by a programmer.
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Often, the same 3D training scene may be used with multiple different train-
ing scenarios. The scenarios may cover standard procedures to be performed or
non-typical repair and maintenance actions. In each case, it should be possi-
ble to simulate malfunction of some of the elements to test subject’s behav-
ior in more complex situations. Moreover, simulation of different conditions
(season, weather, daytime) or constraints (available equipment, time) may fur-
ther improve the quality and versatility of the training process. Therefore, it
becomes critical to permit the design of training scenarios in a quick and easy
manner by domain experts without low-level programming in VR.

Fig. 1. Process of building a training scenario for a VR scene

4.1 Creating Training Scenarios

The process of creating a training scenario for a VR training scene in our app-
roach is presented in Fig. 1. After a VR training scene and associated databases
have been built, a training scenario can be created in three steps, as described
below.

1. Designing a scenario using the VR Scenario Editor (VRSEd) application
implemented as an extension to Microsoft Excel. The VRSEd editor provides
several tools to support users in the design process. A scenario template is
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imported to the editor. The template provides an overall structure and visual
appearance of the scenario spreadsheet. Different templates may be used for
different user groups or when the set of required attributes changes. Attribute
values for selection lists in the scenario editor are retrieved from the scenario
properties database. A scenario spreadsheet describes a sequence of training
activities that should be executed by a single trainee, with possible trainee
mistakes and system errors, e.g., lock the controller if possible, then switch off
the transformer. The role of a trainer is reflected implicitly in the scenarios,
by hints and comments shown to the trainee while training.

2. Exporting the scenario to a semantic VR scenario knowledge base, using a
scenario exporter implemented in the VRSEd scenario editor. The knowl-
edge base is encoded using RDF, RDFS and OWL standards and includes all
information necessary for proper execution of the scenario in the VR Training
Application. The knowledge base is an ABox compatible with the TBox sce-
nario ontology. In other words, the scenario ontology specifies the terminology
in the form of classes and properties, which is used in assertions specified in
the scenario knowledge base. The generated scenario knowledge base consists
of statements (RDF triples), which are counterparts to the particular rows of
the scenario spreadsheet.

3. Importing the semantic VR scenario knowledge base into the VR Training
Application implemented in the Unity 3D game engine. The scenario is loaded
for a specific VR training scene described by the scenario. The correct assign-
ment of the scene and the scenario is verified during the import. The knowl-
edge base importer creates a hierarchy of script objects, which is then directly
used during the scene runtime. One can import another scenario to the same
VR training scene to provide different types of training.

4.2 Databases

The three databases shown in Fig. 1 provide all necessary data required by
the VRSEd scenario editor to build a VR training scenario. All databases are
currently implemented in Microsoft Access. In the next versions of the environ-
ment, in which remote access to databases will be required, the databases will
be implemented in an SQL RDBMS.

Database of Scene Objects. For each VR training scene, a database of scene
objects is created. The database contains 3 tables: Objects, Elements and States.
The Objects table provides information about all infrastructure objects within
the scene. The Elements table contains records corresponding to particular ele-
ments of objects, on which actions are performed or whose state depends on the
user actions. The States table contains records representing all possible states of
infrastructure objects’ elements, on which actions can be performed.

Database of Equipment. The equipment database is common to all train-
ing scenarios created using the VRSEd scenario editor. The database contains
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information about protective equipment (such as a protective visor, gloves or
helmet) and specific work equipment, which may be required to perform partic-
ular tasks. The database contains also information how information about the
need to use the particular kind of equipment should be presented to a user, and
the representation of the equipment in a VR scene.

Database of Scenario Properties. In addition to data specific to a given
virtual training scene, such as infrastructure objects, object elements and object
states, the scenario editor must have access to all possible values of their proper-
ties. The list of values is common for all scenarios and is stored in the database of
scenario properties. These values are included in the drop-down lists, when a user
selects a property value. In particular, these are properties containing informa-
tion on the types of work performed, types of equipment required for performing
particular types of work, and types of protective equipment. The scenario prop-
erties database contains two tables: Attributes and Fields. The Attributes table
contains attributes in the scenario tables that can be supplemented by select-
ing fields from drop-down lists. An example attribute is “Item mapping fidelity”.
The Fields table contains all possible values of attributes. Each attribute may
be associated with multiple field values. Field values for “Item mapping fidelity”
can be “High”, “Medium”, and “Low”.

4.3 VR Scenario Editor Application

Fig. 2. The VR Scenario Editor implemented as extension to Microsoft Excel

The VR Scenario Editor (VRSEd) application has been implemented as an exten-
sion to Microsoft Excel (Fig. 2) to enable quick and efficient creation of training
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scenarios by non-IT-specialists. The main advantages of using MS Excel as the
editor implementation platform include the popularity of the software, which
eliminates the need to install additional programs, the availability of numerous
well-documented add-ons and programming libraries, as well as a wide commu-
nity of users.

On top of the window (Fig. 2), the VRSEd toolbar is visible. It provides
tools for importing databases, loading a scenario template, and creating different
types of entities that may be used in a scenario (steps, activities, actions, objects,
elements, problems, etc.).

Individual scenario sheets (visible on the bottom) contain descriptions of
basic scenario properties, the course of the scenario, errors and problems that
may occur in the scenario, and different types of equipment to be used. Each
sheet consists of different types of tables. The Scenario sheet contains general
information about the scenario and the required equipment.

The main sheet of the workbook provides information about the course of
the scenario. It describes the training in the form of a logical sequence of steps,
activities, and actions to be performed by a trainee. In each scenario, at least
one step must be defined. Steps are divided into activities. Each activity can
be associated with a problem that may occur during the training, an error that
can be made, and the necessary equipment. Within an activity, the trainee per-
forms actions on infrastructure objects that are described using the Action table
(visible in Fig. 2). The Action table lists the objects and elements of the infras-
tructure, on which the action is carried out, the way their states change as a
result of the action, and how this change in state is reflected in the training. The
sequential form of scenarios is sufficient for a vast majority of training scenar-
ios in the selected domain, with possible side threads represented by trainee’s
mistakes and system errors.

Various types of errors may be made during a training session, which are
described in the Errors sheet. Each error is described by properties that specify
how to inform the trainee about the error and how the system responds to the
error. The Problems worksheet contains the table Potential problem showing
events that may occur during the training that disrupt the work course. A prob-
lem may be associated with elements of objects in the scene that depend on the
problem, i.e., their state changes. For any potential problem, the trainee may
make an error when trying to resolve it.

The structure of scenario spreadsheets, which is based on tables, matches the
structure of scenario knowledge bases based on RDF triples (cf. Sect. 2.2). When
a scenario is exported into a semantic VR scenario knowledge base, every table
is exported to multiple triples. The table identifier designates the subject of a
triple (e.g., action), the attribute name in a particular row in the first column
designates the predicate (e.g., infrastructure object id), and the attribute value
in the row in the second column designates the predicate value (e.g., a particular
object id selected from the list)—Fig. 2.
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4.4 Ontology and Semantic Scenario Knowledge Base

A formal scenario ontology has been designed to enable semantic description
of training scenarios in VR. The scenario ontology is a TBox, which specifies
the classes and properties used to describe training scenarios (ABox), as well
as relationships between these classes and properties. The scenario ontology has
been implemented using the RDF, RDFS and OWL standards.

Fig. 3. Ontology of VR training scenarios

The entities specified in the scenario ontology, as well as the relations between
them, are depicted in Fig. 3. The entities encompass classes (rectangles) and
properties (arrows) that fall into three categories describing: the workflow of
training scenarios, objects and elements of the infrastructure, and equipment
necessary to execute actions on the infrastructure.

Every scenario is represented by an individual of the Scenario class. A sce-
nario consists of at least one Step, which is the basic element of the workflow,
which consists of at least one Activity. Steps and activities correspond to two
levels of generalization of the tasks to be completed by training participants.
Activities specify equipment required when performing the works. In the VR
training environment, it can be presented as a toolkit, from which the user can
select the necessary tools. Steps and activities may also specify protective equip-
ment. Actions, which are grouped into activities, specify particular indivisible
tasks completed using the equipment specified for the activity. Actions are exe-
cuted on infrastructural components of two categories: Objects and Elements,
which form two-level hierarchies. A technician, who executes an action, changes
the State of an object’s element (called Interactive Element), which may affect
elements of this or other objects (called Dependent Elements). For example, a



Semantic Modeling of VR Training Scenarios 141

control panel of a dashboard is used to switch on and off a transformer, which
is announced on the panel and influences the infrastructure. N-ary relations
between different entities in a scenario are represented by individuals of the
Context class, e.g., associated actions, elements, and states. Non-typical situa-
tions in the workflow are modeled using Errors and Problems. While errors are
due to the user, e.g., a skipped action on a controller, problems are due to the
infrastructure, e.g., a controller’s failure.

Fig. 4. VR training scenario described as a semantic knowledge base (fragment)

The scenario knowledge base is an ABox specifying a specific training scenario
consisting of steps, activities and actions, along with its elements and infrastruc-
ture objects, which are described by classes and properties specified in the sce-
nario ontology (Fig. 4). Scenario knowledge bases are encoded in OWL/Turtle.
A scenario knowledge base is generated based on the scenario Excel workbook
by the VRSEd KB exporter module. It is then imported into the VR Train-
ing Application by an importer module, which – based on the scenario KB –
generates the equivalent object model of the scenario.

5 Example VR Training Scenario

A VR training scenario designed with VRSEd can be imported into the VR
Training Application. In Fig. 5, a training scenario imported into the Unity
3D IDE is presented. On the left, the training scene is visible with scenario
objects highlighted. On the right, three levels of the scenario, together with
their properties, can be seen.

In Fig. 6 and 7, the VR Training Application, as seen by a trainee in the
VR mode, is presented. The trainee can place hand in the walkie-talkie area and
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Fig. 5. Training scenario imported into Unity 3D IDE

Fig. 6. VR Training Application – execution of Step 1 Activity 1

press the controller button to display information about the step, activity and
action to be performed (Fig. 8).

By changing the scenario in VRSEd, a designer can modify all attributes of
any step, activity and action of the scenario. In Fig. 9, a scenario is presented
that starts with the working area not properly marked. Marking of the work
area is one of the mandatory steps before the real work can start. Therefore, the
first step for the trainee will be to mark the area with an appropriate sign. In
Fig. 10, the same scenario, but with the modified initial state, is presented. The
working area is already clearly marked, which is visible in the model, and the
trainee does not have to perform the action of marking. This change in VRSEd
requires only selecting a different initial state from a list in one of the scenario
rows. Performing this change directly in Unity 3D model and code would be a
difficult and time-consuming operation.
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Fig. 7. VR Training Application – execution of Step 1 Activity 2

Fig. 8. Avatar and walkie-talkie used to activate displaying of scenario commands

6 Results and Discussion

Training of employees in practical industrial environments requires the ability
to design new and modify existing training scenarios efficiently. In practice, the
number of scenarios is by far larger than the number of training scenes. In the
case of training electrical operators of high-voltage installations, typically one 3D
model of an electrical substation is associated with at least a dozen of different
scenarios. These scenarios include learning daily maintenance operations, reac-
tions to various problems that may occur in the installation as well as reactions
to infrastructure malfunction.

The training scenarios are typically very complex. The “Karczyn” scenario
used as an example in this paper covers only preparation for a specific mainte-
nance work and consists of 4 steps, 11 activities, and 17 actions. For each action,
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Fig. 9. Initial scenario state set to “Work Area Not Marked”

Fig. 10. Initial scenario state set to “Work Area Marked”

there are dependent objects (44 in case of this scenario). For each step, activity,
action and object, the scenario provides specific attributes (9–10 for each item).
For each attribute, the name, value, command and comment are provided. In
total, the specification of the course of the scenario consists of 945 rows in Excel.
In addition, there are 69 rows of specifications of errors and 146 rows of specifi-
cation of problems. The scenario also covers protective equipment, specific work
equipment, and others.

The generic scenario ontology (TBox) encoded in OWL takes 1,505 lines of
code and 55,320 bytes in total. The “Karczyn” scenario saved in Turtle (which
is a more efficient way of encoding ontologies and knowledge bases) has 2,930
lines of code and 209,139 bytes in total.
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Implementation of the “Karczyn” scenario directly as a set of Unity 3D C#
scripts would lead to very complex code, difficult to verify and maintain even by a
highly-proficient programmer. The design of such a scenario is clearly beyond the
capabilities of most domain experts dealing with everyday training of electrical
workers.

The use of the VRSEd tool, together with a formal ontology described in
this paper, enables concise representation of the scenario, and provides means of
editing and verification of scenario correctness with a user-friendly and familiar
tool. Moreover, by using different scenario templates, the tool can be customized
for different user groups, providing branding, explanatory graphics, automation,
hints and custom fields further simplifying the scenario design process.

An important aspect to consider is the size of the scenario representations.
The total size of the “Karczyn” Unity 3D project is 58 GB, while the size of
the executable version is only 1.8 GB. Storing 20 scenarios in editable form as
Unity projects would require 1.16 TB of disk space. Storing 20 scenarios in the
form of semantic knowledge bases requires only 4MB of storage space (plus the
size of the executable application). Such scenario representations can be easily
exchanged over the network between different training sites.

The ability to save scenarios at any stage of their development in the form of
Excel files further contributes to the increased solution’s usability. The “Karczyn”
scenario saved as an XLSX file requires 447KB. One can easily create and store
multiple versions of multiple scenarios on a typical laptop computer.

7 Conclusions and Future Works

The method of semantic modeling of VR training scenarios presented in this
paper enables flexible and precise modeling of scenarios at a high level of abstrac-
tion using concepts specific to a particular application domain instead of forcing
the designer to use low-level programming with techniques specific to computer
graphics. The presented VRSEd editor, in turn, enables efficient creation and
modification of the scenarios by domain experts. Hence, the method and the
tool make the development of VR applications, which generally is a highly tech-
nical task, attainable to non-technical users allowing them to use in the design
process concepts of their domains of interest.

Future works include several elements. First, the environment will be
extended to support collaborative creation of scenarios by distributed users. It
will require changing the document-based database implementation (currently
with Microsoft Access) with a full relational SQL database management system
supporting transactions and concurrent access of multiple users. Second, we plan
to extend the training application to support not only the training mode, but
also the verification mode of operation with appropriate scoring based on user’s
performance. Finally, we plan to extend the scenario ontology with concepts of
parallel sequences of activities, which can be desirable for multi-user training,
e.g., in firefighting.
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