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Preface

We are pleased to present in this LNCS volume the scientific proceedings of the 17th
EuroVR International Conference (EuroVR 2020), organized by the Immersive
Neurotechnologies Lab (LabLENI) of the Polytechnic University of Valencia (UPV),
Spain, during November 25–27, 2020. Due to the COVID-19 pandemic, EuroVR 2020
was a virtual conference, to guarantee the best audience while maintaining the
maximum-security conditions for the attendees.

Prior to this year, the EuroVR conferences were held in Bremen, Germany (2014);
Lecco, Italy (2015); Athens, Greece (2016); Laval, France (2017); London, UK (2018);
and Tallinn, Estonia (2019). This series was initiated in 2004 by the INTUITION
Network of Excellence in Virtual and Augmented Reality, supported by the European
Commission until 2008, and imbedded within the Joint Virtual Reality Conferences
(JVRC) from 2009 to 2013. The focus of the EuroVR conference series is to present,
each year, novel Virtual Reality (VR) up to Mixed Reality (MR) technologies, also
named eXtended Reality (XR), including software systems, immersive rendering
technologies, 3D user interfaces, and applications. These conferences aim to foster
European engagement between industry, academia, and the public sector, to promote
the development and deployment of XR in new and emerging, but also existing fields.

Since 2017, the EuroVR association has collaborated with Springer to publish the
papers of the scientific track of our annual conference. To increase the excellence of
this applied research conference, which is basically oriented toward new uses of XR
technologies, we established a set of committees, including scientific program chairs,
leading an International Program Committee (IPC) made up of international experts in
the field.

12 scientific full papers were selected to be published in the scientific proceedings of
EuroVR 2020, presenting original and unpublished papers documenting new XR
research contributions, practice and experience, or novel applications. 6 long papers
and 6 medium papers were selected from 35 submissions, resulting in an acceptance
rate of 34%. Within a double-blind peer-review process, three members of the IPC with
the help of some external expert reviewers evaluated each submission. From the review
reports of the IPC, the scientific program chairs took the final decision. The selected
scientific papers are organized in this LNCS volume according to three topical parts:
Perception, Cognition and Behaviour; Training, Teaching and Learning; and Tracking
and Rendering.

Moreover, with the agreement of Springer and for the second year, the last part of
this LNCS volume gathers scientific poster/short papers, presenting work in progress or
other scientific contributions, such as ideas for unimplemented and/or unusual systems.
Within another double-blind peer-review process, based on two review reports from
IPC members for each submission, the scientific program chairs selected 6 scientific
poster/short papers from 17 submissions (acceptance rate of 35%).



Along with the scientific track, presenting advanced research works (scientific full
papers) or research work in progress (scientific poster/short papers) of this LNCS
volume, several keynote speakers were invited to EuroVR 2020. Additionally, an
application track, subdivided into talk, poster, and demo sessions, was also organized
for participants to report on the current use of XR technologies in multiple fields.

We would like to thank the IPC members and external reviewers for their insightful
reviews, which ensured the high quality of the papers selected for the scientific track of
EuroVR 2020. Furthermore, we would like to thank the application chairs, the demo
and exhibition chairs, and the local organizers of EuroVR 2020.

We are also especially grateful to Anna Kramer (Assistant Editor, Computer Science
Editorial of Springer) and Volha Shaparava (Springer OCS Support) for their support
and advice during the preparation of this LNCS volume.

EuroVR 2020 is the last issue of this international conference under this name. As
highlighted above, the scope of this conference and its related association is globally
XR technologies and their applications. Thus, the EuroVR association recently became
EuroXR (https://www.euroxr-association.org/), and our next international conference
will follow this renaming. Our wish is that future EuroXR conferences will pursue and
enhance this unique human-dimension framework, interconnecting European and
international XR communities, for knowledge cross-fertilization between researchers,
technology providers, and end users.

September 2020 Patrick Bourdot
Victoria Interrante

Regis Kopper
Anne-Hélène Olivier

Hideo Saito
Gabriel Zachmann

vi Preface
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Perception, Cognition and Behaviour



Effect of Social Settings on Proxemics
During Social Interactions in Real and

Virtual Conditions

Tristan Duverné1, Théo Rougnant1, François Le Yondre2, Florian Berton3,
Julien Bruneau3, Katja Zibrek3, Julien Pettré3, Ludovic Hoyet3,

and Anne-Hélène Olivier4(B)

1 ENS, Univ. Rennes, Rennes, France
2 Laboratoire VIPS2, Univ. Rennes, Rennes, France
3 Univ Rennes, Inria, CNRS, IRISA, Rennes, France

4 Univ Rennes, Inria, CNRS, IRISA, M2S, Rennes, France
anne-helene.olivier@univ-rennes2.fr

Abstract. Virtual Reality (VR) offers unlimited possibilities to cre-
ate virtual populated environments in which a user can be immersed
and experience social interactions with virtual humans. A better under-
standing of these interactions is required to improve the realism of the
interactions as well as user’s experience. Using an approach based on
Interactionist Sociology, we wondered whether the social settings within
which the individual interact has an impact on proxemics norms in real
conditions and if these norms apply in VR. We conducted an experiment
in real and virtual conditions where individuals experienced a transgres-
sion of proxemics norms at a train station and in a sports fan zone. Our
results suggest that proxemics norms vary according to the subjective
relationship of the individual to the social settings. This variation would
translate directly into a modulation of bodily sensitivity to the proximity
of the body of others. While we were able to show that social norms still
exist in VR, our results did not show a main effect of the social settings
on participants’ sensitivity to the transgression of proxemics norms. We
discuss our results in the frame of the cross-fertilization between Sociol-
ogy and VR.

Keywords: Virtual Reality · Proxemics · Social settings

1 Introduction

Immersion in populated environments is an essential requirement in many Vir-
tual Reality (VR) applications, including entertainment, education, security, but
also for the study of human behavior during person-to-person interactions. In
this context, social interactions between a user and virtual human characters

Supported by the ANR OPMoPS project (ANR-SEBM-0004) and the Inria associate
team BEAR.

c© Springer Nature Switzerland AG 2020
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4 T. Duverné et al.

moving in the same environment need to be better understood to improve the
realism of the interactions as well as users’ experience. When considering social
interactions, body norms were shown to be very important metrics [24]. As one
of them, proxemics norms can be very influential on bodily interactions espe-
cially in the current context of COVID-19 pandemic. The proximity of one body
to another may indeed appear excessive and lead to physical displacement even
when this proximity is not mechanically constraining.

Proxemics is the study of people’s perception and use of space [25]. The explo-
ration of this field of study emerged in the 1960’s as an interdisciplinary approach
to understanding complex human behaviour in crowds. Proximity was shown to
be influenced by cultural aspects [25], as well as by gender [13], behaviour [2] or
attractiveness [31]. Among variables that influence proxemics norms, the sub-
jective relationship that the individual maintains with the social setting was
rarely considered. However, interactionist sociology showed that body norms
vary depending on the subjective relationship with the social setting [29]. The
amount and variety of social settings users can be immersed into with VR
therefore raises the following questions: does changing the social setting of the
environment have an impact on proxemics norms? Do these norms still apply
in VR?

To answer these questions, we used a transdisciplinary approach relying on
Sociology, Movement Sciences and Computer Sciences. We first aimed at veri-
fying that the same transgression of proxemics norms provokes different reac-
tions in individuals undergoing this transgression in real situations, according to
the subjective relationship they have with the social setting in which they are
interacting. To manipulate social settings, we used the concept of “non-place”,
proposed by the anthropologist Marc Augé [4], and which designates excessively
standardized places such as shopping malls or stations. In contrast, anthropo-
logical places are social settings that make sense for individuals and in which
they engage their identities, their affiliations, their tastes, etc. We then compared
proxemics norms in a train station where individuals have to stand in front of
the departure board to get information about the train (the presence in this
specific location is constrained by the need to get information) and a sports fan
zone, where individuals stop because they are attracted by an event of interest.
Our second objective was to evaluate the ability of VR to study the influence
of the subjective relation to social settings on proxemics by replicating the real
experiment in a virtual environment. In real conditions, results showed that the
subjective relation to social setting has an influence on proxemics, which results
in an increased sensitivity to the transgression of proxemics norms in a non-place
in comparison to an anthropological place. Proxemics norms still exist in VR,
but the difference in sensitivity to social settings was not observed.

2 Related Work

Social rules have a main influence on human behavior during non-verbal inter-
actions. In that context, interactionist sociology offers a reading framework that
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can help understanding norms. This section presents related work in this field,
as well as studies exploring proxemics norms in VR.

2.1 Social Norms as a Determinant of the Individual Behavior

In populated environments, individuals form a coherent whole that makes them
interdependent with one another [19,20]. This implies behaving according to
the norms, which are the basis of the process of civilization [19,20]. A norm
is defined here as a tacit rule which is constantly regulated in the course of
daily life interactions [24] and is part of the socialization process during which
each individual incorporates the normative behaviours of the social group to
which he or she belongs to [12]. Any deviation to the norm is anticipated by
the individual and, if necessary, sanctioned by consequences that can range from
mere reprobation to exclusion. According to Goffman [24], the reason why the
collective disapproves individuals’ deviance from the norm is twofold: deviant
behaviours challenge the norms that regulate the foundations of the course of
interactions, and it makes the collective lose face insofar as it highlights the
unnatural character of socially constructed reality. This is why each interactor
has to play his or her role correctly.

2.2 The Body Proximity as a Social Norm

Proxemics norms require the interactants to maintain interpersonal distance
[25]. They can be considered as determinants of individuals’ motor conduct
during unfocused interaction. This interaction refers to a co-presence of the
interactors, without direct contact but while still influencing each other nor-
matively [24,28]. Individuals’ non-verbal reactions in terms of body posture,
motion, interpersonal distance as well as gaze behaviour in such an interaction
were extensively studied in the literature (see [26] for a review).

Proxemics studies identified 3 types of distances: intimate, personal and
extra-personal ones [25]. Transgressing personal distance is a deviant behaviour
that causes significant discomfort. The individual who transgresses is, in this
case, doubly at fault: he or she does not respect the minimum distance imposed
by the situation and he or she does not correctly practice socially constructed
norms [24].

Social distances vary according to cultures [16,37], speed of movement and
density [40], lighting condition [1], indoor or outdoor locations [17], obstacle
movements [23] as well as gender and age [34,37]. Studies also investigated
social distances by people’s perception of crowding. McClelland and Auslan-
der [33] found that crowdedness is associated with both the number of persons,
as well as the social setting and the amount of space available. Social density
was found to be more positive in specific settings, such as bars and discos, which
are associated with pleasant, hedonic experiences, whereas density was negative
in utilitarian settings [8]. Interestingly, the same settings can be perceived dif-
ferently by individuals. Baker and Wakefield [7] found that shoppers with higher
need for control tend to perceive social density in shopping malls as stressful,
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while shoppers with a higher need for intimacy, perceived density as exciting.
Despite the amount of work on that topic, little is known about the influence of
the subjective interpretation of social settings. For example, socially acceptable
uses of the body are not the same in a football stadium, on a beach or in a
railway station hall [18] and Interactionist Sociology showed that body norms
vary by the subjective relationship to social settings [29]. Body would act as a
sensory barometer of social status [30]. This is precisely why the transgression of
proxemics norms causes a feeling of discomfort even when it does not mechani-
cally limit movement. But could this discomfort, linked to excessive proximity,
vary according to the subjective relationship to the social settings?

2.3 Subjective Relationship to Social Settings: Non-place and
Anthropological Place

The subjective relationship between one individual and the place where he or
she evolves is infinitely variable. According to Augé [4] we can however identify
two main types of places according to their level of symbolization and sociality,
namely “anthropological places” and “non-places”.

An “anthropological place” is highly charged with symbols, such as a football
stadium. Colours, individual placement, behaviour, clothing, words and songs are
all symbols that manifest the identities, affiliations, antagonisms and history of
the place. Interactions are focused [24] and individuals have expectations which
act as foundations of the collective experience in which they come to participate.
Other places are poorly charged with symbols, such as shopping malls or train
station halls, which have been highly standardised by urbanisation to the extent
that they all look alike and their utilitarian function overwhelms their social
dimension. These places are called “non-places” [4]: individuals remain more
anonymous and solitary. The subjective relationship that individuals maintain
with these non-places is marked by distances and constraints. Interactions in such
a non-place correspond to a logic of necessity to which everyone is accustomed.
The distinction between non-place and anthropological places is not systematic
and exists in the subjective representation made by individuals as well as the
task they have to perform. For example, an individual can perceive the station
in a very positive way if it reminds a happy encounter. Conversely, a profes-
sional steward will have a more functional and constrained relationship with the
stadium. Moreover, we can wonder whether that distinction between theses two
main sensitive and subjective social settings still apply in VR.

2.4 Virtual Reality and Social Interactions

VR is a powerful tool to study human social interactions [36]. VR offers new
experimental perspectives since it enables experimental control while preserving
a high ecological fidelity [10,32,36] which is an important challenge when con-
sidering interactions between individuals. In addition, a main advantage is to
enable to manipulate any characteristics of the virtual environment the user is
interacting with and to then design new experimental contexts [36]. The growing
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interest of Social Sciences for VR can be illustrated by the recent surveys about
methodological guidelines for using VR and its benefits and drawbacks in this
context [21,36,38,43,44].

The persistence of proxemics norms in VR in comparison to real conditions
has been extensively evaluated. Bailenson et al. [5] designed a task where users
have to approach a virtual human to find some elements on its clothes. In
such a condition, users always preserve a distance threshold (40 cm) with the
virtual human. As previously demonstrated in real conditions, this study also
demonstrated that users maintained a larger distance when the virtual human
was engaged in a constant mutual gaze. They also highlighted that users left
more distance when approaching a virtual human from the front than from the
back. Observing the behaviour of users’ avatar playing the Second life game, Yee
et al. [45] showed that male-male dyads maintain larger interpersonal distances
than female-female dyads. They also reported a preservation of the Equilibrium
Theory [3,6] where mutual gaze was inversely correlated with interpersonal dis-
tance. They concluded that social interactions in such a virtual environment
follow the same social norms than in the physical world. Iachini et al. [27] used a
paradigm where users have to press a button as soon as they feel uncomfortable
with the interpersonal distance between them and a virtual human (interpersonal
space), or as soon as they can reach the virtual human with their hands (periper-
sonal space). They performed this task while walking towards the virtual human
(active) or standing and observing the virtual human walking towards them
(passive). The gender and the age of the virtual human was manipulated. They
also replicated the experiment in real conditions. Their results showed a similar
effect of factors manipulated in both environments: the interpersonal distance
was larger in passive than in active conditions, interpersonal and peripersonal
spaces were similar in the active condition but interpersonal space was larger
than peripersonal space in the passive condition. Both in real and virtual con-
ditions, the distances were larger when participants formed a dyad with a male
than with a female and larger when a young adult interacted with an older adult
in comparison to a young adult or a child. Finally several studies used a collision
avoidance paradigm where a user has to avoid a virtual human while walking.
Collision avoidance consists in regulating the interpersonal crossing distance,
which is not only a contact distance but includes social norms too. In line with
this idea, Gérin-Lajoie et al. [22] showed that the elliptical shape of personal
space demonstrated in real conditions is preserved in VR, even if its dimensions
are slightly increased. An increase of the crossing distance but a preservation of
the main characteristics of the avoidance behaviour have also been reported in
several studies either while walking with a HMD [9,14] or using various locomo-
tion interfaces and control laws [35]. Similar effects were also demonstrated for
both environments regarding the effect of interacting with an anthropomorphic
obstacle (i.e., a human) as opposed to inanimate objects as well as the effect of
anthropomorphic obstacle orientation [39].

All these studies, while using different approaches, converge to the same
conclusion that social norms are preserved in VR, even though quantitative
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differences sometimes exist. This is an important result which encourages
researchers to consider VR as a relevant tool to study human social behaviour
but also to consider social rules when designing virtual populated environments.
While many factors were investigated in VR such as the influence of age and
gender [27], gender and attractiveness of motion [46], emotion [11], interpersonal
attitude [15], there was no investigation of the effect of the subjective meaning
of the virtual social setting on proxemics norms.

3 Experimental Design

3.1 Objectives

This study had two main objectives. First, we were interested in evaluating the
effect of the subjective meaning of social settings on proxemics. Specifically, we
investigated whether a similar transgression of proximity norms implies similar
body reactions depending on the subjective relation the individual undergoing
the transgression has with the social settings. To this end, we compared two
types of spaces: a “non-place” (a train station) and an “anthropological place” (a
sports fan zone). Secondly, we evaluated the persistence of these results in VR by
replicating this experiment with participants immersed in a virtual environment.
From an applicative point of view, the aim is both to grasp the extent to which
virtual reality preserved the bodily sensitivity involved in social interactions,
and to understand to which extent VR must integrate the social dimensions of
the space when designing virtual crowded environment.

3.2 Social Settings

We considered two social environments, both in real and virtual conditions
(cf. Fig. 1), that differ in term of the subjective relation they can infer to
individuals:

– An anthropological place: A symbolized and social place where people
choose to come to interact and share an experience with others. A place
around a soccer game was chosen, where people observe others playing for
pleasure.

– A non-place: A very common place that cannot be defined as identity,
relational or historical and which is often transitory [4]. For this purpose, we
chose a train station hall, as it is a transitory space where the individuals’
presence is constrained by the obligation to wait for the necessary information
to be displayed on a screen.

These two environments share similar physical properties: the density is close,
individuals stand still to get an information displayed on a screen or to watch a
soccer game, their position is determined by the screen being the only common
focal point.
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Non-place Anthropological place

Real

Virtual

Fig. 1. Illustration of the four social environments used in the experiment.

The four environmental conditions were then the followings:

– Real “non-place”: a train station hall where individuals are constrained to
wait in front of the train display board (Fig. 1 top-left).

– Real “anthropological place”: a stand in a fan zone in front of the soccer
stadium on match days, where individuals watch other people having fun
(Fig. 1 top-right).

– Virtual “non-place”: a train station hall where individuals are constrained
to wait in front of the train display notice board (Fig. 1 bottom-left).

– Virtual “anthropological place”: a giant screen broadcasting a football
match in a fan zone (Fig. 1 bottom-right).

We then formulated two hypotheses:

– H1: the transgression of proximity norms induces less discomfort in a highly
symbolized and social place (i.e. an anthropological place), such as a sport
event where individuals come to spend a good time, than in a non-place,
such as a train station where presence is constrained. In particular, we expect
larger reactions in the non-place condition. According to [4], we hypothesize
that individuals will feel more at ease in anthropological places and then
tolerate more easily a transgression of proxemics norms.

– H2: In line with the results of the studies presented in Sect. 2.4, we hypothe-
size that the transgression of proximity norms in VR induces similar reactions
than in real conditions.
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3.3 Participants

In order to minimize confounding individual factors, since it has been previously
shown that proxemics is influenced by gender and age [37], inclusion criteria
have been defined. Individuals had to be male, aged between 20 to 40 years, and
their self-reported blood alcohol concentration below the legal limit for driving,
since it is known that alcohol affects social behavior [42]. In real conditions, 17
subjects meeting these criteria from the post-experiment discussion were studied
at the station and 13 in the fan zone. In virtual conditions, the experiment
involved 22 participants in the fan zone and 22 participants in the station. In
virtual conditions, we conducted experiments at the Sports Sciences University:
participants were all in their twenties and male students in their 2nd year of
Sport sciences bachelor’s degree. They had no previous experience with VR.

3.4 Task

We designed a between-subjects experiment, which involved different partici-
pants in the four conditions considered (non-place vs. anthropological place ×
real vs. virtual environments).

In real conditions, a male confederate identified an unknown and uninformed
male individual within a crowd of people. He then approached him and stood
excessively close (15 cm away) in front of him in the same direction during 10 s
(cf. Fig. 2). The confederate tried not to obstruct the subject’s view of the screen
to ensure that the reactions caused were not due to a mechanical impediment.

Fig. 2. Illustration of the proxemics norms transgression task used in this study: a
confederate (red) approaches an individual (blue) and stops just in front of him at a
very close distance so as not to occlude his view of the screen he is looking at. (Color
figure online)
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In virtual conditions, male participants were immersed in the virtual envi-
ronment using a FOVE HMD (70 Hz, 100◦ field of view). A soundtrack specific
to each space was played through headphones. Participants were able to move
in a 2 m× 2 m space. In the train station condition, they had to stand and look
at a screen until the track of the train going to a specific destination (Dourdain-
La-Forêt) would appear. In the fan zone condition, participants stood in front
of a screen where a soccer game was displayed, but were not given any specific
instruction. We voluntarily provided participants with different instructions in
the two virtual environments to reproduce the situation observed in real con-
ditions: the constrained task of waiting for the information to be displayed on
a screen in a train station versus a non-constrained task of watching at will a
football game in a fan zone. In both virtual conditions, 30 s after the beginning
of the immersion, a virtual human moved towards them, then stood in front of
the participant, in order to reproduce the same stimuli as in the real conditions.
In each environment, we made sure that the transgressor did not interfere with
the subject’s vision (by a slightly shifted position in front of him) in order to
ensure that the transgressor’s potential movement was related to a normative
and not a visual disturbance.

Observation and Interview. For each condition, an experimenter observed
the scene from a distant point of view and reported participants’ reaction over
the invasion of their interpersonal space. Then a post-observational interview
was conducted at the end of the experiment to find out the degree of aware-
ness expressed by subjects regarding the transgression of the proxemics norms
that just occurred, their feelings, as well as the reasons that pushed them to
react when they did. This explanation interview completed the observations
performed by the experimenter and allowed each individual to verbalize their
reactions. The interview also enabled us to confirm the subjective relationship
(constrained/desired) of the individual to the social setting.

4 Analysis

We used an ethnographic method, often used in Interactionist Sociology, to
describe the individuals’ behaviour following the transgression of proxemics
norms both in real and virtual conditions. Additionally, in virtual conditions,
we recorded participant and virtual humans positions. At the end of all obser-
vations, an explanatory interview was also performed.

4.1 Ethnographic Data

Using an ethnographic approach, i.e. an observational method, we rated individu-
als’ non verbal reactions to the transgression of proxemics norms using a 7-point
scale from 1-None, 3-Minimal, 5-Moderate to 7-Frank. This rating was based
on 3 indicators that were shown to be important when considering interper-
sonal interactions and proxemics namely, gaze, body posture and movement [26].
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A minimal reaction corresponds, for example, to an increased surveillance on the
confederate through the gaze, a straightening of the chest, a small displacement.
A moderate reaction corresponds to a transfer of body weight from one foot to
the other or micro-displacements both creating distance, accompanied by visual
surveillance. Finally, a frank reaction results in a displacement increasing inter-
personal distance.

4.2 Position Data in Virtual Reality

We studied the interaction as the time period in which participant’s proxemics
norms were violated, starting when the virtual confederate stood in front of the
individual (T0) and ending when the confederate left. We computed the inter-
personal distance (IPD) between the participants and the virtual confederate
(center to center distance) at T0 to control the initial conditions of the interac-
tion. We also computed the maximum IPD and the time to reach this distance
during the interaction. It represents the IPD reached by participants after (more
or less) motion adaptation in response to the transgression of proxemics norms.

4.3 Statistical Analysis

The statistical tests were performed using R software and the significance thresh-
old was set at 0.05. The normality of data distribution for IPD and time variables
in VR was assessed using the Shapiro-Wilk test. We evaluated the effect of the
social settings using a Mann-Whitney test since data did not follow a normal
distribution. Regarding ethnographic data, because our sample size was small to
conduct a χ2 test of association, we reported only descriptive statistics.

5 Results

5.1 Real Conditions

Results of the ethnographic analysis in real condition are reported in Fig. 3 in
plain colours (train station in blue and stadium in green). In the train station,
47% of the individuals (8/17) had a frank embarrassed reaction to the obstruc-
tion of the proxemics standards, such as a displacement, and only 12% (2/17)
did not exhibit any embarrassment-related reaction. At the stadium fan zone,
8% of the individuals (1/13) had a frank embarrassed reaction and 38.5% (5/13)
did not show any embarrassment. The other intermediate reactions between
those two extremes, like eye surveillance or weight transfer from one support to
another, were observed in similar ranges, as shown in Fig. 3.

In the train station, 65% of the individuals (11/17) accompanied their reac-
tion with a demonstration or a body attitude mobilized as a pretext for not
revealing the transgression of the norm: turning to the other side of the confed-
erate and pretending to search someone, for example. These “bodily excuses”,
dissimulating the embarrassment were found in individuals who had ‘frank’,
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Fig. 3. Ethnographic observations during transgression of proxemics norms. The figure
reports the proportion of bodily reaction and discomfort intensity observed in each
conditions.

Fig. 4. Box plots of a) Interpersonal Distance (IPD) between participants and the
virtual human at the beginning of the interaction b) maximum value of IPD during
the interaction and c) the time to reach maximum IPD depending on the social setting.
Significant differences between social settings are highlighted using a * (p < 0.05).

‘light’ and ‘minimal’ reactions. At the stadium fan zone, only 15% of the indi-
viduals (2/13) had this type of behaviour that could be interpreted as diversion
strategies, but the interviews revealed that it was not a pretext and that the
bodily attitudes were well justified by a practical reason. On the other hand, the
explanatory interviews confirmed these diversion strategies in the train station.
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The interviews also revealed that 47% of the individuals (8/17) at the station
vs. 15% (2/13) at the stadium were aware of the proximity of the experimenter.

5.2 Virtual Conditions

Ethnographic observations (hatched colors in Fig. 3) showed that only 13.5%
(3/22) and 18% (4/22) of the individuals exhibit frank reactions of discomfort
when the virtual human invaded their personal space respectively in the train
station and in the fan zone. Conversely, 42% (10/22) of the individuals in the
train station and 32% (7/22) in the fan zone did not show any reaction. Minimal
and moderate reactions were also quite similar between the 2 spaces. Interviews
showed that all the individuals in the fan zone (22/22) and 95.5% (21/22) in the
station noticed the presence of the virtual human during the experiment. A large
part of the reactions to the transgression of proxemics observed in real conditions
(body weight transfer, displacement by trampling...) were also observed in VR.
Some behaviours were however not observed in real conditions: laughing, trying
to touch the virtual human, a strong surprise manifested by a burst.

Distance and time metrics are reported in Fig. 4. Initial IPD, i.e., when the
virtual human stopped in front of the participants was similar in the train station
and in the fan zone (p = 0.96), which means that participants were exposed
to the same initial conditions of proxemics transgression. No effect of the social
settings was reported on the maximum IPD value reached by participants during
the interaction (p = 0.92). An effect was however reported for the average time
to reach the maximum interpersonal distance with the virtual human: it was
significantly shorter in the station than in the fan zone (U = 168, p = 0.032).

6 Discussion

In this paper, we aimed at investigating the effect of the subjective relation
individuals have with social settings on proxemics norms. Using an ethnographic
method from a conceptual basis offered by interactionist sociology, we studied the
effect of transgression of proxemics norms in a non-place and an anthropological
place in real conditions. We also replicated this study in virtual conditions to
evaluate whether these norms still apply in VR.

6.1 Proxemics in Non-place and Anthropological Place in Real
Conditions

The ethnographic results in real-life situations indicated a tendency for individu-
als to be more sensitive to the proxemics norms in a constraining and perceived
non-place space such as a train station compared to a meaningful anthropo-
logical place [4] such as a stadium. These results support our first hypothesis
about the influence of the subjective relation between an individual and the
social settings on proxemics norms: individuals showed more discomfort and tried
to dissimulate more their discomfort in the train station than in the stadium.
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As suggested by the interviews, individuals would possess a sensitive - more than
reflexive - skill in reading and adapting to the normative context of the space in
which they interact. The fan zones around the stadium are visited voluntary to
share a collective identity around a local team, wearing jerseys and emblems, or
at least a passion for the sport. These elements distinguish the football stadium
as an anthropological place where people share the same social codes [4]. At
the opposite, the train station can be considered as a transitory and temporary
non-place that individuals do not appropriate, isolating them from the others.
Individuals do not share an identity community linked to the space they pass
through, so they are less inclined to accept the proximity of others. More gen-
erally, individuals are also less accommodating towards transgressions of norms
and more sensitive to the “theatre of appearances” [24] because they do not
share a collective identity.

6.2 Proxemics in Non-place and Anthropological Place in Virtual
Conditions

As previously described in the literature [5,22,27], our results showed that social
norms exist in VR and the violation of interpersonal space induces discomfort
which leads individuals to perform adaptive motions to increase this distance,
which is in line with our second hypothesis. We measured male-male interper-
sonal distances around 50 cm, which is consistent with the ones obtained in
previous studies [5].

While proxemics norms apply in VR in our experiment, our results did not
show main differences in sensitivity to deviance from proxemics norms depending
on the social settings, which qualifies our conclusions regarding the validation of
hypothesis 2. Nevertheless, we were able to show that the time to reach maxi-
mum distance after the invasion of interpersonal space was smaller in the train
station than in the fan zone. Individuals reach a comfortable interpersonal dis-
tance quicker in the station, which suggests that they tend to be more sensitive
to proxemics norms transgression in the virtual non-place than in the virtual
anthropological place. Let us note that the dispersion of the timing to reach
maximum interpersonal distance between individuals and the virtual human,
was large both in the fan zone and the station. This high interindividual vari-
ability underlines the highly variable nature of the bodily reactions linked to
the transgression of personal space by the virtual human. It also strengthens
the interest of a transdisciplinary approach combining Movement Sciences and
Social Sciences to fully comprehend the complexity of social interactions.

6.3 Limitations and Future Works

Several factors may explain the differences observed between real and virtual
conditions, where the fundamental difference between anthropological place and
non-place was decreased in VR.

First, individuals knew a priori that they are participating in an experiment
in VR, which was revealed to individuals a posteriori in real conditions. For that
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reason, their level of awareness but also the control of their behavior was higher
than in reality (every participant reported in the interviews the transgression
of the virtual human which was not the case in reality). Although the precise
research question was not explained to participants in VR, they knew that they
were observed by an experimenter physically present in the same room, which
may have modified their spontaneous behaviour. Being in co-presence with the
experimenter may have added a constraint (a non-verbal real interaction) that
tends to increase the impersonal character of the situation, bringing the two
spaces closer together. The virtual interaction with the virtual human is part of
a real interaction with the experimenter in the laboratory. This superposition
of social settings (real and virtual) may produce two sources of potentially con-
tradictory interactive rules and norms. It would be of interest, when performing
experiments in VR related to social settings only, to decrease as much as pos-
sible the impact of the real interaction with the experimenter on the sensitive
relationship individuals establish with their virtual environment. This could be
performed by isolating them in a place with limited interactions with the real
setting. Also, designing a distractor task to help enhancing PI and Psi could help
to more firmly establish the ecological validity of the depicted social settings to
participants prior to the invasion of their personal space by the virtual human.
Moreover, for mainly organizational and practical needs, our participants in VR
were students in Sports Sciences without any past experience with virtual reality.

Second, immersion in virtual reality, before the appearance of the virtual
human, lasted only about thirty seconds, which is perhaps insufficient for the
subjects to integrate and adapt to their new context. This possibly too short
duration, as well as the discovery of virtual reality experiences, may make indi-
viduals feel more in a “virtual reality” situation than in a “station” or “fan-zone”
situation. Indeed, several subjects told us in the interview that they did not react
because they “were in virtual reality”. This finding also highlights the fact that
all subjects do not react in the same way to the virtual reality situation, some
being fully aware of the fictitious nature of the situation while others show a
much higher degree of immersion by going into the interviews to find reasons
to justify the virtual human’s behaviour. In future works, the level of individual
engagement in the virtual environment could be tested by evaluating “Place Illu-
sion” (PI) and “Plausibility” (Psi) [41] to better understand people’s responses
in virtual reality. It might also be useful to distinguish participants according to
their level of familiarity with virtual reality which may affect their level of sen-
sitivity to virtual social settings, and to extend the study with a larger sample
size, including the analysis of other variables such as gaze behaviour, which was
shown to be an important feature of social interactions.

Third, we acknowledge that, even if we have tried to minimize them (e.g.,
dedicated soundtrack, situation chosen), some differences exist between the stud-
ied conditions. The level of noise, the light or the fact that the movement was
more restricted in VR as well as the point of view was more standardized in
VR could have impacted participants’ reactions. Future work should address the
influence of such factors so as to fully understand the effect of social settings.
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Lastly, it is obvious that the recent health crisis has upset the standards
of proxemics by imposing a preventive distance from the bodies. Although this
increased distance has a significant effect on the flow within crowds (in places
for sports shows for example), the most important effect is certainly the tran-
sition from a sensitive and physical control of these distances to a reflexive and
conscious control. Individuals no longer react only according to the level of per-
ceived discomfort but according to awareness of the health risk assessed in a
reflexive manner. It would be of interest to repeat this study in order to com-
pare differences in reaction between the pre- and post-covid19 contexts.

7 Conclusion

Virtual reality offers unlimited possibilities to create virtual populated environ-
ments in which a user can be immersed and experience social interactions with
virtual humans. Our study confirms the previously established evidence that
VR can produce ecologically valid social responses. Furthermore, we presented
an example of how VR can be used to study more complex anthropological
concepts.

Our approach was based on the combination of Social Sciences and Computer
Sciences, which we believe can benefit from each other. Interactionist sociology
helps to understand some limitations of virtual reality in restoring the levels
of sensitivity to the proxemics norms: it can be assumed that the experimen-
tal situation produces a superposition of two interactions (real and virtual) with
potentially contradictory rules. Virtual reality offers highly controlled conditions
as well as the possibility to measure additional quantitative variables regarding
human behaviour during social interactions which is of main interest to study
anthropological concepts. Future research is needed to refine the current proto-
cols in VR to allow capturing more subtle effects of factors involved in social
interactions.
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Abstract. The perception of rotation gain, defined as a modification of
the virtual rotation with respect to the real rotation, has been widely
studied to determine detection thresholds and widely applied to redi-
rected navigation techniques. In contrast, Field of View (FoV) restric-
tions have been explored in virtual reality as a mitigation strategy for
motion sickness, although they can alter user’s perception and naviga-
tion performance in virtual environments. This paper explores whether
the use of dynamic FoV manipulations, referred also as vignetting, could
alter the perception of rotation gains during virtual rotations in virtual
environments (VEs). We conducted a study to estimate and compare
perceptual thresholds of rotation gains while varying the vignetting type
(no vignetting, horizontal and global vignetting) and the vignetting effect
(luminance or blur). 24 Participants performed 60 or 90◦ virtual rota-
tions in a virtual forest, with different rotation gains applied. Participants
have to choose whether or not the virtual rotation was greater than the
physical one. Results showed that the point of subjective equality was
different across the vignetting types, but not across the vignetting effect
or the turns. Subjective questionnaires indicated that vignetting seems
less comfortable than the baseline condition to perform the task. We dis-
cuss the applications of such results to improve the design of vignetting
for redirection techniques.

Keywords: Virtual Reality · Perception · Rotation gains · Vignetting

1 Introduction

Navigation is essential for exploring Virtual Environments (VEs). Then, it is
important to provide to the users easy and comfortable navigation techniques
for Virtual Reality (VR) experiences. While literature showed that real walking is
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the most ecological approach to navigate in VEs as it increases presence [59] and
performance [32,48], the limitations of physical workspace in VR setups do not
always enable users to walk. To encounter this constraint, numerous navigation
techniques have been designed to freely navigate in VEs regardless of the size of
the physical workspace [28]. Some encourage the physical movement of the user
(e.g. redirected walking or walking-in-place), while others require minimal user
motion, such as virtual steering techniques and teleport-based. However, virtual
techniques lack of vestibular and proprioceptive feedback.

Among the different navigation techniques, redirection techniques try to com-
pensate the limited physical workspace while maintaining real walking to navi-
gate in the VE [35]. Therefore they enable real walking while requiring minimal
training to be used. They are based on (1) manipulating the users virtual and real
paths and/or (2) manipulating the VE itself by changing its internal structure.
One solution to achieved infinite walking in the VE in a limited work space was
proposed by Razzaque [44] and named redirected walking. They added imper-
ceptible yaw rotational gain (i.e. scaling the mapping between real and virtual
motion) to user’s view point in the Head Mounted Display (HMD) in order to
subtlety reorient the user in the real environment.

Redirection techniques rely on detection thresholds (DTs) gains, which define
the limit the user can detect or not the rotation gain. Numerous studies have
been done to estimate the DTs of different types of gains such as rotation [11,
19,54], translation [17,33,34] or curvature gains [5,54]. In this paper, we will
only focus on rotation gains. Imperceptibility of rotation gains for redirected
walking implementations is a challenge and active topic of research in VR. When
using rotation gains, VR designers have to be careful in their implementations
of redirection techniques: they have to use gains that would be subtle enough
in order to not not disturb users experience (high gains might be noticeable
or make the navigation more difficult) and comfort (high gains may provoke
more cybersickness). While research focused on how to increase the DTs without
breaking presence, it is also important to consider the usability and factors that
could influence the perception of rotation gains.

For instance, modern HMDs, such as the HTC Vive or the Oculus Rift, offer
Field of Views (FoVs) up to 100◦. Recent work conducted with these HMDs has
shown that FoV can alter motion perception [20,36]. However, related studies
mostly focused on visually induced illusory self-motion known as vection [46,47].
Little is known about the relation between the FoV and the perception of rota-
tions gains in VEs. Some recent work showed differences between large and
narrow FoV [61] on DTs, but no one explored the impact of dynamic FoV modi-
fications on the perception of rotation gains. Such results could be important for
VR developers to design new redirection techniques considering FoV restrictions
for a wide audience since the FoVs vary between HMDs.

In this paper, we present a perceptual study assessing participants abil-
ity to discriminate changes between virtual and real rotations under different
FoV restrictions, hereinafter referred as vignetting. Participants had to perform
rotations in a virtual forest with different vignetting configurations (see Fig. 1).
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Two factors were considered, the shape of the restriction (horizontal, global) and
the visual effect (darkning and blur). We evaluated the participants perception
of rotation gains by computing the Point of Subjective Equality (PSE) and the
DTs for each condition. Our main hypothesis was that vignetting could reduce
participants ability to determine whether a rotation gain was applied or not,
therefore increasing the DTs. Our results contribute to the understanding of
human perception in VEs and discuss the usability of vignetting for redirection
techniques.

2 Related Work

2.1 Rotation Gains and Detection Thresholds

In general, redirection techniques are required to scale users real movements
in order to maintain them in the workspace. This intensity of the scaling is
typically referred as gain. A rotation gain gr ∈ R for head rotations is defined by
the quotient between the virtual rotation Rvirtual and the physical (real-world)
rotation Rreal: gr = Rvirtual

Rreal
. Applying a rotation gain gr to Rreal will result

to rotate the virtual camera by Rvirtual × gr instead of Rreal. It means that
if gr = 1, the virtual rotation remains the same than the real one. Otherwise,
when gr > 1 or gr < 1, the virtual camera rotates respectively faster or slower
than the user’s head rotation. For example, applying a gain gr = 2 when the user
rotates its head 90◦ in the real world, the virtual camera rotates by 180◦ [54].
Rotation gains can be applied for each angle of the rotation (i.e. pitch, yaw
and roll). However, in redirection techniques, the gain is generally applied only
on yaw rotations [19,41,44,52]. Besides, the gain is mostly applied constantly
during the whole rotation, but there exist also other implementations if the final
rotation is known in advance [14,49,63]. In this paper, we will only focus on
amplified rotations with constant gains for yaw head rotations, excluding pitch
or roll rotations [6].

Typically, perceptual studies to estimate detection thresholds (DTs) use two-
alternative force-choice (2AFC) protocol, where different gains are applied, and
estimate the detection thresholds by fitting a psychometric function to the per-
centage of positive answers. The gain at which the subject responds positively
to the stimuli in 50% of the trials is defined as the Point of Subjective Equal-
ity (PSE), at which the user perceives the physical and the virtual rotations as
identical. DTs are defined as the value of the gain at which the user has either
25% or 75% probability of choosing one item of the 2AFC question. DTs inter-
pretation can vary based on the gains used in the protocol. DTs then represent
the boundaries at which the portion of incorrect (25% DT) or correct (75% DT)
answers is significantly different from chance.

Amplified head rotations have been widely studied in VR [19,54] including
different experimental conditions such as varying the amount of rotation to per-
form [11] (ranging from 10◦ to 180◦); adding visual effects [9,39] (e.g. contrast
inversion or sinus gratings); varying the gain implementation [14,63] (delaying
the gain rotation based on the amount of rotation performed); using auditory
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cues [37,53] (specialized sound to redirected users) or distractors [41,61] (to
lose focus on the gains); using different FoVs [6,61] (e.g 40◦ vs 110◦); compar-
ing perception of gain between a CAVE and a HMD [43] or different locomotion
interfaces [10] (walking and wheelchair steering). These studies resulted in differ-
ent PSE and thresholds values but in general, 25% and 75% thresholds ranged
respectively between 0.59-0.93 (25% DT) and 1.10-1.27 (75% DT), where the
gains tested were between 0.5 and 1.5. Readers can refer to [25,35] for further
information about detection threshold of head rotation gains.

Literature showed that modifications of the FoV can alter motion perception.
Yet, most of the presented studies did not restrict the participants’ FoV. In
the following section, we will introduce FoV restrictions in VR and studies its
influence on participants’ behavior.

2.2 Field of View and Vignetting in VR

In human vision, the term “Field of View” (FoV) refers to the world that can
be seen at any moment. It is defined as “the number of degrees of visual angle
during stable fixation of the eyes” [55]. Humans effective visual field of view
is 200◦ horizontally and 150◦ vertically [62]. Since vision is a fundamental cue
for navigating, several research works conducted experiments to determine the
effects of FoV restrictions on navigation performances. For instance, in Real
Environments (REs), restricting both horizontal or vertical FoV increases the
time to perform an obstacle course [18,57]. Besides, the walking speed linearly
decreases when the FoV is restricted [58].

In VR applications, the FoV refers rather to what is visible while wearing
additional apparatus. Most of HMDs have limited FoVs ranging from 40◦ to
110◦ diagonal, which are considerably smaller than human FoV. There exist
several ways in VR to restrict users virtual FoV by applying visual effects. The
most common technique is called vignetting and consists in reducing the virtual
camera’s brightness or saturation toward the periphery compared to the virtual
camera’s center. Hence, it gradually reduces the users FoV by applying mostly a
black color or some blur effects in the peripheral vision [12,24]. Several vignetting
models have been designed, either using a constant restriction [22], based on
controller-based inputs [15,50], head movements [38] or ocular activity [1].

User studies have been conducted to determine whether vignetting could
be a promising solution for decreasing cybersickness while preserving pres-
ence. However, the conclusions remain different across authors. Fernandes and
Feiner assessed vignetting during navigation with a hand-held controller and
they showed that vignetting can reduce cybersickness and improve users com-
fort [15]. Budhiraja et al. proposed a vignetting where mouse acceleration
increased or decreased the Gaussian blur applied to the virtual camera [12].
Their vignetting allowed participants to experience less cybersickness during a
first person shooter game in VR than the baseline group. Norouzi et al. studied
the effect of vignetting during an exploration task in a virtual forest where head
rotations gains were applied [38]. They found that most of the participants expe-
rienced more cybersickness with vignetting than without. These results could be
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explained by the difference in how users explored a VE using head movements
(resulting in higher exploration) or a hand-held controller (resulting in slower
exploration). Furthermore, vignetting seems not to have a negative effect on
path integration [2], or spatial awareness [50]. Yet, some studies revealed that
vignetting techniques are less preferred for navigation tasks [38,50] where par-
ticipants tend to prefer conditions without FoV restrictions and could lead to
lower presence [29].

Rotation gains and vignetting have been widely studied but mostly sepa-
rately. While the study of rotation gains was achieved to improve redirection
techniques, and vignetting for improving user comfort and decrease cybersick-
ness, little is known about the influence of vignetting on human perception.
While Williams and Peck found that participant’s ability to discriminate 90◦

turn was more difficult (i.e. higher PSEs and DTs) with a wider FoV (110◦)
than a restricted one (40◦) [61], we believe that restricting participants FoV
could increase the DTs of rotation gains during turns. Indeed, Bolte et al. found
that participants tend to underestimate pitch and roll gains when the FoV is
reduced [6]. The objective of our study is therefore to use dynamic vignetting
to explore its influence on rotation gain perception. We want to assess whether
vignetting could increase DTs of rotation gains or not. Our main hypothesis is
that FoV restrictions would alter participants ability to detect rotation gains.
Our study aims at contributing to the improvement of redirection techniques.

3 Dynamic Field of View Restrictions Design

3.1 Description

In our experiment, we wanted to investigate the effect of several FoV restric-
tion types. To design each vignetting, we followed models already designed to
dynamically modify the FoV with respect to users head angular speed [4,38],
but we adapted them in order to propose a generic vignetting model that allows
any type of FoV restrictions and visual effects. Two different design choices were
considered: (1) the restriction shape (i.e. the area of the FoV which is affected by
the vignetting); (2) the effect type (i.e. the visual effect applied to the restricted
area).

Regarding the restriction shape, most of studies used a circular restric-
tion (an annulus defined by an inner and outer circles, hereafter referred as
Global vignetting). In this paper, we also propose an Horizontal vignetting
that reduces the users FoV to the opposite head rotation direction. The hori-
zontal mode is inspired by the human anticipation behaviours in REs in which
gaze will anticipate the head rotation during a turn [3]. Therefore, the Horizon-
tal vignetting only hides the peripheral vision to the opposition gaze direction.
The motivation to design this Horizontal vignetting is to reduce the amount of
information and being more subtle than the Global one since the restriction is
not applied in both eyes.

Regarding the effect type, we considered two methods that reduce the optical
flow in the restricted area. A Luminance effect which decreases the contrast
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in the restricted area and a gaussian Blur effect which decreases visual saliency
in the restricted area. While Luminance effect is the most widely used in VR
applications using vignetting, we wanted to see whether Blur could provide sim-
ilar perceptual results while less disturbing. This resulted in 4 different configu-
rations: Global Luminance, Global Blur, Horizontal Luminance and Horizontal
Blur (see Fig. 1).

Fig. 1. Illustration of the 4 different FoV restrictions (vignetting) during the same
rightwards rotation: (a) Horizontal Luminance; (b) Global Luminance; (c) Horizontal
Blur; (d) Global Blur.

3.2 Implementation Details

Given a pixel position p in normalized screen coordinates and the current restric-
tion angle (Rt), we first define whether the pixel falls within the restriction area:

Shape(p,Rt) ∈ [0, 1] (1)

Zero means that the pixel is outside the restriction zone, one that the pixel is
in the restriction zone and ]0, 1[ is transition zone. Rt is defined by the yaw head
rotation w and Eq. 1 has to be defined both for the Global, and the Horizontal
restriction shapes.

The amount of restriction, Rt, is calculated using Eq. 2 were αmax and
αmin respectively represent the maximum and minimum values to apply the
restriction. When Rt(ω) = αmax there is no restriction applied, and when
Rt(ω) = αmin the restriction is maximal. Users FoV is reduced as ω increases.

Rt(ω) = αmax − Min(ω, αmax − αmin) (2)
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In our model, αmax and αmin were respectively set to 56 and 18◦ for the
Horizontal restriction and 64 and 30 for the Global restriction. αmax was defined
considering the HMD used in the study (HTC Vive), while αmin was defined
empirically. For the Global restriction the minimum FoV was 60 (αmin×2) while
for the Horizontal restriction the minimum horizontal FoV was 74◦ (asymmetric).

In order to decrease jitter for the head rotations speed, an hysteresis was
applied based on the instantaneous head rotation speed (ωt). We empirically
found that γ = 0.4 worked best to ensure that the FoV restriction would not
jitter due to small head movements.

ω = γ ∗ ωt (3)

Then, the cut-off of is defined by an inner and outer radius that together form
an annulus for the Global type, and a rectangle for the Horizontal one. The opac-
ity of the cut-off increases linearly from completely transparent to completely
opaque (mask). The mask is calculated using Eq. 4, while angle(p) defines the
viewing angle of the pixel p, and εα = 10 defines the transition zone.

Shape(p,Rt) =
Rt − angle(p)

εα
∈ [0, 1] (4)

Finally, we apply the restriction effect to the pixel, where Shape(p,Rt) defines
the strength of the applied effect. The color of the pixel p in normalized screen
coordinates is computed as the linear interpolation between the pixel color and
the visual effect (i.e. either the black color for the Luminance effect or the result
of the gaussian blur for the Blur one) where the interpolant is the result of
Shape(p,Rt).

4 User Study

The goal of this experiment was to investigate the effect of vignetting on the
detection threshold of amplified head rotations. We considered the previously
defined vignetting types and effects. This experiment was inspired from similar
protocol already performed to assess perception of rotation gains without [54]
or with FoV restriction [61].

4.1 Design and Hypotheses

We conducted a 3 (Vignetting Type: none, horizontal, global) × 2
(Vignetting Effect: luminance, blur) × 2 (Rotation: 60◦, 90◦) user study to
estimate the perception threshold depending on the FoV restrictions. Vignetting
Type and Rotation were within-participants factors whereas Vignetting Effect
was a between-participant factor. We decided to test two different rotations
because most of the studies only assessed 90◦ turns, and Bruder et al. showed
that perception of rotation gains can differ depending on the amount of rotation
performed [11]. Besides, in navigation, shorter rotations than 90◦ can occur and
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it is important to understand how participants could perceive gains during a
shorter exposition.

For each Vignetting Type and Rotation, we tested 9 times each gain used in
the experiment. The gains used in the experiment ranged from 1 (90◦ physical
rotation resulted in a 90◦ virtual rotation) to 1.4 (54◦ physical rotation resulted
in a 90◦ virtual rotation), incremented in steps of 0.1. We only applied gain
on the yaw axis. Excluding practice session, this resulted in 3 vignetting × 2
rotations × 5 gains × 9 trials, totaling 270 trials per participant. The trials were
randomized per block for each participant.

Note that, unlike similar protocols [11,54,61], we did not assess gains below
than 1. These gains were not tested because our interest was to assess whether
FOV manipulations could provide higher gains perception threshold. The task
trials were a stimuli (gain applied) two-alternative forced choice (2AFC) task.
2AFC tasks avoid participant response bias as participants are forced to guess
even when they are unsure of virtual head amplification. On average, when
participants do not know the answer, if participants answer randomly, they will
be correct 50% of the time. Our hypotheses for this experiment were:

– [H1] Detection thresholds would be higher when applying vignetting.
– [H2] Detection thresholds would differ depending on the vignetting effect.
– [H3] Detection thresholds would be higher for the 60◦ turn than the 90◦ one.
– [H4] Users would report no discomfort while using the FoV vignetting.

These hypotheses were motivated by our suggestions that vignetting could
alter participants perception and therefore allow to add more imperceptible rota-
tional gains. It means that we want to determine whether dynamic modification
of FoV with different effects or restrictions could influence the way users perceive
rotation with or without head amplifications.

4.2 Participants and Apparatus

24 participants (18 males and 6 females) aged between 22 and 37 years old
(26.67 ± 3.62, mean ±SD) without any ocular or locomotion disorders volun-
teered to this study. 14 participants reported using VR on a weekly or daily
basis, 6 few times and 4 never. All participants except 4 had regular experiences
with videos games. They were naive to the purpose of the experiment and signed
an informed consent form. The study was conformed with the standards of the
declaration of Helsinki.

We developed the application with Unity3D and we use a Vive Pro HMD,
that has a resolution of 1440 × 1600 pixels per eye and a 110◦ diagonal FoV. The
reference coordinate system was defined by the HTC Vive tracking system. Dur-
ing the whole experiment we guaranteed the maximum frame-rate of the HTC
Vive HMD (90 Hz). We use the Vive Wireless Adapter1 in order to prevent users
from being bothered by cables, as it could potentially influence users behavior
during their rotations.
1 https://www.vive.com/eu/accessory/wireless-adapter/.

https://www.vive.com/eu/accessory/wireless-adapter/
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The VE was a large outdoor forest with grass, trees and rocks. We designed it
with the Green Forest Unity 3D asset2. This VE was chosen to generate motion
flow from participants’ while physically rotating. We also added a black cross
located on the ground and a virtual sphere for calibration purposes.

4.3 Procedure

First, participants read and signed the consent form which provided detailed
information regarding the experiment. They had a training session to get familiar
with the task, the rotation gains, and the different vignetting conditions. Then,
the experiment consisted in 9 randomized blocks, 3 for each vignetting (none,
horizontal, global). Each block consisted in 30 trials (3 trials × 5 gains × 2
rotations), with a break after every 3 blocks completed. The experiment therefore
resulted in a total of 270 trials (9 repetitions × 3 vignetting type × 5 gains ×
2 rotations) per participants. At the beginning and the end of the experiment,
participants filled a Simulator Sickness Questionnaire (SSQ) [21]. After filling
the first demographic questionnaire (age, gender, amount of experience playing
video games an exposure to VR), we assessed their dominant eye and measure
their interpupillary distance (IPD). Then, they were placed at the center of the
physical workspace and were equipped with the HMD and the controller.

A trial consisted of rotating the whole body in place (not just the head or the
torso but also the feet) either 60 or 90◦ clockwise or counter-clockwise. We ran-
domly ordered clockwise and counter-clockwise rotations during the experiment.
Participants could visualize the turn to perform thanks to an arrow indicating
the rotation direction. Before starting the trial, they had to calibrate by looking
at a red sphere that was displayed in front of them. Once they were staring at
it, the sphere turned green and participants could press the controller’s trig-
ger to start the trial. Then, participants rotated until a red sphere appeared
at the center of their vision, signaling that they should end their rotation by
facing at this sphere until it turned green indicating successful trial completion.
Participants had to confirm the trial by pressing the controller’s trigger. If the
participant rotated past the virtual rotation, the green sphere’s color changed
to red and participants had to correct and maintain their orientation such that
the sphere changed to blue green. At the end of the trial, the VE faded to black
and participants had to answer the following 2AFC question: “My movement in
the virtual world was greater than my physical movement: (yes or no answer)”.

To prevent unintentional positional drift during the experiment, we ensure
that the user started each trial around 50 cm to the center of the physical
workspace, if the participants were not located nearby, they had to move towards
a black cross displayed on the VE floor. Trials where the participants turned
too quickly, slowly or inconsistently were rejected. For speed, participants were
required to turn physically at between 45 and 180◦ per second averaged across
the entire turn. Trials were tested to ensure participants did not turn against

2 https://assetstore.unity.com/packages/3d/environments/fantasy/green-forest-
22762.

https://assetstore.unity.com/packages/3d/environments/fantasy/green-forest-22762
https://assetstore.unity.com/packages/3d/environments/fantasy/green-forest-22762


Influence of Dynamic Field of View Restrictions 29

the desired direction of motion. If a turn had failed, the trial would have been
rejected and the 2AFC question would have been skipped and the participant
got a feedback about the failure.

After a block of 30 trials, we asked participants to answer the following
question “On a scale of 0–10, 0 being how you felt coming in, 10 is that you
want to stop, where are you now?” [45]. This question ensured that participants
did not feel severe sickness during the experiment, since doing a series of rotations
with gains could lead to cybersickness. After every three blocks, the users took
off the VR equipment and had a 5 min break to minimize potential negative
effects of cybersickness.

At the end of the experiment, we asked participants to rate the comfort of
each Vignetting Type to perform the task from 1 (not comfortable at all) to 7
(very comfortable). We also asked them to rank the Vignetting Type by their
preferences (the one they preferred the most ranked 1st and the one they least
preferred ranked 3rd). In total, the experiment took approximately an hour. At
any time, users could ask for a break or stop the experiment.

4.4 Data Analysis

We recorded 6 480 trials (24 users × 2 Vignetting Effects × 3 Vignetting Types
× 5 Gains × 9 Repetitions) during this experiment. Practice trials before the
experiment and between blocks were not included in the analysis. Preliminary
data analysis revealed that there were no side effects between leftwards and right-
wards rotations. We therefore mirrored the leftwards turns in order to remove
the side factor from the analysis.

We computed for each participant the probability P (gn; yes) of responding
“Yes” for a given gain to the question “My movement in the virtual world was
greater than my physical movement”, for each gain, turn and vignetting type.
Then, a psychometric curve was fit to each participant’s data and the Point of
Subjective Equality (PSE), 25% and 75% threshold gains were computed with
the Quickpsy package in R [30]. It fits by direct maximization of the likelihood
psychometric functions of the form ψ(gn) = γ + (1 − γ) ∗ F(x), where γ is the
guess rate and F the cumulative normal distribution function. We excluded 4
participants from the analysis because we were unable to fit a psychometric curve
from their data (they mostly never answered “yes”).

Before analyzing the positions and orientations of head and shoulders, we
first resampled them and then applied a butterworth low-pass filter with a
cutoff frequency of 1 Hz to remove oscillations due to the potential users dis-
placements in the RE. We temporally normalized the evolution angular speed
over the trials in order to analyze rotation behavior regarding the experimen-
tal conditions. We used the Statistical Parametric Mapping (SPM) method [16]
to analyze the angular speed across the experimental conditions. This analysis
allows comparing time-series data of different trials taking into account their
variability at each time-step. In order to evaluate the effect of the Vignetting
Effect, Vignetting Type, Rotation on PSEs and DTs, we performed a three-way
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analysis of variance (ANOVA) with repeated measures. We tested normal distri-
bution of the data with the Shapiro-Wilk test. Greenhouse-Geisser adjustments
to the degrees of freedom were applied, when appropriate, to avoid any violation
of the sphericity assumption. Post-hoc analysis was based on pairwise t-tests
with Bonferonni corrections. Only significant post-hoc comparison are reported
in the next section. Finally, to analyse subjective data from the questionnaires,
we used the Friedman test and post-hoc pairwise Wilcoxon tests with Bonferroni
corrections.

4.5 Results

We found no significant effect of the vignetting type or gain on the evolution
of the angular speed during a trial (p > 0.05). This means that participants
rotation behavior remained similar across experimental conditions and trials
(Fig. 2). Besides, we noticed no effect of SSQ scores between the luminance and
blur effects, and no fast SSQ average answers remained below 3 for each blocks
during the experiment. These results are important for a fair comparison of DTs
since the way participants perform the rotation and cybersickness could alter
the perception of the rotation gains.

Psychometric curves were fit to the pooled results of participants data by
Vignetting type, Vignetting Effect, and Rotation (Fig. 3). Table 1 summarizes
the PSEs and DTs computed for each experimental conditions based on par-
ticipants individual fits. We compared P (gn; yes), the probability of respond-
ing “yes” at a given gain gn, with a 4-way ANOVA (Vignetting Type x
Vignetting Effect x Rotation x Gain). There was a significant main effect of
Gain (F (2.32, 51.05) = 177.68, p < .0001, η2 = .89), where post-hoc analyses
showed that the higher the gain, the higher the probability of answer “greater”
(p < 0.05).

To evaluate the effect of experimental conditions on PSEs, we performed a
3-way ANOVA (Vignetting Type x Vignetting Effect x Rotation). We found a
significant effect of the Vignetting Type on the PSEs (F (1.90, 30) = 3.99, p <
0.05, η2 = .20) and DTs (F (1.45, 23.25) = 8.11, p < 0.01η2 = .34), where post-
hoc analyses showed that PSEs and DTs where higher with the Global vignetting
than the baseline one (None). We found neither effect of Vignetting Effect (p =
0.41) nor Rotation (p = 0.13) on the PSEs and DTs.

A 2-way (Vignetting Type x Vignetting Effect) ANOVA showed an effect
of the Vignetting Type on comfort (F (1.30, 20.74) = 5.00, p < 0.05, η2 = .24),
where Global vignetting was less comfortable than the None and the Horizon-
tal ones (p < 0.05). Figure 4 shows the number of votes regarding vignetting
type preferences (the most preferred ranked 1st and the least preferred ranked
3rd). A chi-square test showed that the Vignetting Effects were not independent
(χ2(8) = 18.595, p < 0.05). In overall, participants ranked the baseline (None,
no vignetting) as the most preferred then the Horizontal and finally the Global.
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Fig. 2. This figure shows typical temporal evolution of mean and standard deviation
of angular speed for each Vignetting type (None in red, Horizontal in blue and Global
in green), Vignetting Effect (Color on first row and Blur on second) during 60◦ and
90◦ turns. Each sample of the temporal sequence is a dependant variable. No effect
was found across the conditions. (Color figure online)

Table 1. The 25%, PSE, and 75% threshold gains derived from the psychometric
curves. Results are grouped by Vignetting Effect, Type and Rotation.

Effect Type Rotation

60 90

25% PSE 75% 25% PSE 75%

Color None 1.13 (0.11) 1.23 (0.10) 1.32 (0.11) 1.15 (0.05) 1.24 (0.05) 1.33 (0.06)

Blur None 1.11 (0.08) 1.20 (0.07) 1.29 (0.06) 1.15 (0.11) 1.22 (0.08) 1.30 (0.07)

Color Horizontal 1.13 (0.13) 1.23 (0.08) 1.32 (0.09) 1.12 (0.08) 1.25 (0.04) 1.40 (0.09)

Global 1.13 (0.06) 1.25 (0.08) 1.38 (0.12) 1.16 (0.07) 1.26 (0.06) 1.35 (0.08)

Blur Horizontal 1.10 (0.10) 1.20 (0.09) 1.29 (0.07) 1.13 (0.08) 1.24 (0.05) 1.35 (0.07)

Global 1.08 (0.11) 1.20 (0.07) 1.35 (0.06) 1.12 (0.12) 1.24 (0.07) 1.33 (0.07)

5 Discussion

Our main objective was to assess whether vignetting (either its type or its effect)
could alter the perception of rotation gains in virtual environments. More pre-
cisely, we designed an experiment where participants had to perform a 60 or 90◦

turns where we applied different rotation gains (from 1 to 1.4) and vignetting
(None, Horizontal, Global). We analyzed participants ability to detect or not
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Fig. 3. Psychometric functions computed from the pooled results for each vignetting
type (none in red, Horizontal in green, Global in blue). The x-axis shows the gain
applied and the y-axis the probability of answering “yes” to the question “My move-
ment in the virtual world was greater than my physical movement”. Results are grouped
by Rotation (60, 90) and Vignetting Effect (Color, Blur). (Color figure online)

Fig. 4. Distribution of participants vignetting preferences (grouped by Vignetting
Effect). At the end of the experiment, we asked participants to rank from their most
to their least preferred vignetting.
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the gains by computing their PSEs and DTs. While we observed an effect of
the Vignetting Type on the PSEs variable of the experiment, our results showed
that the average values remain similar.

Regarding [H1], we were expecting that restricting the participants FoV by
applying a vignetting would make the detection of rotation gains more diffi-
cult, resulting in higher PSEs and DTs. This hypothesis was motivated by the
fact that peripheral vision could help to disambiguate the perception of self
motion [27]. We extended this statement by supposing peripheral vision could
also help detecting or not a rotation gain. We wanted therefore to check how
users would be able to determine a rotation gain with less information of the
VE. Even though we found an effect of the Vignetting Type on the PSEs and
DTs, Table 1 shows that the average PSEs per condition remained quite similar
(around 1.20 and 1.26). We guaranteed in our vignetting model that the amount
of restriction between the Horizontal and Global was similar, but the restricted
regions were different. Restricting both eyes (Global vignetting) seemed be more
efficient for disturbing the detection of rotation gains than restricting the eye
opposite to the participant’s rotation (Horizontal vignetting). One explanation
could be that, during the rotation, the eyes were staring at the opposite direction
of the region where the Horizontal vignetting was applied, while the Global one
also covered peripheral region opposite to the rotation’s direction. Then, Global
vignetting tended to be more efficient in disturbing the detection of rotation
gains than the others conditions.

In our experiment, we had the Vignetting Effect as a between group variable.
Half of participants tested the Luminance effect and the other half the Blur one.
We wanted to see whether different visual effects could alter perception of gains,
as it was demonstrated that they can alter users self motion perception [9]. We
did not see differences between both effects, rejecting [H2]. While most of the
vignetting effects used in VR applications are based on a black texture decreasing
the contrast in the restricted area, we wanted to see whether a blurring effect,
that could be less noticeable to the user, could provide similar or higher PSEs
and DTs. Finally, our experiment showed that both visual effects were similar.
We could therefore consider different effects with respect to users preferences.

While most studies on the perception of rotation gains considered mainly
90◦ rotations, we wanted to see if the detection of rotation gains could be more
difficult with a shorter rotation (60◦ in our experiment). With [H3], we expected
differences in PSEs and DTs between both turns. Bruder et al. showed that
participants were better at discriminating rotations when the virtual turning
angle is rather large [11]. Even though we did not find a significant effect of
Rotation on PSEs and DTs, Fig. 3 shows that, for 60◦ turns, the PSEs for the
Global Vignetting Type is higher than the two others for both Vignetting Effects
(the blue curve is slightly shifted to the right compared to the others). Thus,
the use of vignetting and rotation gains might be interesting to manipulate user
rotations during shorter rotations than 90◦.

Subjective questionnaires showed that users preferred to perform the rota-
tion task without vignetting. While some research work showed the benefits of
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vignetting to reduce cybersickness [15], participants did not prefer the use of
vignetting to perform navigation tasks [38,50]. Thus, it is hard to determine the
benefits of vignetting regarding user preferences and we believe that vignetting
based on head movements is not appropriate for all users in VR. For instance,
all participants that reported using VR on a weekly or daily basis noticed both
vignetting effects, while the participants that experienced VR for the first time
did not notice them. Besides, most of the “expert” participants did not recom-
mend the vignetting effects, reporting that it was too constraining and uncom-
fortable. Few of them also reported that they were not affected by the vignetting
since they were focused on the detection task. Thus, it could be interesting to
consider the vignetting with respect to the user VR experience. Our results
demonstrated the opposite of our hypothesis [H4]. We could have expected that
the blurring effect (that mimicries the natural blurring in the peripheral vision)
would be more comfortable than the luminance one (that hides the peripheral
vision). However, the Horizontal vignetting seemed more appreciated by partici-
pants than the Global vignetting. One reason could be that it was less noticeable,
thus participants were less bothered during the tasks.

The literature notes that during a sensory conflict between visual and vestibu-
lar cues, the visual information is predominant on the vestibular and the propri-
oceptive ones during locomotion. During the task, participants had to compare
their perceived virtual rotation with their real rotation. The vignetting restricted
information in the peripheral region, generating less visual information than in
the baseline condition. Yet, since the rotations asked were constant, the amount
of extra-retinal information received by participants remained the same across
vignetting conditions (i.e. constant optical flow). Then, we believe that the sim-
ilar PSEs and DTs across conditions can be explained by three external factors
that we could explore in future experiments:

1. Optic flow can be used to control heading direction [60] while walking.
Research work showed that offsetting the location of the Focus of Expansion
(FoE) alters gait behavior, resulting in a walking path that is deviated at in a
direction opposite to the FoE [51,60]. Besides, asymmetric optic flow can alter
the steering behavior, some studies showed that when there is an inconsistency
between the speed of two corridors’ walls, the chosen trajectory is the one that
reduces the difference between those regions (participants drift towards the
slower moving wall) [13,23]. Thus, manipulation of optic flow could alter the
perception of rotation gains. It can be interesting to have a look at these
manipulations since optic flow is a major component in the perception of
self motion. Besides, in our experiment, as only rotation was considered, the
optic flow was constant for each pixel. Introducing a translation component
could help to determine whether the amount of optical flow could disturb the
detection of rotational gains or not.

2. Saccades (and vestibulo-ocular-reflex) could contribute to the detection
of rotation gains. Saccadic suppression of image has been already used to
subtlety reorient participants in the VE. They take advantage of the inabil-
ity to detect changes in the location of a target when the change occurs
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immediately before, during or shortly after the saccade [8]. Bolte and Lappe
suggested that participants are more sensitive to scene rotations orthogonal
to the saccade than in the same direction of this saccade [7]. Sun et al. imple-
mented a redirected walking controller that rotates up to 0.14◦/frame the
virtual camera when a saccade is detected [56]. Moreover, Langbehn et al.
assessed the threshold of translation and rotations offset during participants
blinks [26]. They reported that it is possible to apply a +/− 5◦ reorienta-
tion in the transverse plane along the line of gaze during saccades >15◦ (and
users tend to fail detecting translations shift from range 4–9 cm). Therefore,
it is easier to apply a gain during a saccade than during a fixation. In our
experiment, participants had to stare at a sphere at the end of the rotation
task. When a gain was applied, the mismatch between the gaze direction and
the sphere position in the VE might have been noticeable and therefore have
contributed to detect the gain. Recording gaze activity during such experi-
ment would help to determine whether gaze behavior is different according
to the gain.

3. Proprioception is an important cue while navigating. In our experiment,
participants could have relied on computing the amount of rotation done in
RE (with their feet orientation) and check if it matches with the final orien-
tation in the VE. Marlinsky showed that blindfolded people tend to overesti-
mate rotations of lower magnitudes and underestimate those of higher magni-
tudes [31]. Besides, they overestimated passive rotations and this estimation
was linearly related to to the magnitude of turn. Research work showed the
importance of neck proprioception in the perception of body orientation and
motion [40,42]. It may be difficult to assess the impact of proprioception
because we cannot isolate this factor. We could, for instance, ask participants
the amount of physical rotation they performed at each trial and measure
the rotation error with and without gain. We could then see whether the
proprioception information was prior to the visual one or not.

6 Limitations and Future Work

In our experiment, we only used gains above 1 because we wanted to assess
whether we can increase rotation gains with vignetting. However, this choice
could have led to an asymmetry that could have biased our results (and therefore
having an overestimation of the PSEs and DTs) since a gain was applied in 80%
of the trials (i.e. answering “yes” to the 2AFC question). Besides, participants
had to discriminate real and virtual rotations during a single turn. However,
some studies showed that PSEs and DTs can differ according to the rotation
task (e.g. discrimination between (1) virtual and physical rotation and (2) two
successive rotations) [54]. Thus, further experiments are required to assess gains
below 1 and varying the rotation task.

The absence of significant differences between the FoV Vignetting Types
could be linked to the vignetting model itself. Indeed, its design was based on
previous models of the literature, and we respected the maximum of contraction
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used in most of VR applications. Yet, further work is required to determine how
we could improve the vignetting so that it will be adapted to the user and could
potentially increase the DTs for redirection techniques in VR.

Finally, other factors might impact the perception of rotation gains in VEs
(e.g tangential and angular speeds). For example, Neth et al. investigated the
influence of walking speed on the detection of curvature gain [33] and demon-
strated that people are significantly less sensitive towards walking on a curved
path when walking slower. Further experiment would be needed to assess the
perception of rotation gains during virtual translations with different angular
speeds.

7 Conclusion

In this paper, we proposed to study the impact of different vignetting imple-
mentations on the perception of rotation gains during virtual turns in VE. The
results of our experiment showed a difference of the Vignetting Type on the PSEs
and DTs, but no effect for the Vignetting Effect nor Rotation. Yet, the average
PSEs and DTs remained quite similar across the different conditions, and the
results of our experiment might suggest that vignetting could not necessarily
alter the perception of rotation gains. It is difficult to conclude that our results
encourage the use of vignetting in order to increase the gains used in redirected
techniques, since they allow only slight increase of rotation gains while alter-
ing users comfort. Nevertheless, we believe that the use of FoV manipulations
could be considered as an interesting option for VR applications. Vignetting
should therefore be designed with a user-centered approach in order to make it
affordable in redirection techniques implementations.
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Abstract. Recent trends in Extended Reality technologies, including
Virtual Reality and Mixed Reality, indicate that the future infrastructure
will be distributed and collaborative, where end-users as well as experts
meet, communicate, learn, interact with each other, and coordinate their
activities using a globally shared network and meditated environments.
The integration of new display devices has largely changed how users
interact with the system and how those activities, in turn, change their
perception and experience. Although a considerable amount of research
has already been done in the fields of computer-supported collabora-
tive work, human-computer interaction, extended reality, cognitive psy-
chology, perception, and social sciences, there is still no in-depth review
to determine the current state of research on multiple-user-experience-
centred design at the intersection of these domains. This paper aims
to present an overview of research work on coexperience and analyses
important aspects of human factors to be considered to enhance collab-
oration and user interaction in collaborative extended reality platforms,
including: (i) presence-related factors, (ii) group dynamics and collabo-
ration patterns, (iii) avatars and embodied agents, (iv) nonverbal com-
munication, (v) group size, and (vi) awareness of physical and virtual
world. Finally, this paper identifies research gaps and suggests key direc-
tions for future research considerations in this multidisciplinary research
domain.

Keywords: User experience · Coexperience · Virtual Reality ·
Augmented Reality · Mixed Reality · eXtended Reality ·
Collaboration · Interaction design

1 Introduction

Advances in eXtended Reality (XR) technologies, which is a term referring to
Virtual Reality (VR) and Mixed Reality (MR) (Augmented Reality (AR) and
Augmented Virtuality) within the Milgram’s reality-virtuality continuum [70],

c© Springer Nature Switzerland AG 2020
P. Bourdot et al. (Eds.): EuroVR 2020, LNCS 12499, pp. 41–70, 2020.
https://doi.org/10.1007/978-3-030-62655-6_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62655-6_3&domain=pdf
https://doi.org/10.1007/978-3-030-62655-6_3


42 H. Nguyen and T. Bednarz

have dramatically changed the human-machine interactions meditated by com-
puters and wearable devices. These technologies give Computer-Supported Col-
laborative Work (CSCW) the possibility to integrate various elements into a
shared world, including heterogeneous user interfaces, data structures, informa-
tion models, and graphical representations of users themselves. For instance,
several overviews on collaboration in MR can be found in [12,61]. The integra-
tion of multiple devices and interaction modalities has largely changed how users
interact with data and with other users. Using XR systems, the human experi-
ence, behaviour, and cognitive performance are an immensely important topic
across other domains of Human-Computer Interaction (HCI) design, cognitive
psychology, perception and others, particularly to make the most effective use of
such systems. Therefore, appropriate standard multi-sensory stimuli interaction
design and exchange mechanisms are needed to facilitate the full potential of the
interaction between humans, data and artefacts, XR platforms, and the physical
world. Furthermore, with recent breakthroughs in AR and great effort in bring-
ing this technology to larger public, there is a need to merge the physical world
with the virtual world while preserving the presence, copresence and the sense
of collaboration between users using different modalities. In our opinion, it will
not be long before the XR will become a platform of choice not only for com-
plex task solving such as scientific data analysis, modelling, simulation, but also
for public use such as education, social networking, video games, online custom
services, and entertainment. In education, for example, Johnson-Glenberg et al.
have argued the importance of collaborative MR environment to learning on the
motivation, social cohesion, cognitive development, and cognitive elaboration
perspectives [57].

Scientists and developers in HCI, design, and human behaviour research have
been working on different factors of User Experience (UX) and how to quan-
tify it, e.g., [112]. As defined in [49], user experience is indeed a complex and
dynamic concept which involves a wide range of perspectives from user’s internal
states (e.g., motivation, emotions, expectations), to system settings (e.g., com-
plexity, usability, functionality, purpose) and interaction context (e.g., environ-
ment, organisational/social setting, meaningfulness of activities). On the other
hand, Battarbee and Koskinen proposed a taxonomy of existing approaches and
considered UX under the three main perspectives: measuring, empathic, and
pragmatist approach [11]. They also introduced the coexperience concept which
explores “how the meanings of individual experiences emerge and change as they
become part of social interaction”. Sharing the same interest in coexperience, we
approach the UX concept from another angle in the collaborative XR context.
We focus on the general characteristics and features of multiple-user-experience-
centred approach in collaborative XR systems in order to interpret and apply
them into the design process. More specifically, we are interested in different
factors relating to coexperience and co-interaction, including, but not limited
to, presence, copresence, social presence, social effects, group collaboration pat-
terns, embodiment, and so forth. Many existing works on these factors have
been done within a short period of trials and experiments thanks to the capacity
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and flexibility to replicate and control environments that easily fit experimental
designs. Immersive projection technology and head-mounted displays (HMDs)
are often the most used systems in UX studies and their performance is gener-
ally evaluated against existing desktop systems [90]. Therefore, with the recent
advances in XR technology, especially in AR, we believe that different aspects of
UX in collaborative XR platforms needs to be reviewed and reassessed. In this
paper, we provide an overview of research conducted on UX in collaborative XR
systems, especially in shared virtual or augmented environments. Our objective
is to provide an introduction to researchers to this multidisciplinary domain and
present opportunities for future research directions.

2 Context and Scope

In order to situate our study on UX in collaborative XR systems in the current
related work, we have conducted a preliminary analysis of the research publi-
cations in the multidisciplinary domain of XR, CSCW and UX. Specifically, we
used the Citation Network dataset1 version 12 published on April 9, 2020 for the
analysis. This dataset is constructed from DBLP2, ACM3, MAG4, amongst other
sources to provide a comprehensive list of research papers in major computer
science journals and proceedings. This latest version contains almost five million
publications and more than 45 million citation relationships. The sheer amount
of data collected in this full dataset begs for some preprocessing steps before we
could visualise it in the form of graph. After the data retrieval step, a parser has
been used to transform its JSON original format into CSV format with only few
fields of interest from each paper, including identification number, title, list of
authors, year, and list of field of study (FOS). This dataset was then “standard-
ised” by reformatting each word, removing punctuations and escape sequences,
and converting all the characters into lower case. We extracted a smaller subset
of this data by using several FOS that reflect the joint domains of interest of XR,
CSCW and UX for this study. For instance, ‘collaborative virtual environment’,
‘augmented reality’, ‘virtual reality’, ‘augmented virtuality’, ‘immersive technol-
ogy’, ‘user experience design’, ‘user experience evaluation’ and other relevant
FOS were selected from the full list of available FOS of the dataset. Any paper
that contains at least one of these FOS is picked from the original dataset. As a
result, the subset has been reduced to 50,662 papers which are associated with
19,792 FOS. Since each paper is linked to a set of FOS, we proposed to analyse
the dataset using seven FOS categories that represent main aspects to be con-
sidered in this study. Each category contains many FOS so only few examples
are listed as follows:

– Extended reality: ‘virtual reality’, ‘augmented reality’, ‘mixed reality’, ‘3d
interaction’, ‘immersion (virtual reality)’, ‘virtual learning environment’

1 https://www.aminer.org/citation.
2 https://dblp.uni-trier.de/.
3 https://dl.acm.org/.
4 https://aka.ms/msracad.

https://www.aminer.org/citation
https://dblp.uni-trier.de/
https://dl.acm.org/
https://aka.ms/msracad
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– User experience: ‘user experience design’, ‘user modeling’, ‘user-centered
design’, ‘quality of experience’, ‘human factors and ergonomics’

– Communication: ‘gesture’, ‘gesture recognition’, ‘eye tracking’, ‘gaze’, ‘natu-
ral interaction’, ‘facial expression’, ‘communication skills’

– Collaboration: ‘collaborative virtual environment’, ‘computer-supported col-
laborative work’, ‘collaborative learning’, ‘virtual classroom’

– Emotion: ‘uncanny valley’, ‘anticipation’, ‘enthusiasm’, ‘surprise’, ‘happiness’,
‘emotional expression’, ‘confusion’, ‘pleasure’, ‘curiosity’

– Psychology: ‘social psychology’, ‘cognitive psychology’, ‘sociology’, ‘cognitive
science’, ‘mental health’, ‘exposure therapy’, ‘cognitive walkthrough’

– Others: ‘situation awareness’, ‘spatial contextual awareness’, ‘perception’,
‘personality’, ‘sense of presence’, ‘sensation’, ‘personal space’

Fig. 1. An undirected graph built from a subset of the citation network dataset which
focuses on the multidisciplinary domain of XR, CSCW, and UX. Except the two ‘psy-
chology’ and ‘emotion’ nodes, each node represents a FOS of interest. The FOS are
categorised in seven groups and represented in distinct colours. The size of each node
represents the number of occurrences of its FOS. Each edge connects two FOS nodes
when a publication is associated with these two FOS. The number of co-occurrences
of two linked FOS is used to weight the width and adapt colour (from orange to green
and blue) of each edge. (Color figure online)
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Using Gephi5 software and Force Atlas graph layout algorithm [10], an undi-
rected graph was built representing the number of papers that connect these
FOS categories (see Fig. 1). To simplify the graph due to the limited visualisa-
tion space, the FOS of the two Psychology and Emotion categories have been
generalised to create two ‘psychology’ and ‘emotion’ nodes, respectively. Based
on this full graph and its subgraphs extracted using Gephi, we have come to
some general observations regarding the relationship between XR, CSCW, and
UX as follows:

Fig. 2. The connection of the three FOS in Collaboration category: (a) ‘computer-
supported cooperative work’, (b) ‘collaborative learning’, and (c) ‘virtual team’ to
other FOS. All the FOS present in each figure have a direct connection with the FOS
of interest (in red box). The layout of the graph has been slightly adjusted for the
readability purpose, which is similarly applied in Fig. 3.

– There are strong connections in research between ‘virtual reality’, ‘user expe-
rience design’, and ‘psychology’ as demonstrated in Fig. 1. However, collabo-
ration aspect is only weakly presented in the existing literature in general.

– The ‘computer-supported collaborative work’ and ‘collaborative virtual envi-
ronment’ are only linked to ‘user experience design’, ‘quality of experience’,
‘gesture’ and the FOS of XR field in general (Fig. 2a). However, the ‘col-
laborative learning’ shows a more divers correlation with ‘avatar’, ‘emotion’,
‘psychology’, ‘user experience design’, and ‘mixed reality’, ‘virtual reality’
and ‘virtual learning environment’ (Fig. 2b). In addition, the ‘virtual team’ is
connected solely to ‘virtual reality’, ‘eye contact’, and ‘personality’ (Fig. 2c).
These results demonstrate a growing interest in the application of collab-
orative XR environment in education and training and its effectiveness on
learners in terms of psychology and behavioural health care. These observa-
tions also lead us to believe that there is a need to study more closely the
effect of collaborative XR environment on user experience and perception and
vice versa, how to improve users’ experience when they work with others in
a more general immersive context.

– Avatars have been largely studied relating to many domains of XR, UX,
psychology, human emotion, communication, amongst others (Fig. 3a). This
confirms the important role of the use of avatar and embodied agents in the
context of our study.

5 https://gephi.org/.

https://gephi.org/
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– The ‘nonverbal communication’ and ‘natural interaction’ are closely linked
with XR and UX fields, including ‘virtual reality’, ‘augmented reality’, ‘user
experience design’, ‘user expectations’, and others (Fig. 3b). They are also
characterised by ‘gesture’, ‘facial expression’, ‘gaze’, and ‘eye tracking’. Sur-
prisingly, from the graph, there is little connection found between the FOS
of the Communication category with those of the Collaboration group.

– Similarly, we cannot find the strong connection between the ‘sense of presence’
and the Collaboration category (Fig. 3c). Besides being linked to XR domain,
the presence aspect is often studied in relation to psychology and human
emotion, and interestingly, to some subtopics of communication in ‘facial
expression’ and ‘negotiation’ as well.

– In the same situation, the FOS of the Collaboration category are not present
in the list of FOS related to ‘spatial contextual awareness’ (Fig. 3d). In addi-
tion to FOS of XR field, the FOS on awareness also connects directly to
psychology and ‘user experience design’. It is interesting to point out that
this FOS also has a connection with ‘gesture recognition’.

Fig. 3. The connection of (a) ‘avatar’, (b) ‘nonverbal communication’, (c) ‘sense of
presence’, and (d) ‘spatial contextual awareness’ to other FOS.

There are several limits to the above observations that we take into account.
Firstly, the graph was built from the Citation Network dataset which contains
FOS generated using an automated keyword extraction algorithm with hier-
archical topic modelling and natural language processing [93]. It is likely that
errors can be accumulated starting from the extraction algorithm to the graph
generation, which might limit the accuracy of the result. Secondly, these obser-
vations are not intended to be exhaustive. Several topics of the UX such as ‘user
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friendly’, ‘user expectations’, ‘user journey’, ‘experience design’ have not been
analysed. We consider these observations only as the first guidelines to help us
identify important aspects of the related work in this multidisciplinary domain.

In this study, we will focus on the five factors that stand out from the pre-
liminary analysis, including presence-related factors, group dynamics and col-
laboration patterns with virtual teams, avatars and embodied agents, nonverbal
communication, and awareness of physical and virtual world in spatial contex-
tual awareness. We add the group size as another factor to be considered as well.
In Sect. 3 we begin by presenting these factors relating to UX in collaborative
XR environments, focusing on shared virtual worlds.

3 User Experience in Collaborative Extended Reality
Platforms

It has been confirmed that XR technologies applied to collaborative user inter-
faces help to enhance communication and support seamless functional and cog-
nitive workflows between users [17]. However, the influence of technology on UX
and how they behave within XR systems still leave a lot to be explored because
most of existing studies have been conducted only in collaborative VR systems.
Based on the preliminary study in Sect. 2, we present a deep analysis of the six
following aspects considered for coexperience-centred collaborative immersive
design. These aspects are seemingly independent and isolated from one another.
In contrast, they are the key facets that construct the coexperience concept in
collaborative XR systems. Research opportunities arising from this review will
be summarised in Sect. 4.

3.1 Presence, Copresence and Social Presence

Presence, also known as physical presence or telepresence, has been one of the
most studied research topics in VR and psychology. It is an ultimate goal of
all the VR systems to initiate and maintain an individual’s sense of “being
there” or “being in a virtual place” to make them believe or feel that they exist
within the virtual world [50,51,96]. It involves the subconscious and conscious
processes of being in and interacting with the virtual world: from automatic
reactions to spatial and visual cues and triggers at the low intuitive level of
perception, to more complex mental models of virtual spaces to create the illusion
of place [19]. IJsselsteijn et al. in [56] emphasised on the importance of high
quality mediated environments in terms of fidelity of sensory information, match
between sensors and display, contents, and user characteristics to create the
sense of “being there”. Slater & Wilbur argued that what to be expected when
users feel a sense of presence within a virtual world is that their behaviours
are consistent with those that would have occurred in the real world in similar
situations [96]. Schuemie et al. have produced an overview on how to measure
presence using subjective questionnaires and objective measures on behavioural
and physiological responses [92]. In this study, we put more focus on social
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presence and copresence, and how presence influences these two aspects when
users interact with each other.

Social presence, as defined by Heeter, is the degree to which users believe
that they are with other human beings and interact with them [50]. This defi-
nition has been expanded by Biocca & Harms in which social presence is “the
moment-to-moment awareness of co-presence of a mediated body and the sense
of accessibility of the other being’s psychological, emotional, and intentional
states” [18]. It is argued that the social presence reflects the actual presence of
others, the implied presence of them, or the imagined presence conveyed through
sensory information transmission in mediated environments [1]. Therefore, the
capacity of XR systems or technology is important in social presence to provide
high fidelity of communication cues including proximity and orientation of oth-
ers, physical appearance, facial expressions, gaze and mutual gaze, postures and
gestures, verbal signals. Unfortunately, new technologies in XR have not been
able to fully satisfy these requirements yet.

Another similar term which is often mentioned in social psychological
research for virtual environments is copresence. Copresence, as summarised by
Schroeder in [89], is the sense of “being there together” and acting with other
users at the same time. Copresence puts more focus on the individual’s feel-
ings of being part of a group and being capable of perceiving others [95]. In
other words, a mutual awareness between individuals on the existence of each
other is emphasised in copresence measures [24]. Schroeder considered copres-
ence within collaborative virtual environments based on what activities users
do together [90]. Compared to social presence, which relies on the quality of
the mediated environment and users’ perception of it, copresence reflects more
psychological interactions between them [89]. Also, studies on copresence need
to consider users’ experience when they do things together, and not only when
they are just immersed together in the virtual world. Schroeder in [89] separated
three types of study on users’ experience with others: short-term interaction
when users collaborate to perform tasks, which requires attention and mutual
awareness and is measured mainly on collaborative task performance; long-term
interaction for socialising and entertainment via web-based virtual environments,
which measures persistence of characters, of groups and of environment, social
rules and convention, and effect of virtual world on real life; and the influence
of the long-term use of immersive systems on performing short-term tasks.

Considering that many factors can influence UX in collaborative XR envi-
ronments, the dynamic relationship amongst presence, social presence, and cop-
resence needs to be studied together to understand how presence affects UX
in general. Copresence and social presence are often considered as sub mental
models of presence. Empirically, it is found that presence and copresence are pos-
itively correlated [89,95,109], and the same positive correlation occurs between
presence and social presence [106]. However, other studies (e.g., [5,26]) show that
the relationship between presence and copresence is not definitively correlated
or well defined. Schroeder in [91] proposed the concept of a connected pres-
ence cube. It maps presence, copresence and the extent of individual connected
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presence to three dimensions of a cube representing the end-state of users’ expe-
rience in shared virtual environments. He argued that the level of presence and
copresence will be affected by the medium used to create the virtual world for
users to feel a sense of connectedness such as desktop-, projection-, or HMD-
based systems. Bulu in [24] suggested that all the three aspects will directly
affect the satisfaction of users in immersive environments and they are all closely
related in shared virtual environments. What has not been studied yet is how
the different device settings of distant users can affect the UX and in particular
the individual sense of presence, copresence, and social presence. Especially, XR
technology can change the existing social psychology studies in the domain of
user interaction and experience in real-and-virtual combined environments.

3.2 Group Dynamics and Collaboration Patterns

In this section, we look into the dynamics of how users work in groups and the
collaboration patterns that users explicitly or implicitly employ. In social sci-
ences, group dynamics studies human behaviours within a social group (intra-
group) or between social groups (intergroup) [29,105]. However, in collaborative
XR systems, especially for remote collaboration, mediated environments change
the way research findings in group dynamics are applied. Users working together
over such environment are often considered as members of a virtual team. Virtual
teams are “teams whose members use technology to varying degrees in working
across locational, temporal, and relational boundaries to accomplish an inter-
dependent task” [69]. The task performance of a virtual team is partly decided
by how well workload is distributed, managed, and coordinated amongst team’s
members at group’s level and partly by “the extent to which team members use
virtual tools to coordinate and execute team processes” [58] at individual’s level.
It is important, therefore, to study how the collaboration occurs at individuals’
level and group dynamics in fully or partly immersive systems.

Considering the processes of how each individual joins in groups or subgroups
and how groups are formed over time, four models of change and continuity in
group structure have been described [4].

– The first model that depicts stages in which different group structural pat-
terns are formed is called life cycle. The Tuckman’s four-stage model [111] is
its known representative which summarises different stages of group develop-
ment: forming for groups to identify the interpersonal and task behaviours
and to establish dependency relationships with leaders, other group mem-
bers, or predefined standards; storming for individuals to resolve interper-
sonal issues regarding to group influence and task requirements; norming to
develop new standards for groups and to adopt new roles; and performing for
groups to finalise interpersonal structure for task activities.

– The second model is robust equilibrium, which defines how a group’s structure
evolves through a short period of fluctuation followed by a stable state [28].

– Another developmental model is punctuated equilibrium, which indicates that
groups develop through processes of sudden formation, maintenance, and
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revision for performance by taking into account timing and mechanisms of
change relating to the groups’ context [46].

– The last model adaptive response describes groups’ active changes to adapt
to current task [99], technology [55] and environment [83] situations.

In the context of collaborative immersive systems, the Tuckman’s four-stage
model of groups [111] is often employed in designing communication and navi-
gation mechanisms for users travelling in large-scale virtual world to be aware of
other members’ activities while performing collaborative tasks [32]. However, in
our opinion, all the developmental models described above can be applied and
reevaluated more extensively in novel mediated environments, which constitute
challenges in creating effective workspace for virtual teams.

While group dynamics study how groups evolve over time under different
situational factors, collaboration pattern research, on the other hand, looks into
relationships between collaborators within groups and how they can adapt their
behaviours to a collaborative task. Several studies in various domains have theo-
rised different patterns and taxonomies of patterns of collaboration. For instance,
in a collaboration systems for architectural designers, Caneparo [27] has explored
the group coordination mechanism through four cases: hierarchy order when a
leader of the group establishes the task’s outlines and evaluates members’ sug-
gestions and performance, individual initiative when each member has their own
freedom and acts independently, participation when members follow a working
consensus build from discussion and negotiation, and collaboration when the
group works on an agreed design solution after comparision and consensus. In
the context of collaborative e-learning, Wasson and Mørch [117] have identified
collaboration patterns occurring amongst students, teachers, and learning facil-
itators. The patterns consist of: adaptation when students working in groups in
order to solve a common problem learn and adapt to others’ behaviours, coor-
dinated desynchronisation when group members coordinate activities after they
have idenfified their common goal, constructive commenting when members give
comments, and informal language when the relationship between group members
become more intimate and is measured by the informal language they use.

In addition, another paradigm for collaboration patterns in product designing
process was proposed in [65]. It considers four possible scenarios that can occur
in group collaboration patterns: peer-to-peer when each member of the group
contributes equally, leader-member when the leader of the group contributes
more than other members, complementary when subgroups are formed to solve
a portion of the task and their contributions are joined at the final stage, and
competitive when subgroups are formed to compete with other subgroups by
approaching the task from different angles.

Amongst all the four patterns defined above, leader-member collaboration
pattern is one of the most studied topics. From social sciences’ perspective,
leadership is determined by traits and personality qualities inherent within cer-
tain individuals of a group [15]. Leadership skills, therefore, are often gradually
developed outside and also within a group setting with or without the involve-
ment of other group members. Competent leaders can help to build solid groups
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to work productively. However, in many situations, the effectiveness of a group is
decided not by the skills of the leader alone but also by the multilaterally shared
responsibility in leader-member relationship. Depending on types of collabora-
tion tasks, leader role can be implicitly or explicitly designated. When there is no
predefined collaboration structure amongst members of a group, leadership can
be regarded and evaluated through the contributions of each member to a shared
collaborative task (‘division of labor’) and/or the act of taking charge by doing
most of the talking (‘talkativeness’), suggesting ideas, and giving instructions [5].

In real-life face-to-face circumstances, the location of an individual where
they sit or stand can create direct assumptions from others about their leadership
role [3,52,116]. However, in collaborative XR environments with limited access
to non-verbal communication cues, different approaches have been employed by
group members to determine or establish the leader-member relationship. Being
virtually inhabited in virtual worlds, users are often represented and interact
with others through ‘avatars’ (see Sect. 3.3). Therefore, these avatars can have
significant effect on others’ perception about social behaviours and can deter-
mine collaboration mechanism between members. Yee and Bailenson in [119]
studied the effect of height of users’ avatars on their negotiation behaviour. This
behaviour is a dominant personality trait of people with leadership skills because
it is often associated with confidence, high self-esteem and ultimately leader-
ship capability [103]. By isolating other factors which can affect the leadership
behaviour in real world, such as age, gender, physical appearance, it shows that
the impersonating tall avatar as self-representation of users can significantly
increase their confidence in negotiation tasks. Additionally, other study [47]
reports that the relative locations of the avatar representation of remote users
within collaborative immersive environments should be appropriately chosen to
make them appear in virtually equal size to improve their task performance,
especially when they follow peer-to-peer collaboration pattern.

In shared virtual environments, users having advantages in computational
performance, especially in level of immersion, are likely to emerge as leaders.
Several studies [5,94,95,98] report that without even being aware of others’
working systems, users who were fully immersed were likely to be perceived as
leaders and were rated high on talkativeness scores. In a more recent study,
Pan et al. [77] have studied how two users collaborate in four different settings:
AR to AR, AR to VR, AR to VR with virtual body, and AR to desktop. The
results show that interactions in 3D could facilitate the emergence of leadership
pattern, and that the more asymmetry in immersion level between collaborators,
the stronger effect of leadership with users using AR interface of high level of
immersion and situational awareness. However, if all the users share the same
system capacity and are equally immersed, the leader role is often decided by
the one who actively takes in the role of task navigator and manager [5].

As it is demonstrated with XR technology and its advantages in psychologi-
cal therapies, the long-term effect of being confident in immersive environments
compared to the sense of confidence and leadership skills in real life still needs
to be extensively evaluated. In more general context, leadership skills are mostly
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determined by personality traits of each individual and can be also attained
by training. Therefore, the influence of personality on leadership in immersive
systems needs to be studied to verify the correlations between leadership pat-
tern and immersion levels using XR technology. For instance, in the experiment
conducted by Slater [94], a questionnaire on Interaction Anxiousness Scale [64]
was employed to measure participants’ social anxiety, which inversely correlates
to the degree of leadership. The results of the experiment have confirmed this
special correlation between social anxiety, immersion, and leadership scores.

3.3 Avatars and Embodied Agents

Digital representations of users are an important factor to be considered while
designing any collaborative XR platform. They help users to develop a sense
of social connection with others, to be aware of others’ presence and activities,
and to have visual elements to focus on when they communicate with. Those
representations can be categorised into: avatars, embodied agents, and hybrid
forms [37]. The main difference between them is the control behind the repre-
sentation. Avatar is a self-representation of a user who participates in the collab-
oration session in real time [6,8,37,84]. Embodied agents, on the other hand, are
controlled by computer algorithms to appear anthropomorphically and behave
similarly like a human being. They are, therefore, defined as ‘acting entities’,
whose behaviours are rendered based on simulation and Artificial Intelligence
(AI) [35,84]. An embodied agent has to be incorporated with four main capabil-
ities in an adaptive functionality to be able to interact with humans in real-time:
perception, interpretation, reasoning, and autonomous responses towards prede-
fined goals [9]. Finally, hybrid combination of avatar and intelligent agent [86]
is often employed in collaborative XR environments when the real presence and
participation of users are not always guaranteed [44,45] or when the use of
AI algorithms helps to free user from fine-grained manipulations of avatars. In
this section, we explore the usefulness of these virtual representations from two
perspectives: how the use of avatars affect perception of users themselves (i.e.,
self-perception), and how users perceive others, either real-time collaborators or
intelligent agents, through their visual representations.

Self-perception via Avatars. Generally, avatars represent people on social
media and entertainment platforms such as online chat, video games, networking
sites and online virtual worlds (e.g., Second Life6). Avatars, in a certain way,
can be considered as a projection of users or an external self representation. In
the immersive context, users can choose (passively or actively) how to represent
themselves within limited options proposed by systems. Their representation
can, in turn, influence their performance in executing tasks, communicating, as
well as reflecting and perceiving of self independent of how other people perceive
them. There are three types of avatar that can be employed: authentic, modified
or augmented, and non-anthropomorphic or novel representation forms.
6 https://secondlife.com/.

https://secondlife.com/
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The objective of providing authentic avatars is to guarantee high visual
fidelity and behavioural authenticity of digital representations [115]. Researchers
have tried to incorporate human physical capabilities in expressing nonverbal
cues during conversations into digital models, giving avatars more faithful repli-
cation and realistic expressions and behaviours. There still are, however, several
issues in designing and using avatars, including identity, awareness of current
states, availability and degree of presence, gesture and facial expressions [14]. In
a collaborative AR system, the self-presentation as an avatar besides the real
body can potentially affect body ownership and self-localisation [85].

Modified or augmented representations of users are often used in evaluating
the self-perception of people through the lens of their avatars. Yee & Bailen-
son have studied the Proteus effect, a hypothesis on the conformity of peo-
ple’s behaviours to their self-representations [119]. They have discovered that
high level of attractiveness of avatar models can make people shorten their
interpersonal distance [48]. Users can feel more intimate and open with oth-
ers, and even the height of avatar can increase their confidence in a negotiation
task. These results confirm the self-perception theory proposed by Bem on the
dissimilarity in perception between the physical self and the digital modified
self-representation [13]. Similarly, positive communication experience for users
could be obtained by enhancing the smiling expressions of users through their
avatars [76]. Furthermore, the negative effect of over-sexualised representations
of women on sexual objectification and rape myth acceptance in virtual plat-
forms has been also studied [38].

Non-anthropomorphic avatar approach represents users in a non-biological
human form. This capability in mapping non-linearly the user’s body with
avatar’s can facilitate novel form of interactions and manipulations that are
not readily supported in conventional platforms. A concept of homuncular flex-
ibility explores the idea of modifying representations of people to see how they
can learn to control new form of avatars with extra limbs [62]. This concept
has been further developed in extending avatar with a flexible tail attached
to its coccyx [101], and alternating the visuomotor and visuotactile feedback
of users’ fingers via a six-finger illusion [53]. Verhulst et al. have studied how
being embodied in an obese virtual body can help to change people’s shopping
behaviour [113]. The substitute for physical bodies with virtual ones is often
measured by users’ senses of ownership (i.e. perception of virtual parts of avatar
as their own) and agency (i.e. perception of controlling these new forms). How-
ever, the extension of one’s virtual body in collaborative context has not been
extensively studied yet and it will be an important future research direction.

Perception of Others and Social Influence. Many researchers have studied
the aspect of how users perceive others via avatars or visual representations and
how that perception will influence social presence. Recent research has explored
the potential of AI agents and social actors on the improvement of the social
presence and perception of individuals within immersive environments [20]. For
instance, the study conducted by Nowak & Biocca finds that people respond
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socially to human and embodied agents alike in virtual world [75]. High level
of copresence and social presence is also recorded when people interact with
avatars of low anthropomorphic representations compared to realistic anthropo-
morphic images of the others, indicating a complex relationship between avatar
representations and expectations from users when seeing them.

There are two main theoretical models that explain social influence of avatars
and embodied agents on the social behaviour of human interlocutors. The first
theoretical model by Nass and Moon in [72] concluded that if there are enough
social cues in conversations, people will apply the same rules in real-life social
interactions to interactions with agents even though they are aware that the
experience is not real. Recently, this model has been revised, evaluated and
confirmed [43,84]. Blascovich et al. in [21], on the other hand, predicted that
social influence within virtual environments will be decided by two additive fac-
tors (behavioural realism and social presence) and two moderating factors (self-
relevance and target response system). They also argued that the social influence
of a real person behind an avatar will always be higher than an embodied agent,
and that the effect of an agent on social influence will depend on its behaviour
realism. The hypothesis that avatars are more influential than agents on the
social influence scale was confirmed in the research done by Fox et al. [37].

When integrating embodied agents into a collaborative scenario, many
requirements are established to satisfy natural interaction with real-time users,
which include life-like behaviours in conversations, responsiveness in a dynamic
and unscripted environment, plausibility to create a sufficient illusion from users,
and interpretable behaviour to allow users to interpret their responses [107]. For
conversational agents, several frameworks for conversational interaction between
an agent and a human user have been developed. For instance, FMTB (Func-
tions, Modalities, Timing, Behaviours) conversational framework [30] supports
conversational behaviours and actions via several modalities of communication
such as hand gestures, facial expressions, eye gaze, etc. SmartBody [107] is
another framework facilitating creation of animated conversational agents in
real-time from hierarchically connected animation controllers. In general, besides
the benefits of having automated agents as always-present interactive characters
in virtual environments such as video games or online custom services, embod-
ied agents can help to increase the experience of co-presence in shared environ-
ments, especially on social networking platforms [16]. Furthermore, it is argued
that embodied agents may help people emote freely and reveal more sensitive
information compared to conversational situations with real human users. For
instance, perceived virtual human can help patients in clinical interviews dis-
close more sensitive information, hence overcoming the barrier between real and
virtual actors behind mediated avatars [68].

Avatars play an important role in reinforcing the perception of others and
social influence in collaborative environments. The effect of time and stage of
the collaborative task on how users interact with others through avatars has
been studied [97]. It is argued that when the collaboration time is short and
users work together for the first time, they normally do not inquire about their
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partners’ avatars. The appearance of avatars get more attention when they col-
laborate for a longer period and the physical appearance of people behind the
avatars becomes a topic of interest. Furthermore, the way people treat others’
avatar varies from social discomfort and embarrassment when the avatars are in
their interpersonal zone or overlapped in a desktop-based shared virtual envi-
ronment [73,94] to unawareness and disinterest when they go through others’
avatar while focusing on performing their task in a immersion projection tech-
nology system [97].

In conclusion, the effectiveness of avatar and embodied agents largely depends
on their behaviour and appearance realism, and how they are used in different
situations. Realism factor is often highly demanded in developing collaborative
XR frameworks. However, there is also downside of the realism. Bailenson et al.
in [8] found that people emote their feelings more freely when their avatar does
not capture and express those emotions. In addition, the Uncanny Valley [71]
predicts that negative experience can be evoked in human when robot appears
and behaves too close to human-likeness. The same principle can be applied in
the case of virtual characters or embodied agents. The study in [108] demon-
strates that exaggerated facial expression via magnitude of mouth movements
during speech to express different emotions can affect the uncanny for characters.

3.4 Nonverbal Communication

Verbal and nonverbal communication are considered absolutely essential in col-
laborative systems, whether they are designed for task solving, social networking
or entertainment [59]. In problem solving systems, besides the main goal of help-
ing users to convey information and keep in contact with others, communication
channels provide means for them to understand the task, negotiate shared work-
load, form strategies, and be aware of what has been done and what is being
done [74]. In general, there are several modalities that are available in 3D shared
environments such as auditory channels, embodiment and nonverbal communi-
cation, text and 2D/3D annotation, and so forth. Additionally, they can be used
explicitly or implicitly by remote users. Cassell et al. in [30] have distinguished
between behaviour for propositional purposes and for interaction purposes of
conversation. According to the authors, propositional purposes can be obtained
through meaningful speech, hand gestures, and intonation to convey, comple-
ment, or elaborate upon the information being communicated. On the other
hand, interactional functions serve to indicate the current state of the conver-
sation and can include nonverbal cues such as head nods, raising hands, or eye
gaze for conversation invitation, speaking turn-taking, feedback, breaking away
behaviour in conversations. These two activities often occur simultaneously when
speakers and listeners continuously monitor each other’s behaviour and hence be
able to contribute to the conversation depending on the course of conversation
established through information delivered and decoded. In this section, we focus
on the nonverbal communication channel for synchronous collaboration, how it
has been supported in collaborative XR platforms, and how it can effect the
performance of communication amongst users.
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Complementing to auditory channels, nonverbal communication, or bodily
communication, is defined as another means used by one person to influence
others. According to Argyle [2], in face-to-face conversations, many nonverbal
communication modalities are subtly employed at the same time including facial
expression, gestures, eye gaze, bodily movements and contact, spatial behaviour,
and nonverbal vocalisations. Nonverbal signals can be provided intentional or
unconscious, and in many cases they can be the mixture of those two. There are
mainly five functional types of nonverbal communications including expressing
emotions, communicating interpersonal attitudes, accompanying and supporting
speech, self-presenting, and rituals. In other words, nonverbal communication is
multidimensional and multifunctional when several modalities (e.g., postures,
gestures, eye gazes) can serve different functional types simultaneously [16].

Considering the important roles of nonverbal communication in collabora-
tive XR environments, it is essential to capture nonverbal behaviour of users
and replicate it, either faithfully or strategically, to other users. Avatars can be
effectively used as a medium to transfer nonverbal cues if the users’ body is
being tracked partially or completely. If the avatars cannot fully represent the
body and/or facial movements of users, they would have to learn to adapt to the
missing nonverbal communication channel and convey their activities through
verbal explanations [97]. In the case of lack of tracking system, nonverbal com-
munication cues such as gestures or facial expressions can be preprogrammed
and triggered via a text chat window during the interaction in a desktop-based
virtual environment [110]. Amongst many modalities of nonverbal behaviour
that is tracked and rendered in real time, head orientation and eye gaze are
considered subtle but critical in providing bidirectional signals for monitoring
and synchronising actions. Several studies have been conducted on the impact
of eye gaze on communication [41,42,100]. The results show that even without
eyelid movement and blinking behaviours implemented, representing users’ eye
gaze on their avatars in real time could improve the interaction between remote
users and their collaborative task performance. Compared to static eye or sim-
ulated eye gaze integrated on avatars, using tracked eye gaze can help users to
indicate and capture accurately focus of current attention, inform and estimate
next actions, and effectively communicate. Furthermore, in one-to-many conver-
sations, eye gaze can also be transformed and augmented so that the eye gaze
of the speaker is rendered individually to each listener so that they would have
an impression that the speaker is gazing at them only [7].

Another nonverbal cues that get attention from researchers are facial expres-
sions, bodily movements, postures and gestures. Thanks to recent advances in real-
time facial motion capture technology (e.g., Dynamixyz7, Faceware8, Facerig9)
and 3D modelling, capturing facial expressions of users and rendering them real-
istically have become largely applicable. In a recent research work, Oh et al.
investigated the enhanced smiling expression on communication experience [76].

7 http://www.dynamixyz.com/.
8 http://facewaretech.com/products/software/.
9 https://facerig.com/.

http://www.dynamixyz.com/
http://facewaretech.com/products/software/
https://facerig.com/
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The users’ smile is recorded and strategically rendered through their avatar. And
when the participants’ smile is enhanced, it is found that those participants them-
selves experienced stronger social presence compared to the faithful rendering con-
dition. Another approach has explored three visual transformations for eye con-
tact, joint attention identified by head direction, and grouping based on proxemic
behavior to augment social behaviour by extending the physical communication
condition into the virtual world [86]. Similarly, many approaches that communi-
cate bodily movements, postures and gestures have been proposed. For instance,
there are remote embodiment cues to improved awareness in a desktop-based vir-
tual environment [39], hand movements of remote users via virtual hand shad-
ows [88], remote user’s head position, face direction, and hand poses for users
using MR platform [80]. Recently, Pan et al. [78] integrated the foot tracking which
allows users to see their full body in the shared VR environment, even though its
impact on interaction, embodiment and presence is still subtle.

3.5 Does Group Size Matter? Collaboration and Social Interaction
in Dyads, Triads, and Large Groups

The impact of different group size on collaboration mechanism, communication,
and social interaction between users, especially remote users, in XR environments
has not been extensively examined in the literature. Moreover, partially due to
the limits of connection bandwidth and the large amount of data that needs to
be transferred over the network to ensure a smooth collaboration, face-to-face
or dyadic collaboration gets most of the attention from researchers. Since the
nature of collaboration techniques in communication and interaction changes
according to dyadic, triadic, and large group, we discuss in this section current
research trends that have been explored for collaborative XR systems.

Communication patterns and group size have not been a highlighted topic
and only limited research has considered the effects of group size on collabo-
ration. In social sciences, it is concluded that increased group size decreases
verbally interacting groups [99], individual contribution, perceived responsibil-
ity, involvement [63], and ideas generated per person [40]. Burgoon et al. in [25]
have determined the limited number of members of a small group participating
in a task without affecting interactivity and communication patterns. However,
this limit depends on collaboration scenarios (co-located vs. remote) as well as
the affordability of technology in supporting interdependent, contingent, par-
ticipative, and synchronous interaction and communication between users. A
theoretical model has been developed depicting the negative influence of group
size and positive effect of social presence on the quality of communication within
small groups regarding its appropriateness, richness, openness, and accuracy [67].
From the results of the experiment with 3-person and 6-person groups, it is
argued that compared to 6-person groups, 3-person groups would obtain better
communication in terms of appropriateness, openness, and accuracy.

In regard to dyadic interactions supported in collaborative virtual platforms,
many behavioural model and interaction modes have been designed for face-to-
face collaboration. Gaze and mutual gaze are the most important factors to be
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considered in the nonverbal-behaviour-supported platforms. Indeed, Argyle &
Cook have analysed closely the relationship between mutual gaze and conversa-
tion progress between two interlocutors [3]. Therefore, gaze behaviour has been
strongly supported in collaborative virtual systems. For instance, an eye gaze
model for dyatic interaction in shared virtual environments has been proposed as
part of the support for avatar realism within negotiation scenarios [114]. Avatar
realism and nonverbal communication in face-to-face social interactions have also
been largely studied, which can be augmented or enhanced to improve user expe-
rience in dyadic interaction such as verbal and nonverbal communication, cop-
resence, emotion recognition, and so forth [8,41] (see Sect. 3.3 and 3.4). Further-
more, several social norms such as the gender, degree of intimacy, interpersonal
distance, turn-talking in online virtual environments have also been studied [120].
More specifically in the context of cooperative manipulation and task solving,
others factors such as concurrency control, collaborative manipulation mecha-
nism need to be taken into consideration. Regarding collaborative manipulation
techniques, there are two main categories allowing users to concurrently and
synchronously manipulating shared artefacts: splitting the degrees of freedom
of the manipulated objects [36], and combining concurrent access to the same
artefacts [87]. It is important to note that these two approaches for cooperative
manipulation tasks do not limit to only two users but can be extended to multiple
collaborators work jointly at the same time. The concurrency control at a higher
level has been further investigated for peer-to-peer virtual environments [66].
Through a concurrency control hierarchy, three methods have been proposed
to control sudden changes in closely-coupled, object-focuses tasks, which include
Change It (‘rollback’ mechanism for simple shared object property changes with-
out broadcasting updates), Grab It (‘transaction-lock’ mechanism for exclusive
shared object property changes or deletions with broadcasting updates), and
Build It (‘intention-preservation’ mechanism for shared object structure changes
in highly dynamic environments).

Collaboration and communication within triad groups and small-size groups
bear similar characteristics as in the dyadic groups in terms of cooperative
manipulation and concurrency control. However, as there are more members par-
ticipating in the session, social presence and interaction may change according
to the nature of the collaborative and individual tasks as well as each mem-
ber’s roles. For instance, users’ behaviour has been studied when they perform a
task of puzzle solving in small groups of three people (one HMD and two desk-
top displays) within a shared virtual environment, and compared to their own
behaviour when they continue doing the same task in the real world [95]. During
the experiment, the experimenters also asked one member of the group to follow
and observe another member without letting them know about it. The results in
regard to the silent observation set-up show that shared VR platforms have the
capacity to evoke emotional responses such as discomfort and embarrassment,
even through simple avatars. Another experiment has been conducted by Steed
et al. [98] in which leadership, presence, copresence, social presence, and accord
between group members have been investigated within small groups of strangers
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carrying out collaborative tasks. An overview done by Schroeder [89] lists several
factors that need to be considered in order to improve user experience within
small groups working together on short-term tasks. Those factors mostly serve
synchronous collaboration purposes such as shared focus of attention, mutual
awareness, and collaborative task performance.

Finally, regarding collaboration and interaction mechanism within large
groups such as social networking or online virtual worlds for entertainment,
researchers take a different approach in trying to understand how individuals
within these groups form their relationships and adapt to the virtual environ-
ment over a long period; how being exposed to virtual worlds can affect their
life in the real world; and which social rules are preserved or changed within
the worlds of no boundaries [89]. Many parts of these research questions are still
left unanswered and require extensive research effort in multiple disciplines. We
discuss in this section some early works that have been performed to measure
some social responses from an individual viewpoint when a user is interacting
with or in front of a big group of others. In social psychology, Zajonc [121] and
Taylor et al. [104] have reviewed and analysed the effect of performing a task
in the presence of others on the user’s performance which depends mostly on
the difficulty level of the task and how the user has mastered it in advance.
These analyses have been theorised into the concepts of social facilitation and
inhibition. To apply and measure these concepts into the collaborative virtual
environment, Hoyt et al. [54] have sought to replicate these effects and measure
them in a study with participants performed a mastered and a non-mastered
task, either alone or in the presence of a virtual human audience which was led
to believe that they could be avatars or embodied agents. Their experiment has
confirmed the social inhibition theory that performing a novel task in front of
avatars can impair users’ performance on subordinate responses. Furthermore,
the behaviour of members in a big audience (e.g., eye contact, individual facial
expressions, gesture, posture, and behavioural pattern between themselves) can
also be registered as empirical design basis, which, in turn, can be useful to
stimulate the users’ experience in a virtual human audience [82].

These aspects relating to social responses mediated by XR technology are
summarised in an attempt to identify what features that collaborative immersive
systems can provide to make users experience and enjoy their time in immersive
world and maximise their potential in using this world for different purposes.

3.6 Physical and Virtual World: How to Increase the Awareness

VR can forge a great sense of immersion in users when their senses (visual,
auditory, and others) are replaced by synthesised digital channels. Different to
presence experience, immersion is measured by objective technology-related fac-
tors such as field of view, field of regard, display resolution, head-based rendering,
frame rate, and degree of interactivity [23]. Therefore, the more immersed users
are in virtual environment, the more successful the system is in terms of isolat-
ing users from their physical world, increasing their perception of self-inclusion
and self-movement [118]. However, since users still move in the physical world,



60 H. Nguyen and T. Bednarz

Fig. 4. IIVC model representing an abstraction of users’ physical environment includ-
ing a conveyor, a stage and its workspaces for each user. It was adapted from [33,34]
for a collaborative XR platform which includes hemispherical dome (left), 340-degree
panoramic projection (middle), and HMD (right) systems [22]

any mismatches between physical and virtual world can break the illusion and
even endanger them physically due to collision with physical objects in their
surrounding area. In this section, we explore the idea of how to help users to be
aware of the physical world while working in the virtual one without losing their
immersion, presence and experience, and how to communicate the differences in
hardware capabilities to remote collaborators.

The awareness of the physical environment with its constraints and lim-
itations is essential when users are fully immersed. Steed et al. in [97] have
pointed out several problems when the physical and virtual world do not align
in projection-based systems such as the use of the non-tracked hand or the col-
lision with the wall which to avoid users have to use their hand to feel the wall.
Duval et al. in [34] have proposed the model of IIVC (Immersive Interactive
Virtual Cabin) to encapsulate an abstraction of users’ physical environment and
represent it in the virtual world. The IIVC comprises of three main components:
workspace (3D space depicting physical area in which the user can move around
or limits of physical devices), stage (virtual description of the user’ real envi-
ronment), and conveyor (integration frame of the stage into the virtual world).
Figure 4 shows in details the adapted IIVC model for a collaborative XR plat-
form of hemispherical dome, panoramic projection, and HMD system, in which
each system has a conveyor carries its stage and its workspaces. This model is
useful in helping developers to precisely define the physical world’s parameters
and integrate them into the virtual world. For instance, in order to enhance
the awareness of the user when they work in a CAVE-like system and to prevent
them from colliding with its front display screen, a 3D grid which becomes clearer
and sharper when the user gets closer to the screen or physical boundaries [74].
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By sharing the model or configurations of the user’s physical space to others,
it helps them to be aware of the working condition of others and can thus predict
their possible limits and constraints. Explicit representations of field of view or
grasping range are examples of how to communicate users’ interaction abilities
to others [39]. In asymmetric collaborative virtual environments, there also is
a potential desynchronisation problem in coordinating activities between users
in real time with different settings and viewpoints, which requires a mutual
awareness to be established [31]. Piumsomboon et al. proposed and evaluated the
effects of sharing awareness cues (field of view frustum, eye-gaze ray, head-gaze
ray) on user performance in a collaborative MR system [81]. And in co-located
shared VR environments, a research on mutual awareness has been conducted by
Lacoche et al. in [60] for the collaboration between co-located users immersed via
HMDs when they share the same physical space but navigate independently in
the virtual world. Thus, there is a potential discrepancy in the perception and
awareness of the physical and virtual world for co-located users. The authors
have proposed and compared three approaches including Extended Grid (a grid
cylinder representing physical location of others), Ghost Avatar (an avatar of the
HMD model and its two controllers), and Safe Navigation Floor (a rendering of
the physical floor with colors marking safe areas and collision zones where the
others occupy). It is argued that these representations can also be used for co-
located users even when they do not share the same virtual space, or for real
static and dynamic objects if their position and occupied space can be tracked
in the physical environment.

To conclude, the awareness in collaborative XR environment and of the dif-
ference between the physical and virtual environment is always essential to coor-
dinate a group’s activities no matter what the nature of the collaborative work
is. Awareness of many factors and activities going on in the collaborative session
can help to reduce errors and increase efficiency of the group effort. Despite the
importance in facilitating a process to obtain the awareness, there are still many
factors that have not been fully explored. For instance, Steed et al. have pointed
out that when users interact with each other, they expect that others would
grasp the context of their interaction and communication via gestures and bod-
ily movements as well as their viewpoints implicitly [97]. Another factor to be
considered to increase the presence of users in collaborative virtual environments
is the discrepancy between physical moving in the real world and virtual travel-
ling using different metaphors such as ‘flying’ [79] or ‘jumping’ [102], which can
cause directional disorientation in spatial awareness. Finally, with the emerging
technology in AR, the model that represents the physical environment in the
virtual world needs to be revised to adapt to new collaborative XR platforms.

4 Research Opportunities

As coexperience in collaborative extended reality is a transdisciplinary research
topic at the intersection of human-computer interaction, extended reality,
computer-supported collaborative work, cognitive psychology, perception, and
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social sciences, it is still challenging to fully identify all the pertinent research
opportunities. Based on the analysis of several important aspects of human fac-
tors outlined in the previous section, we aim to encapsulate main directions in
a non-exclusive list in this section for future research projects.

Presence, Copresence, and Social Presence. In the new context of XR platforms,
these three factors relating to presence can be re-explored and assessed as XR
technology, especially AR, has changed the nature of communication approach
for remote collaboration. In the near future, XR technology will be able to
provide high fidelity communication cues including virtual proximity and ori-
entation of others, physical appearance, facial expressions, gaze and mutual
gaze, postures and gestures, as well as verbal signals. However, there is still
a lack of (explicit and implicit) exchange and integration mechanisms of these
communication channels and representations of communicational cues in mixed
real-virtual environments. Furthermore, dynamic relationship between presence,
social presence, copresence and UX needs to be studied further in order to deter-
mine decisive factors to be considered when designing user-centred MR systems.

Asynchronous Collaboration. This mode of collaboration will become prevalent
once the use of XR in collaborative work expands in the future. Asynchronous
collaboration of distant users can affect UX and particularly will influence indi-
vidual sense of presence and social connection. XR technology will, therefore,
change the methodologies of social psychology studies in the domain of user
interaction and UX over virtual and augmented environments.

Long-Term Effects of Collaborative Extended Reality on User Experience. From
the aspect of using immersive environments in social life, long-term effects of
being immersed in such environments and working together with others over a
distance on individual personality traits such as social anxiety and leadership
skills can become an interesting research undertaking between social scientists,
cognitive psychologists, and computer researchers. Moreover, considering collab-
oration and interaction mechanisms within large group of users when XR plat-
forms are used for social networking, online virtual worlds and entertainment,
it is important to understand how individuals within these groups form their
relationships and adapt to the mediated environment over a long period, how
being exposed to virtual worlds can affect their life in the real world, and which
social rules are preserved or changed within the virtual worlds of no bound-
aries [89]. Many parts of these research questions are still left unanswered and
require extensive research effort combined from multiple disciplines.

Group Dynamics and Collaboration Patterns. Task performance of a whole group
is partly decided by how well workload is distributed, managed, and coordinated
amongst members and partly by how well each member uses tools to coordinate
and execute tasks. Therefore, it is an important topic to study how the collab-
oration occurs at individuals’ level and group dynamics in collaborative mixed
immersive systems. Moreover, studies can be carried out to measure collabora-
tion performance and competition within a group and between groups.



User Experience in Collaborative Extended Reality: Overview Study 63

Virtual Representations of Self and of Others. The use of virtual bodies of users
as the representation of self on computer-mediated environments can change
their sense of ownership (i.e. perception that extends or modifies virtual parts of
avatar as their own) and agency (i.e. perception of controlling these new forms).
Accurate representations of users within XR environments extracted from all the
tracking systems have the potential to be able to render highly realistic models
to facilitate real-time face-to-face interaction and communication between users.
The extension of one’s virtual body in collaborative context can be extensively
studied in the near future for a more complete understanding of how each user
perceives and experiences within XR environments. For instance, in a collabora-
tive AR world, a research question can be how the representation of both physi-
cal and virtual body can affect the user’s self-perception and self-localisation. In
addition, another aspect of using virtual representations of avatars and embod-
ied agents with their behavioural realism and appearance realism can be broadly
studied on the measures of collaborative tasks performance and UX.

Merging of Physical and Virtual Worlds. The integration of physical world into
the virtual world and how the virtual world manifests itself in the physical
world need to be revised to adapt to collaborative XR systems within which
multiple users have their own hardware capabilities and may not be aware of the
differences between them. Since more and more XR devices have been marketed
to larger public, it would be necessary to study how mediated environments
created by HMD, smart glasses, projection-based or CAVE-like systems can be
perceived individually by each user and how these differences in display and
interaction devices will affect users’ roles in the whole collaboration process.

5 Conclusion

Multiple user experience or coexperience in collaborative extended reality envi-
ronments is an important topic that requires synergistic research collaboration
amongst cognitive psychologists and social scientists, human-computer interac-
tion researchers and designers, extended reality (virtual reality and augmented
reality) scientists and developers, data scientists, amongst others. The future
outcomes of this research will facilitate greatly the interaction between humans
and computer-generated worlds through multi-sensory stimuli interaction design
and exchange mechanisms. We present in this paper several main aspects of
coexperience in collaborative extended reality environments including presence-
related factors, group dynamics and collaboration patterns, avatars and embod-
ied agents, nonverbal communication, group size, awareness of physical and vir-
tual world as the initiative to review the current state of the art of this multi-
disciplinary research domain. Many future research opportunities are outlined
in the previous section that could be of interest to researchers and scientists in
different fields. There are still many unexplored topics in this multi-discipline
domain and great research effort, resources, and collaboration need to be initi-
ated to solve these challenges as collaboration between users, especially remotely
located users, is technologically challenging in providing seamlessly transferring
communication, manipulation and task execution process.
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Abstract. Retailers can use virtual reality as a new touchpoint for their customers:
within an existent channel or as a newsales channel. Thus, it is crucial to understand
the differences and similarities between the physical and the virtual shopping envi-
ronment. Shopping simulations make it possible to test, observe, and collect data
in a controlled, low-cost, and fast way compared to field experiments. However,
past studies might have provided biased results due to the characteristics of the
sample used. This study analyzes how consumers behave in two virtual shopping
tasks. The exploratory, experimental research uses an immersive VR shopping
environment and a sample of participants balanced across demographic character-
istics and previous experience with VR. Moreover, it uses both self-reported and
implicit metrics gathered through eye- and hand-tracking system. The findings
demonstrate the value of having those two sources of metrics to better understand
consumer shopping behavior in a virtual reality setting.

Keywords: Virtual reality · Shopping behavior · Consumer behavior

1 Introduction

The perspective in retailing is changing from “what” to sell to “how” to sell [1]. Physical
stores are superior in generating multisensory perceptions; however, digital technology
can enhance customer experience by recreating many of those sensory experiences also
in digital environments (e.g., e-commerce website) [2]. An important characteristic of
virtual experiences is the possibility of user-medium interaction [3]. It has been recently
suggested to adopt VR as a distribution channel [4–6]. Thus, retailers can use new tech-
nologies, such as virtual reality (VR) and augmented reality (AR), as a new touchpoint
for their customers, aiming to improve customer experience by helping them accom-
plish a shopping goal, providing convenience, changing shopping habits [7]. As noted
by Cowan and Ketron (p. 1603), “The world is becoming more virtual in all aspects of
life, and more purchases are likely to occur virtually” [8], probably due to the conve-
nience VR brings, in which it is possible to access a virtual store regardless the consumer
physical location [5, 9]. With this new perspective in mind, this study intent to explore
how consumers behave in virtual shopping tasks.

In the context of shopping, the extra possibilities provided by immersive virtual
environments compared to traditional online shopping can raise the consumer’s interest
in using this tool [10]. What the impact of VR in physical stores is and whether it is a
feasible tool for retailers are essential questions [9]. For example, the use of VR in the
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shopping process may differ depending on the customer journey stage. It is expected
that VR stores are preferred over physical stores in the initial stages of the journey, while
physical stores may be more relevant in the purchase step, where consumers seek to face
the physical product [9]. As stated byGrewal et al. (p. 5), “theworlds of online and offline
are converging. Knowing what is different and what is similar in these two worlds, as
well as how new technologies are going to impact both, is key for the future of retailing”
[11]. Furthermore, contrary to regular e-commerce websites, VR can produce situations
not able to be experienced in real life, overcoming the limitations of VR experiences
over physical shops (e.g., touching or tasting a product) [5]. As Farah et al. (p. 136)
advise, “the prominence of VR in the world of retail and its impact on the demise of
physical stores can no longer be overlooked nor placed at the back end of priorities” [9].
Supporting this view, a recent review about VR related to consumer research conducted
by Wedel and colleagues emphasizes two central areas for retailing: VR used within an
existent channel and VR as a new sales channel [12]. Based on it, research is needed to
understand how consumers behave at the point of sale.

Considering that VR stores are being currently used to simulate real environments
to derive conclusions of consumer behavior for applications in physical shops, and the
potential they have in becoming a new sales channel, it is central that studies provide
unbiased results. For example, many studies (i) evaluate only one product or only one
product category and (ii) use participants that have never used VR before, (iii) with
most of the samples formed by students; thus, a question that arises is whether the
findings can be generalized across different products and populations. Attempting to
provide some useful responses to this issue, this study aims to contribute to investigate
the consumers’ shopping behavior at the point of sale of a virtual reality supermarket. To
address this issue, we conducted an exploratory, experimental study using an immersive
VR shopping environment. We recruited a sample that is balanced across demographic
characteristics and previous experience with VR, and investigated explicit and implicit
metrics of consumer shopping behavior.

2 Background

Virtual reality is a valuable tool for academic research. By recreating realistic shopping
simulations, it is possible to test, observe, and collect data in a controlled, low-cost, and
fast way compared to experiments conducted in the field [6]. However, only recently that
academic journals are the main mean of publications in VR and AR [13], showing how
the area is still in their infancy in academia. The use of virtual environments in retailing
research can give insights into in-store design and decision processes, and to the retail
environment itself [3]. Review papers show that the application of VR in marketing
research is mainly focused on gathering knowledge about consumer behavior [5] and,
in the context of retailing, in assessing the impact of the technology within the existent
channels [12]. Through a text-mining analysis of 150 articles in VR related tomarketing,
Loureiro et al. delineated four topic groupswithmore papers: (i) ExperientialMarketing;
(ii) Manufacturing and New Product Development; (iii) Virtual Setting; (iv) Interaction.
Within the third topic, the main focus is on the store elements, such as music, lighting,
layout, information cues, social presence [14].
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In VR experiences, the concepts of sense of presence and immersion are crucial
and positively highly correlated; however, their difference relies on that the former is
the subjective perception of the user during the VR experience, while the latter is what
the technology can deliver [14]. A VR environment that gives the feeling that the user
is part of it is an immersive VR [14]. Immersive VR stores can replicate elements
of physical sores, such as displays, the store layout, promotions, product assortment,
prices [10], creating more valid assumptions of generalization of the findings to real-
world consumption contexts [8]. Interactive features are able to create more enjoyable
environments [15–20]. Besides, when virtual products can be manipulated, it increases
perceived informativeness and playfulness of the shopping interface [17].

The impact of new technologies such asVRon the shopping process is still uncertain,
which raises the need to investigate how and where those technologies are and will
change the retailing field [11]. Themarketing research in VR is scant, and immersive VR
experiences are more favorable for future research due to the possibility of recreating
real-world environments, hence, improving ecological validity [8]. Furthermore, the
majority of the existing marketing academic research on VR relies on self-reported and
explicit measures; yet, implicit responses are gaining the attention of the researchers [5].
Cowan and Ketron point out the use of eye-tracking with immersive VR tools as future
potential research [8]. And the integration of eye-tracking into the VR system “offers a
unique research opportunity” [3] (p. 445). However, scarce research has been developed
using eye-tracking and navigation metrics as implicit measures of behavior response in
a VR store.

Immersive devices can be combined with motion and orientation sensors and also
eye-tracking systems [13]. There are low-cost body-motion tracking systems that permit
to capture the natural behavioral responses of the users to the VR environment, and
integrated eye-tracking tools that capture the gaze of the user, allowing inferences about
the cognitive process employed during the experience [5]. Eye-tracking integrated with
VR can help to understand in-store decision processes, assess the impact of the store
elements to enhance store layout, andhelp consumers achievingbetter purchase decisions
[3].Moreover, as pointed byWedel et al. [12], one relevant topic to understand consumer
information processing in VR environments is how attention (bottom-up or top-down)
is allocated in the virtual context.

Although VR with gaze tracking can bring valuable insights about a VR store envi-
ronment and its elements, only a few studies are related to gaze tracking and service
configuration [14]. Open questions are how immersive VR can bring knowledge to
services and retailing by examining consumer shopping patterns using eye-tracking,
touching interactions, and body position, and how virtual stores should be designed to
be effective for retailers [8]. The inspection of how consumers interact with the shelves
of a VR store can provide answers to not yet solved questions [3]. Additionally, mod-
erators (e.g., socio-demographic, personality variables) are neglected in most of the VR
studies related to marketing [14]. Also, “past experience with VR technologies should
not be neglected as a moderator since the number of times VR is used could change the
emotions and the sensation of novelty toward the technology” [14] (p. 526).
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3 Method

3.1 Virtual Environment

A virtual supermarket with dimensions 6 m × 6 m was developed using the Unity3D
development platform (Unity Technologies, San Francisco, USA) by the European
Immersive Neurotechnology’s Laboratory (LabLENI). The environment recreated two
small sectors for the shelves of the products of interest: one for snacks and one for sneak-
ers (Fig. 1). To recreate a more realistic scenario, the rest of the environment showed
shelves with other grocery products (Fig. 2). Each shelf of the environment had three
shelf levels: “up” (145 cm; eyes level), “middle” (90 cm; hands level), and “down”
(25 cm; floor level). For the selves of interest, within each level, three products were
displayed (left, center, and right), with a total of nine different products per shelf (Fig. 2).
When a product was purchased, it vanished from the shelf, and participants could not
see it anymore. The environment was divided into three zones of interest (ZOI; Fig. 1),
namely: far, near, and adjacent, based on the proximity of the shelf of interest.

Fig. 1. The layout of the virtual supermarket and the definitions of the zones of interest (ZOI) for
each task. Left: location of the snacks shelf and ZOI for Task 2. Right: location of the sneakers
shelf and ZOI for Task 3. The blue circle represents the starting point for the tasks.

The products were chosen to represent a fast-moving consumer good (snacks) and a
durable good (sneakers). The prices of the snacks ranged from 1.25 to 3.00 e (Fig. 2),
and the sneakers from 115.00 to 180.00 e. The products and their prices were displayed
in the same order and combination for all participants.

3.2 Design

A 3 – task (free navigation task, forced task snacks, forced task sneakers) – within-
subjects design was implemented. For this study, we considered only the forced tasks.
The variables under analysis are the explicit and implicit behavioral metrics detailed in
Sect. 3.5.
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Fig. 2. Representation of part of the virtual supermarket, shelf levels (up, middle, down), and
distribution of the products and their prices. The shelf on the front: snacks shelf (Task 2).

3.3 Procedure and Tasks

The experiment was conducted at the LabLENI and approved by the local ethics com-
mittee. Participants arrived at the laboratory, signed an informed consent form, and
answered a short questionnaire on pleasure and arousal (PA; short form of the PAD
scale) in a laptop. After it, they wore the VIVE Pro headset (HTC Corporation, Taiwan)
VR tool. This VR device is considered an immersive type of VR since the VR environ-
ment fully surrounds the person. After receiving the instructions about the equipment
(device, controllers), the participants performed a familiarization and training task in
a neutral environment to learn how to use the VIVE controllers to grab and purchase
objects. Then they were virtually placed in the VR scenario at the start point (blue cir-
cle on Fig. 1). At this moment, calibration of the eye-tracking system was performed,
followed by the instructions for the first task. The tasks were conducted in the same
order for all participants, and they returned to the start point after each task to answer
two questionnaires (PA and Hedonic and Utilitarian Shopping Values) and receive the
instructions for the next task. The three tasks were as follows: (i) Task 1: Free Navigation
Task. To familiarize with the VR environment [6], participants had up to four minutes
to freely navigate and interact with the scenario; (ii) Task 2: Forced Task Snacks. Par-
ticipants were informed they had a budget of 5 e and were instructed to find the snacks
shelf and buy snacks; (iii) Task 3: Forced Task Sneakers. The same as Task 2, but with a
limited budget of 180 e and having sneakers as the target product. The budget of Task 2
allowed the purchase of more than one snack pack, whereas in Task 3, only one sneaker
could be bought. At the end of the experiment, participants answered a questionnaire on
a laptop.

3.4 Participants

Sixty participants living in Spain (50% female;Mage = 25.83, SDage= 5.01, age range:
20–36; 43% with no previous experience in VR); 45% workers, 45% students, 10%
unemployed (following the advice of Loureiro et al. [14] to a recruit mixed sample).
The age range was chosen to represent the group of potential users of the technology.
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Participants were recruited via an external agency and monetarily compensated. The
data were collected between October and November 2019.

3.5 Measures and Analysis

Here we define the measures provided by the questionnaire as “explicit” measures; and
the measures obtained by the eye-tracking and body posture tracking system, as well as
the measures of interaction with the VR scenario and navigation as “implicit” measures.
The scales were adopted from the literature and slightly adapted for the current study
and translated into Spanish. This experiment was part of a larger study, and not all data
collected were used for this research.

We selected the following metrics: (i) explicit metrics: the rational and experiential
dimensions of the Situation-Specific Thinking Styles (STSS) scale [21]; the pleasure
dimension of the pleasure-arousal-dominance (PAD short form) scale [22]; the hedonic
dimension of the Hedonic and Utilitarian Shopping Values (HUSV) scale [23]; the state
dimension of the State-Trait Anxiety Inventory (STAI short form) scale [24]; the open-
mindedness dimension of the Big Five Inventory (BFI-2 short form) [25]; cybersickness
scale [26]; the sense of physical space and engagement dimensions of the Sense of
Presence Inventory (ITC-SOPI) [27] (the “sense of physical presence” dimension was
used as an indicator of the sense of presence in general). (ii) Implicit metrics: the number
of objects picked and dropped (interaction metric; INT); the total time to complete the
task (navigation metric; NAV); the time spent in each zone of interest (ZOI; NAV); the
number of visits of the hand per shelf level (position metric; POS); the total time of the
hands per shelf level (POS); the total distance (displacement) of the hands per shelf level
(POS); the number of visits (eyes fixation) per shelf level (eye-tracking metric; ET); the
total time looking at each shelf level (ET); the total distance (displacement) of the eyes
per shelf level (ET).

The data were analyzed using SPSS 26.0 statistical software and Microsoft Excel
2016.

4 Results and Discussion

For the analysis of the explicit metrics, we averaged the questions within the same
dimension of each scale. For the analysis of the implicit metrics, we combined and
averaged the data of Task 2 and Task 3 into a single data point for each metric, as well as
for the pleasure and hedonic shopping value scale (that were measured after each task).

Data of three participants were excluded due to technical recording errors of the
eye-tracking system; hence, the final dataset comprised of 57 participants. Additionally,
data of two other participants were partially excluded due to controller device failure.
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4.1 Explicit Metrics

The reliability (Cronbach’s alpha) and average scores of each scale or scale dimension
are as follows: (i) the rational and experiential dimensions of the STSS scale: αrational=
.84 (10 five-point Likert items), Mrational= 3.86, SD = 0.57; αexperiential= .88 (10 five-
point Likert items), Mexperiential= 3.89, SD = 0.60; the means above three indicate
participants employed both a rational and experiential style while shopping. (ii) The
pleasure dimension of the PAD scale: α = .96 (four nine-point items), M = 7.84, SD
= 0.96; the mean (above the middle-point 5) indicates participants felt a high level of
pleasure after finishing the tasks. (iii) The hedonic dimension of the HUSV scale: α =
.83 (11 five-point Likert items), M = 3.88, SD = 0.47; the mean above three indicates
the shopping task was perceived as a hedonic experience. (iv) The state dimension of
the STAI: α = .69 (four four-point Likert items), M = 14.30, SD = 9.29; the mean
below 20 indicates participants felt no or little anxious after completing the tasks. (v)
The open-mindedness dimension of the BFI-2: α = .71 (six five-point Likert items),M
= 75.55, SD = 13.02; the mean much above 50 indicates participants scored high in
this dimension, showing they are open to new experiences. (vi) The cybersickness scale:
α = .80 (16 four-point items), M = 1.21, SD = 0.21; the mean below two indicates
participants felt only a mild level of sickness after the experiment. The cybersickness
measure was included following the advice given by Alcañiz et al. [5]. (vii) The sense of
physical space and engagement dimensions of the SOPI: αSPS= .89 (10 five-point Likert
items), MSPS= 3.92, SD = 0.46; αeng= .80 (13 five-point Likert items), Meng= 4.20,
SD = 0.39; the means much above three indicate participants felt the VR environment
as a physical space and felt highly engaged, pleasantly and enjoyably, with the VR
experience.

The relationship between the variables under study was analyzed through a bivariate
Pearson’s correlation. Surprisingly, therewas amoderate positive correlation between the
rational and the experiential dimensions of the STSS scale (r(55)= .48, p < .000). This
is particularly interesting since it is expected that the metrics go in different directions,
as they reflect oppose thinking styles. One possible explanation might be due to the
VR environment and VR tool itself, which could have evoked high affective states,
whereas the goal-oriented task might have induced a rational state. An indication for
this is the significant relationship between engagement and the experiential dimension
of the STSS (r(55)= .34, p= .009), while no significant relationship was found for the
rational dimension (r(55) = .18, p = .169). Moreover, pleasure and hedonic shopping
value were positively correlated (r(55) = .40, p = .002), and both were correlated with
engagement (r(55) = .34, p = .009 and r(55) = .32, p = .014, respectively).

The correlationbetween the engagementmetric and the open-mindedness personality
domain was not significant (r(55)=−.15, p < .260). It could be expected that as higher
the score for open-mindedness, higherwould be the engagementwith theVR experience,
due to the definition of that domain. However, this was not the case. It seems that
engagement is independent of how open a person is for new experiences. However, the
sense of physical space was highly correlated with engagement (r(55)= .75, p < .000),
medium correlated with pleasure (r(55) = .39, p < .002) and hedonic shopping (r(55)
= .32, p < .015), and negatively correlated with anxiety feelings (STAI-state) (r(55)
= −.28, p < .38). This latter find is thought-provoking. Although from this analysis
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it is not possible to claim a causal relationship, and the strength of the relationship
is weak, it is relevant for future VR studies to investigate whether the perception of
being in a physical environment while in a VR shopping environment decreases anxiety
levels, or whether anxiety feelings decrease the perceived physicality of the shopping
environment. Furthermore, the anxiety levelwas highly correlatedwith the cybersickness
measurement (r(55) = .71, p < .000). This is also pertinent for VR applications since
anxiety could provoke cybersickness feelings and/or the opposite could happen. Besides,
cybersickness was negatively correlated with pleasure (r(55) = −.50, p < .000).

4.2 Implicit Metrics

A bivariate Pearson’s correlation was conducted to analyze the relationship between
the variables of interest. The variables represent the mean of the metrics of the two
tasks combined (i.e., snacks and sneakers forced purchase). The correlation between the
number of objects picked and dropped from a shelf is highly correlated with the time
spent in the ZOI near (r(53) = .72, p < .000), but not with the ZOI far (r(53) = . 15, p
= .282). Moreover, the metrics of “number of visits”, “total time”, and “total distance
(displacement)” of the three shelf levels for both the hand and the eyes were medium
to highly positively correlated to the number of objects picked and dropped (all r >

.40; p < .001); and the highest correlations were found for the “shelf middle”. All the
metrics for the looking behavior (eyes) and the action behavior (hands) were medium
to highly positively correlated among them within a shelf level (all r > .40; p < .001).
This indicates that motor action is intrinsically related to visual behavior. We cannot
state the direction of the relationship from the analysis; however, considering the nature
of the actions, the most plausible explanation is that people tended to drive a motor
action towards the place where the eyes were attending to. Furthermore, those metrics
were significantly and positively correlated among the three shelf levels (all p < .05).
This means that participants considered the entire shelf space while shopping in the VR
environment, and the actions (driven by the eyes or hand) performed in one of the shelf
levels positively impacted on the number of actions taken for the other levels.

The results of the differences in viewing and motor behavior across the shelf levels
are summarized in Fig. 3. The analysis revealed that the middle shelf captured more
visual attention (total fixation time), and the hands stayed there for longer (total hand
time). Besides, participants moved their eyes (eyes total distance) and hands (hand
total distance) more in the middle level compared to the other levels. This supports
the common knowledge that central locations, in general, attract the most attention.
Interestingly, the bottom shelf attracted equal levels of attention as the upper shelf.
Considering that the upper shelf was at the eyes level, this finding is intriguing. It might
be that in virtual environments, people tend to explore more the entire shelf. However,
it seems this is valid for visual exploration and not physical exploration. The relative
difference in the number of eyes and hands visits in the shelf down provides evidence
that participants found it easier to direct their gaze to the bottom part of the shelf than
their hands.

A further step was to correlate the explicit metrics (engagement with the VR envi-
ronment and the use of experiential thinking style) with the implicit metrics (total time
spent in the VR environment and number of objects picked and dropped). There was no
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Fig. 3. Metrics for the hands and eye behavior per shelf level. The percentages represent the
contribution of each shelf level per metric. Error bars were omitted for better visualization.

significant correlation between these explicit and implicit metrics. This is in line with
the results found by Beatty and Elizabeth Ferrell, in which there was no support for the
relationship between enjoyment and in-store browsing behavior [28].

5 Conclusions

The present study addressed the question of how consumers behave in the shopping
experience in a VR supermarket. We analyzed implicit and explicit metrics of shopping
behavior by combining the data of two forced purchase tasks: one involving a fast-
moving consumer good (snacks) and the other a durable good (sneakers). Theparticipants
were given a budget and free time to complete each task, resembling real-life shopping
circumstances.

The findings of this study showed that the immersive VR shopping environment of
our experiment generated high levels of sense of physical space and engagement with the
taskwhile led to only a low level of cybersickness sensation.Moreover, we found that the
sense of physical space of the VR environment is positively correlated with the level of
engagement and pleasure with the VR experience and hedonic shopping. Furthermore,
unexpectedly, participants reported both a rational and an experiential thinking style
during the tasks. Noteworthy, our VR environment had a rather simple design compared
to a real supermarket, and, even though, participants derived high levels of pleasure with
the shopping experience and felt the ambient like a physical space.

Regarding the behavior measured thought the implicit metrics, the findings showed
that the level of interaction with the products had a strong positive relationship with
the time spent close to the shelf. Besides, the visual system and the motor system were
closely related. More time spent looking to a product seemed to have induced more
physical action towards the product. The findings also demonstrated the tendency of
focusing attention on the central level of a shelf. Nevertheless, participants attended
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to all levels of the shelf, through both visual and hand movements. Furthermore, the
engagement with the environment was not correlated with the time dedicated to the
shopping task.

We conclude that the virtual shopping environment could be a good proxy for under-
standing shopping behavior in real-world environments; however, it seems that the vir-
tual nature of the environment evokes some behaviors that might be context-specific.
We advocate for more studies to compare this issue with brick and mortar settings or
pure e-commerce settings.

6 Implications, Limitations, and Future Directions

This research demonstrated the main and detailed aspects of shopping behavior in a VR
supermarket. The results have direct implications for both companies and academics.
Irrespective of using VR as a simulation tool or as a distribution channel, we stress the
importance of considering both explicit and implicit metrics, their intra- and inter-play
relationship on consumers’ shopping behavior. VR environments should produce sensa-
tions of real-life experience (i.e., high sense of physical space) with low adverse effects
(i.e., cybersickness feelings) since both are correlated with high levels of engagement,
pleasure, and hedonic shopping. Besides, we show that the time spent in the environment,
specifically when a person is close to a shelf, is related to how much interaction that
person will have with the products exposed. Thus, managers must promote strategies
that lead consumers to stay longer in the store. Further analysis could investigate the
relationship between the total time spent in the environment with a thorough examina-
tion of how consumers interact with the products. Moreover, since the results showed a
tendency towards attention to central locations, we reinforce the importance of creating
choice architecture actions that increase attraction to all the parts of a shelf to overcome
the central bias tendency.

However, this study has limitations that could be addressed in future research. First,
our VR supermarket had a simple design and did not replicate many aspects of real
supermarkets, such as the level of product assortment, the use of branded products, the
placement of communication and advertisement signs, the presence of other consumers,
the presence of sounds. As stated by Burke (p. 78), “for the simulation to produce a
valid measure of consumer behavior, it must accurately recreate these cues in the virtual
store” [6]. Therefore, future research that aims to use VR as a simulation tool for real
environments should incorporate those elements for studying shopping behavior in a
more realistic setting. Second, we analyzed browsing behavior for each shelf-level;
however, the lack of randomization of the products and prices might have influenced
on the metrics, since some products can be more salient than others, capturing more
attention. Future studies can overcome this problem by randomizing the products and
price labels across the shelf levels. Another further avenue is to inspect if there are
differences in shopping behavior depending on the type of the products, demographic
and personality characteristics, and previous experience with VR.

Even if participants had low levels of cybersickness and low levels of anxiety on
average in this study, it is relevant for future VR applications to investigate the direction
of such relationship. Also, whether the perception of being in a physical space while
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in a VR shopping environment decreases anxiety levels, or whether anxiety feelings
decrease the perceived physicality of the shopping environment. An exciting future
direction that could shed light on those and other unexplored questions is to gather
neurophysiological reactions, such as galvanic-skin-responses, heart-rate variability, and
brain signals through electroencephalography while shopping.
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Abstract. Can interactive Augmented Reality (AR) experiences induce
involuntary sensations through additional modalities? In this paper we
report on our AR experience that enables users to see and hear their
own hands burning while looking through a Video See-Through Head-
Mounted Display (VST-HMD). In an exploratory study (n = 12, within-
subject design), we investigated whether this will lead to an involun-
tary heat sensation based on visual and auditory stimuli. A think-aloud-
protocol and an AR presence questionnaire indicated that six out of
twelve participants experienced an involuntary heat sensation on their
hands. Despite no significant change of perceived anxiety, we found a
significant increase in skin conductance during the experiment for all
participants; participants who reported an involuntary heat sensation
had higher skin conductance responses than participants who did not
report a heat sensation. Our results support our initial hypothesis as we
found evidence of cross-modal audiovisual-to-thermal transfers. This is
an example of virtual synaesthesia, a sensation occurring when single-
modal (or multi-modal) stimulus sets off the simultaneous sensation
over other senses—involuntarily and automatically. We believe that our
results contribute to the scientific understanding of AR induced synaes-
thesia as well as inform practical applications.

1 Introduction

Augmented Reality (AR) systems supplement the real world with virtual objects
that appear to coexist in the same space as the real world [1]. The character Mor-
pheus in the movie The Matrix (1999) posed the following questions: “What is
real? How do you define real?”. These are simple yet profound questions. Recent
technological advances have enabled content developers to create photorealis-
tic graphics, making these questions increasingly important. In the near future,
virtual objects in AR experiences may become barely distinguishable from real
ones [35]. Already, AR experiences can induce significant feelings of presence,
making people respond as they would in relation to real stimuli [38].

We hypothesize that AR experiences have the potential to fool various senses.
Inspired by BurnAR by Weir et al. [42]; we set out to explore more deeply how
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AR experiences create involuntary sensations in alternate pathways. This is a
form of synaesthesia—an individual sensation, occurring when a stimulus cre-
ates a simultaneous sensation on other sensory modalities [31]. The experiment
described in this paper is creating virtual synaesthesia, which is induced by
experiencing realistically burning hands in AR.

Our contribution is to show the physiological and psychological stress
response of user’s experiencing their own hands burning in AR. We are report-
ing about an exploratory user study that supports our initial hypothesis as we
found some evidence of cross-modal audiovisual-to-thermal illusion. In spite of
no significant change of perceived anxiety, we found a significant increase in
skin conductance during the experiment. Moreover, participants who experi-
enced involuntary heat sensations had a higher skin conductance response.

Insights from our experiment may be of significance in a neuroscientific or
clinical context, as we were able to demonstrate a cross-modal audiovisual-to-
thermal transfer using AR technology. This allows insights into the perceptual
and cognitive effects of AR experiences. Significant work in this area has been
previously done in the framework of VR, using avatars to provide a virtual proxy
representation of the user’s body. Our experiment departs from that research in
that the AR setup integrates the real body into the experience.

2 Related Work

In this section, we summarize existing works that report on the induction of sen-
sations (e.g., temperature, touch, smell, taste, sound) as a result of stimulation
of the visual and auditory senses.

Cytowic [7] defined synaesthesia as an involuntary joining of the senses in
which the real information of one sense is accompanied by a (virtual) perception
in another sense. In addition to being involuntary, this additional perception is
regarded by the synaesthete (a person experiencing synaesthesia) as real, often
outside the body, instead of imagined in the mind’s eye.

There has been several works reporting the occurrence of synaesthesia, some-
times called cross-modal illusions in virtual environments: Visual-to-haptic illu-
sions in VR have been observed in psychological experiments [2,24]. An AR
system called Hand-displacEMent-based Pseudo-haptics (HEMP) induces hap-
tic sensations from purely visual input, using a VST-HMD to displace the visual
representation of the user’s hand dynamically [30]. Similar results from other
research into cross-modal sensory illusions involve the visual, olfactory, and gus-
tatory senses [27,28].

A more related approach is to present objects or effects which humans asso-
ciate with ambient temperatures or thermal sensations: In a variation of the
classic Rubber Hand Illusion, the rubber hand was hit with a strong light beam,
resulting in thermal sensations of the participant’s real hand [11]. Hoffman et al.
[17] placed patients in a virtual environment depicting snow and ice and gave
them the task of throwing snowballs when undergoing usually painful treatment
for burn injuries. They could prove that this strategy significantly reduces pain-
related brain activity.
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This paper is a spiritual successor to BurnAR from Weir et al. [42]. In their
demonstration the user can experience the illusion of seeing their own hands
burning by looking through a VST-HMD. In a questionnaire-based user study,
some of the participants reported an involuntary heat sensation in their hands.
Several studies have used VR experiences to treat anxiety disorders in the form
of VR Exposure Therapy (VRET) [23]. The immersive nature of the VR and
AR [22] experiences can induce measurable stress responses. The main differ-
ences of our current paper are a more sophisticated experimental platform, as
well as additional measurements of physiological effects (skin conductance) and
psychological effects (perceived anxiety).

Several studies indicate that participants react to virtual stressors as if they
were real [12]. Martens et al. [26] found that exposure to a realistic stressful
situation in a VR elevator could increase physiological and subjective stress
responses. Yeh et al. compared the VR and AR on induced anxiety using heart
rate and skin conductance as indicators of anxiety. They found a significant
increase in skin conductance and heart rate, but not in subjective anxiety [44].

The majority of publications investigates the sense of presence and immersion
with VR systems [5,34,36,45]. Very few investigations have been done on AR
systems, and even fewer on AR systems using VST-HMDs. Slater [38] proposed
two orthogonal components that contribute to realistic responses in immersive
VR systems: (1) “Being there”, often called “presence”, the quality of having a
sensation of being in a real place. We call this place illusion (PI). (2) Plausibility
illusion (PSI) refers to the illusion that the scenario being depicted is actually
occurring. Place illusion/presence is an illusion that the user is located inside the
rendered virtual environment. In the literature, this illusion has been referred to
as the “sense of being there” in a virtual environment [34]. PSI is determined
by the extent to which the system can produce events that directly relate to the
participant, the overall credibility of the scenario being depicted in comparison
with expectations. In the context of Slater’s definition of presence, place illusion
(PI), initially defined for VR systems, is not an illusion in AR. Thus, what
remains to be satisfied for presence is the plausibility illusion to achieve presence.
Previous work has demonstrated that the degree of presence is increased by
using audio to enhance visual perception [8], and hence adding to the feeling of
presence. Gandy et al. [14] investigated whether the findings from VR presence
studies can be transferred to AR, as Slater’s definitions of presence (PI, PSI)
are initially defined for VR systems. They discuss a crucial difference between
AR systems and VR systems: the ability of the participant to observe their own
body and its movement in real-time, which is not available in VR. This results in
a much stronger sense of “being there”. Their work highlighted the differences in
AR systems that need to be considered, from the use of physiological measures to
the design of questionnaires to assess the participant’s level of presence. Our work
builds on the previous experiment by Weir et al. and demonstrates that increased
realism alone can significantly heighten the synaesthetic experience, providing
much more insight into the cross-modal illusions induced by AR experiences [43].



86 D. Eckhoff et al.

3 Experiment

We performed an exploratory study, that addresses the following three research
questions: RQ1: Can the observation of virtual flames result in an involuntary
heat sensation? RQ2: Do participants exhibit stress responses during the obser-
vation of virtual flames using subjective self-report and different physiological
measures (skin conductance or heart rate)? RQ3: Do participants who report
an involuntary heat sensation experience a higher level of presence and stress
responses compared to participants who do not report it?

System Design. Our AR system will alter the perception of the user’s body.
Therefore, it needs to be capable of precise body tracking and recreating its
volumetric representations in real-time. For this experiment, we only need to
create volumetric representations of the user’s hand, which we achieved with
the Leap Motion sensor together with its SDK. The sensor was mounted on the
headset (See Fig. 1 a)). The volumetric representation of the hand will be fed
into our fire simulation software based on nVidia GameWorks nvflow, a voxel-
based fluid simulation capable of creating a realistic interactive fire and smoke
simulation. The nvflow-SDK was integrated into a custom-built version of the
Unreal Engine. This simulation was later fine-tuned to provide a system response
time of 11.1 ms (equals one frame in a 90fps system). The AR experience provides
multiple sensory stimuli. To play auditory cues, we used the spatial audio system
of the Unreal Engine for playing fire sound effects.

We use an HTC Vive Pro as a VST-HMD. The display has a resolution of
1440× 1600 pixels, a refresh rate 90 Hz, and a field of view of 110◦. The dual
front-facing cameras of the Vive Pro have a resolution of 480p at 90fps [18]. The
Valve Lighthouse tracking system was used to track the headset. To achieve a
video see-through mode, we used the HTC Vive SRWorks SDK.

Participants. We recruited twelve participants (six female, six male) from the
staff and student population of the City University of Hong Kong. All partic-
ipants were in the range of 20–32 years, with a mean age of 28.25 ± 3.7. The
experiment had the approval of the ethics committee at our university.

Measures. We gathered stress responses of participants, both subjective (self-
report) and objective (physiological measurements).

The state version of the State-Trait Anxiety Inventory (S-STAI) was used
to measure perceived anxiety. This questionnaire consists of 20 items using a
4-point Likert scale [37]. A higher score represents a higher level of perceived
anxiety. We deployed the questionnaire before and after the AR experience to
assess a change of perceived anxiety.

Regarding the physiological level, the central part is the interaction between
the sympathetic and parasympathetic branches in the autonomic nervous sys-
tem. The most immediate stress response is related to the activation of the
sympathetic branch and inhibition of the parasympathetic branch, which repre-
sents the ‘fight or flight’ mechanism obtained from human evolution [29]. The
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skin conductance level (SCL) is a good indicator of sympathetic activity [20]. It
has been also shown, that it increases in response to psychological stress [20].

We used the BitAlino to measure physiological data[16]. We connected the
BitAlino through electrodes to the participant. The device was mounted on an
armband attached to the participant’s left arm (See Fig. 1). We started logging
three minutes before the experiment and stopped logging five minutes after the
end of the experiment.

Questionnaires. To measure the level of presence and immersion, we have
employed a customized questionnaire based on the AR presence questionnaire
from Gandy et al. [14]. The presence questionnaire consists of 7 questions (e.g.,
“How natural did the fire appear on your left hand?”) on a 7-point Likert scale
(See Table 1). We added one question, where we asked the participant how strong
they felt a heat sensation. For this questionnaire, the internal consistency was
satisfactory, Cronbach’s α = 0.78, McDonald’s ω = 0.78. After the experiment,
we collected basic demographic data, including gender and age.

Fig. 1. Experimental platform. a) HTC Vive Pro, a VST-HMD, with attached Leap
Motion. b) BitAlino, measuring various bio-markers, worn by the participant on an
armband. The device measures biomarkers through electrodes placed on the partici-
pant’s hand. c) The fire as a visual stimuli appearing in the participants hand.

Procedures. Before the experiment began, all participants were provided with
information sheets and consent forms, containing basic information about the
experiment. However, we never mentioned that they would see a virtual fire on
their left hand, as we did not want to influence the outcome.

The data collection for the questionnaires was divided into two parts, i.e,
before and after the AR experience. Physiological data (HR and GSR) was
recorded continuously. We recorded for an additional three minutes after the
participants put on their headset to take a baseline, as putting up a headset
might result in techno-stress [32].
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These self-report questionnaires are needed to determine the influence of the
burning hand experiment on the participant’s subjective anxiety level. Before
the start of the experiment, the first set of questionnaires was given to the par-
ticipant (demographic, S-STAI). After the participant gave consent and filled
all questionnaires, the experimenter set up all devices for collecting the physio-
logical measurements. During the experiment, the participants were seated at a
table, which would allow them to rest their arm. The experimenter helped the
participant to put on the HMD. The participants were asked to sit still, but
were allowed to move their left hand as long as it stayed in the field of view
of the HMD. A camera started recording after correct placement of the head-
set. After three minutes of baseline recording the virtual fire appeared on the
participant’s left hand. The fire stopped five minutes later, and the experience
ended. The headset was removed, and all connected devices detached. After that,
participants filled out a second S-STAI and the AR presence questionnaire.

4 Results

We observed that six out of 12 participants reported a strong involuntary heat
sensation on their left hand in the self-report questionnaire. We counted a value
higher than five as a positive heat sensation. We divided the participants into two
groups based on their responses using the method of median split [19]: Group
A, in which participants have felt an involuntary heat-sensation on their left
hand during the AR experience; Group B in which participants did not feel a
heat sensation on their left hand.

We processed electrodermal activity (EDA) and the electrocardiogram
(ECG) signals using NeuroKit [25]. Due to noisy measurements, we decided
to rely solely on SCL signals for our analysis and conclusions. EDA signals con-
tain two components: a tonic component, the SCL, which varies slowly in time,
and a shorter phasic component, called the skin conductance response (SCR),
which changes quickly over time [9]. According to Braithwaite [3], averaging
across the whole signal will over-estimate the SCL. One solution is subtracting
the amplitudes of SCRs from the tonic signal and then establishing a true score
of SCL. Hence, we used the cvxEDA algorithm proposed by Greco et al. [15] to
decompose the signal to the tonic (SCLl) and phasic (SCR) components.

The following time windows were considered: the baseline time (30s after
setting up the headset and before the virtual fire appeared); three intervals
during the AR experience: the first third of the total time (early stage), the
second third of the total time (middle stage), and the third of the total time (late
stage). We normalized the score using a log transformation and then averaged
only the SCL scores within each time window.

In the following we present both descriptive and inferential statistical analysis
based on our research questions. As this is an exploratory study, we did not
conduct a priori power analysis to analyze the sample size. Both statistic tests
were carried out using the open source statistics software JASP [21].
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Table 1. Results of our AR Presence questionnaire.

Questions
Group A Group B All participants

Mean Mean Mean Min Max

1. In the application, did you feel like an
observer or a participant?

5.83 ± 0.98 5.83 ± 0.98 5.83 ± 0.94 4 7

2. How natural did the fire appear on your
left hand?

5.33 ± 0.52 5.17 ± 1.33 5.25 ± 0.97 3 7

3. How aware were you of events occurring
in the real world around you?

4.00 ± 1.41 4.50 ± 2.17 4.25 ± 1.76 1 7

4. How comfortable did you feel
interacting with the fire?

5.67 ± 1.21 6.00 ± 0.89 5.83 ± 1.03 4 7

5. How much did the visual display quality
interfere or distract you from interacting
with the fire?

3.33 ± 1.86 3.83 ± 2.48 3.58 ± 2.11 1 7

6. How much delay did you experience
between your actions and expected
outcomes?

3.33 ± 0.82 2.50 ± 1.87 2.92 ± 1.44 1 6

7. Was the information provided through
sight consistent with your other senses?

5.50 ± 0.55 5.17 ± 1.72 5.33 ± 1.23 2 7
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Fig. 2. Log transformed SCL of Group A (reported a heat sensation) and Group B
(no heat sensation) over time. Error bars denote the standard error. Connected bars
represent significant differences (p < 0.001).
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4.1 Analysis

Skin Conductance Level. We processed the EDA signals using the NeuroKit
package in Python [25]. We used the cvxEDA algorithm proposed by Greco et al.
[15] to decompose the signal to the tonic (SCL) and phasic (skin conductance
response SCR) components.

We examined the SCL at baseline, early stage, middle stage, and late-stage
using a repeated-measures analysis of variance (RM-ANOVA) with time as a
within-subject factor. For the frequentist RM-ANOVA, the Greenhouse-Geisser
correction was used due to the violation of sphericity (χ2(5) = 18.46, p = .003).
The result showed a significant within-subject effect of time, (F (1.35, 15.56) =
9.11, p = .005, η2p = 0.45). A high Bayes factor (BF10 = 145.55) also deci-
sively supports this outcome using Bayesian RM-ANOVA. This results shows a
changing of SCL between different time points.

In post hoc tests with an applied Bonferroni correction, we found significant
differences between the baseline and the middle stage, (t(11) = 4.36, p < .001),
between the baseline and late stage, (t(11) = 3.21, p = .018) and between the
early stage and middle stage, (t(11) = 3.98, p < .002). The Bayes factor showed
strongly (BF10 = 30.96) substantial (BF10 = 8.06 and BF10 = 5.39) support,
respectively. In general, these results showed an increase of the SCL from baseline
to the middle stage. Notably, the difference between early stage and late stage
is just significant, (t(11) = 2.83, p = .047), while the Bayes factor only indicates
an small evidence to support, (BF10 = 1.63). In contrast, despite the lack
of statistical significance (t(11) = −1.15, p = .275), the Bayes Factor nearly
substantial supported a decrease of the SCL from the middle stage to late stage,
(BF01 = 2.38). This results suggest a descending trend back to the early stage
of the SCL over time when participants became used to the exposure.

A mixed-ANOVA test with the within-subjects factor time and the between-
subjects factor heat sensation was conducted (see Fig. 2). We used the Green-
house-Geisser correction to adjust the biased result because of the violation
of sphericity (χ2(5) = 19.93, p = .001). We found the main effect of within-
subjects factor time was also significant, (F (1.35, 13.51) = 8.88, p = .007, η2p =
0.30) and a decisive evidence-based the Bayesian statistics, (BF10 = 145.55).
In contrast to the result in descriptive statistic, the interaction effect between
the within-subjects factor time and the between-subjects factor heat sensation
was non-significant, (F (1.35, 13.51) = 0.71, p = .45). However, the Bayes factor
based on the model comparison just showed slightly over substantial evidence
to the null hypothesis (without this interaction), (BF10 = 0.25, BF01 = 4.08).
Furthermore, we compared the SCL in the middle stage using an independent
t-test. The results show a non-significant higher score in Group A, (t(10) =
1.55, p = .15, BF10 = 0.96, BF01 = 1.04). No significant differences were found
for age and gender.

Presence. In order to test if there was a significant difference between the two
groups in terms of presence, we used an independent t-test that contrasted the
summed score of presence and immersion between Group A and B. The questions
and results are shown in Table 1. Because of the violation of equality of variance,
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(F (1, 2) = 11.92, p = .006), the result was reported using Welch’s correction: We
found a non-significant difference between the two groups, (t(6.14) = 0.18, p =
.864). However, the Bayes factor gave an anecdotal support to no difference,
(BF10 = 0.47, BF01 = 2.12).

Subjective Level of Stress Response. Overall, a paired t-test revealed no signif-
icant differences (p = 0.08) in self-reported anxiety through the S-STAI ques-
tionnaire before and after the experiment.

5 Discussion

Our exploratory study has produced three key findings: 1) Half of the partic-
ipants report a cross-modal heat illusion: they experienced heat on their left
hand, induced through purely visual and acoustic stimuli from our AR experi-
ence in the absence of a real heat source. 2) In spite of no significant change of
perceived anxiety at subjective level, we discovered a significant increase in skin
conductance when the participants observed their left hand burning in our AR
experience. 3) Participants who reported experiencing this illusion had a higher
skin conductance response compared to the participants who did not report
experiencing it. The following three paragraphs discuss our hypothesis in light
of these results.

RQ1: Can the observation of virtual flames result in an involuntary
heat sensation? We observed that six out of twelve participants reported an
involuntary heat sensation in the form of cross-modal audiovisual-to-thermal
transfers. However, it is still unknown which variables are responsible for induc-
ing cross-modal illusions in Augmented Reality. One of the external factors could
have been the high plausibility, as we designed the fire simulation to make it look,
behave and sound as realistic as possible. But we are unsure how much that con-
tributed to the cross-modal illusion. Would an unrealistic fire also induce heat
sensations? Other external factors might involve the technical aspects of the AR
system, for example, it might be harder to induce cross-modal illusions if the
headset would feature a high latency or low resolution. Other than the AR sys-
tem and the plausibility of the simulation, we hypothesize that various internal
factors of the participant’s personality play an important role. Personality traits
already have been shown to have a significant impact on presence and immersion
[33,41] and sense of embodiment [10].

RQ2: Do participants exhibit stress responses during the observation
of virtual flames using subjective self-report and different physiolog-
ical measures (skin conductance or heart rate)? We found a significant
increase in participant’s skin conductance observing their hands burning in our
AR experience. The systematical change of skin conductance shows evidence
of a real stress response induced by our experiment. In other words, this result
shows that participant’s reaction elicit physiological mechanisms similar to those
engaged when exposed to real world stressors. However, we did not find a sig-
nificant change of perceived anxiety or stress at the subjective level. This result
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matches the study by Yeh et al. [44], but not the results of [12,26]. One possible
explanation is that stress response is not regarded as a unitary construct in the
field of psychophysiology; instead, it includes multiple interacting components
[40]—subjective, physiological, and behavioral effects of threat and challenge
appraisal [39]. So a dissociation between the subjective emotional component
and physiological component is possible, thus making these results not directly
comparable.

RQ3: Do participants who report an involuntary heat sensation expe-
rience a higher level of presence and stress responses compared to
participants who do not report it? Overall, based on our AR presence ques-
tionnaire (See Table 1), the level of presence did not correlate to the intensity
of the observed cross-modal illusion. Since we observed a high level of presence
through all participants, we believe that our AR system, especially our tracking
and fire simulation, leads to an illusion experienced as highly plausible. Some
participants noted the high realism and fidelity of our fire simulation. More-
over, participants who experienced an involuntary heat sensation had a higher
skin conductance response. One possible reason is the small sample size in our
study, making it difficult to find significant results due to the lack of statistical
power [13].

6 Conclusions and Future Work

This paper describes the design, implementation, and evaluation of an AR expe-
rience that enables users to see their own hands burning. We showed in an
exploratory user study that it is possible to use AR to induce an involuntary
cross-modal sensation in some individuals, without direct sensory stimulation.
We also discovered that participants that experienced an involuntary cross-modal
sensation in our AR experience, had a higher skin conductance response than
participants who did not.

We suggest that in a future user study, the plausibility of the AR experience
could be made an independent, controlled variable. This could be the control of
the level of realism of the fire (e.g., color, level of interaction) or external factors
of the AR system (e.g., system latency, display refresh rate, resolution ..). As
audio can enhance the immersion in VR or plausibility in AR [8], we will look
into ways to integrate real-time fire-like sound synthesis (such as [4]) into our
system. Our experimental setup did not allow the participants a huge degree of
freedom due to the reliance of electrodes. We recommend that in future stud-
ies, more non-invasive ways to measure biometric data to be used. For example,
Collins et al. used a wristband to measure SCL and ECG data, allowing par-
ticipants to move freely [6]. We chose to use AR for this experiment, as there
already have been a big number of experiments conducted using VR to examine
presence, embodiment and cross-modal illusions. However, it is still not clear,
whether this experiment would lead to the same results in VR. This could be
examined in a future study. To further answer the question of why only some
participants experience a thermal sensation from the audiovisual input provided



Psychophysical Effects of Experiencing Burning Hands in Augmented Reality 93

by our system, we want to additionally explore how important personality traits
are in explaining the emergence and strength of these AR-based cross-modal
illusions.
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Abstract. In engineering education, practical laboratory experience is
essential and typically universities own expensive laboratory facilities
that are deeply embedded in their curricula. Based on a comprehensive
requirements analysis in a design based research approach, we have cre-
ated a virtual clone of an existing RFID (radio-frequency identification)
laboratory with the aim of integrating it into an existing teaching and
learning scenario. The resulting application prepares students for real
experiments by guiding them through the process assisted by an avatar.
We have had our application tested in a qualitative evaluation by stu-
dents as well as experts and we assess which design decisions have a
positive impact on the learning experience. Our results suggest that the
appearance of the environment, the avatar and the interactions of our
virtual reality application have a strong motivational character but a
closer content-wise link of the virtual and real experiments is crucial for
students to perceive the application as part of the learning environment.

1 Introduction

In engineering education practical laboratory experience has always been of great
importance as essential preparation for professional careers of prospective engi-
neers [12,27] and as a requirement for the education on IoT and I4.0 [2]. Already
in the 90s and before, much attention was paid to the research and development
of virtual reality applications. Especially in the industrial sector they were partic-
ularly well received, but could not establish themselves in the practical workaday
world [7]. However, the technology matured in recent years resulting in many
useful applications in aforementioned areas [6]. It is therefore not surprising that
the number of virtual training and education scenarios is increasing since provid-
ing practical learning scenarios results in high costs due to expensive laboratory
equipment and the requirement of specialised supervisors to monitor trainees.
Additionally laboratories are not constantly open and most of the equipment
is left unused [28]. In contrast virtual reality hardware is relatively cheap and
c© Springer Nature Switzerland AG 2020
P. Bourdot et al. (Eds.): EuroVR 2020, LNCS 12499, pp. 99–114, 2020.
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Fig. 1. Overview of the virtual RFID laboratory. One can see the transponders and
the avatar (left). In addition, the actual measuring chamber (background) and the PC
including the input hologram can be seen (right).

allows multiple students to experience experiments from home to any given time
while being reusable throughout different applications as they are not tied to
specific scenarios.

Many universities own specialized laboratories and equipment that is deeply
integrated into the existing curricula. Typically the learning scenarios include
hands-on experiments and offer situated learning experiences which are hard
to replace with computer simulations. Virtual reality, however, offers a immer-
sive and more realistic way to interact with digital clones and allows for similar
didactical methods [1,16]. Due to haptic aspects and typically occurring noise of
real life experimenting it is not desired to replace whole lectures or laboratory
exercises with virtual reality. Therefore we want to explore the possibilities of
supplementing an existing laboratory learning environment in the sense of Bell
et al. [3] and to benefit from reported potential of VR-Technology in education
[19]. This means not only creating an independently usable, thematically fitting
scenario, but also integrating the application into the existing didactical context
while keeping the overall learning objectives in mind. For this purpose we con-
ducted a requirements analysis of an existing laboratory learning scenario at the
University of Applied Sciences Stuttgart. Based on that we decided to create
a true to size digital clone of a RFID laboratory including a RFID measuring
chamber, which serves as a preliminary exercise for the visit to the real labora-
tory (see Fig. 1). In the application, students are guided through the process by
a robot themed avatar and learn the basics necessary to perform experiments
by themselves. This includes theoretical basics as well as typical lab procedures,
the use of different control elements and the handling of the measurement soft-
ware. It is of particular interest to see the potential of the virtual lab in relation
to its real counterpart. In this context, we want to find out whether students
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and teachers are able to establish a connection between both and whether their
learning benefits from this connection. This includes spatial and optical recog-
nition, motivating aspects as well as the transfer of what has been learned. We
want to find out which factors promote this connection and where things can
be improved, both in terms of content and technology. Thus we evaluated our
application qualitatively with four experts, two on RFID and two on didactics
and tested it with two bachelor students.

Training Scenarios and Education in Virtual Reality

The potential of virtual reality (VR) in the teaching and training of engineering
subjects was recognized early on. Research works by Bell et al. [4,5] in the mid-
90s show first successful experiments with a virtual 3D environment of a chemical
laboratory. The aim of this was to create an opportunity for undergraduate stu-
dents to deal with the subject matter of teaching in a practical, though limited
way, without having to spend time in a laboratory. Furthermore, it was inves-
tigated which properties of VR as a learning tool are particularly effective for
teaching. As a result, a ten-point guideline based on the findings of evaluations of
previous work was drawn up, which describes how the development of teaching
in VR should be implemented [3].

In the last years many specific training and education scenarios emerged
in areas like construction [23], aviation [11], geology [26], architecture [21] and
medicine [25], which indicates the potential and versatility of virtual reality
training. Especially in engineering education application-oriented as well as
safety-relevant topics are relevant. Carruth [10] for example created an indus-
trial workspace in which two training scenarios are provided. One is concerned
with learning the operation of tools in an industrial environment while the other
focuses on safety training. The aim is to give low-skilled or novice workers fun-
damental knowledge about the use and dangers of available tools. In the work of
Winther et al. [24] a virtual reality assembly scenario was presented in which the
user had to assemble a pump system. They offer haptic as well as visual feed-
back to guide users through the assembly task. Their application was compared
to video and pairwise hands-on training. Whilst the VR trainees successfully
learned how to assemble the pump, both the hands-on and video trained users
showed better results.

In contrast to the specific training scenarios, the virtual laboratories offer
less step-by-step instructions and more freedom. Wang et al. [22] propose a
microfabrication laboratory training system where users are able to learn self-
regulated with an automatic hint system how to use different machines.

2 Creating a Virtual Laboratory

We want to learn about the potential of the virtual clone in terms of replacing
or complementing the practical learning experience in engineering education. To
draw meaningful conclusions, the real-life learning experience as a whole should
be recreated as close as possible.
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The creation of the virtual RFID laboratory followed a design based research
approach, so we improved it in several iterations. First, a requirements analy-
sis was carried out in which a basic scenario description was given and expert
interviews were conducted [8]. As a second step we created a working prototype
and evaluated it with two logistics experts using the valence method [9]. After-
wards we derived the structure and the requirements of the virtual scenario from
all results. In the following section we describe the result of the requirements
analysis, followed by the major results of the expert interviews and the valence
method. Based on this we derive our design decisions.

Scenario Description. The measuring chamber is a real industry-related appli-
cation and functions as a test environment to check the read range or the 360◦

reading profile of UHF transponders (ultra high frequency - 800–1000 MHz).
Based on an realistic application scenario students have to check different
transponders fixed on the same substrate or just one transponder fixed on dif-
ferent substrates. They will check the needed power for activation in a specific
frequency range in order to compare the transponders with each other. Based
on the detected power they are able to calculate theoretical read ranges to prove
several scenario theories in a profound way afterwards. In the end the students
have to take up position for the chosen test setting and evaluate the gained
data in terms of charts and diagrams. The effectiveness analysis of different
transponders enable the students for expert consultations, so they are able to
assess the ideal use a give recommendations for their practical usage in industry.
The scenario depicts a realistic case and requires students’ actions in a certain
sequence:

1. Students are given a competence-oriented (case-based) task: they can choose
between two options:
(a) The examination of three identical transponders on different substrates
(b) The investigation of three different transponders on the same substrate

2. Students receive an introduction to the use of the measuring chamber in the
laboratory by the teacher or an assistant

3. The students place the transponders, which are attached to plates, by hand
into the foam device of the RFID measuring chamber

4. The students open the software on the computer, select the Threshold mea-
surement method and measure the transmitted energy in dBm

5. Students shall store the results of the first three measurements of the energy
to be applied

6. Students evaluate the theoretical reading range of their transponders by
selecting the appropriate function of the program and answering some related
questions from the test report

7. The students start another measurement of the orientation sensitivity of their
transponders and answer a corresponding question from the test report
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Expert Interviews. A total of eight logistics experts were asked a wide range
of questions on various topics about engineering education. The most relevant
ones for the creation of the virtual reality application are briefly summarized as
follows. All experts agreed that hands-on experience must have a high priority in
engineering education as evidenced by statements such as “The learning objective
in this environment is to gain practical experience”. However, the experts agreed
that traditional computer simulations are lacking typical noise and could not
replace the experience of the real laboratory: “Virtual simulations are limited
somewhere - in practice cross effects can still occur” or “It is a virtual toy that
lacks the connection to practice”.

Valence Method. Following the requirements analysis, a first prototype of the
virtual learning environment was created within the design-based research app-
roach. This included the laboratory with the measuring chamber, a transponder
and a virtual button to start the measurement. This first prototype was evalu-
ated with two of the experts using the valence method [9]. Both experts were
filmed while performing the experiment and were able to set a time stamp by
pressing a button on the controller. They should do this whenever they had a neg-
ative or positive emotion. Afterwards we watched the video at the time stamps
together and discussed the remarks the experts had in an open discussion. The
following additional suggestions for improvement resulted from observation and
discussion:

1. The virtual chamber only supports one measuring method, but it should
support two as the real chamber does

2. It is essential that the chamber has to be opened with both hands to avoid
damage

3. The virtual buttons lack realism. The students need to learn how the software
works

4. In the real laboratory there is always an assistant on site to answer questions
and instruct the students

Derived Requirements. Based on the scenario description (SD), the expert
interviews (EI) and the valence method (VM) evaluation we derived the following
requirements for the improved version of the virtual reality laboratory:

1. The students should be guided through an experiment (VM)
2. The VR environment should be a sandbox to experiment (SD)

(a) All experiments from the scenario description should work
(b) The sequence and settings should be freely selectable

3. The real world should be reproduced as accurately as possible, as the VR
chamber is used as preparation for the real laboratory (EI, VM). This
includes:
(a) Size, arrangement and colour of all objects/control elements
(b) Operating software should have recognition value in relation to the real

laboratory (VM)
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(c) The chamber may only be opened with two hands at the same time to
avoid damage. This must also be the case in the virtual version (VM)

4. The results should not be a perfect simulation (EI)

In order to meet the derivation of the requirements the design of the virtual mea-
suring chamber follows the design-oriented media didactics according to Kerres
[14]. This offers the developers a pragmatic framework model as an open plan-
ning scaffold. That means for example, concepts such as case- or problem-based
learning are not preferred from the outset. Rather, methodical-didactic solutions
are aligned with the concrete requirements situation, which includes a first line
learning goals, course contents, target groups, and general conditions. The selec-
tion of appropriate methods and the didactical decisions must correspond to
these. Furthermore, it must be taken into account that errors in the planning
of digital learning offers are more difficult to compensate, since the learning
situation in this case will be largely self-directed. An evaluation of the virtual
chamber, as described in Sect. 3 in advance is therefore essential (ibid.). Based
on the requirement analyses we identified the following relevant aspects to get a
better representation of the real scenario: Environment, Interactions, Sequence
and Feedback & Guidance.

2.1 Environment

The virtual 3D environment aims to closely recreate the actual physical labo-
ratory, including the relevant equipment found within. To this end an extensive
survey was performed on location using a variety of tools to document relevant
aspects of the laboratory, including measurements of size and orientation and
image data. The relevant elements of the environment include the RFID mea-
suring chamber itself, directly attached peripherals and a PC used to control the
chamber, all of which are placed on tables. An additional working bench is used
to deposit RFID chips mounted on different substrates that are placed inside the
chamber for measurements. The surrounding room contains a lot more equip-
ment, however the reconstruction focuses on the corner of the room containing
the chamber and only its immediate surroundings. Notable architectural features
in the area of interest include a pillar, a radiator, and an outside window.

To get an accurate reconstruction the physical environment was surveyed
using photographs and measurements. It was intended to use photogrammetry to
gather additional data, so a separate set of photographs was recorded specifically
for that purpose, using a ultra-wide angle lens with strong overlap between
consecutive images while varying the perspective. Additional photographs were
taken to serve as texture maps of different materials found in the scene. To
process the ultra-wide angle photographs into a photogrammetry a correction
of the strong barrel distortion caused by the lens was necessary and performed
using the analysis of a photographed pattern with a regular grid of dots [20].
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Fig. 2. (a) Reference photo shown in viewport; (b) Wireframe overlay on reference
photography.

The quality of the resulting mesh was, however, deemed insufficient to serve as
a reference for the modeling of the final asset. Instead, an alternate workflow
for modeling was derived from the reconstructed data. The reconstructed scene
was exported to Blender 3D1, including the calculated camera positions for each
image. This allows for viewing the scene from the perspective of the original
camera at the moment of the image capture. By setting up the corresponding
image to be the image background for the camera view, the content of the
3D scene can be viewed as a wireframe overlay over the actual object being
reconstructed (Fig. 2). To aid modeling, the orientation of the whole scene was
corrected so that the edges of the room are parallel to the coordinate axis in
each direction. This method allows for accurate 3D placement of polygons, since
edges and vertices will align with the corresponding image features in multiple
views that can be viewed simultaneously.

2.2 Sequence

The scenario is divided into three stations, which are marked as green spheres in
Fig. 3. The stations consist of: The workbench on which the RFID transponders
are located (Station 1), the desk from which the PC for controlling the chamber
is operated (Station 2) and the RFID measuring chamber itself (Station 3). The
experiment sequence starts at station 1, where the avatar greets the user and
asks him to look around the lab first. Then the user is prompted to touch the
avatar with his hand to proceed to the next section. When the user does this,
the avatar moves to Station 2 and explains that the large stainless steel chamber
is the RFID measuring chamber. It is also mentioned that it can be controlled
via the PC. The user is asked to touch the magnifying glass whereupon the
control panel is enlarged as a hologram (Fig. 5a). The avatar continues to clarify
technical details and the settings of the software. The user is told to open the
chamber and to keep in mind that the opening mechanism needs to be operated

1 https://www.blender.org/.

https://www.blender.org/
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Fig. 3. Movement path and waypoints (white) as well as stations (green markers) of
the robot avatar. (Color figure online)

with both hands. After the chamber is fully opened, the avatar moves to the 3rd
station. Inside the chamber the avatar explains to the user what the components
are called and what their functions are. Then the avatar moves to the first station
again and asks the user to place the transponder in the chamber. The user does
this with the controller, whereupon the chip snaps into a predetermined position.
Now the avatar returns back to the PC, prompts the user to close the chamber
again and describes how a measurement can be started with the hologram. The
necessary buttons are activated one after another guiding the user through the
process. During the measurement, the result gradually appears on the screen
while technical details are explained. After completing the first measurement,
the user has to change the scan mode to perform a second measurement following
the same procedure. After the second measurement is completed successfully, the
user is asked to remove the RFID chip from the chamber. Finally, the avatar
congratulates the user on the successful completion of the exercise and switches
the chamber into the experiment mode. This involves additional transponders
appearing on the table and the activation of all control elements. The user is
now able to carry out any desired measurements by himself.
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2.3 Guidance and Feedback

To lead students through the virtual experiment different guidance techniques
were applied. On the one hand, we integrated an avatar with voice output that
is supposed to convey knowledge about RFID technology and gives a step by
step tour through the experiment. Special attention was paid to a nonchalant
tone of voice to potentially increase motivation. To give an example, the avatar
tells the student about the measuring chamber in the following way: “Let’s go!
You have probably already discovered the large steel box in the corner. This is
the RFID measuring chamber. But before we can measure anything, we need to
power it up”.

On the other hand the voice output is supplemented with a number of visual
attention guidance techniques. An overview of which is given in Fig. 4. While
the avatar is able to perform a pointing animation to roughly direct the user
in one direction (Fig. 4c), 3-dimensional arrows can be additionally displayed in
context of the spoken word to draw attention to details. In Fig. 4b, for example,
it is pointed out that the chip in the measuring chamber is difficult to read from
the rear side.

As one of the goals is to teach students how to open the chamber in the real
world, animated and colored highlights were used to illustrate where and how
the mechanisms in the chamber can be used. For example, the animated hands
disappear when the controllers are in the right place. Similarly, the color of the
handles changes from red to green when both are operated simultaneously. In
addition, green colors and audio feedback signal when the chamber has been
opened successfully.

2.4 Interaction

Based on the requirements analysis, the RFID chips, the RFID chamber and the
operating software were identified as three essential components with which the
user must interact. The operating concept in virtual reality should correspond
to that of the real world as much as possible or make use of clear metaphors.
First of all, it is important that the door opening mechanism of the chamber
can only be operated with two hands simultaneously to avoid damage. This was
visualized by hand animations and by colored highlights that switch from red to
green as soon as the user puts both hands on the handles (Fig. 5b). After fully
opening the handles, he or she receives haptic feedback in the form of controller
vibrations and an acoustic signal.

The relevant aspects of the operating software have been enlarged and can be
displayed in the form of a hologram by touching a magnifying glass (Fig. 5a). In
this way, the software can be conveniently controlled in virtual reality without
losing touch with the real software.
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(a) Animated Highlighting (b) 3-Dimensional Arrows

(c) Avatar Animations (d) Colored Highlighting

Fig. 4. Overview of the implemented guidance techniques.

(a) Hologram as abstraction of the control software (b) Opening interaction

Fig. 5. Overview of the implemented interaction elements.
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3 Evaluation

A total of four experts were interviewed. Two from the field of logistics, who
use corresponding laboratories in teaching and two from the area of pedagogics.
Additionally two bachelor students of information logistics completed the virtual
scenario. All participants had none to very little experience with virtual reality
applications. The evaluation process was split in two parts. First the partici-
pants went through the virtual scenario described in Sect. 2.2 using a HTC Vive
Pro Headset2. While doing the experiment they were encouraged to verbalize
their thoughts (thinking aloud method [17]). Afterwards they were interviewed
about their experience and filled out a questionnaire. Since the interviews were
conducted in the mother tongue of the respective respondent, the statements are
paraphrased in English.

3.1 Thinking Aloud and Semi Structured Interview

Both, experts and students gave a lot of positive feedback, criticized similar
things and made interesting and valuable suggestions for improvement. In the
following we have summarized the results of our observations and interviews in
different categories:

Motivation: All participants were enthusiastic about the experience of virtual
reality and attributed a high motivational character to this fact alone. In partic-
ular, the avatar’s voice and animation were seen as motivating accompaniments
during the experiment. Two of the experts, however, had some negative associ-
ations concerning the shape of the avatar which was compared to a football or
an insect while one of the students was enjoying that the avatar moved on the
ground. Additionally it was difficult to follow its path on the floor despite having
spatial sound. This was attributed to the weight of the VR-headset which was
seen as a hindrance while looking down.

Immersion and Transferability to the Real World. Both the orientation
and the recognition value of the lab were praised, which is reflected in state-
ments such as “I really felt myself transferred to that lab, that was pretty cool”.
Furthermore, all experts who knew the real lab said that they were satisfied or
surprised with the realistic presentation of the RFID laboratory (“I loved the
modeling of the measuring chamber”). This was confirmed by interviewing the
students after the real experiment was completed, as X of them stated that the
preparation in the virtual chamber helped them to orientate themselves in the
previously unknown lab. However, some critical remarks were made about the
door opening mechanism. Especially the need to grip the door handles with both
controllers at the same time while performing the realistic opening movement
was difficult for all testers, as they lacked the sensation of grip in the virtual
world (“I slip away with my hand, as I cannot hold on to something real”).

2 https://www.vive.com/.

https://www.vive.com/
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It was noted that instead of synthetic, realistic sound effects can help to provide
feedback for successful opening and closing of the measuring chamber.

Acceptance: Experts as well as students were asked whether they could imagine
using VR technology in their own teaching or during their studies respectively.
Both groups agreed that they see added value in the use of VR and would like to
integrate such applications into teaching. However, they criticized the logistical
effort involved in providing hardware, so that they considered it a prerequisite
that students must possess their own VR equipment and have to be able to use
it appropriately. The pedagogical experts, in particular, pointed out that the
VR application has a rather playful, non-binding character at times. It would be
desirable to continue working with findings or results of the virtual experiment
in the real world experiment afterwards.

3.2 Usability Questionnaire

In order to assess the general usability of the VR application and to classify areas
in need of improvement, the well-known Usability Questionnaire [15] was used.
It also provides a benchmark to compare the application with 452 studies (as of
July 2020) [18]. A total of eight testers (6 experts and 2 students) completed the
questionnaire directly after the VR scenario. Although there were only a few test
persons due to the COVID-19 pandemic, we decided to include the test results
because the standard deviation, as well as the confidence interval is relatively
small, especially in the areas of attractiveness (Mean: 2.06 SD: 0.38), stimulation
(Mean: 1.87 SD: 0.58) and novelty (Mean: 1.68 SD:0.49) (Figs. 6 and 7).

Fig. 6. The User Experience Questionnaire for both students and experts. The scale
ranges from −3 (very bad) to +3 (very good).
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Fig. 7. The benchmark of the User Experience Questionnaire.

4 Discussion

The results of the evaluation give us a good insights into which aspects of our
application work and in which areas there is potential for improvement. These
are now explained in the following sections:

Transferability of the Virtual Laboratory to the Real One

As the interviews and observations clearly showed, the test persons found it
very easy to find their way around the virtual environment. Both students and
experts stated that they found the visualization of the lab realistic and recognized
the real lab. It was also clear that the realistic or metaphorically simulated
interactions could be easily transferred to the real environment. This leads to the
conclusion that a replica as described in Sect. 2.1 offers an added value despite
the effort involved, especially since it allows for both a realistic visualization and
interactions through manually created models. The latter is more difficult to
realize with pure photogrammetry. Ideally, one offers a mixture of automatically
created scenery and manually created interactive models.

It was also shown that the reproduction of the control software by using a
hologram gave the participants more security when using the real software. There
are several reasons for this. Firstly, only the relevant elements of the software
are highlighted and can be operated intuitively by touch. On the other hand, the
interactive elements of the software are displayed piece by piece in a scaffolding
approach, so that the sequence of actions is initially presented. This example
illustrates that a good metaphor (hologram) does not have to differ completely
from the original control element. On the contrary, a similar operating method
makes the transfer to the real world more natural.

This finding should also be applied to the chamber’s door opening mecha-
nism, as this caused problems for almost all participants which is also shown in
the Perspicuity and Efficiency rating of the usability questionnaire. It is neces-
sary to find a good compromise between realistic appearance and operation as
well as usability in virtual reality.
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Influence of the Avatar

As expected, the use of an avatar provides added value, as it is both highly
motivating and helps to guide the user through the scenario. Interesting are
the partly negative associations in movement type and appearance that should
be considered when designing and selecting an avatar. In particular, it seems
important that the avatar’s position should be clear at all times so that the user
does not lose sight of it. A promising approach would be to combine ideas of
attention guidance approaches with the movement model of the avatar.

Integration in the Existing Learning Environment

The VR scenario was designed as a preparation course covering the basics of an
RFID measurement chamber and preparing the user for further experiments in
the real world. According to the students, it fulfilled this purpose and was well
received. Nevertheless, there were statements that suggest that the VR course
was perceived as an add-on or game environment. This is related to the fact that
there was no direct obligation between the virtual and real experiments. It would
be desirable, for example, to have a content dependency so that students need
their virtual results in the real experiment later on or a technical connection in
which, for example, a real laboratory can be remotely controlled from within the
virtual laboratory [13].

5 Conclusion

We were able to create a working virtual clone of an RFID laboratory that
students can use as preparation for a real laboratory visit. As was shown by
the interviews, observations and the usability questionnaire, the test subjects
perceived the scenario to be very beneficial. Both experts and students saw an
added value in the use of the application and were able to orientate themselves
better in the real experiment, had less difficulties in using the software and
felt overall more confident during the laboratory visit. In the future the tie
between the virtual environment and the real laboratory, both in terms of content
and technology will be strengthened in order to achieve even better learning
outcomes.

Acknowledgement. Funded by the German Federal Ministry of Education and
Research (BMBF), grants no. 16DHB2115 “DigiLab4U”.
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9. Burmester, M., Mast, M., Jäger, K., Homans, H.: Valence method for formative
evaluation of user experience. In: Proceedings of the 8th ACM Conference on
Designing Interactive Systems, DIS 2010, pp. 364–367. Association for Computing
Machinery, New York (2010)

10. Carruth, D.W.: Virtual reality for education and workforce training. In: ICETA
2017–15th IEEE International Conference on Emerging eLearning Technologies
and Applications, Proceedings (2017)

11. Chittaro, L., Buttussi, F.: Assessing knowledge retention of an immersive seri-
ous game vs. a traditional education method in aviation safety. IEEE Trans. Vis.
Comput. Graph. 21(4), 529–538 (2015)

12. Feisel, L.D., Rosa, A.J.: The role of the laboratory in undergraduate engineering
education. J. Eng. Educ. 94, 121–130 (2005)
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Abstract. Hysteroscopy is a widely used gynaecological procedure to
evaluate and treat cervical and intra-uterine pathology. In the last few
decades, technical refinements in the optics technology, surgical acces-
sories and the reduction of the outer diameter of the instrument have
made it possible to perform many hysteroscopic procedures, including
some operative procedures, in the office setting and without any anes-
thesia. Mini-hysteroscopic procedures in the office setting are associated
with less pain, lower complication rate and faster recovery compared hys-
teroscopic procedures in day surgery under general anesthesia.

The main challenge for the clinician in performing office hysteroscopy
is to pass the narrow cervical canal. Inaccurate motion or excessively
applied force can lead to a cervical or uterine perforation. This study
introduces a novel VR training platform for office hysteroscopy. The pre-
sented system was tested in the laboratory setting to prove the feasibility
of using VR simulation for office hysteroscopy training. Conducted exper-
iments demonstrated the potential of the system to transfer the essential
skills and confirmed the set of proposed metrics for effective assessment.

Keywords: Virtual reality · Surgical training · Hysteroscopy ·
Gynecology · Haptics

1 Introduction

Hysteroscopy is a widely used gynaecological procedure to evaluate and treat cer-
vical and intra-uterine pathology (Fig. 1). Today, hysteroscopy includes a whole
series of diagnostic and operative procedures, including polypectomy, myomec-
tomy, adhesiolysis, treatment of cervical stenosis, treatment of uterine anomalies
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and many more. Technical refinements, especially in the optics technology and
the reduction of the outer diameter of the instrument, have made it possible to
perform many hysteroscopic procedures, including some operative procedures,
in the office setting and without anesthesia. This approach is referred to as office
hysteroscopy. Office hysteroscopy is performed with a hysteroscope, which is a
long, small-diameter endoscope connected to a light source. A camera is attached
to the proximal end of the hysteroscope to transmit the image onto a monitor.
The procedure starts in the vagina. In the case of vaginoscopic approach, no
speculum is used [1]. The cervix is visualized and the hysteroscope is introduced
into the cervical canal without dilatation. Then, under direct visualization, the
instrument is advanced step by step into the uterine cavity. Passing the cervical
canal without prior dilatation is a thorough procedure requiring a high level of
dexterity. In the presence of risk factors, such as anatomical variation, stenotic
cervix, postmenopause, previous cesarean section or conisation, passage of the
cervical canal can be even more difficult and attention has to be paid to avoid
perforation [2].

x

y

z

Fig. 1. The schematic diagram of hysteroscopy (top and side views). The hysteroscope
is inserted through the vaginal canal and the endocervix to perform treatment in the
uterine cavity.

In order to acquire the necessary skills in office hysteroscopy, both theoretical
knowledge and practical surgical training are essential. The options for surgical
training in hysteroscopy mostly include artificial platforms: physical simulators,
also known as box trainers, and virtual reality (VR) simulators. Compared to
physical simulators, VR training can potentially provide a higher level of immer-
sion [3]. VR enables rendering of various clinical scenarios in the digital scene
with minimal setup time, whereas physical simulators would require consider-
able workloads to mimic complex pathological conditions. Yet, to the best of our
knowledge, no research has been done in VR training for hysteroscopic passage of
the endocervix with an office setup. Consequently, surgical treatment performed
inside the cervical canal, including biopsy, polyp removal, and surgical treatment
of a stenotic cervix, has been left out in the current VR training systems.

The hypothesis of this study is that VR training is capable of transferring
the essential skills needed to perform an outpatient hysteroscopic intervention.
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To prove this hypothesis, the first steps towards the development of a VR
surgical simulation system designed specifically for office hysteroscopy train-
ing are described. The proposed system integrates the real-time physics simula-
tion framework SOFA [4] with Filament [5], a real-time physics-based rendering
(PBR) engine. This resulted in a high fidelity VR simulation environment that
is close to the actual clinical environment. The developed system was tested
and evaluated by experiments in a laboratory setting, which indicates that the
proposed training system has a great potential to fill the research gap and to be
applied in clinical practice in the mid-term future.

2 Related Works

A broad body of research has been dedicated to VR surgical training in vari-
ous domains. Most types of endoscopic procedures share a common set of the
basic required skills. Hence, similar assessment methods and metrics can be
encountered in such fields as laparoscopy, arthroscopy, ureteroscopy and hys-
teroscopy training. These metrics typically belong to one of the three following
categories: time-based metrics, position-based metrics, and force-based metrics.
Time-based metrics are one of the most common metrics. Generally, the total
time of performing a certain task or an entire experiment is measured, such as
total execution time [6,7] or phase execution time [8].

Position-based metrics involve a user’s performance attributes related to the
absolute or relative position of instruments in the simulation. Position-based
metrics can indicate task completion rate, for instance, the proximity of the
deployed intra-uterine device (IUD) to fallopian tubes ostium in the case of an
IUD insertion exercise; or the level of dexterity in motion, as in the simulator
presented by Bajka et al. [6] Other studies, such as [9,10], also employ this type
of metric in the training process.

Force-based metrics aim to evaluate a user’s performance based on forces that
are generated by physical or virtual interaction between instruments and oper-
ated tissues. Force-based metrics are part of assessment frameworks presented
in [11,12]. Evaluating force in the simulation imposes additional requirements,
namely precise physics modeling methods and realistic haptic feedback. The lat-
ter requirement implies that the system should be capable of giving the user
kinaesthetic sensations that are close to the real feeling and providing him/her
with information about the applied pressure.

Research on VR surgical training for hysteroscopy revolves mainly around
works that describe validation experiments on either of two commercial simula-
tors: GynoSTM(Virtamed, Switzerland) and HystMentorTM(3D Systems, U.S.)
[8,13,14]. The training program of these platforms includes exercises on diag-
nostic and operative hysteroscopy: polypectomy, myoma resection, septoplasty.
Both hysteroscopy training systems focus on surgical training in the OR setup,
assuming that prior dilation of the cervix has been performed before the pro-
cedure, thus bypassing the endocervix passage phase in the exercises. However,
the endocervix passage phase plays an important role in the entire procedure.
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Clinicians require a considerable amount of practice to become proficient in per-
forming this operation and to be able to avoid all potential complications.

Savran et al. presented a study on ensuring the basic hysteroscopic com-
petency using the HystMentorTM simulation system. Participants were given
a pass/fail score based on a multimodal assessment system. Reported results
showed that false positive and false negative scores were 6.7% and 27.3%, respec-
tively [13]. Thus, the established metrics still can be improved for more precise
assessment. Panel et al. conducted a comparative analysis of overall and subset
scores for novice and expert users when performing four types of hysteroscopic
intervention in HystMentorTM: polypectomy, myomectomy, rollerball endome-
trial ablation and septum resection [8]. The overall multi-metric scores were sta-
tistically different between the mentioned groups for three out of four exercises.
Panel et al. considered that experienced users obtained low scores for the septum
resection exercise due to the incorrect choice of recommended treatment type
in the assessment system. Subset scores also demonstrated certain ambiguity.
Whilst fluid handling score and economy score demonstrated significant differ-
ence between novices and experts, other scores failed to distinguish between
the two groups. This ambiguity has also been highlighted by Neis et al. [15]
and Elessawy et al. [16], where other subset scores demonstrated no statistical
difference.

Apart from objective assessment, another important feature required for
effective VR hysteroscopy training is haptic feedback. This particular topic has
not been widely addressed in the literature. Bajka et al. presented the HystSim
simulation system for diagnostic and operative hysteroscopy [17]. The HystSim
platform is augmented with active haptic feedback, allowing its users to perceive
forces generated by the interaction between the instrument and objects in the
scene. This feature, however, was reported to be in the early stage of develop-
ment, and thus, according to Bajka et al., might not provide a sufficient level of
realism. Moreover, the developed haptic interface allows motions in four degrees
of freedoms (DOFs), constraining translation in two directions around the pivot
point. However, four DOFs are no sufficient in the case of an office procedure,
as the instrument should be capable of unconstrained motion in six DOFs when
passing through the cervical canal.

To summarize, there are several gaps in the current methods of VR training
for hysteroscopy. First, the training methods for office hysteroscopy fully exclude
the passage of the cervical canal and treatment of endocervical pathologies from
the training process. Second, presented systems do not provide an active haptic
interface suitable for simulating outpatient hysteroscopic interventions.

Based on the mentioned points, in this paper, we aim to design a simulation
platform for office hysteroscopy to achieve a high level of haptic and graphical
realism. The goal is to design a system that allows clinicians to exercise manipu-
lation of a hysteroscope when passing through the cervical canal and treatment
of endocervical and intrauterine pathologies with the office setup. Eventually,
the developed VR surgical training system can be used to improve surgical skills
in outpatient hysteroscopic intervention.
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3 Materials and Methods

In this study, a simulation platform was designed, which features a spatial navi-
gation and instrument manipulation task. The presented VR simulation system
mimics an office hysteroscopic procedure, starting from locating the external
os of the cervix, then passing through the cervical canal and operating inside
the uterine cavity. With this exercise, the authors aimed to design an approach
for medical students to learn how to safely introduce a hysteroscope inside the
uterine cavity and perform simple surgical procedures, such as biopsy or polyp
removal inside the cavity and the cervical canal.

Participants should pass through the cervical canal and perform tasks inside
the uterine cavity. In this context, several spherical objects located on the surface
of the endocervix and inside the uterine cavity were regarded as checkpoints, on
which participants had to perform a grasping manipulation.

3.1 Purpose of the Exercise

The aim of the exercise is to enter the uterine cavity and collect ten check-
points while maintaining a minimal level of applied force. In the VR training
scene, checkpoints are rendered as one millimeter green spheres, which are evenly
distributed along the surface of the cervical canal and the uterine cavity. The
starting position of the checkpoints is always the same, so the minimal path
length does not change. A user can collect checkpoints by grasping them with
a hysteroscopic forceps: once a checkpoint is collected, it disappears. When all
checkpoints are collected, the exercise is terminated.

3.2 Hardware Setup

Figure 2 depicts the hardware layout of the system. A user operates the TouchTM

haptic interface (3D Systems Inc., U.S.) to manipulate the hysteroscope in the
VR environment in six DOFs and the keyboard to control the forceps in two
DOFs, including one translation along the hysteroscope and one joint at the dis-
tal part of the forceps to control grasping motion. The TouchTMinterface controls
the position of the virtual hysteroscope and provides haptic feedback to the user.
Up and down arrows on the keyboard are mapped to deploying and retracting
motion of the forceps, respectively. Left and right arrows control the grasping
motion. A PC (Intel Core I7-9850H, NVIDIA Quadro T1000 w/4 GB GDDR6,
8 GB RAM) runs the simulation and renders 3D visual representation on a screen
from the perspective of a virtual camera attached to the tip of the hysteroscope.
The virtual camera is rotated 12◦ around the x axis of the hysteroscope (Fig. 1),
which corresponds to the typical optical angle of a hysteroscope [18].

3.3 Scene Generation

The Visible Human cryosection dataset was used to acquire the geometrical
models of the uterus [19]. The visual mesh was obtained using manual segmen-
tation in ImageJ [20] and subsequently optimised using quadric collapse edge
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Fig. 2. The illustration of the VR simulation system for office hysteroscopy training.

decimation method in Meshlab [21] in order to reduce the number of vertices,
resulting in 22893 elements. Three models depicted in Fig. 3 were used to sim-
ulate different aspects of body behaviour: (1) the visual model, responsible for
visual appearance of the uterus; (2) the structural model, used to simulate defor-
mations; and (3) the collision model, detecting intersections with other objects
in the simulation. The structural mesh of the uterus was created from the visual
mesh using CGAL software [22], which generated an object containing 1310 ele-
ments in total. Mechanical deformation of the uterus was modeled in SOFA with
the finite element method (FEM) using the structural mesh. In order to opti-
mize the collision pipeline, a simplified version of the visual mesh was used for
collision detection containing 900 polygons.

Mechanical properties of the uterus were obtained from quasi in-vivo mea-
surements performed by Omari et al. [23]. The Young’s modulus of the organ
was set to 12 kPa. The mass was assumed to be uniformly distributed between
the structural elements in the body. To preserve the position of the body in the
scene, the uterus is rigidly fixed in space at left and right ostia.

The hysteroscope is simulated as a cylinder, four millimeters in diameter and
130 mm in length, with a virtual camera attached to the tip and angled at 12◦.
In order to improve stability of the simulation and haptic feedback, the haptic
interface controls the position of the hysteroscope via the proxy model. The proxy
model does not have a collision or a visual representation in the simulation, but
rather copies the position of the haptic interface and attracts the hysteroscope to
it via a generic six DOF spring. This method ensures that no discrete change of
the position occurs in the simulation. The forceps are simulated as an articulated
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Fig. 3. The multi-model representation diagram. Links denote the relations between
the models. Nodes specify the number of elements in the model, the generation software
and the generation method.

rigid body, one millimeter in diameter, with two DOF and the base attached to
the hysteroscope.

Checkpoints were represented as one-millimeter green spheres. The total
number of the checkpoints was ten, with five checkpoints located in the cervical
canal and five checkpoints located in the uterine cavity. The initial position of
all checkpoints was the same for each experiment. However, as the geometry of
the uterus can change due to tissue deformation, checkpoint positions should be
also updated with each simulation step. To solve this problem, each checkpoint
is mapped to a subset of uterus vertices around it, thus preserving the rela-
tive position with respect to the uterus during the simulation. The barycentric
mapping was used to update the checkpoints position [24].

3.4 Software Architecture

The software architecture of the simulator consists of three main components:
the physics engine, the visual renderer and the haptic loop. All mentioned com-
ponents run in separate threads as all of them have different timing requirements.

The SOFA framework [4] is used as the physics engine of the system. It
runs at the update rate of approximately 150 frames per second (FPS) and
performs collision detection, structural deformation simulation, and mapping
between models. The mechanical model is represented by a tetrahedral mesh,
which is mapped to the collision model and the visual model polygon meshes.
The geometry of the models is synchronised using the barycentric mapping.

The Filament renderer [5] is used for 3D graphical representation. Figure 4
depicts an example of a rendered scene in the simulation. The visual server runs
at 50 FPS and is fully decoupled from the physics simulation. The physics engine
passes the geometry of each object to the visual server at the initialisation phase.
During simulation, the visual server queries updates of the objects geometry at
the start of each iteration using a mediator class, which ensures decoupling
between these components.
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3

1 2

4

Fig. 4. The examples of the rendered scene: (1) external os, (2) uterine cavity, (3)
cervical canal, (4) fundus and left ostium.

Finally, the haptic loop is implemented using the OpenHaptics [25] libraries.
In order to provide realistic haptic feedback, the haptic loop should run at the
update rate of 1 kHz, meaning that it should be detached from the physics
simulation. The physics loop is connected to the haptic loop using the LCP-
ForceFeedback component, which utilizes constraints generated by the contact
points between the instrument and the uterus to calculate force feedback at the
required update rate.

3.5 Experiments and Assessment Metrics

Ten subjects, eight male and two female, with no prior experience in hysteroscopy
participated in the study to evaluate the proposed concept. The subjects had
no to moderate gaming and virtual reality experience. Assessment of a subject’s
performance was based on following metrics: total number of grasping attempts
(na), total execution time (te), cervical canal passage time (tc), total trajectory
length (lt), effective jerk (mean jerk excluding idle states) (je), effective force
(mean force excluding idle states) (fe), cumulative force (integrated force value)
(fc), and force fast Fourier transform (FFT) (fFFT ). The latter metric is the
cumulative sum of the real component of applied force in the frequency domain.

Each participant performed five repetitive trials of the exercise to investigate
the potential of transferring the essential skills for office hysteroscopy in the
proposed system. Each participant was asked to take the required time to rest
between trials. To check statistical significance, the obtained results were tested
using the Mann-Whitney U-test. A metric was considered to be significant when
the significance level was less than or equal to 0.05.
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4 Results

Table 1 shows the measured metrics across all participants for each trial. Mean
and standard deviation were calculated for each metric. The p-values that were
calculated between the first and the last trial are listed in the last column
and denoted with an asterisk symbol (∗) if a metric has statistical significance
(p ≤ 0.05). Among nine metrics, five demonstrated statistical significance: total
execution time te, cervical canal passage time tc, total trajectory length lt, cumu-
lative force fc, and total number of grasping attempts na. Force FFT fFFT

also showed a high level of significance, although the p-value did not reach the
required level. These metrics are depicted in Fig. 5.

Table 1. Mean and standard deviation of the experiments across all participants for
each trial. The p-values were calculated between the first and the last trial.

Metric Trial number p-value

1 2 3 4 5

na 44.67 ± 10.37 42.44 ± 18.37 37.11 ± 7.49 32.44 ± 5.72 36.00 ± 9.93 0.037∗
te [s] 248.7 ± 78.9 205.1 ± 62.7 179.9 ± 60.9 155.5 ± 37.7 143.2 ± 46.6 0.002∗
tc [s] 168.2 ± 76.6 119.3 ± 35.0 105.0 ± 43.8 93.7 ± 30.5 88.1 ± 43.1 0.006∗
lt [cm] 41.36 ± 22.32 36.34 ± 16.65 34.55 ± 15.75 34.37 ± 23.31 33.43 ± 28.99 0.046∗
je [km/s3] 10.76 ± 0.81 11.09 ± 0.77 11.36 ± 1.35 12.24 ± 3.21 11.94 ± 1.92 0.961

fe [N ] 0.62 ± 0.08 0.62 ± 0.06 0.65 ± 0.09 0.63 ± 0.09 0.67 ± 0.11 0.760

fc [N · s] 133.1 ± 48.4 108.2 ± 32.8 105.6 ± 38.8 85.2 ± 31.0 87.2 ± 52.8 0.021∗
fFFT 10.18 ± 3.40 9.49 ± 2.58 9.26 ± 2.79 9.02 ± 2.78 8.85 ± 3.99 0.092

Three participants reported to experience fatigue during the experiments,
which was confirmed by the recorded drop in performance. However, the cause-
effect relationship between fatigue and performance is out of the scope of the
presented study.

5 Discussion

Overall, the proposed system demonstrated skill acquisition capabilities. Time-
based metrics (total execution time and cervical canal passage time) showed the
biggest change, gradually decreasing both in mean and standard deviation. These
findings correlate with previous studies in other domains of hysterscopic train-
ing, in which total procedure time demonstrated significant difference between
novices and expert clinicians [8]. The results also indicated another important
metric to effectively assess a subject’s performance: cumulative force. Both mean
and standard deviation of this metric significantly improved with each trial,
although the progress was somewhat slower compared to pure time-based met-
rics (Fig. 5). Being both a time- and a force-based metric, this value can better
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Fig. 5. Box plots showing minimum, maximum, median, and interquartile range values
of the statistically significant metrics for each trial.

estimate the level of patient comfort and thus become an effective tool for cross-
correlation assessment in the overall score.

Likewise, trajectory length and number of attempts exhibited gradual
improvement over trials. However, the slope of the progress was not as smooth
as in the case of time-based metrics (Fig. 5). The mean trajectory length of the



VR Simulation System for Office Hysteroscopy 125

second and third trials was higher compared to the first trial, whereas standard
deviation and interquartile range also increased in values. This effect might be
partially related to growing tiredness, as the drop of performance in these param-
eters was most observable in participants that reported to experience fatigue.

Opposed to the initial assumption of providing insights about the same phe-
nomenon, tremor, force FFT and effective jerk behaved in a different manner.
Whereas force FFT improved with each trial, effective jerk remained on the same
level, although individual for each participant.

Contrarily to previous studies in VR hysteroscopic simulation with the same
number of trials and non-expert participants [6,8], a plateau effect was not
observed for the most number of statistically significant metrics. Mean and stan-
dard deviation of statistically significant metrics decreased with each trial with-
out a significant change of slope. We can assume that this effect should take
place with a higher number of repetitions, but additional research is required.

No significant change was observed in effective force over repetitions. This
type of behaviour was somehow expected, as the exercise was designed for novice
users and did not include the cases of a stenotic cervix. The authors assume that
the situation might drastically change after augmenting the haptic interface with
a mock-up of a hysteroscope. Due to introduction of a pivot point, motion in two
rotational DOFs will be inverted and force perception will be partially reduced
due to the lever effect.

6 Conclusion and Future Work

This paper presents some first results on the feasibility of VR training for office
hysteroscopy. The developed platform aims to introduce an effective approach
allowing medical students to sharpen their skills in performing outpatient hys-
teroscopic treatment. Employing physics-based rendering techniques along with
realistic haptic feedback contributes to the level of realism and significantly
improves the transfer of training. The preliminary results demonstrate the abil-
ity of the simulator to develop a trainee’s dexterity in passage of the cervical
canal and manipulation of hysteroscopic instruments. However, some of the pre-
sented metrics need further refinement.

Future work will focus on the face and content validity of the system. The
hardware setup should be updated by adding a phantom of the female reproduc-
tive system, serving as the fulcrum point and contributing to visual resemblance
between the simulation and the procedure. The haptic interface should be aug-
mented with a mock-up of a real hysteroscopic instrumentation setup for higher
content validity.

From the software perspective, the simulation also requires particular
improvements. A graphical interface can enhance the usability of the system,
making it easier to interact for a non-technical user. Another important con-
sideration is to add variability by introducing new exercises and changing the
simulation parameters in accordance with the level of complexity. Finally, the
assessment system can be refined into a framework for effective overall evaluation
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and learning curve estimation. Introducing a complete solution for automatic
assessment will serve as the foundation for adaptive training program, when the
level of complexity grows over time with the level of a trainee’s competence.

Overall, the proposed system has demonstrated its feasibility in VR surgical
training for office hysteroscopy. Future studies will focus on further design and
validation of the system with medical staff. These improvements will contribute
to creating a useful surgical training system with a high level of realism and
efficient transfer of skills characteristics.
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Abstract. Virtual reality can be an effective tool for professional train-
ing, especially in the case of complex scenarios, which performed in real-
ity may pose a high risk for the trainee. However, efficient use of VR
in practical everyday training requires efficient and easy-to-use methods
of designing complex interactive scenarios. In this paper, we propose a
new method of creating virtual reality training scenarios, with the use of
knowledge representation enabled by semantic web technologies. We have
verified the method by implementing and demonstrating an easy-to-use
desktop application for designing VR scenarios by domain experts.

Keywords: Virtual reality · Semantic web · Training · Scenarios

1 Introduction

Progress in the quality and the performance of graphics hardware and software
observed in recent years makes realistic interactive presentation of complex vir-
tual spaces and objects possible even on commodity hardware. The availability
of diverse inexpensive presentation and interaction devices, such as glasses, head-
sets, haptic interfaces, motion tracking and capture systems, further contributes
to the increasing applicability of virtual (VR) and augmented reality (AR) tech-
nologies. VR/AR applications become popular in various application domains,
such as e-commerce, tourism, education and training. Especially in training, VR
offers significant advantages by making the training process more efficient and
flexible, reducing the costs, and eliminating risks associated with training in a
physical environment.

Employee training in virtual reality is becoming widespread in various indus-
trial sectors, such as production, mining, gas and energy. However, building use-
ful VR training environments requires competencies in both programming and
c© Springer Nature Switzerland AG 2020
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3D modeling, as well as domain knowledge, which is necessary to prepare prac-
tical applications in a given domain. Therefore, this process typically involves
IT specialists and domain specialists, whose knowledge and skills in program-
ming and 3D modeling are usually low. Particularly challenging is the design of
training scenarios, as it typically requires advanced programming skills, and the
level of code reuse in this process is low. High-level componentization approaches
commonly used in today’s content creation tools are not sufficient, because the
required generality and versatility of these tools inevitably leads to a high com-
plexity of the content design process. Availability of appropriate user-friendly
tools for domain experts to design VR training scenarios at the level of domain
knowledge becomes therefore critical to enable reduction of the required time
and effort, and consequently promote the use of VR in training.

A number of solutions enabling efficient modeling of 3D content using domain
knowledge representation techniques have been proposed in previous works.
In particular, semantic web provides standardized mechanisms to describe the
meaning of any content in a way understandable to both users and software.
However, it requires that the scenarios are designed by a knowledge engineering
technician, which is not acceptable in practical VR training preparation. Thus,
the challenge is to elaborate a method of creating semantic VR scenarios, which
could be employed by users who do not have advanced knowledge and skills in
programming and 3D modeling.

In this paper, we propose a new method of building VR training scenarios,
based on semantic modeling techniques, with a user-friendly VR Scenario Editor
(VRSEd) application implemented as an extension to Microsoft Excel, a tool
commonly used by people in various domains. The editor enables domain experts
to design scenarios using domain concepts described by ontologies. The presented
approach takes advantage of the fact that in a concrete training scene and typical
training scenarios, the variety of 3D objects and actions is limited. Therefore,
it becomes possible to use a semantic database of available content elements
and actions, and configure scenarios based on the existing building blocks using
domain-specific concepts.

The work described in this paper has been performed within a project aim-
ing at the development of flexible VR training system for electrical operators.
All examples, therefore, relate to this application domain. However, the devel-
oped method and tools can be similarly applied to other domains, provided that
relevant 3D objects and actions can be identified and semantically described.

The remainder of this paper is structured as follows. Section 2 provides an
overview of the current state of the art in VR training applications, an intro-
duction to the semantic web, and a review of approaches to semantic modeling
of VR content. Section 3 describes our method of building VR training scenes.
The proposed method of modeling training scenarios is described in Sect. 4. An
example of a VR training scenario is presented in Sect. 5, while a discussion
of the results is provided in Sect. 6. Finally, Sect. 7 concludes the paper and
indicates possible future research.
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2 Related Works

2.1 Training in VR

VR training systems enable achieving a new quality in employee training. With
the use of VR it becomes possible to digitally recreate real working conditions
with a high level of fidelity. Currently available systems can be categorized into
three main groups: desktop systems, semi-immersive systems and fully immer-
sive systems. Desktop systems use mainly traditional presentation/interaction
devices, such as a monitor, mouse and keyboard. Semi-immersive systems use
advanced VR/AR devices for presentation (e.g., HMD) or for interaction (e.g.,
motion tracking). Immersive systems use advanced VR/AR devices for both pre-
sentation and interaction. Below, examples of VR training systems within all of
the three categories are presented.

The ALEn3D system is a desktop system developed for the energy sector
by the Virtual Reality group of the Control Systems [23]. The system allows
interaction with 3D content displayed on a 2D monitor screen, using a mouse
and a keyboard [31]. The scenarios implemented in the system mainly focus on
training the operation of power lines and include actions performed by a line
electrician. The system consists of two modules: a VR environment and a course
manager [22]. The VR environment can operate in three modes: virtual catalog,
learning and evaluation. The course manager is a browser application that allows
trainers to create courses, register students, create theoretical tests and monitor
learning progress.

An example of a semi-immersive system is the IMA-VR system [19]. It enables
specialized training in a virtual environment aimed at transferring motor and
cognitive skills related to the assembly and maintenance of industrial equipment.
The system was designed by CEIT and TECNALIA. The specially designed
IMA-VR hardware platform is used to work with the system. The platform con-
sists of a screen displaying a 3D graphics scene and a haptic device. This device
allows a trainee to interact and manipulate virtual scene tools and components
by touching while performing assembly and disassembly operations. The system
provides various types of information during training, including a progress bar,
technical descriptions of components and tools, meaningful information about
operations and detailed error descriptions. In addition to the visual and haptic
presentation, the most important information is also sent via audio messages.
The system automatically records completed tasks and statistics (time taken,
number of assists used and errors made, number of correct steps, etc.).

An example of a fully immersive AR system is the training system for the
repairing electrical switchboards developed by Schneider Electric in cooperation
with MW PowerLab [35]. The system is used to conduct training in opera-
tion on electrical switchboards and replacement of their parts. The system uses
Microsoft HoloLens HMD. After a user puts on the HMD, the system scans the
surroundings for an electrical switchboard. When a switchboard is located in
the user’s field of view, the system displays its name and is ready for operation.
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The system can work in two ways: providing tips on a specific problem to be
solved or providing general tips on operating or repairing the switchboard.

2.2 Semantic Web

The semantic web (the term proposed by Tim Berners-Lee [29]) provides a uni-
versal framework that allows data to be shared and reused across application,
enterprise, and community boundaries. According to the WWW Consortium,
the semantic web is a web of structured data, decoupling applications from data
through a simple, abstract model for knowledge representation.

The basis of the semantic web are ontologies [42]. Ontology is a formal spec-
ification of a conceptualization of a given field, including the concepts used in
that field, as well as the relationships between these concepts. The purpose of
an ontology is to define uniform terminology and interpretation of terms [36].
Ontologies are sets of expressions that must be clearly understood and must
be suitable for automatic processing by computer programs. Ontology instruc-
tions can either define general concepts or describe specific objects and events
associated with them. Overall, an ontology consists of elements representing two
different types of knowledge – terminology and assertions. Terminology, referred
to as TBox (terminological box), is a formal representation of the classes and
properties of objects in a given field, as well as the relationships between these
classes and properties [10]. Assertions, referred to as ABox (assertional box),
refer to specific objects (individuals, instances) in a specific fragment of the
modeled reality, described by classes and properties specified in the TBox.

In 3D modeling, ontologies consisting of TBox instructions (TBox ontologies)
correspond to 3D scene templates [18]. For example, a TBox ontology can specify
classes of exhibitions in a virtual museum, with various categories of artifacts,
such as statues, stamps and coins, as well as spatial properties of the artifacts
[16]. 3D scene templates can describe many 3D scenes. Ontologies consisting of
ABox instructions (ABox ontologies) describe individual 3D scenes or elements
of 3D scenes. For example, an ABox ontology can describe a specific exhibi-
tion with artifacts in a virtual museum that meet the conditions set out in the
TBox ontology – they belong to individual classes and are described by specific
property values.

The basic element of the semantic web used to build ontologies is the Resource
Description Framework (RDF) [43]. RDF is a data model that enables the cre-
ation of so-called resource expressions. It enables to describe resources available
on the internet in a way “understandable” for computers (easily processable by
computer programs). The Resource Description Framework Schema (RDFS) [44]
and the Web Ontology Language (OWL) [41] are languages for building state-
ments in RDF-based ontologies and knowledge bases.

RDF enables describing resources with expressions consisting of three ele-
ments: subject (resource described in the instruction), predicate (subject’s prop-
erty) and object (value of the property describing the subject) [43]. RDF also
introduces basic concepts for describing resources, such as data types, sets and
lists. RDF can be used with various types of content: text, graphic, audio and
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other documents. The RDFS and OWL standards extend RDF with the pos-
sibility of creating class hierarchies and properties, restrictions, properties of
these restrictions and operations on sets. In turn, Semantic Web Rule Language
(SWRL) extends OWL with rules.

2.3 Semantic Modeling of VR Content

A number of works have been devoted to ontology-based representation of 3D
content, including a variety of geometrical, structural, spatial and presentational
elements. A comprehensive review of the approaches has been presented in [18].
Existing methods are summarized in Table 1. Four of the methods address the
low (graphics-specific) abstraction level, while six methods address a high (gen-
eral or domain-specific) abstraction level. Three of those methods may be used
with different domain ontologies.

Table 1. Comparison of semantic 3D content modeling methods

Approach Level of abstraction
Low (3D graphics) High (application domain)

De Troyer et al. [8,11,12,27,32] ✓ General
Gutiérrez et al. [20,21] ✓ Humanoids
Kalogerakis et al. [25] ✓ –
Spagnuolo et al. [2,3,34] – Humanoids
Floriani et al. [9,30] ✓ –
Kapahnke et al. [26] – General
Albrecht et al. [1] – Interior design
Latoschik et al. [14,28,46] – General
Drap et al. [13] – Archaeology
Trellet et al. [37,38] – Molecules
Perez-Gallardo et al. [33] ✓ –

The method proposed in [8,11,12,27,32] enables content creation at both the
low and a high abstraction levels. Different 3D content ontologies connected by
mapping are used at particular levels. Low-level ontologies may be created by
graphic designers, while high-level ontologies may be created by domain experts.
Mapping of low- to high-level ontologies adds interpretation to graphical com-
ponents and properties. The approach also enables combination of primitive
actions (e.g., move, turn, rotate, etc.) to complex behavior intelligible to end
users without the knowledge of computer graphics.

The method proposed in [20,21] also enables 3D content creation at both
low and high abstraction levels. Ontologies used in the method include graphical
3D content components (e.g., shapes and textures) and properties (e.g., coordi-
nates and indices) as well as high-level domain-specific components (e.g., body
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parts) and properties (e.g., joint attributes, descriptors of articulation levels, 3D
animations of face and body, and behavior controllers).

The method proposed in [25] enables 3D content creation at the low abstrac-
tion level. The used ontology provides components and properties that are equiv-
alents of X3D nodes and attributes, e.g., textures, dimensions, coordinates and
LODs. The method does not enable mapping between high- and low-level con-
cepts, so it is unsuitable for modeling 3D content by domain experts.

A method of creating 3D humanoids has been proposed in [2,3,34]. After
automatic segmentation of 3D models, the identified body parts are semantically
annotated. Two modes of annotation have been developed. Automatic annota-
tion is completed by software considering topological relations between content
elements (e.g., orientation, size, adjacency and overlapping). Manual annotation
is completed by a user equipped with a graphical tool.

The method proposed in [9,30] enables creation of non-manifold 3D shapes
using low-level properties. Once 3D shapes are segmented, graphical properties
are mapped to a shape ontology and form an ontology-based low-level shape
representation. The ontology specifies diverse geometrical properties of shapes:
non-manifold singularities (e.g., isolated points and curves), one-dimensional
parts, connected elements, maximal connected elements, the number of vertices,
the number of non-manifold vertices, the number of edges, the number of non-
manifold edges and the number of connected elements. It permits representation
of such objects as a spider-web, an umbrella with wires and a cone touching a
plane at a single point.

The tool described in [26] leverages semantic concepts, services and hybrid
automata to describe objects’ behavior in 3D simulations. The tool has a client-
server architecture. The client is based on a 3D browser, e.g., for XML3D, while
the server is built of several services enabling 3D content creation. A graphical
module maintains and renders 3D scene graphs. A scene module manages global
scene ontologies, which represent the created simulations. A verification module
checks spatial and temporal requirements against properties of content elements.
An agent module manages intelligent avatars, e.g., their perception of the scene.
The user interface enables communication with web-based and immersive virtual
reality platforms. Ontology-based content representations are encoded in XML
using the RDFa and OWL standards, and linked to 3D content encoded in
XML3D.

In [1], a method of 3D content creation based on point clouds has been
proposed. At the first stage of the method, an input point cloud is analyzed to
discover planar patches, their properties (e.g., locations) and relations. Then an
OWL reasoner processes a domain ontology, including conceptual elements that
potentially match the analyzed patches. Next, matching elements are selected
and configured to build a high-level representation in the interior design domain.
Created representations are ontology-based equivalents to the input point clouds.

In [14,28,46], a general-purpose tool and a method of 3D content creation
has been described. The method is based on actors and entities, which represent
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3D content at a high level. They are described by shared state variables and are
subject to events. In particular, the approach can be used in game design.

In [13], a method and software for representing underwater archaeological
objects in 3D have been presented. In the approach, a Java-based applica-
tion generates an ontology representing objects. Further, queries encoded in the
SWRL language [40] can be used to select objects to build a 3D visualization.

In [37,38], an approach to semantic representation of 3D molecular models
has been proposed. The approach combines different input (e.g., interaction using
different haptic and motion tracking devices) and output (e.g., presentation in 2D
and 3D) modalities to enable presentation and interaction suitable for particular
content types and tasks to be done.

In [33], a system for 3D recognition of industrial spaces has been presented.
The method used in the system recognizes objects in point clouds presenting inte-
riors of factories. The recognized objects, their properties and relations, which
are specific to 3D graphics, are further semantically represented using ontologies.
On this basis, topological relations between objects are inferred.

The presented review indicates that there is a lack of a generic semantic
method that could be used for creating interactive VR training scenarios in dif-
ferent application domains. The existing ontologies are either 3D-specific (with
focus on static 3D content properties) or domain-specific (with focus on a single
application domain). They lack domain-independent conceptualization of actions
and interactions, which could be used by non-technical users in different domains
to generate VR applications with limited help from graphics designers and pro-
grammers. In turn, the solutions focused on 3D content behavior, such as [15,17],
use rules, which only to a limited extent fit the semantic web concept [40].

3 Building VR Training Scenes

3D VR training environments in our approach are created using a variety of
hardware and software tools, including 3D laser scanners [45], CAD packages
[6], 3D modeling software [5] and game engines [39], and are annotated using
databases. The process consists of five main stages, as described below.

1. Physical elements of the training environment infrastructure are scanned into
a polygon mesh. The mesh is encoded in STEP format [4] to enable further
editing in subsequent stages. STEP is a standardized and widely used textual
data format for CAD software (ISO 10303-21). It enables conversion of point
clouds into CAD drawings without the risk of loosing relevant information.
At this stage, the models contain no information about the hierarchy and
semantics of particular elements.

2. Idealized and optimized 3D representations of the infrastructure elements are
created using CAD software based on the scans. The main goal of this stage
is to isolate groups of 3D model components, which will then be edited at the
next stages. A designer performs the following steps: importing the STEP
models into the CAD environment, dividing 3D models into components,
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grouping 3D model components, and exporting the 3D models to DWG [7].
In case of the models presented in this paper, the AutoCAD environment was
used due to its rich functionality and the ability to import non-standard file
formats. An important advantage of this software is low CPU usage, which
results in the possibility of editing complex objects. However, AutoCAD is
primarily a design package and does not provide the functionality required
for building visually appealing VR models.

3. 3D visual models of the infrastructure elements are created with the use of a
3D modeling environment. This stage aims to correct and optimize 3D models
that contain unnecessary and repetitive elements and geometry defects. At
this stage, the designer performs the following steps: importing 3D models into
the modeling environment, removing repetitive components, correcting the
geometry of 3D models, creating several LOD (Levels of Detail) for efficient
rendering, and exporting the 3D models into the FBX format [24]. FBX is
the primary 3D model format supported by game engines, in particular, the
Unity 3D engine [39]. An example of a 3D modeling package, which can be
used at this stage, is 3ds Max [5].

4. VR training scenes are assembled from the 3D visual models with the use
of a 3D scene editor tool, built as an extension of a game engine IDE. The
designer performs the following steps: importing 3D models saved in FBX
format, creating a hierarchy of objects in the 3D scene, setting the spatial
properties of 3D objects, configuring points and axes of rotation of 3D model
components, assigning materials and textures to 3D models, and instantiating
repetitive components of the scene model. The designer can use a 3D point
cloud from the 3D scanning process as a reference in building the scene.

5. Databases of scene objects and equipment are created. The scene object
database is specific to a particular VR training scene and describes the struc-
ture of objects (e.g., switchboard) and elements (e.g., switches and indicators)
of the infrastructure that can be used in scenarios for the given scene. The
database can be partially automatically generated based on the scene content
and then extended by domain-experts using specifically designed interactive
forms. Each element is associated possible states, in particular, boolean states
(e.g., on, off), discrete states (e.g., gauge mode) and continuous states (e.g.,
voltage). The database of equipment includes elements shared by all scenar-
ios, such as protective equipment and tools for performing particular types of
works, and is created manually.

4 Modeling VR Training Scenarios

When the 3D model of a training scene together with the associated databases
is available (cf. Sect. 3), the next important step is to design a training scenario.
Scenario describes VR scene’s behavior and interactivity, but is also a means of
conveying the training material. Typically, programming scenarios is a complex
and time-consuming process of writing scripts in a programming language sup-
ported by the game engine (C# in case of Unity 3D), which must be performed
by a programmer.
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Often, the same 3D training scene may be used with multiple different train-
ing scenarios. The scenarios may cover standard procedures to be performed or
non-typical repair and maintenance actions. In each case, it should be possi-
ble to simulate malfunction of some of the elements to test subject’s behav-
ior in more complex situations. Moreover, simulation of different conditions
(season, weather, daytime) or constraints (available equipment, time) may fur-
ther improve the quality and versatility of the training process. Therefore, it
becomes critical to permit the design of training scenarios in a quick and easy
manner by domain experts without low-level programming in VR.

Fig. 1. Process of building a training scenario for a VR scene

4.1 Creating Training Scenarios

The process of creating a training scenario for a VR training scene in our app-
roach is presented in Fig. 1. After a VR training scene and associated databases
have been built, a training scenario can be created in three steps, as described
below.

1. Designing a scenario using the VR Scenario Editor (VRSEd) application
implemented as an extension to Microsoft Excel. The VRSEd editor provides
several tools to support users in the design process. A scenario template is
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imported to the editor. The template provides an overall structure and visual
appearance of the scenario spreadsheet. Different templates may be used for
different user groups or when the set of required attributes changes. Attribute
values for selection lists in the scenario editor are retrieved from the scenario
properties database. A scenario spreadsheet describes a sequence of training
activities that should be executed by a single trainee, with possible trainee
mistakes and system errors, e.g., lock the controller if possible, then switch off
the transformer. The role of a trainer is reflected implicitly in the scenarios,
by hints and comments shown to the trainee while training.

2. Exporting the scenario to a semantic VR scenario knowledge base, using a
scenario exporter implemented in the VRSEd scenario editor. The knowl-
edge base is encoded using RDF, RDFS and OWL standards and includes all
information necessary for proper execution of the scenario in the VR Training
Application. The knowledge base is an ABox compatible with the TBox sce-
nario ontology. In other words, the scenario ontology specifies the terminology
in the form of classes and properties, which is used in assertions specified in
the scenario knowledge base. The generated scenario knowledge base consists
of statements (RDF triples), which are counterparts to the particular rows of
the scenario spreadsheet.

3. Importing the semantic VR scenario knowledge base into the VR Training
Application implemented in the Unity 3D game engine. The scenario is loaded
for a specific VR training scene described by the scenario. The correct assign-
ment of the scene and the scenario is verified during the import. The knowl-
edge base importer creates a hierarchy of script objects, which is then directly
used during the scene runtime. One can import another scenario to the same
VR training scene to provide different types of training.

4.2 Databases

The three databases shown in Fig. 1 provide all necessary data required by
the VRSEd scenario editor to build a VR training scenario. All databases are
currently implemented in Microsoft Access. In the next versions of the environ-
ment, in which remote access to databases will be required, the databases will
be implemented in an SQL RDBMS.

Database of Scene Objects. For each VR training scene, a database of scene
objects is created. The database contains 3 tables: Objects, Elements and States.
The Objects table provides information about all infrastructure objects within
the scene. The Elements table contains records corresponding to particular ele-
ments of objects, on which actions are performed or whose state depends on the
user actions. The States table contains records representing all possible states of
infrastructure objects’ elements, on which actions can be performed.

Database of Equipment. The equipment database is common to all train-
ing scenarios created using the VRSEd scenario editor. The database contains
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information about protective equipment (such as a protective visor, gloves or
helmet) and specific work equipment, which may be required to perform partic-
ular tasks. The database contains also information how information about the
need to use the particular kind of equipment should be presented to a user, and
the representation of the equipment in a VR scene.

Database of Scenario Properties. In addition to data specific to a given
virtual training scene, such as infrastructure objects, object elements and object
states, the scenario editor must have access to all possible values of their proper-
ties. The list of values is common for all scenarios and is stored in the database of
scenario properties. These values are included in the drop-down lists, when a user
selects a property value. In particular, these are properties containing informa-
tion on the types of work performed, types of equipment required for performing
particular types of work, and types of protective equipment. The scenario prop-
erties database contains two tables: Attributes and Fields. The Attributes table
contains attributes in the scenario tables that can be supplemented by select-
ing fields from drop-down lists. An example attribute is “Item mapping fidelity”.
The Fields table contains all possible values of attributes. Each attribute may
be associated with multiple field values. Field values for “Item mapping fidelity”
can be “High”, “Medium”, and “Low”.

4.3 VR Scenario Editor Application

Fig. 2. The VR Scenario Editor implemented as extension to Microsoft Excel

The VR Scenario Editor (VRSEd) application has been implemented as an exten-
sion to Microsoft Excel (Fig. 2) to enable quick and efficient creation of training
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scenarios by non-IT-specialists. The main advantages of using MS Excel as the
editor implementation platform include the popularity of the software, which
eliminates the need to install additional programs, the availability of numerous
well-documented add-ons and programming libraries, as well as a wide commu-
nity of users.

On top of the window (Fig. 2), the VRSEd toolbar is visible. It provides
tools for importing databases, loading a scenario template, and creating different
types of entities that may be used in a scenario (steps, activities, actions, objects,
elements, problems, etc.).

Individual scenario sheets (visible on the bottom) contain descriptions of
basic scenario properties, the course of the scenario, errors and problems that
may occur in the scenario, and different types of equipment to be used. Each
sheet consists of different types of tables. The Scenario sheet contains general
information about the scenario and the required equipment.

The main sheet of the workbook provides information about the course of
the scenario. It describes the training in the form of a logical sequence of steps,
activities, and actions to be performed by a trainee. In each scenario, at least
one step must be defined. Steps are divided into activities. Each activity can
be associated with a problem that may occur during the training, an error that
can be made, and the necessary equipment. Within an activity, the trainee per-
forms actions on infrastructure objects that are described using the Action table
(visible in Fig. 2). The Action table lists the objects and elements of the infras-
tructure, on which the action is carried out, the way their states change as a
result of the action, and how this change in state is reflected in the training. The
sequential form of scenarios is sufficient for a vast majority of training scenar-
ios in the selected domain, with possible side threads represented by trainee’s
mistakes and system errors.

Various types of errors may be made during a training session, which are
described in the Errors sheet. Each error is described by properties that specify
how to inform the trainee about the error and how the system responds to the
error. The Problems worksheet contains the table Potential problem showing
events that may occur during the training that disrupt the work course. A prob-
lem may be associated with elements of objects in the scene that depend on the
problem, i.e., their state changes. For any potential problem, the trainee may
make an error when trying to resolve it.

The structure of scenario spreadsheets, which is based on tables, matches the
structure of scenario knowledge bases based on RDF triples (cf. Sect. 2.2). When
a scenario is exported into a semantic VR scenario knowledge base, every table
is exported to multiple triples. The table identifier designates the subject of a
triple (e.g., action), the attribute name in a particular row in the first column
designates the predicate (e.g., infrastructure object id), and the attribute value
in the row in the second column designates the predicate value (e.g., a particular
object id selected from the list)—Fig. 2.
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4.4 Ontology and Semantic Scenario Knowledge Base

A formal scenario ontology has been designed to enable semantic description
of training scenarios in VR. The scenario ontology is a TBox, which specifies
the classes and properties used to describe training scenarios (ABox), as well
as relationships between these classes and properties. The scenario ontology has
been implemented using the RDF, RDFS and OWL standards.

Fig. 3. Ontology of VR training scenarios

The entities specified in the scenario ontology, as well as the relations between
them, are depicted in Fig. 3. The entities encompass classes (rectangles) and
properties (arrows) that fall into three categories describing: the workflow of
training scenarios, objects and elements of the infrastructure, and equipment
necessary to execute actions on the infrastructure.

Every scenario is represented by an individual of the Scenario class. A sce-
nario consists of at least one Step, which is the basic element of the workflow,
which consists of at least one Activity. Steps and activities correspond to two
levels of generalization of the tasks to be completed by training participants.
Activities specify equipment required when performing the works. In the VR
training environment, it can be presented as a toolkit, from which the user can
select the necessary tools. Steps and activities may also specify protective equip-
ment. Actions, which are grouped into activities, specify particular indivisible
tasks completed using the equipment specified for the activity. Actions are exe-
cuted on infrastructural components of two categories: Objects and Elements,
which form two-level hierarchies. A technician, who executes an action, changes
the State of an object’s element (called Interactive Element), which may affect
elements of this or other objects (called Dependent Elements). For example, a
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control panel of a dashboard is used to switch on and off a transformer, which
is announced on the panel and influences the infrastructure. N-ary relations
between different entities in a scenario are represented by individuals of the
Context class, e.g., associated actions, elements, and states. Non-typical situa-
tions in the workflow are modeled using Errors and Problems. While errors are
due to the user, e.g., a skipped action on a controller, problems are due to the
infrastructure, e.g., a controller’s failure.

Fig. 4. VR training scenario described as a semantic knowledge base (fragment)

The scenario knowledge base is an ABox specifying a specific training scenario
consisting of steps, activities and actions, along with its elements and infrastruc-
ture objects, which are described by classes and properties specified in the sce-
nario ontology (Fig. 4). Scenario knowledge bases are encoded in OWL/Turtle.
A scenario knowledge base is generated based on the scenario Excel workbook
by the VRSEd KB exporter module. It is then imported into the VR Train-
ing Application by an importer module, which – based on the scenario KB –
generates the equivalent object model of the scenario.

5 Example VR Training Scenario

A VR training scenario designed with VRSEd can be imported into the VR
Training Application. In Fig. 5, a training scenario imported into the Unity
3D IDE is presented. On the left, the training scene is visible with scenario
objects highlighted. On the right, three levels of the scenario, together with
their properties, can be seen.

In Fig. 6 and 7, the VR Training Application, as seen by a trainee in the
VR mode, is presented. The trainee can place hand in the walkie-talkie area and
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Fig. 5. Training scenario imported into Unity 3D IDE

Fig. 6. VR Training Application – execution of Step 1 Activity 1

press the controller button to display information about the step, activity and
action to be performed (Fig. 8).

By changing the scenario in VRSEd, a designer can modify all attributes of
any step, activity and action of the scenario. In Fig. 9, a scenario is presented
that starts with the working area not properly marked. Marking of the work
area is one of the mandatory steps before the real work can start. Therefore, the
first step for the trainee will be to mark the area with an appropriate sign. In
Fig. 10, the same scenario, but with the modified initial state, is presented. The
working area is already clearly marked, which is visible in the model, and the
trainee does not have to perform the action of marking. This change in VRSEd
requires only selecting a different initial state from a list in one of the scenario
rows. Performing this change directly in Unity 3D model and code would be a
difficult and time-consuming operation.
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Fig. 7. VR Training Application – execution of Step 1 Activity 2

Fig. 8. Avatar and walkie-talkie used to activate displaying of scenario commands

6 Results and Discussion

Training of employees in practical industrial environments requires the ability
to design new and modify existing training scenarios efficiently. In practice, the
number of scenarios is by far larger than the number of training scenes. In the
case of training electrical operators of high-voltage installations, typically one 3D
model of an electrical substation is associated with at least a dozen of different
scenarios. These scenarios include learning daily maintenance operations, reac-
tions to various problems that may occur in the installation as well as reactions
to infrastructure malfunction.

The training scenarios are typically very complex. The “Karczyn” scenario
used as an example in this paper covers only preparation for a specific mainte-
nance work and consists of 4 steps, 11 activities, and 17 actions. For each action,
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Fig. 9. Initial scenario state set to “Work Area Not Marked”

Fig. 10. Initial scenario state set to “Work Area Marked”

there are dependent objects (44 in case of this scenario). For each step, activity,
action and object, the scenario provides specific attributes (9–10 for each item).
For each attribute, the name, value, command and comment are provided. In
total, the specification of the course of the scenario consists of 945 rows in Excel.
In addition, there are 69 rows of specifications of errors and 146 rows of specifi-
cation of problems. The scenario also covers protective equipment, specific work
equipment, and others.

The generic scenario ontology (TBox) encoded in OWL takes 1,505 lines of
code and 55,320 bytes in total. The “Karczyn” scenario saved in Turtle (which
is a more efficient way of encoding ontologies and knowledge bases) has 2,930
lines of code and 209,139 bytes in total.
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Implementation of the “Karczyn” scenario directly as a set of Unity 3D C#
scripts would lead to very complex code, difficult to verify and maintain even by a
highly-proficient programmer. The design of such a scenario is clearly beyond the
capabilities of most domain experts dealing with everyday training of electrical
workers.

The use of the VRSEd tool, together with a formal ontology described in
this paper, enables concise representation of the scenario, and provides means of
editing and verification of scenario correctness with a user-friendly and familiar
tool. Moreover, by using different scenario templates, the tool can be customized
for different user groups, providing branding, explanatory graphics, automation,
hints and custom fields further simplifying the scenario design process.

An important aspect to consider is the size of the scenario representations.
The total size of the “Karczyn” Unity 3D project is 58 GB, while the size of
the executable version is only 1.8 GB. Storing 20 scenarios in editable form as
Unity projects would require 1.16 TB of disk space. Storing 20 scenarios in the
form of semantic knowledge bases requires only 4MB of storage space (plus the
size of the executable application). Such scenario representations can be easily
exchanged over the network between different training sites.

The ability to save scenarios at any stage of their development in the form of
Excel files further contributes to the increased solution’s usability. The “Karczyn”
scenario saved as an XLSX file requires 447KB. One can easily create and store
multiple versions of multiple scenarios on a typical laptop computer.

7 Conclusions and Future Works

The method of semantic modeling of VR training scenarios presented in this
paper enables flexible and precise modeling of scenarios at a high level of abstrac-
tion using concepts specific to a particular application domain instead of forcing
the designer to use low-level programming with techniques specific to computer
graphics. The presented VRSEd editor, in turn, enables efficient creation and
modification of the scenarios by domain experts. Hence, the method and the
tool make the development of VR applications, which generally is a highly tech-
nical task, attainable to non-technical users allowing them to use in the design
process concepts of their domains of interest.

Future works include several elements. First, the environment will be
extended to support collaborative creation of scenarios by distributed users. It
will require changing the document-based database implementation (currently
with Microsoft Access) with a full relational SQL database management system
supporting transactions and concurrent access of multiple users. Second, we plan
to extend the training application to support not only the training mode, but
also the verification mode of operation with appropriate scoring based on user’s
performance. Finally, we plan to extend the scenario ontology with concepts of
parallel sequences of activities, which can be desirable for multi-user training,
e.g., in firefighting.
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Abstract. Exploiting extended reality technologies in laboratory training
enhances both teaching and learning experiences. It complements the existing
traditional learning/teaching methods related to science, technology, engineering,
arts and mathematics. In this work, we use extended reality technologies to create
an interactive learning environment with dynamic educational content. The pro-
posed learning environment can be used by students of all levels of education,
to facilitate laboratory-based understanding of scientific concepts. We introduce
a low-cost and user-friendly multi-platform system for mobile devices which,
when coupled with edutainment dynamics, simulation, extended reality and nat-
ural hand movements sensing technologies such as hand gestures with virtual
triggers, is expected to engage users and prepare them efficiently for the actual
on-site laboratory experiments. The proposed system is evaluated by a group of
experts and the results are analyzed in detail, indicating the positive attitude of the
evaluators towards the adoption of the proposed system in laboratory educational
procedures. We conclude the paper by highlighting the capabilities of extended
reality and dynamic content management in educational microscopy procedures.

Keywords: Extended reality · STEAM education · Interactive technologies ·
Mobile extended reality · Human-computer interactions

1 Introduction

A key element of teaching content derived from Science, Technology, Engineering, Arts
andMathematics (STEAM), is the availability of laboratory infrastructure as it offers the
opportunity to acquire skills and a deeper understanding of natural phenomena [1]. In
1989,Nersessian [2] stressed that, “practical experience is the heart of science learning”,
which indicates the importance of having practical laboratories procedures within the
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educational process. Nonetheless, the installation of laboratory infrastructure requires
space, personnel and time, while its operation and maintenance can often raise costs
at a prohibitive level [3]. Considering this and the evolution of all disciplines, there
has been a growing need for innovative and low-cost methods/techniques/systems to be
introduced when teaching STEAM [4–7]. Information and Communication Technology
(ICT) has been introducing tools and systems for years now to complement laboratory
training. Nowadays, with the introduction of cutting-edge technologies such as Extended
Reality (XR), ICT has shown promising future outcomes towards the enhancement of
the “hands-on labs” (physically involved in laboratory performed activities) approach,
by overcoming obstacles related to budget, distance and availability.

The main contribution of this paper is the introduction of an innovative and interac-
tive educational mobile XR tool/system based on dynamic content for assisting learners
in laboratory instrument manipulation. To demonstrate our approaches, we make use
of a microscope (and its components) as it composes one of the fundamental instru-
ments of laboratories related to Biology, Physics and Chemistry (Science), which are
also known as “wet labs” [8–11]. Within this framework, the proposed system aims to
instruct learners about a microscope’s main components and functionalities. Addition-
ally, it enables users to learn about various laboratory procedures by interacting with
the microscope using hand gestures over virtual triggers (single camera-based motion
sensing technologies). Understanding the need and the importance of the dynamic man-
agement of educational content [12], this system introduces aWeb based interface based
on link data technologies [13]. It must be stressed that the proposed system also aims at
the exploitation of edutainment approaches [14–17], setting the standards for increased
immersion and presence in the XR environment, stimulating the user’s senses, leading
to better understanding of educational material and new skill development [16].

The rest of this paper is organized as follows. The following section covers a brief
literature review of related works while indicating the novelties of the proposed system.
The third section offers a detailed analysis of the system’s architecture and components.
The fourth section provides the educational approaches, while the fifth focuses on the
system’s objective evaluation. The paper concludes by summarizing the key points of
the proposed system and sets out future directions.

2 Background

The evolution of Virtual Reality (VR) technologies combined with low cost equipment
has allowed the emergence of innovative laboratory training solutions [18]. By using
simulation techniques, researchers attempt to overcome cost, time and spatial obstacles
thus changing the setting of STEAM education through the application of virtual labora-
tories [19, 20]. Studies have shown that students, who perform experiments in a virtual
environment, become familiar with the laboratory instruments and, therefore, can be
more actively involved in the physical lab training process [8].
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Researchers pinpointed that the use ofXR in STEAMeducation results in an increase
of user achievement [21], engagement and motivation to accept change [22] as well as
improved knowledge acquisitionwhile amplifying both pleasure and enjoyment of being
involved. The use of XR in laboratory training can provide efficient, safe, convenient,
flexible and portable educational tools. Such tools allow users to access them easily,
anytime and remotely (from any computer system that access the Web) [23]. Therefore,
they can help prepare students for the on-site hands-on laboratory experience. Over the
years, several studies have been conducted on the use of VR technology in laboratory
training. Onlabs is a standalone 3D virtual reality biology laboratory that provides a
high-level realistic environment for higher education students [20]. Becerra et al. [4]
developed and evaluated a low-cost VR application for understanding of movement in
physics by using gamification techniques. Bogusevschi and Muntean [6] introduced a
VR application for experimental laboratory simulations of “Water Cycle in Nature” for
primary school students. In the terms of learners’ experience and application usability,
the results were very encouraging.

Additionally, edutainment is often used, which is the combination of fun and educa-
tion [16] that can be achieved either by incorporating elements of entertainment into a
learning scenario or vice versa. The goal of edutainment is to make learning enjoyable,
by enabling an interesting and engaging experience, transforming the learning process
into an event, supporting the active participation [17]. Nowadays, technology provides
the media that can stimulate learners’ senses in order to maximize their engagement and
understanding of the educational material, while enables the instructors to easily per-
sonalize and communicate the content of their teaching [24]. Aksakal [16], referring to
the education expert David Buckingham said that when edutainment is based on visual
context, constitutes “the game of describing with least word”. Edutainment is widely
applied through VR technology, with many future promising results through XR appli-
cations, since XR technology supports interaction, personalization and fun, through the
undoubtfully interesting and engaging ability to simultaneously explore real and virtual
elements in the same environment. Nevertheless, Okan [14] aptly states that during the
design process of an edutainment application “the question is how much “edu” and how
much “tainment” [25] should be included”. Thus, the design of an edutainment software
should be focused on the efficient communication of the educational content and the user
should not be distracted by the enrichment content.

Nowadays, even though “physical” laboratories are still the fundamental core of
STEAM laboratory education, researchers aim to develop systems and tools using XR
technologies.However, the creation of a user-friendly enjoyablemultilingual system/tool
with personalized content which can be used in all levels of education is a challenging
task especially when the corresponding effectiveness is required to remain unaffected
by geographical, financial and time constraints. The proposed system constitutes a part
of the integrated system XRLabs which explores the development of STEAM educa-
tional systems/tools based on conventional laboratory training procedures for students
of all educational levels [7, 26]. The proposed system aims at allowing users to practice
remotely without time and sources restrictions, focusing on skill acquisition and better
understanding of laboratory procedures, by using a low-cost, user-friendly mobile XR
solution for every education level.
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3 User-Centric Extended Reality Based Framework

One of the most essential and frequently used instruments in hard science laboratories is
the microscope. In our study we choose to make use of a photonic stereo microscope to
exploit the capabilities of XR in STEAM education. The proposed system is structured
on three main components (sub-systems): the dynamic management of the educational
content, the implementation of AR/MR as part of the XR technology and the use of hand
gestures as an interaction method (virtual buttons triggering).

Figure 1 depicts the system’s main architecture. It clearly indicates that the educa-
tional part of the system appeals to many different user levels. The demonstration of the
educational content takes place via the XR sub-system using mobile devices. Moreover,
the educational content and the scenarios are managed by expert users (e.g. trainers)
through a Web-based Graphical User Interface (GUI). On the other hand, it should be
highlighted that userswithout Internet accessmay exploit some local content (considered
as default).

Fig. 1. System’s architecture overview

3.1 Dynamic Content Management (DCM)

The first sub-system implements a Dynamic Content Management (DCM) application
of the educational content using a Web-based GUI. The ability to add new user groups
(different levels) as well as editing existing groups is the first step that experts (trainers
etc.) should perform. Furthermore, they can select a list of target groups and assign to
them appropriate educational content according to their interests. In addition, a system
for registering users and logging in to the platform has been implemented to manage the
users of the system (trainers and learners), enabling personalization. All content of the
XR systems can be managed through the DCM sub-system in real-time. The application
supports multiple languages, but the demonstration has been implemented to support
English and Greek. Figure 2 depicts screenshots of the DCM.
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Fig. 2. Web-based dynamic content interface snapshots.

3.2 XR Sub-system

The second sub-system (XR) is aimed for mobile devices, Android and iOS smartphones
and tablets, exploiting the advanced capabilities of the Unity game engine and the Vufo-
ria SDK. Two different tracking methods are being exploited serving different purposes.
Firstly, we exploit image marker tracking (marker-based methods) [27] to present the
virtual laboratory instrument (3D microscope) on a real surface (e.g. table). To be more
specific, when the device’s camera detects a specially designed image (in our case com-
posed of multiple QR codes) which operates as a marker, it triggers the display of the
necessary virtual elements (microscope, virtual buttons) on top of it. This approach con-
stitutes a version of the educational tool that aims to enable distance training when the
real instrument is not available to the learner. Secondly, we exploit an advanced object
recognition technique, based on model target detection, using the available 3D model of
an object, in our case the microscope. In this case the user has the ability to superimpose
information on top of the actual instrument. Specifically, when the camera detects the
real microscope (physical laboratory instrument) and a pointer (dot) in the center of the
screen aims at some component on the real microscope, that component is highlighted,
and the relevant educational content appears next to it.

Both approaches can run independently or simultaneously. When applied together,
the user has the opportunity to enhance her/his learning skills, by visually matching the
focused part of the virtual microscope, with the corresponding part of the real micro-
scope. Additionally, MR features are applied, like virtual triggers being responsive to
environment (hand movements) and occlusion handling [28] (the real microscope hides
the virtual one when the latter is placed behind the real) as it is expected in the actual
reality according to the position of the two objects.

The system also applies in stereoscopic mode, where the user can use special low-
cost AR glasses. Therefore, it is important to stress that smartphones have a significant
advantage over tablet devices. Because of their size, they can be easily attached on a head-
mounted stereo view cardboard (a low-cost solution for VR/AR/MR applications) and
improve the immersive attributes of the educational process. Figure 3 depicts snapshots
of the XR user experience, illustrating the simultaneous viewing of the two different
versionswhere the user can visualize and understand the real components that correspond
to the virtual components of the microscope.
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Fig. 3. Simultaneous display of both detection methods showing MR features

Given the fact that many studies have highlighted the problem of motion sickness in
virtual environments [29, 30], the deployment of theXR sub-system in two different view
modes: stereoscopic view and full-screen view, enables the user to personalize his/her
experience according to his/her needs, preferences and possible physical discomforts.

3.3 Interaction Sub-system

For the implementation of the interaction sub-system, we exploit motion sensing tech-
nologies, single camera-based hand-tracking method via the emerging technology of
marker based Virtual Triggering (VT). Simply put, the latter technology allows users
to move their hand over a specific marker in the camera’s field-of-view and the system
returns the corresponding action. Figure 4 acts as a representation of the hand motion
tracking mechanism over the area of a virtual button (small QR codes) in the camera’s
field-of-view. The red ray indicates the connection between virtual microscope and the
mobile device camera. The yellow and green rays refer to exiting/entering system and
view modes, while blue rays refer to the interactions with the virtual microscope and its
components (training material). The right image of Fig. 4 depicts an example where the
user interrupts the communication between the camera and the most bottom-right QR
code, resulting in a real-time interaction with the light of the microscope.

Fig. 4. Single camera based virtual buttons triggering methods
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It is important to stress that we choose to use the marker-based AR technology, to
take advantage of VT approaches, in order to create a unified system that will exploit
the same interaction method in both stereoscopic and full screen mode, enhancing the
application’s user friendliness. Thus, the trainee will not be obliged to become familiar
with different interaction methods depending the view mode they choose.

The proposed method, composes a natural low-cost way of interacting with the
virtual object by exploiting hand moves, aiming to increase immersion and improve
the educational experience without the need of expensive equipment. For example,
in the “Microscopy” mode, when the user moves his/her hand over the virtual button
“Interaction”, the user simultaneously can interact (rotate, press, etc.) with the targeted
microscope component, thus simulating its real functionality.

Table 1 summarizes the functionality of each virtual button placed on the image
marker in addition to the mode and view being activated.

Table 1. Virtual buttons functionality summarize

Virtual button functionality Mode* View**

EXIT Exit stereoscopic view Both Stereo

Mono/Stereo Toggle Full screen/Stereoscopic view Both Both

General info Enable/Disable startup general information Both Both

Back Return to the previous step of the microscopy process Microscopy Both

Next Go to the next step of the microscopy process Microscopy Both

Interaction Interact with the targeted microscope component Microscopy Both

*Microscope Exploration or Microscopy or Both
**Full Screen or Stereo or Both

For the clarity of the experience, the elements being selected (components of the
microscope) are highlighted with Red color, while in the “Microscopy” mode, the ele-
ments that the user interacts with, are highlighted in green. Figure 5 presents snapshots
of the system. In particular, it illustrates the 3D model of the microscope, which with
the use of the image marker, spawns on the real surface next to the real microscope.
Furthermore, the top right image shows the appropriate highlighting while individual
components are in focus (red color) or being interacted with (green color). All text con-
tent is obtained dynamically from the repositories. Additionally, the bottom image of
Fig. 5 depicts the stereoscopic view mode.
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Fig. 5. Extended Reality based training in microscope manipulation. (Color figure online)

4 Educational Approach

In laboratory training, it is of great importance that the learner is familiar in advance
with the basic functions of the laboratory instrument, in order to avoid unnecessary
costs, wasted time and resources due to misuse and lack of experience [8]. Addition-
ally, simulation in education, increases student engagement and motivation utilizing an
Edutainment environment. Moreover, with the outbreak of the pandemic (Coronavirus
disease 2019, COVID-19)1, many countries around the world were forced to impose
quarantine, thus highlighting the necessity of the existence of infrastructure for distance
work and education. As a result, the possibility of developing systems that enhance the
remote laboratory training for educational science programs where the performance of
hands-on activities is crucial, is very promising and welcomed.

The system we propose is a low-cost solution which can supplement or be an alter-
native to real skills training, exploiting edutainment mechanisms. First of all, the train-
ers can intervene in the education procedure by introducing the educational material
dynamically and enable the learners to self-practice remotely as many times as needed
to understand the subject. As mentioned in the previous session, one of the fundamental
principles of edutainment is personalization, which allows trainees to acquire knowledge
for the same subject at their own pace [17]. The main purpose of the proposed system is
to: (i) provide general technical information about a laboratory instrument, (ii) focus on

1 Covid-19 of the SARS-CoV-2 virus, which was first detected in the Chinese city of Wuhan at
the end of 2019.
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the components of a microscope and their functionalities and (iii) interactively demon-
strate the basic steps of a complete microscopy procedure. System usage flowchart for
learners is depicted in Fig. 6.

Fig. 6. The main flowchart of system usage

When the application is launched, the user is prompted to login to the system using
credentials acquired by their trainer. Next, the user selects the appropriate language
followed by the selection of the appropriate educational content based on his/her skill
level. Thus,wehave created different educational content for different target groups, such
as (i) Primary education, (ii) Secondary education, (iii) Higher education and scientists,
and (iv) others. At this point, it should be highlighted that the trainer may create specific
content for a given user group. As a next step, the user selects the preferred trainingmode
(“Microscope Exploration” or “Microscopy”), based on the needs of the educational
course. The last step involves the selection of view mode (Stereoscopic or Full-screen).
Users without head-mounting or users with tablet-based devices are recommended to
use the full-screen mode.

The deployment2 provides two different training scenarios to learners. In the first
mode (“Microscope exploration”) the user can turn the camera around the virtual or/and
(or if available) the real microscope, pointing it at individual components of the instru-
ment and get information about its functionalities (see footnote 2). The second mode
(“Microscopy”) is the sequential demonstration of the microscopy process in a step
by step manner. In this mode, the user can interact with the components of the virtual
microscope by using the necessary virtual triggers to manipulate it in real-time. Individ-
ual steps need to be followed to complete the microscopy procedure (see footnote 2).
The design of the use of virtual buttons that trigger the sequence of microscopy steps
(Next, Back), does not allow user errors (the interaction with the microscope through
the virtual button is enabled only if the previous step is successfully completed), which
enhances the user-friendliness of the application.

When the real microscope is available, the learner can use the acquired knowledge
to perform the microscopy using the real instrument, having real-time empirical knowl-
edge thus minimizing the possibility of mishandling it. Therefore, knowledge is better
communicated through imitation and repetition. In the classroom where material, time
and laboratory instruments availability are important, the system allows all students
to simultaneously practice using the virtual version on their mobile device, while the
teacher demonstrates the microscopy process on the real microscope. Hence, the learner

2 Deployment as well as all the additional support material: http://www.ceti.gr/chairiq/xrlabs/.

http://www.ceti.gr/chairiq/xrlabs/
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takes an active role in her/his learning, acquiring knowledge and having fun through
empiric learning.

In developing the system for training different target groups onmicroscopy, the learn-
ing theories of how knowledge is constructed, were taken into consideration. With the
Microscope Exploration Mode and based on the behaviorism [31], the system teaches
facts and gives essential information for understanding the new concept of microscopy
and acquiring the knowledge through repetition. In the Microscopy Mode, we consid-
ered the Cognitive Load Theory [32] and as we acknowledged that the microscopy
experiment has an inherent difficulty, we divided this experiment into 14 steps in order
to lower the high intrinsic cognitive load [33]. The extraneous load was also limited
to a minimum, by avoiding unnecessary information and confusing instructions [34].
Finally, as constructivism declares, we designed an application that engages actively the
learner as it includes observation, reflection, data collection and interaction. Aiming to
increase enjoyment through learning, we combine personalization, interaction and sim-
ulation technology, thus the system stimulates the student’s instinctive curiosity to learn
through experience. Providing the opportunity for distance training, we enable students
to practice continuously, thus increasing their confidence in understanding the process,
enjoying the satisfaction of good student performance.

The combination of XR technologies and hand gestures based interactive methods
provides a pleasant and interesting educational environment for the users. The enter-
taining aspects of the proposed system (interactive educational scenarios, simulation,
graphical, visual and personalized content) are offered to attract and engage learners to
enjoy the laboratory training process. However, the incorporation of the graphical ele-
ments into the system (information pointers, highlight shapes, colors) are used carefully,
without unnecessary effects, aiming to emphasize to the educational content, without
distracting the learner. Thus, combined with personalization and interaction, the system
motivates the learners to get in touch and understand the subject through stimulating
their curiosity and their senses, aiming at learning and not just having fun with the appli-
cation [14]. The development of educational scenarios through the DCM is controlled
by the trainers, providing them the important capability of customization of the educa-
tional scenarios/procedures or the development of new ones. For example, instructors
through DCM can change the educational text content that want to communicate each
time or select samples for microscopy that will be available to the trainee as images,
depending on the actual experiment they want to present to him/her. Additionally, train-
ers may exploit the proposed system as a laboratory procedure demonstration that offers
enhanced experience through a screen sharing plugin of the mobile device. This leads to
a worldwide real-time connection among trainers and learners. To sum up, the exploita-
tion of the proposed system by the learner in educational processes focuses on three
different aspects:

– Home practicing: as a preparation tool before the interaction with the physical
laboratory instruments, which allows learners to repeat the experiment without
constraints.

– Instrument guide: the learner may exploit the XR systems during the real experiment
in the physical laboratory for further information or to recall some elements of the
instrument.
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– Continuous knowledge update/lifelong learning: without any restrictions, out of
courses or training sessions and available for anyone.

5 System Evaluation

In order to study the effectiveness of the proposed system, eleven laboratory (Hard
Science) experts (Researchers/University Teachers) and computer graphics (Computer
Science) experts (Researchers/University Teachers) are employed to evaluate it, based
on a short questionnaire in accordance with evaluation rules pointed out by Guimaraes
and Martins [35]. The evaluation procedure was as follows: first the experts watched
an instruction video, then they had the opportunity to test the system by themselves
and at the end they answered the questionnaire. The analysis of the results confirms
the positive impression of scientists in combining XR technologies with educational
content. Overall, the system was well-rated and judged as very useful supplementary
tool for demonstrating and teaching laboratory instrument functionalities.

Some statistical results of the experts’ evaluation are depicted in Fig. 7 where the
top-left graph presents the experience of the experts in AR/MR systems, from very low
to very high [1, 5]. It should be highlighted that moderate to low experience experts
are laboratory experts, while the rest are computer graphics experts. Considering that
the system mainly focuses on educating learners, it is critical to exploit XR technology
and create an interesting and fun learning tool without distracting the user from the
educational process. The evaluation process gave satisfactory results with 81,9% of the
respondents (“agree” and “strongly agree”, columns 4 and 5) that theywere not distracted
from the educational subject (Fig. 7 graph b). On the other hand, the interaction system
(Fig. 7 graph c) and the user instructions (Fig. 7 graph d) were accepted quite widely.
Furthermore, 72,7%of the experts, preferred the full-screenmode instead of stereoscopic
mode. Nevertheless, exploring these results, we have set as one of our future goals to
focus on improving the usability of stereo mode.

Fig. 7. Statistical results of the experts’ evaluation.
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6 Conclusions

The main scope of the proposed system is to introduce a low-cost, innovative, dynamic
and interactive educational XR based tool, for assisting users in laboratory training (both
in handling equipment and carrying out experimental processes). The tool is considered
as a part of the STEAM education toolkit and it is addressed to all educational levels.
Thus, we aim to attempt an approach to laboratory instruction, utilizing simulation and
XR technology, combined with dynamic data management and interaction techniques,
that can exploit ideally all user senses. Unlike the traditional science lab, this system
does not require a specific physical space or dedicated room and simply assumes the
availability of a mobile device (smartphone or tablet), thus solving problems of labo-
ratory equipment availability, cost, maintenance, possible instrument’s misuse and user
safety. Additionally, learners are given the opportunity to practice as much as they want
without restrictions such as time, cost, availability, distance as well as safety issues. In
addition, using this system reduces the repair costs and the risks of misusing the lab-
oratory facilities, as misuse can cause considerable damage to expensive and sensitive
equipment. Similarly, students’ safety can be improved as they become aware of the
possible laboratory hazards (equipment and consumables) at a virtual while inexpensive
level. Furthermore, the adoption of a dynamic management system of the educational
content allows flexibility and enhances the creation of amultilingual educational system.

In the future, we aim to develop an upgraded system, exploiting marker-less XR
techniques to eliminate the need of special printed image markers. Moreover, we will
explore cutting-edge interaction methods such as the use of special sensor devices to
achieve higher levels of gesture estimation accuracy in order to engage the learner in a
more realistic and natural experience. Furthermore, we will approach the enrichment of
the enjoyment of the system using gamified elements. Finally, we will focus on assessing
the effectiveness of the system by assessing the learners experience, with pretests and
post-test based on learning analytics methodologies. In general, the main goal will be
to succeed in creating an educational playful platform that attracts both trainers and
learners and engage them in utilizing entertainment and rewarding motives.
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Abstract. Hand tracking is essential in many applications reaching
from the creation of CGI movies to medical applications and even real-
time, natural, physically-based grasping in VR. Optical marker-based
tracking is often the method of choice because of its high accuracy, the
support for large workspaces, good performance, and there is no wiring
of the user required. However, the tracking algorithms may fail in case of
hand poses where some of the markers are occluded. These cases require
a subsequent reassignment of labels to reappearing markers. Currently,
convolutional neural networks (CNN) show promising results for this
re-labeling because they are relatively stable and real-time capable. In
this paper, we present several methods to improve the accuracy of label
predictions using CNNs. The main idea is to improve the input to the
CNNs, which is derived from the output of the optical tracking system.
To do so, we propose a method based on principal component analysis, a
projection method that is perpendicular to the palm, and a multi-image
approach. Our results show that our methods provide better label pre-
dictions than current state-of-the-art algorithms, and they can be even
extended to other tracking applications.

Keywords: Hand tracking · Motion capturing · Marker labeling

1 Introduction

The human hand is the most versatile tool of the human body to interact with the
surrounding world, e.g., by grasping or pointing at objects. In order to allow for
this most natural interaction method in virtual environments, too, it is necessary
to track the human hands and transfer their movements and poses into the VR
world to control a virtual hand. A wide variety of different tracking methods
have been developed and some commercial products, such as the Oculus Quest,
already feature built-in markerless tracking. While tracking methods using single
cameras are easy to set up, they can only track the user’s hand with moderate
accuracy. This is sufficient for basic interactions in virtual environments. Our
motivation for developing a high-precision tracking pipeline is the investigation
c© Springer Nature Switzerland AG 2020
P. Bourdot et al. (Eds.): EuroVR 2020, LNCS 12499, pp. 165–177, 2020.
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of natural grasping behavior of humans with its variety of complex manipulations
and the capability to flexibly adapt to unexpected situations, in order to provide
models that enable a more natural grasping behavior in robotics. Thus, high
precision tracking is a crucial precondition for the quality of the underlying
datasets that will be generated with human participants.

In general, high precision hand tracking is essential in all scenarios where
physically-based grasping is needed to enable dexterous manipulation of objects
[21]. Here, hand deformation and friction is taken into account, and accurate
hand poses are necessary for a realistic force estimation to guarantee the stabil-
ity of grasps. High precision tracking is also necessary in other fields like immer-
sive medical training or interactive virtual prototyping that require a precise
recognition of hand poses, too.

The only technology available today that can generate the required accuracy
is optical marker-based tracking using a multi-camera setup, such as Optitrack
systems, which can deliver an accuracy in the sub-millimeter range with high
frame rates. Typical optical tracking systems like Optitrack usually only track
the positions of individual passive markers in 3D; connectivity information has
to be computed from these marker positions algorithmically. Initially, labels can
be assigned to the markers in order to relate them to their semantic positions,
e.g., the tip of the thumb or the palm. The human hand, which has 27 degrees
of freedom in a relatively small space, requires a dense marker set, especially for
high-precision tracking. On the one hand, denser marker sets reduce tracking
errors. On the other hand, due to the complex geometry and motion of the
hand, markers are often occluded due to self-occlusion. In this case, reappearing
markers must be relabeled to transfer the motion correctly to a virtual hand in
the virtual environment. Especially for virtual reality applications, this relabeling
process has to be performed in real-time and should be highly accurate. So, we
cannot take subsequent motions into account, which is possible in mo-cap post-
processing.

Han et al. [10] have formulated the labeling of dense marker sets as an image
keypoint problem. Their basic idea was to solve it using a convolutional neural
network (CNN). CNNs work very well for 2D images, but for unstructured 3D
problems, CNNs are difficult to apply in real-time. Hence, they decided to project
the 3D positions of the markers, delivered by the tracking system, onto a 2D
plane and input this 2D image to the CNN. They report remarkable results with
a real-time performance.

In this paper, we present several significant improvements over this state-of-
the-art labeling prediction. Our main approach is to optimize the transformation
of the 3D marker positions to the 2D planes. We propose three methods to opti-
mize this crucial step. First, an obvious idea is to use several random directions
instead of a single one and evaluate them in parallel. We combined this idea
with an optimization algorithm to identify the best result. Second, we applied a
principal component analysis (PCA) on the dense marker set to predict depth
images with optimal spatial distributions. Our third method takes into account
that typically the palm is easy to identify and unlikely to be occluded. Hence, we
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chose a projection perpendicular to the palm to increase the labeling prediction.
In addition, with the additional knowledge about the projection direction in
case of the palm projection and the PCA, we hypothesized that a CNN trained
specifically for this case could achieve better results than the original CNN that
was trained for random projections. Consequently, we generated new CNNs for
these cases.

We have tested our algorithms with synthetic data and in a real-world hand
tracking application. Our results show significant improvements over the current
state-of-the-art labeling prediction. Even more so, we were able to increase dra-
matically the number of tracking frames where all marker labels are predicted
correctly. This is important measure of assessing labeling accuracy in cases where
many markers were occluded and need to be relabeled when they reappear at the
same time (e.g., in a motion from fist to open hand). Also, in case of small track-
ing volumes, the hand can temporarily leave that volume and must be relabeled
completely when re-entering. The same can happen for complicated hand poses
with a low number of cameras, where many self occlusions occur. In this paper,
we have focused on hand tracking, but our methods can be easily generalized to
other labeling problems as well.

2 Related Work

Optical motion capturing is used in many areas, for instance, in animation for
games and movies, medical studies [6] or virtual assembly [22]. Labeling of pas-
sive markers on non-rigid structures is an active field of research. In general,
it can be broadly categorized into two categories: tracking of sparse and dense
markersets. Sparse markers are often used for large capture volumes and full-
body tracking. Compared with dense markers where 19 markers are used for
hand tracking, labeling is easier, but small nuances in movement are hard to
track with 13 or fewer markers [1].

Meyer et al. [13] used key poses for labeling and a least-squares method to
track marker positions to recover from occlusions. Schubert et al. [18] relaxed
the requirement for an initial pose and allows nearly arbitrary poses. Aristidou
and Lasenby [2] predict positions of occluded markers using a Variable Turn
Model within an unscented Kalman filter without assuming any skeleton model.
In Alexanderson et al. [1], Gaussian mixture models are used to track sparse
markersets in large capture volumes. They do not require any key poses, and
the system is stable even when the user leaves and enters the capture volume.
After initializing labels, reappearing markers are relabeled in real-time using
inverse kinematics (IK) in Maycock et al. [12]. They predict positions of non-
critical occluded markers during run time. Ghorbani et al. [8] use permutation
learning to automatically label markers without manual initialization for full
body tracking. Han et al. [10] use a CNN to label dense markersets by creating
depth images from 3D marker positions.

There exist many hand tracking methods besides passive optical marker
tracking. Pavllo et al. [16] are using active markers and IMUs to predict motion
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even when occlusions happen. While this method is accurate, it requires a heavy
glove with cables. Sensor-based tracking using stretch-sensing [9] or bend-sensing
gloves [23] is easy to set up, without occlusions and usable in nearly every envi-
ronment. However, they usually require cables or batteries and the average error
of joint angles is 6–8◦, even after a user-specific calibration. Recently IMU-based
gloves were developed for medical evaluations [5,11]. Hand tracking with single
RGB cameras [14,19,20] or depth cameras [3,7] are the most obtainable meth-
ods. In [15] even tightly interacting hands can be tracked. However, they are not
suitable for applications that need high precision tracking.

Fig. 1. Overview of our labeling pipeline (adapted from [10]).

3 Our Approach

Optical motion capturing software uses multiple cameras, often in the infrared
spectrum, to track a set of reflective markers and computes their 3D positional
data. Tracked data is accurate but often suffers from occlusion of markers. In
hand tracking, a typical example of occlusions are markers that are too close to
the body; hence, cameras cannot see them. When markers become visible again,
correct labels must be assigned to every reappearing marker. For instance, the
markers on the tip of the index finger must be differentiated from the tip marker
on the middle finger but also from the index fingers’ carpus marker to avoid
wrongly detected hand poses. For the online labeling of markers, [10] proposed
a method based on convolutional neural networks for relabeling. We will give a
short recap of this method because our approach is inspired by it.

3.1 Recap: CNN-Based Marker Labeling

The main idea presented by [10] to solve the relabeling problem is to use CNNs.
An outline of the labeling pipeline is shown in Fig. 1. In practice, 3D CNNs
are too slow for real-time applications [17]; hence, the authors decided to use
a network with 2D convolutions. To do that, they transform the 3D marker
positions delivered by the tracking software into a 2D image using orthographic
projection. The direction of the projection axis is found by creating a random
point and determining the direction to the weighted center of the point cloud
from this position. Values along the projection axis can be understood as depth
values and are normalized in the range [0.1, 1.0]. By splatting the markers on the
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image, their relative depth is preserved. The resulted image (Fig. 2b)) is used
as input for the actual CNN, which predicts a vector of 3D marker positions.
The vector elements’ order is fixed and corresponds to a label; for instance, the
fourth vector element corresponds to the marker on the thumb tip. To assign
these labels to the original markers, matching of the predicted 3D positions to
the markers’ real 3D positions is done by solving a minimum weight bipartite
matching problem. The most important step to influence the quality of the
resulting label is the generation of the 2D image from the 3D points, i.e., mainly
the choice of the projection direction. In [10], the authors simply created ten 2D
images using random projection axes (RPA) to label a single frame of markers
positions. From these ten images, the one with the highest spatial spread is
selected and fed into the CNN. In the following, we propose three methods for
image generation which all improve the labeling results compared to RPA.

Fig. 2. Image a) shows the point cloud data of the tracked markers for a flat hand pose
(small joint angles). To label the 3D positional data, a depth image is created from
a). In b), the depth image was created from a random projection direction. Image c)
uses a projection axis generated with the PCA method. Image d) was created using a
projection axis perpendicular to the palm (PalmP). The depth information is visualized
as pixel intensities.

3.2 Our Projection Methods

As mentioned above, the main idea for the improvement of the labeling quality
is the choice of an optimized projection direction. We propose three methods
that we will detail in the following.

Multi Images - Minimal Cost. The RPA method creates ten images from
the point cloud but feds only one of them for labeling into the CNN. A straight
forward idea for the improvement would be to feed them all into the CNN and
choose the best result from the output of the network. This consideration is the
basis of our multi images - minimal cost method (Multi). Obviously, this requires
an appropriate rating function. Moreover, the method can be generalized to
create n depth images and choose an optimum number of projection directions
based on results from experiments which we will discuss in Sect. 4. Finally, we
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decided to generate the directions for the n images not completely randomly
but distribute them uniformly on a sphere around the point cloud’s center. All
images pass through the network, and we get n vectors of 3D marker data. We
use minimum weight bipartite matching to solve the minimum-cost flow problem
for all output vectors. In the minimum-cost flow problem, the edges between
the initial and predicted 3D marker positions represent distances. Subsequently,
selecting the solution with the lowest C corresponds to a matching where the
euclidean distance between initial and predicted markers is minimal:

min(C(1), . . . , C(n)) with C(i) =
∑

j=1

∥∥∥y
(i)
j − x

(i)
M(j)

∥∥∥
2
. (1)

Consequently, we select the set of labels with the lowest matching cost C to get
the best fitting solution.

Principal Component Analysis. Instead of selecting the highest spatial
spread out of a random set of images, we can also calculate a projection plane
that yields an image with a high spatial spread for the given marker positions.
A traditional method to find such a projection axis is to compute a principal
component analysis (PCA) for the 3D points. More precisely, using PCA, we can
find the three principal axes of our point cloud. The first two principal axes are
pointing in the direction of the highest variance, also called the spatial spread.
Consequently, we have chosen the projection direction as the last principal axis.
In detail: Our projection vector v is given by the eigenvector vi, i = 1...3 which
corresponds to the smallest eigenvalue λ of the covariance matrix of the point
cloud:

p = vi with λi = min(λ1, λ2, λ3). (2)

Figure 2c) shows a depth image created by the PCA method.

Palm Prediction. While the previously proposed methods can be generalized
easily to arbitrary labeling problems, our final method is based on the domain
knowledge that we are actually tracking a human hand. The idea is to find a pro-
jection axis that will lead to similar images independent of the actual hand poses.
We decided to define a projection perpendicular to the palm. To get the palm’s
orientation in our marker point cloud, we require that the markers attached on
the back of the hand are identified. Our glove has three rigidly attached mark-
ers on the back of the hand (see Fig. 7). We can then easily determine these
markers under the assumption that the distance between them does not change.
Figure 2d) show an image created with our palm prediction method (PalmP).

3.3 CNN Training

In principle, we could simply reuse the original CNN network proposed by [10];
all our methods are compatible. However, this network is trained with random
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projection directions and hence would deliver the best results with this kind of
input. In the case of our PCA and especially the Palm Prediction projections,
that partly consider domain knowledge, the specifically trained neural network
could provide better results which is also supported by our experiments (see
Sect. 4). Hence, we decided to train the network with specifically generated input
images for these particular methods.

4 Results

We have evaluated the performance as well as the quality of our CNN-based
labeling methods. We have them with both, synthetic data but also in a real VR
hand tracking environment. All our experiments were performed on a Linux-PC
running Ubuntu 20.04 with an Intel Core i7 3.5 GHz, 16 GByte of main memory,
and an NVIDIA GTX 1080 Ti GPU with Tensorflow 1.13.1.

4.1 CNN Architecture and Training

In order to guarantee a fair comparison of our methods with the current state-
of-the-art labeling method, we decided to use the same network architecture and
training data as proposed by [10]. They used a VGG-style neural network with
several 3 × 3 convolutional layers followed by a fully connected layer. As input
for the CNN, they used depth images of size 52× 52. There is also a training set
of 168691 frames of labeled hand configurations available (please note, in [10],
there were 170330 frames used), which were synthetically generated from real
hand motion of five different users. In [10], the network was trained using random
depth images. To increase the labeling accuracy of PCA and PalmP we decided
to additionally use networks trained with depth images generated from the PCA
and PalmP methods. This increased the accuracy by more than 40% points
compared to the network trained with random sampling. To avoid overfitting,
we split the data into a training and validation set for PCA and PalmP networks,
which reduces the training set to 137357 frames. In the following, we evaluate
all methods using this synthetic validation data set.

4.2 Synthetic Data

We first evaluated the labeling performance of our networks on the synthetic
data set provided by [10]. The results are summarized in the left plot of Fig. 3.
In comparison to the original RPA projection, our labeling methods improve the
number of correctly labeled markers in all cases. For instance, PCA increases
the labeling accuracy to 90%, which is an improvement of 14% points. It can be
directly applied on the point cloud data without the need to know any marker
labels beforehand. When labels for the markers for the palm are known, we can
apply the PalmP method, which improves the accuracy up to 97%. The accuracy
of the Multi method with 20 images is 95%, which is slightly lower than the
PalmP results. Similar to PCA, no marker labels or geometric information is
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needed. Instead, we pass as many images as possible to the CNN and select the
output with the lowest matching cost as our solution. This leads to higher run
times, which are investigated in Sect. 4.4.

Interestingly, our implementation of the orig. RPA method was not able to
reproduce the results from [10], where an accuracy of 85–99% was reported. To
minimize the chance of implementation errors, we implemented a number of tests
for our code and tried both the original released pre-trained network and our
own trained network. Even with these discrepancies between the results, it is
clear that our projection methods improved the results.
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Fig. 3. Using the synthetic validation set, the labeling accuracy of all methods is com-
pared. The left image shows the percentage of correctly labeled markers. The right
image shows the percentage of frames, where every marker has the correct label. All
our methods improve the current state-of-the-art (RPA). For the Multi method 20
images were used.

We further evaluate the capacity of the networks to label all markers in a
frame correctly. This is important in cases where many markers are occluded
simultaneously, and all must be relabeled from scratch. As an example, con-
sider the case where only two markers were mislabeled. We would still have a
labeling accuracy of 89%, but labels of the two markers are mixed up and hand
pose reconstruction would fail. The results are shown in the right of Fig. 3. Our
methods label between 70% (PCA) and 88% (PalmP) of all frames entirely cor-
rectly. This is an improvement of up to 41% points compared to the original
RPA method.

PalmP. In the PalmP method, we use a projection perpendicular to the palm.
However, we could also choose other markers to define a coordinate system for
the projection, it is not obvious that the projection perpendicular to the palm is
best. An example of an alternative would be an axis perpendicular to the plane
containing two markers from the back of the hand and one from the thumb tip. To
find the optimal projection, we have trained the CNN using other projections and
computed the labeling accuracy. Figure 4 shows the results. Indeed, we achieve
the best accuracy for the palm projection. We get slightly lower results for a plane
containing two palm markers and one at a fingertip. A plane constructed from
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Fig. 4. The labeling accuracy for different image planes for the PalmP method is shown.
In a) the three markers on the back of the hand are used. For b)–d) a combination of
a marker on the fingertip and two markers on the back of the hand is used: b) is the
index finger tip, c) is the thumb tip, and d) the pinky tip. In e) the tips of the thumb,
index and pinky finger are used for the image plane.

three fingertip markers produces the worst results. The projection axis using the
palm not only produces the best results, but the markers are also the easiest to
identify in the point cloud if we use a marker setup, as shown in Fig. 7. Here,
the three markers are rigidly attached, so the distance between them remains
constant.

Multi. The Multi method uses multiple CNN predictions to label a single
frame of motion capture data. In this section, we investigate the dependency
of the labeling accuracy and the number of predictions. Obviously, the accuracy
increases with an increasing number of predictions. Figure 5 shows the labeling
accuracy in relation to the number of CNN passes. For a small number of CNN
calls, accuracy improves fast, and, if we use five instead of only two calls, our
results improve by 6% points. On the other hand, the results only change by
less than 2% points if we use 40 instead of 30 calls. Using 20 CNN passes, we
obtain an accuracy of 95% and can still run our labeling step in real-time (see
Sect. 4.4).

4.3 Real Data

We also evaluate the labeling performance of our methods on 1927 frames of real
motion capture data. The data was created using a setup of six Optitrack cam-
eras and the glove shown in Fig. 7. We decided to use a relatively small number
of cameras in order to increase the number of occlusion cases and, thus, stress
our hand tracking. Markers on our glove are placed between joints on top of the
phalanges to decrease slipping if joints are rotated. An additional inverse kine-
matics step is necessary to compute the joint angles. Moreover, inverse kinematic
is used to check if the labels predicted by the CNN are correct. We use a stan-
dard damped least-squares inverse kinematics method [4]. The labeling accuracy
for all methods is shown in Fig. 6. Similar to the validation with synthetic data,
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Fig. 5. These plots show the influence of the number of CNN calls on the labeling
accuracy (left) and the run-time (right) is investigated for the Multi method. In the
left plots, the blue curve denotes the percentage of all correctly labeled markers. The
red curve shows the percentage of correct frames, where all markers were assigned a
correct label. (Color figure online)

we observe that PCA, PalmP, and Multi outperform the standard random pro-
jections method. The labeling performance on real data is very similar to the
results from synthetic data.
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Fig. 6. Using real motion capture data, the labeling accuracy of all methods is com-
pared. The left image shows the percentage of correctly labeled markers. The right
image shows the percentage of frames, where every marker has the correct label. For
the Multi method 20 images were used.

4.4 Performance

A complete labeling step with PCA or PalmP takes approximately 4.5 ms, where
image generation and marker matching take around 0.05 ms, and the CNN pre-
diction approximately 4.45 ms. The Multi method uses multiple CNN calls. The
right image of Fig. 5 shows the performance of the Multi method with respect to
the number of CNN passes. For 40 calls, the prediction requires around 9.3 ms.
This is only twice the time used for single image labeling and can be explained
by batching in the prediction step. Often a dedicated computer for tracking is
used, and the joint angles are streamed to the VR application. Hence, the Multi
method runs in real-time with 60 Hz, even if 20 images are used for labeling.
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Fig. 7. A glove attached with 19 markers for tracking with optical motion capture
systems. The three markers on the back of the hand have a fixed distance and can be
interpreted as a rigid body.

5 Conclusions and Future Works

We have presented three new methods for CNN-based marker labeling for optical
hand tracking. The approach was to transform 3D marker positions into 2D
depth images that can be input into a convolutional neural network. The goal
was to maximize the spread of the marker positions in the image to achieve best
labeling accuracy. To do that, we proposed methods based on PCA, a multi
image approach, and a method that also considers domain knowledge for the
case of hand tracking (PalmP). Moreover, we have trained two CNNs for the
PCA and the PalmP method to further improve the quality of the tracking.
Our results show that the PCA method increases the accuracy to 90%, which is
an improvement of 14% points compared to the state-of-the-art method. It can
be applied to every marker set and does not increase runtime. If we have prior
knowledge of some marker labels, in our case, the back of the hand, labeling
accuracy improves to up to 97% with our PalmP method. If no information
about the marker set is available, our multi-projection method achieves similar
results to the PalmP method, depending on the number of projections. It also
allows for an easy trade-off between performance and accuracy.

Our work also offers interesting avenues for future works: for instance, we
want to investigate the labeling accuracy of our methods on non-hand mark-
ersets. Transferring the PCA or Multi method to other markersets is straight
forward. Using the PalmP method requires a proper projection direction based
on domain knowledge for optimal results. Additionally, we want to investigate
simultaneous marker labeling of two interacting hands. At the moment, the
hands are separated using clustering and then labeled individually using the
CNN. An open challenge is the prediction of 3D marker positions of occluded
markers during online tracking.
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Abstract. In clinical practice, medical imaging technologies, like com-
puted tomography, have become an important and routinely used tech-
nique for diagnosis. Advanced 3D visualization techniques of this data,
e.g. by using volume rendering, provide doctors a better spatial under-
standing for reviewing complex anatomy. There already exist sophisti-
cated programs for the visualization of medical imaging data, however,
they are usually limited to exactly this topic and can be hardly extended
to new functionality; for instance, multi-user support, especially when
considering immersive VR interfaces like tracked HMDs and natural user
interfaces, can provide the doctors an easier, more immersive access to
the information and support collaborative discussions with remote col-
leagues. We present an easy-to-use and expandable system for volumetric
medical image visualization with support for multi-user VR interactions.
The main idea is to combine a state-of-the-art open-source game engine,
the Unreal Engine 4, with a new volume renderer. The underlying game
engine basis guarantees the extensibility and allows for easy adaption of
our system to new hardware and software developments. In our exam-
ple application, remote users can meet in a shared virtual environment
and view, manipulate and discuss the volume-rendered data in real-time.
Our new volume renderer for the Unreal Engine is capable of real-time
performance, as well as, high-quality visualization.

Keywords: Volume rendering · Medical visualization · Virtual
Reality · Collaborative VR · Computed tomography · Unreal Engine

1 Introduction

Computed tomography (CT) is a vital examination tool in medicine, especially
for radiologists, and widely used in clinical practice. Its use cases range from
diagnosis and therapeutics to preventive medicine and screening of diseases. CT
images are, for example, commonly used for visualization purposes in tumor
board reviews or for postmortem imaging in forensic pathology. 3D visualization
of the CT data is rarely taken advantage of yet. However, it is slowly getting more
important. Due to rising processing power and continuous research in algorithms
and rendering techniques, faster and more advanced 3D visualization techniques
c© Springer Nature Switzerland AG 2020
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are developed. The main benefit is the more intuitive, three-dimensional visu-
alization of the data. This makes it easier and faster to get an overview of the
data and an understanding of the spatial relations, volumes, and general lay-
out of the depicted objects. This is helpful for analyzing complex anatomy or
conveying medical situations in an easy-to-understand way. Typical 3D visu-
alization techniques are maximum/minimal intensity projection (MIP/MinIP),
surface shaded display (SSD), also called indirect volume rendering, and direct
volume rendering (DVR). SSD shows opaque three-dimensional surfaces, called
isosurfaces, of specific objects or organs in the volume data determined by a
density-dependent segmentation. DVR accounts for the possibility of multiple
tissue types per voxel and maps the densities to opacities and colors using trans-
fer functions. This results in a semi-transparent rendering [8,9].

Currently, both 2D and 3D CT reconstructions are typically viewed on 2D
screens or projectors, which limits the advantages of volumetric visualizations.
On the other hand, Virtual Reality (VR) devices such as the HTC Vive become
popular in many fields as they provide immersive stereoscopic visualizations with
intuitive user interfaces and novel cooperative multi-user capabilities. VR offers a
natural progression over previous 2D telepresence tools and leads to a new quality
of collaborative work, as users can meet and intuitively interact with virtual
objects as well as with each other in a shared virtual 3D environment. This
makes VR an important tool for the entertainment industry but also industrial,
educational, and medical applications. For example, a current trend is to use VR
for simulators in which users can be trained and educated realistically and in a
safe virtual environment (e.g. laparoscopy, heart surgery, and even orthopedic
operations [15]). These benefits and the increasing display resolutions of newer
headsets make VR in general, and multi-user VR particularly, well suited for use
cases like inspection and discussion of volumetric medical data and corresponding
3D visualizations as part of diagnosis or pre-operative planning [21].

VR applications and their virtual environments are typically created and
powered by 3D graphics engines like Unity or the Unreal Engine which provide
features such as high-quality graphics and automatic VR integration. However,
they are usually mesh/polygon-based and, out of the box, do not support volume
rendering.

We propose a system based on the Unreal Engine 4 in which multiple users
can collaboratively inspect and interact with volume-rendered CT data in real-
time within a VR environment resembling an operating room. For this purpose,
we combine mesh- and volume rendering into an immersive multi-user applica-
tion. This includes a custom direct volume renderer for the Unreal Engine and
several optimization and lighting techniques to achieve real-time performance as
well as a good visualization quality. Additionally, we have developed a custom
pipeline for processing CT images allowing easy and effective visualization of
multiple windows in parallel.
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2 Related Work

Volume rendering is a promising tool for medical visualization as it proved to be
useful for planning of surgical treatment of nasal bone fractures [27], acetabular
fractures [29], virtual endoscopy [16] or the visualization of complex anatomy
such as the ossicular chain in chronic suppurative otitis media [12]. Recently,
a direct volume rendering approach for serial PET–CT scans that preserves
anatomical consistency was presented [14]. The high computational effort of
direct volume rendering can be mitigated by algorithmic optimizations, e.g.,
early ray termination and empty space skipping [25]. Also, the visual quality can
be improved, e.g., by applying local ambient occlusion [13]. Berger et al. [2] have
shown that the novel, more complex cinematic rendering technique provides a
superior visualization to the classic volume rendering using ray casting, however,
the significantly slower computation is still a challenge. Brucks [3] developed a
custom volume rendering implementations for the Unreal Engine 4, however, it
is only rudimentary and not designed for medical data, leading to artifacts.

Several evaluations show that VR can be beneficial in a wide range of medi-
cal applications, foremost simulators for training of different surgical procedures
[17,23]. Often, medical imaging plays a central role in these applications: e.g.,
Maloca et al. [19] proposed an OpenGL-based immersive VR system for real-
time volume rendering of Optical Coherence Tomography data. An accompa-
nying study suggested that it could be helpful for education and preoperative
planning. Similarly, Scholl et al. [26] developed a medical VR application for
3D visualization based on volume rendering. Real-time performance is achieved
by the use of several acceleration and optimization techniques. Adams et al. [1]
used the Unity 3D engine to develop an immersive VR application for medi-
cal imaging in which CT images and corresponding, segmented 3D models can
be viewed and manipulated. Magdics et al. [18] also used Unity to develop an
educational VR application in which volume rendering is used for visualizing
Nasal Cavities. Faludi et al. [11] presented a VR application that uses not only
direct volume rendering but also haptic rendering of medical data. However, non
of these systems support multiple users or collaborative work, which is another
popular and promising research area.

Regarding collaborative medical VR, Cecil et al. [4] developed a system for
orthopedic surgery. Similarly, Paiva et al. [22] presented a VR simulator for sur-
gical team training. Chheang et al. [5] proposed a promising collaborative VR
system for planning and simulation of laparoscopic liver surgery, Christensen
et al. [6] positively evaluated the feasibility of team training in VR for robot-
assisted minimally invasive surgery, and Elvezio et al. [10] designed a VR sys-
tem for collaborative symmetric and asymmetric interactions and found that
low latencies (below 15 ms) are crucial for effective collaboration. These works,
however, do not feature 3D visualization of CT data.
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3 Our Approach

The goal of our system is to combine the benefits of collaborative VR and medical
3D visualization to an immersive, interactive application based on a modern,
extensible open-source 3D game engine, specifically the Unreal Engine 4. As the
engine does not support volume rendering out of the box, we have developed
and integrated a ray-marching-based volume renderer, based on Ryan Brucks’
rudimentary implementation [3], focusing on a good trade-off between speed and
visual quality.

We have decided to use the Unreal Engine 4 for several reasons: first, it
is known for its high graphical fidelity, second, it supports most available VR
devices like the HTC Vive with a platform independent interface, and it has net-
working capabilities included. Moreover, due to its open-source implementation,
it can be easily extended with native C++ programming but also offers an easy
graphical programming interface via Blueprints. We decided to directly bene-
fit from Unreal’s networking architecture, hence, we use a client-server model
enabling users to host and join sessions via a lobby system, whereby the first
client acts also as a server. An overview of the whole system design is shown in
Fig. 1.

Fig. 1. System architecture of our application. The first client acts also as a server.

The CT data requires a preprocessing step to be loaded into the Unreal
Engine. The processed data can be rendered seamlessly into the polygonal scene
using our shader-based direct volume rendering solution. Our DVR approach
achieves real-time performance guaranteeing a smooth VR experience. In the
following, we will describe the individual parts of our system in detail.

3.1 Direct Volume Rendering

In order to visualize the CT data in our Unreal Engine-based virtual environ-
ment, we opted for a direct volume rendering approach based on ray marching.
Our pipeline is specifically designed for the visualization of CT data, thus, the
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first step is to read and process the CT DICOM files in a preprocessing phase. To
map the density to opacity, we employ multiple, freely adjustable, default win-
dows with corresponding transfer functions. The advantage of having multiple
windows is that each feature captured by a window can be visualized with high
contrast. To store the windows in a single grayscale image (8 bit) we decided
to blend the windows similar to the RADIO algorithm by Mandell et al. [20],
which maintains the relative attenuation relationships between the fundamental
anatomic densities and thus accommodates radiologists and their expectations.
Figure 2 depicts the underlying concept. However, any other blending algorithm
would be compatible too. Additionally, the volumetric data set has to be trans-
formed into a format suitable for import and further processing in the Unreal
Engine, therefore, we arrange the individual 2D slices of the volume sequentially
into sequence maps (see Fig. 3).

We have implemented the ray casting directly in a pixel shader. We use a
unit cube as a geometrical proxy mesh and reconstruct the volume coordinates
from the generated sequence maps. In order to avoid artifacts of box-aligned
samples (left diagram in Fig. 4), we align the first sampling points to stacked
view-aligned planes instead (middle diagram in Fig. 4). Additionally, we pre-
compute the sampling step length and the maximal number of samples fitting in
the volume outside of the ray casting loop to reduce overhead. The calculation
is based on the CT data set’s proportions, the ray’s accordingly adjusted start-
ing position, and a user-adjustable factor allowing for arbitrary changes to the
sampling rate. More details about the aforementioned handling of the sequence
maps and the general sampling procedure can be read in Ryan Brucks’ volume
rendering guide for the Unreal Engine 4 [3]. We provide the possibility to apply
stochastic jittering and a 2× 2 ordered grid supersampling to improve the visual
quality (see the right diagram in Fig. 4).

Regarding convincing yet fast shading and shadowing, we opted to imple-
ment a couple of different and not too complex local illumination methods and
compare the visual results. Firstly, at each sample position, we cast shadow rays
to determine the amount of occlusion. For this purpose, we dynamically track
the position of multiple light sources. This method enables proper self-shadowing
from multiple dynamic lights, however, is rather computational expensive. There-
fore, we lower the shadow rays’ sampling frequency in contrast to the primary

Fig. 2. Window blending according to the
RADIO algorithm. Left: bone, lung, soft
tissue windows. Right: blended CT image.

Fig. 3. Right: sequence map of CT slices.
Left: corresponding reconstruction in the
shader.
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Box-aligned Plane-aligned Plane-aligned + Jittered

Fig. 4. Sampling positions in the volume. Left: in the naive approach the start sample
positions align with the box mesh and cause patterned artifacts throughout the vol-
ume. Middle: sampling positions on equidistant view-aligned planes. Right: the sample
positions are additionally jittered along the ray axis.

rays’. Secondly, we implemented the classic Blinn-Phong shading model that is
evaluated at each sampling position. It is rather cheap to compute and enables
local lighting approximation by diffuse and specular reflections which can be
configured on a per-material-basis. We approximate the needed surface normals,
which are not present in CT data, based on the local gradient using the central
differences technique in the preprocessing phase. Lastly, we also implemented
volumetric local ambient occlusion (LAO). Here, the sampling point is shaded
based on the amount of occlusion, which is estimated by the opacities of the
local neighborhood. This method can be used to prevent full shadows, which
may obscure fine details. Another advantage is that it is not based on gradients,
which are often not well defined (e.g. in homogeneous regions) and susceptible
to noise. Algorithm 1 outlines the raycasting process.

To increase the performance, we reduce the number of samples being taken
by early ray termination and empty space skipping using an octree. We construct
the octree using a pointer-free branch-on-need strategy and encode it in a texture
during the preprocessing phase, as the data is static. During sampling, the octree
is traversed top-down similar to the parametric approach described in [24].

Algorithm 1. Shader-Based Raycasting
for each pixel (in parallel) do

compute firstSamplePos and maxSamples
while maxSamples not reached and accumOpacity below 1 do

sample position using opacity sequence map
calculate base color depending on opacity
update accumOpacity by composition with sample opacity
evaluate selected lighting method(s) and update color
update accumColor by composition with sample color
increment sample position
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3.2 Collaborative VR

Generally, we made use of Unreal Engines polygonal and stereo rendering capa-
bilities and VR support to build our application. To create a believable virtual
environment, thus, enhancing the immersion and the experience for the users, we
build a 3D scene resembling an operation room in which the users can interact.
Similarly, users are represented by static mesh avatars modeled after doctors in
a medical outfit. Our avatars consist of separate models for the head and hands;
their corresponding positions are tracked directly by the HMD and the accompa-
nying controllers. To avoid issues with possibly faulty and distracting animations
by inverse kinematics, we refrain from using whole-body skeletal meshes. Each
user can be identified by a personal name shown over the avatar. Figure 5 shows
a session with three users inspecting the CT data in the virtual operating room.

Fig. 5. Several networked users inspecting the 3D visualized CT data in a shared
virtual environment.

We included a lobby system with which users can create or search for active
sessions, or alternatively join one via a known IP, thus, enabling multiple of these
virtual shared environments to exist in parallel. Also, although VR usage is our
main focus, VR and non-VR users can mix and collaborate without restriction
as we have implemented movement and interaction metaphors for both of them.
For example, we implemented physical 3D buttons placed in the scene for VR
users and keyboard shortcuts for non-VR users to manipulate properties of the
3D visualization. To reduce the latency between user input and perceived action,
which has been shown to be crucial for a positive user experience in previous
studies [28], all (inter)actions from users are executed locally first, before being
sent and replicated on the server, from which they are finally broadcasted to
all remaining users. Furthermore, the Unreal Engine provides some additional
latency optimization techniques which help to minimize and stabilize the time
needed for communication between client and server.
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As a locomotion metaphor for VR users, we decided to use the classical tele-
portation approach, in combination with room-scale locomotion, as it minimizes
the occurrence of motion sickness [7]. A problem arising from using teleporta-
tion in a multi-user environment is that the actual process of vanishing and
reemerging somewhere else will be confusing for observers as it resembles the
typical effects of a slow network connection or network errors. Therefore, we
have implemented a particle effect, to highlight the deliberate action of the tele-
portation process.

To allow for collaborative work between users, we replicate not only their
avatars but also the complete state of the 3D visualization of the CT data, mak-
ing it a single shared object in the scene which is rendered from the individual
users’ viewpoint. It can be grabbed, moved, and rotated freely and naturally
using the controller for optimal (re)view (see Fig. 6). Non-VR users, however,
can rotate the object via an orbiting mode. To keep it simple, we do not restrict
concurrent manipulation, which internally would be executed sequentially, as
users can coordinate themselves. The replicated hands in VR make it easy to
point specific spots or areas in the 3D visualization and to make gestures, which
help in discussing the data, show findings, or plan interventions.

Fig. 6. Several images illustrating how the 3D visualization can be grabbed and freely
be moved and rotated for a better view. The background was hidden in the image in
the bottom-right.

In addition to the 3D visualization of the medical data, users in our applica-
tion have the possibility to view accompanying 2D images, e.g. the raw CT data,
on a virtual TV in the operating room scene. This may be useful if there is a
need to quickly check for specific fine details not visible in the 3D visualization.
Finally, the complete scene bar the 3D visualization can be dynamically hidden,
resulting in a black background, for an undistracted contrast-rich view.
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4 Results

We have evaluated the quality as well as the performance of the main aspects of
our approach. In order to show the quality of our volumetric renderer, we visually
compare our results to two competing visualization tools. Additionally, we did
extensive measurements regarding the performance under various conditions,
e.g. different lighting models and optimization methods. For the evaluations, we
used several real-world CT data sets obtained by a hospital. The number of slices
varies between the data sets and ranges from 47 to 317. We have developed and
tested our work based on the Unreal Engine 4.22. Figure 7 shows our volume
renderer with different active windows. In the left image, only the bone window
is applied. The middle image depicts, among others, inner structures of the liver,
small intestine, colon, and skin. Finally, in the right image, all three windows
(the third one being soft tissue) are simultaneously visualized. Our DVR is able
to effectively render single materials like the bone as well as compositions of
multiple materials simultaneously, and thus, the complete range of CT data.
This helps in conveying the spatial relationships between organs and getting a
good understanding of the data.

(a) (b) (c)

Fig. 7. Our volume renderer applied to a CT data set using different windows: bone
(a), bowel and skin (b), and soft tissue, combined with the previous windows (c).

Figure 8 depicts our renderer with the different lighting settings. The left
image shows a bone window using only shadow rays. Self-shadowing can be seen
which helps in conveying depth, however, because of the limited sampling rate
for shadow rays, the shadows are coarse and imprecise. In the middle image, we
switched on the Blinn-Phong lighting model. A possible issue with this technique
is, that, depending on the position of the light source relative to the visualized
object, areas may lie completely in the shadows, and thus, can be hard to inspect
if no additional ambient lighting is applied. The right image, however, shows the
combination with the local ambient occlusion technique. This combination cir-
cumvents the problem of full shadows and results in the best lighting. The tran-
sition between being in complete light and full shadow is the most fine-granular
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and accounts for the local neighborhood providing the best depth perception
and understanding of object shapes.

(a) (b) (c)

Fig. 8. Our volume renderer using different illumination methods: shadow rays (a),
additional Blinn-Phong lighting (b), both combined with LAO (c). As can be seen, the
latter enhances the depth perception by superior shadowing.

Figure 9 illustrates a comparison of our renderer (first image) with the com-
mon visualization tools RadiAnt DICOM Viewer in the standard 3D volume
rendering mode (second image), and the Visualization Toolkit (VTK) with max-
imum intensity projection as a composition scheme (third image). The compar-
ison shows that our renderer generates visualizations which are very effective in
conveying a perception of depth and giving a clear and understandable overview
of the data set as a whole. At the same time, our renderer produces precise,
plastic visualizations of the individual materials. VTK uses MIP which results
in relatively flat images with missing details. The advanced lighting and shading
of our renderer make the assessment of the spatial relations between the objects
easy. Although the results by RadiAnt are very good too, they tend to exhibit
slightly stronger artifacts and a simpler shading is used.

A performance evaluation was done on a PC with Windows 10, Intel Core i7
4790 CPU, Nvidia Titan V graphics card, 32 GB of system memory, and a Full
HD monitor. To perform the measurements, we used the native GPU profiler of
the Unreal Engine and took the average of multiple runs.

Figure 10 shows the performance of our renderer and the influence of factors
such as the number of slices and different lighting methods. In all cases, our
renderer outperforms the rudimentary volume rendering solution by Ryan Brucks
[3], independent of the chosen lighting models. Actually, we achieve real-time
performance for VR in all our test cases.

Additionally, we have evaluated the efficiency of our octree implementation
for empty space skipping. With the octree, we measured performance improve-
ments for all test data sets of up to 49.4%. The average improvement was 14.7%,
while the empty space ratio varied between roughly 45% and 55%, except for one
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(a) (b) (c)

Fig. 9. Comparison of our volume renderer (a) with the visualization tools RadiAnt
using 3D volume rendering (b) and VTK using maximum intensity projection (c).

Fig. 10. The performance using different lighting models and data sets with a varying
amount of slices. Our methods are marked with asterisks, “Brucks” is a rudimen-
tary volume rendering integration in Unreal. Even though advanced lighting models
increases the computational time, or renderer is real-time capable in all cases and
significantly faster than the implementation by Brucks.

data set with only 36%. This shows that our octree implementation is effective
in increasing the performance, especially for high-slice data sets.

Finally, we have measured the network performance, specifically the latency.
However, in order to get objective and comparable results, we avoided a real
internet transmission that is highly dependent on individual factors such as the
connection quality or the distance. Instead, we set up client and server on two
different computers which were connected via a router and measured the round
time of the network messages from client to server and back. The average time
was 16.8 ms with a standard deviation of 1.6 ms that is added by our system.
Obviously, in case of an internet connection, additional latency have to be added.
To conclude, our application is very well suited for collaborative work as actions
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form other users are replicated quickly. Accordingly, the user feedback, regarding
the multi-user VR experience as well as the medical visualization, is very positive
so far.

5 Conclusion and Future Work

We have presented a multi-user virtual reality system for medical visualization
based on a state-of-the-art game engine that is capable of 3D visualizing com-
puted tomography data in real-time and in a high visual quality. This is achieved
by our custom ray-marching-based direct volume renderer which we have imple-
mented using shaders and integrated into the Unreal Engine. Our renderer sup-
ports different lighting models, transfer functions selection, and artifact-reducing
methods. Our evaluation shows that we achieve VR capable framerates of more
than 100 Hz even for complex data sets consisting of more than 300 slices and
with advanced lighting features such as ambient occlusion enabled. Our system
includes a multi-user component and is designed as a shared virtual environment
resembling a real operation room, thus, enabling immersive collaborative work
between co-located or remote users. Thanks to the combination of the sophisti-
cated game engine, VR, and our fast high-quality direct volume renderer, users
can interact with each other and the shared visualized CT data in an immersive
virtual environment and (re)view and discuss the 3D data in a comprehensive
natural way. This makes our system ideally suited for pre-operative planning,
possibly tumor boards, post-operative evaluation, or patient education.

For the future we plan to expand the interaction possibilities with the volume
visualization, specifically, we are looking at integrating a dynamic clipping plane
for a better view of internal regions and a volumetric drawing tool allowing for
quick sketches and annotations inside the volume. Other improvements would be
a direct integration and parallelization of the preprocessing part to speed up the
workflow and allowing for a dynamic adjustment of the transfer functions. To
improve the visualization of complex structures and organs that involve multiple
materials support for multi-dimensional transfer functions could be added.
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Abstract. We propose a novel light-field feedback system that achieves
appearance manipulation depending on the viewing-direction. Our
method employs a reflection model using multiple projectors and cam-
eras. It produces stable light-field feedback in the multiple-input and
multiple-output system with decoupling using a pseudo-inverse. Through
experiments, we confirmed that our method successfully enabled viewing-
direction dependent appearance manipulation on the mirror reflection
and the retro-reflection surface. Additionally, we verified that our method
achieves robust appearance manipulation against disturbances, such as
ambient light change.

Keywords: Spatial augmented reality · Light field · Optical
feedback · Adaptive radiometric compensation

1 Introduction

Spatial augmented reality (SAR), also known as projection mapping, is used in
various entertainment shows and attractions at amusement parks. Shader lamps,
a pioneering work in SAR, enabled texture mapping using shadow animations
of 3D building models. Since then, many projection techniques such as adaptive
geometric calibration [1,2], inter-reflection compensation through light transport
analysis [3], dynamic projection mapping [4,5], and projection onto deformable
objects [6,7] were developed. Besides, novel projection techniques such as high
dynamic range projection [8], high-speed projection [9], multi-spectrum projec-
tion [10], and light-field projection [11] have been proposed. Light-field projection
enables auto-stereoscopic and structural color display on a retro-reflective screen
[15]. Potentially, it could also alternate apparent color for each viewing-direction
using bidirectional reflectance distribution function (BRDF) analysis.

Amano et al. demonstrated an adaptive appearance manipulation that gen-
erates different colors depending on each viewing-direction by using a multiple
projector–camera feedback system [12]. In this research, four pairs of projector–
camera feedback units are employed, and each unit alternates apparent color
c© Springer Nature Switzerland AG 2020
P. Bourdot et al. (Eds.): EuroVR 2020, LNCS 12499, pp. 192–205, 2020.
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with optical feedback [16] for each viewing-direction. The system enables the
perceptual material appearance of metallic textiles to transform into the struc-
tural color or silky material. This approach realizes adaptive manipulation with-
out reflectance analysis and compensation of the manipulation error owing to
changes in environmental illumination. However, it requires a trial and error
approach because the independently working projector–camera units do not care
projected illumination from the other units in their projection calculations.

Murakami et al. proposed an alternative method for viewing-direction depen-
dent appearance manipulation based on the reflectance matrix [13]. The matrix
describes response among multiple projectors and cameras that is equivalent
to rough sampled BRDF. It achieves the desired level of directional appearance
manipulation through the pre-measurement of the directional reflection property.
However, since the images are previously optimized for a particular illumination
environment, the result is affected by environmental illumination.

To solve the aforementioned problems and take advantage of both
Murakami’s and Amano’s methods, we propose a novel viewing-direction depen-
dent appearance manipulation method based on light-field feedback (LFFB)
combined with Murakami’s and Amano’s methods. The LFFB system consists of
multiple cameras and projectors as well as diffused reflection surfaces and other
complex reflection surfaces. Therefore, it can be thought of as a multiple-input
and multiple-output (MIMO) system, requiring signal decoupling for successful
control. However, the mixing process varies according to the surface reflection
property. Especially in the case of Lambertian reflectance, decoupling is impos-
sible. Therefore, we require an adaptive decoupling strategy adapted to each
reflection property at the manipulation point.

2 Direction Dependent Appearance Manipulation

2.1 Multiple Projector–Camera Feedback System

Amano et al. [12] proposed a system that directionally alters the object’s appar-
ent color using four pairs of independently operating projector–camera feedback
units. Each projector–camera feedback unit adjusts its projection illumination
based on the model predictive appearance control and alternates the apparent
surface color. Complex appearance manipulation can be achieved by simultane-
ously operating multiple projector–camera feedback units. For altering structural
color, color phase shifting is implemented in the HSV color space, and a different
degree of phase shift is set for each unit. In [12], the manipulation is working
in stable is confirmed. However, the system is not suitable for retro-reflection or
leaning surface because the camera and projector in each unit are placed on the
mirror symmetry position.

2.2 Light-Field Projection from Reflectance Analysis

Murakami et al. [13] proposed a light-field projection for viewing-direction depen-
dent appearance manipulation with reflectance analysis.
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When illumination pv = (prv, p
g
v, p

b
v)

T is projected from the projector v =
1, 2, . . . , V onto the manipulation point S, the illumination of the manipulation
point S is observed by the cameras placed along each viewing-direction cu =
(cru, cgu, cbu)T and is written as

cu =
V∑

v=1

kuvmuvpv + fu, (1)

where kuv ∈ R
3×3 is reflectance

kuv =

⎛

⎝
κrr κrg κrb

κgr κgg κgb

κbr κbg κbb

⎞

⎠

uv

, 0 ≤ κij ≤ 1, (2)

muv ∈ R
3×3 is a color mixing matrix between the projector Prjv that com-

pensates for the color sensitivity difference between each pair of cameras and
projectors, fu ∈ R

3 is the environmental illumination observed on Camu. Both
muv and fu are obtained by prior color calibration.

For appearance manipulation, the projection illumination from each projec-
tor pv is obtained by non-negative optimization based on the optical response
with the user providing the manipulation reference for each direction. The illu-
mination simultaneously projected from all the projectors onto S achieves the
desired adjustment of the viewing-direction dependent appearance. It should be
noted that a non-Lambertian surface reflection is required for its manipulation.
The desired directional color is displayed with this approach, but the illumina-
tion error due to environmental illumination changes cannot be compensated.

3 Proposed Method

3.1 Light-Field Feedback Model

Our light-field feedback (LFFB) system is designed to compensate for the manip-
ulation error due to environmental illumination change by the expansion of the
appearance manipulation framework [16], as shown in Fig. 1. We put manipula-
tion reference for each direction without reflectance estimation for simplifying.
Therefore the system attempts multiple view radiometric compensation instead
of adaptive appearance manipulation. The LFFB shown in Fig. 1 consists of
4 projectors (Prj1, . . . , Prj4) and 4 cameras (Cam1, . . . , Cam4), but it is not
limited in the number of devices.

To achieve viewing-direction dependent appearance manipulation, the LFFB
performs the following operations:

1. Capture an image on each camera Cam1, . . . , Cam4.
2. Calculate the control error from the reference image Refi for all Cami.
3. Reshape Cami by pixel mapping C2C and unify the geometrical shape.
4. Apply demixing by K−1 and update each projection image by Σ.
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Fig. 1. Proposed light-field feedback model for the MIMO system. We employ signal
decoupling K−1 for adapting to the various reflection types. C1, . . . and P1, . . . denote
the image geometry of each camera or projector. C2C and C2P denote the geometrical
conversion between these images. Ref1, . . . are the references for each viewing-direction.

5. Project each projection image from the projector Prji after the geometrical
reshaping by C2P is completed.

It should be noted that the labels C1, . . . , C4 and P1, . . . , P4 denote the
image coordinate system corresponding to each camera or projector. The pixel
value in the projection image pv(t) ∈ ([0,1], [0,1], [0,1])T for projector v is
updated by expansion to the Amano method’s vector feedback, as follows:

pv(t + 1) =
4∑

u=1

k∗
vu(1 − α) {ru − cu(t)}

./(cfull,u − c0,u) + pv(t)

(3)

where cu(t) ∈ ([0, 1], [0, 1], [0, 1])T denotes the pixel values in the image captured
by camera u at processing step t and α is the trade-off parameter between
stability and performance, ./ is the channel-wise division of RGB color.

The matrix k∗
vu, the block matrix of K−1 shown in Fig. 1, is a manipulation

gain for pv(t + 1). We attempted the decoupling of the captured projected illu-
mination of the MIMO system by applying this block matrix and achieved the
optimal LFFB for various reflection types. Its design is discussed in the following
section.

3.2 Decoupling of MIMO System Based on Reflectance Matrix

Since the contribution of each projection image to the captured image depends
on the reflection property, suitable decoupling is required to stabilize the LFFB.
Assume that the captured image values cu, u = 1, . . . , U and projection image
values pv, v = 1, 2, . . . , V respectively are as follows:

C = (c1, c2, · · · , cu)T ,

P = (p1,p2, · · · ,pv)T
. (4)
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The optical response that is produced by Eq. 1 can be rewritten as follows:

C = (K ◦ M)P + F (5)

where K is a reflectance matrix array

K =

⎛

⎜⎜⎜⎝

k11 k12 · · · k1V
k21 k22 · · · k2V
...

...
. . .

...
kU1 kU2 · · · kUV

⎞

⎟⎟⎟⎠ . (6)

M is an array of color mixing matrices muv that compensates for the color
sensitivity difference between each pair of cameras and projectors, and F is the
environmental illumination component that aligns fu. The operator ◦ denotes a
block-wise product. For simplicity, we assume that each muv is included in kuv,
and we remove M from Eq. 7. Then, the optical response can be rewritten as

C = KP + F . (7)

The reflectance matrix array K is a rough sampling of the BRDF, and it
expresses the optical contribution that is how the surface reflects each projected
illumination in each camera direction. In this sense, k∗

vu is obtained from the
block matrix of K−1.

4 Decoupling for LFFB

4.1 Hardware Setup

To explore a suitable inverse matrix for the decoupling, we assembled our LFFB
system with four projectors and four cameras, as shown in Fig. 2. Each projector–
camera pair was placed in a horizontally at 40◦ intervals. We employed four
Ximea MQ013CG-E2 cameras with a resolution of 1280 × 1024 pixels for Cam1,
. . . , Cam4, two EPSON EB-1761W projectors with a resolution of 1280× 800
for Prj2 and Prj3, and two EPSON EB-1780W projectors with a resolution of
1280 × 800 for Prj1 and Prj4. These devices were connected to an iMacPro with
a 3.2 GHz 8core CPU. We employed Prj5 (EPSON EB-1761W) additionally to
change the environmental illumination in our experiments.
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4.2 Naive Inverse Reflection Matrix

Since the reflectance matrix describes the mixing relation for the projected illu-
mination in each captured image, a naive inverse of the reflectance matrix may
be a decoupling solution for the MIMO system. For the experiment, we used a
woven Nishijin textile with gold and silver leaves shown in Fig. 3(a). Firstly, we
obtained images with RGB color projection for all combinations and calculated
the reflectance matrix K using Murakami’s method [13]. Next, we generated
a manipulation reference using monochrome conversion applied to the target

Fig. 2. Equipment setup for the proposed LFFB system. The system consists of four
projectors (Prj1, . . . , Prj4) and four cameras (Cam1, . . . , Cam4). The projector (Prj5)
provides additional environmental illumination for evaluation.

(a) Target (b) Naive Inverse (c) Masked Inverse

Fig. 3. Manipulation target and results of viewing-direction dependent appearance
manipulation. Our masked inverse procedure (right) eliminates the salt-and-pepper
noise that appears with decoupling using naive inverse (middle).
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captured image with white illumination from all viewing-directions. From this,
the appearance manipulation results shown in Fig. 3(b) was derived. A smooth
achromatic appearance was expected to demonstrate successful manipulation
results. However, colorful salt-and-pepper noise was produced. To understand
the cause of this problem, we investigated the reflectance matrix in detail.

p1 p2 p3 p4

c1 0.93 0.21 0.08 0.82 0.18 0.10 0.20 0.04 0.02 0.12 0.02 0.00

0.36 0.94 0.39 0.30 0.72 0.36 0.04 0.16 0.08 0.03 0.08 0.03

0.07 0.28 0.96 0.08 0.28 0.97 0.00 0.04 0.19 -0.01 0.02 0.11

c2 0.10 0.01 0.01 0.40 0.09 0.04 0.88 0.18 0.05 0.08 0.02 0.01

0.03 0.09 0.03 0.09 0.29 0.12 0.17 0.61 0.22 0.02 0.09 0.05

0.00 0.01 0.10 0.01 0.06 0.35 0.02 0.11 0.72 -0.01 0.01 0.10

c3 0.04 0.00 -0.01 0.06 0.01 0.01 0.15 0.02 0.00 0.19 0.04 0.02

0.01 0.04 0.01 0.00 0.05 0.01 0.05 0.15 0.07 0.06 0.20 0.07

0.00 0.00 0.05 0.00 0.01 0.10 0.00 0.03 0.28 -0.01 0.05 0.35

c4 0.08 0.01 0.00 0.04 0.01 0.01 0.06 0.01 0.00 0.26 0.06 0.02

0.01 0.06 0.03 -0.01 0.03 0.01 0.00 0.04 0.02 0.07 0.20 0.10

0.00 0.01 0.06 0.00 0.01 0.04 0.00 0.00 0.04 0.00 0.05 0.26

c1 c2 c3 c4

p1 -0.58 -1.38 15.31 -0.77 1.01 -71.8 16.06 6.09 217.6 -11.7 10.74 -276

3.75 11.46 -30.4 -9.11 -44.4 144.4 17.11 213.8 -455 -2.72 -249 617

-1.83 2.46 -10 10.71 -10.5 49.41 -95.5 43.02 -155 70.8 -56.8 205.4

p2 2.28 1.64 -19.6 0.7 -2.53 91.88 -21.7 -0.82 -279 15.45 -20.7 355.1

-6.03 -15.1 44.5 12.58 65.98 -215 -16.7 -320 677.7 -2.14 372.5 -919

2.34 -1.81 8.76 -12 5.81 -37.2 100.2 -19.1 115.5 -73.1 29.95 -151

p3 -0.91 -0.44 6.95 0.86 -0.02 -32.6 8.56 3.12 99.03 -6.34 4.69 -126

2.27 5.96 -17.9 -4.78 -24.7 86.05 1.63 129 -273 4.76 -151 370.7

-0.81 0.85 -3.77 4.36 -3.01 17.16 -36.9 9.78 -48.5 27.06 -14.1 63.25

p4 -0.08 0.86 -4.88 0.68 -2.24 22.87 -12 8.17 -70.2 13.47 -15.1 90.95

-0.45 -2.85 7.45 0.94 10.29 -35.1 6.46 -50.7 110.8 -8.69 65.7 -152

0.33 -0.12 0.71 -1.76 0.78 -4.25 14.03 -2.26 12.61 -9.91 2.33 -12.1

(a) Reflectance Matrix (b) Naive Inverse
c1 c2 c3 c4

p1 1.19 -0.28 0.02 0 0 0 0 0 0 0 0 0

-0.48 1.33 -0.51 0 0 0 0 0 0 0 0 0

0.06 -0.38 1.19 0 0 0 0 0 0 0 0 0

p2 0 0 0 2.68 -0.82 -0.04 0 0 0 0 0 0

0 0 0 -0.90 3.96 -1.27 0 0 0 0 0 0

0 0 0 0.10 -0.70 3.05 0 0 0 0 0 0

p3 0 0 0 0 0 0 7.02 -1.15 0.25 0 0 0

0 0 0 0 0 0 -2.33 7.43 -1.80 0 0 0

0 0 0 0 0 0 0.15 -0.84 3.83 0 0 0

p4 0 0 0 0 0 0 0 0 0 4.21 -1.27 0.13

0 0 0 0 0 0 0 0 0 -1.63 6.00 -2.24

0 0 0 0 0 0 0 0 0 0.30 -1.10 4.27

(c) Masked Inverse

Fig. 4. Reflectance matrix and two inverse strategies. The naive inverse matrix (b) pro-
duces negative or saturated values. These extreme values caused saturation or vibra-
tion in the projection images. By contrast, the inverse calculation using the masked
reflectance matrix (c) produced no extreme values and achieved noiseless manipulation.

Figure 4(a) shows the reflectance K at the center of the red square in
Fig. 3(a). Elements in the diagonal block matrices contain large values, unlike the
off-diagonal blocks. From this, we infer that the reflection tends toward being
mirror-like. Some elements have negative values. These variables are optically
illegal but reasonable when we assume image noise due to subtracting environ-
mental illumination. Figure 4(b) shows an inverse of (a) K−1 that is used for a
naive approach. A serious problem is that some of the blocks have negative or
saturated values. We can easily conclude that these excessive values cause the
saturation or vibration in pv(t+1) and result in the salt-and-pepper projections,
as shown in Fig. 3(b).

4.3 Blocks Masked Inverse

In [12], Amano et al. organized a system that consists of four pairs of independent
optical feedback units. In each unit, the camera is placed in a position that
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mirrors the projector under the assumption of surface mirror reflection. This
setup is equivalent to the design of our reflectance matrix model for

K ′ =

⎛

⎜⎜⎝

k11 0 0 0
0 k22 0 0
0 0 k44 0
0 0 0 k44

⎞

⎟⎟⎠ . (8)

When we applied the zero matrices to the off-diagonal blocks shown in the
figure, the inverted matrix K−1 had no extreme values, as shown in Fig. 4(c)
and achieved the noiseless manipulation shown in Fig. 3(c).

The main reason for this improvement may be that the projectors correspond-
ing to the off-diagonal blocks do not contribute to illumination manipulation,
and this unnecessary connection caused projection noise. However, correspond-
ings are highly dependent on surface reflection property. For instance, the corre-
sponding pairs can be move with a surface normal or microstructure. For ideal
retro-reflection, the anti-diagonal blocks should have large values. Therefore, we
propose the following block masking procedure:

1. Calculate absolute determinants auv = |det kuv| for all blocks.
2. while max(auv) �= 0 do
3. (u′, v′) = arg maxu,v(auv)
4. Replace kuv for {(u, v)|u = u′ and v �= v′}.
5. in the 0 matrix and for {(u, v)|u = u′ or v = v′} put auv = 0.
6. end while

To avoid detK ′ = 0 in the process, we took care during selection that the
same column should not be selected for other rows.

4.4 Decoupling of Color Mixing

Each block kuv in the reflectance matrix K involves color mixing [14], not only
the reflection property. In other words, it describes how the RGB illumination
from the projection affects each of the RGB components of the captured image.
Thus, its decoupling should be considered for optimal feedback. Inverse trans-
formation k−1

uv may be a solution. However, it is not always optimal since the
value of the projected image cannot be negative.

To explore the best approach, we compared the responses using a simple
inverse matrix k−1

uv (Full Elements) and the inverse diagonal matrix (kuv �I3)−1,
where I3 ∈ R

3×3 is an identity matrix � denotes the Hadamard product (Diag-
onal). The fall distance(Steps reach 10% of initial MAE) using the naive inverse
matrix (Full Elements) was 107 steps. By contrast, the fall distance using the
inverse diagonal matrix (Diagonal) was 76 steps, and it achieved higher conver-
gence performance than the naive inverse. Therefore, we employed an inverse
diagonal matrix for the K−1 block in addition to the masked inverse algorithm.
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5 Evaluation

5.1 Adaptivity for Various Reflection Surface

In [12], four pairs of projector–camera units are employed and placed at mir-
ror symmetry positions. This achieved viewing-direction dependent appearance
manipulation for a shiny object. However, it does not account for other reflections
such as asymmetry reflection and retro-reflection. By contrast, our proposed
method adaptively configures the cameras by K−1, and this enables LFFB on
such reflective surfaces. To validate our method, we attempted viewing-direction
dependent appearance manipulation of the color phase shift on a scene consist-
ing of a mirror reflection (Nishijin textile with gold and silver leaves), a diffuse
reflection (picture printed on matte photo paper), and retro-reflection (3M retro-
reflection sheet 680–10 of color bars drawn with permanent marker) shown on
the left in Fig. 5.

Figure 6 shows the block selection results at each manipulation point. As we
can see, the type1 reflection matrix that infers mirror reflection occupied the
textile region. For the retro-reflection sheet region, the type10 matrix with block
matrices aligned anti-diagonally occupied the entire region. Conversely, various
matrices types were selected in the matte photo paper region.

Fig. 5. Manipulation scene and references. We placed three different types of reflection
materials for mirror reflection, retro reflection, and diffuse reflection in the manipula-
tion area (left). For the control reference, we applied a color shift of −50◦ of the original
image for Cam1 and Cam2 (middle) and of +50th◦ for Cam3 and Cam4 (right).

Next, we calculated the K−1 for each manipulation point and attempted the
viewing-direction dependent color phase shifting with our LFFB system. We set
the references shown on the middle image of Fig. 5 for Cam1 and Cam2 and the
right image of Fig. 5 for Cam3 and Cam4. Then we obtained the manipulation
result shown in Fig. 7(a). Figure 7 shows the color phase manipulation results of
both methods. When we compare these results, we can see a similar manipulation
result in the textile region. Because the system consists of four projectors, the
insufficient angular resolution cannot adapt the small surface normal change on
the curve in both results. Some of the erroneous block selection creates noise
at the edge of the tapestry. However, our method successfully manipulates the
color phase, similar to Amano’s method. The main advantage of our method
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Fig. 6. Reflectance matrix block selection result. The color in the map (left) represents
selected type shown in the legend (right). We can see some selection errors on the
textile edge, but the most results on the textile and retro-reflection sheets are correct.

(a) Amano’s method

(b) Proposed method

Fig. 7. Color phase manipulation results for various reflections. From left to right, each
image is shown as it appears on Cam1, Cam2, Cam3, and Cam4, respectively. Since
Amano’s method assumes mirror reflection for the projector camera feedback, we can
see the opposite color phase shift on the retro-reflection sheet. By contrast, our method
manipulated successfully because of the decoupling based on the reflection property.
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is its adaptivity that changes the corresponding pair by means of projector-
camera feedback according to the perceived reflective properties. Therefore we
can manipulate apparent color correctly not only for mirror reflection but also
for retro-reflection. Conversely, since Amano’s method assumed mirror reflection
as the surface reflection property, the opposite color phase shift on the retro-
reflection sheet could be seen. However, we have no method to manipulate its
color phase on the diffuse surface for its optical nature.

5.2 Robustness Against Environmental Illumination Change

We conducted a comparative evaluation of our and Murakami’s methods [13]
to confirm robustness against changes in environmental illumination. Since our
method employs feedback based on the reflectance matrix, the radiometric error
on the object’s surface due to a modeling error or changed environmental illu-
mination conditions may be compensated for. The textile that we used consists
of colorful silk and silver threads and is shown on the left in Fig. 8. Both the
silk and silver threads are shiny and exhibit a different appearance that changes
by viewing-direction and light-field projection.

Fig. 8. Manipulation target and illumination patterns. Because the manipulation tar-
get (left) is made of colorful silk and silver threads, it is glossily reflective. Illumination
patterns (middle, right) are projected from Prj5 as additional environmental illumina-
tion for evaluation.

First, we measured the reflectance matrix K and the environmental illumi-
nation F for all surface points on the textile under environmental lighting with
additional uniform illumination projection shown in the center of Fig. 8. Its pixel
value is 125, and Prj5 projected it. Next, we changed the additional illumination
to pattern illumination, as shown on the right in Fig. 8. Each pixel value in the
bight area is 125, 83, 42, and 0. The viewing-direction dependent color phase
shift was performed using both methods. We can see that the color phase of the
flowers changed with the viewing-direction in both results shown in Fig. 9. Most
parts of the textile are comprised of silver thread. In these portions, therefore, we
cannot expect an impressive color change with a color phase shift. However, since
we used the same brightness image for all viewing-directions as a manipulation
reference, the material’s appearance changed to that of a matte fabric.
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(a) Murakami’s method

(b) Proposed method

Fig. 9. Viewing-direction dependent appearance manipulation results. We applied a
different color phase shift for each viewing-direction. The apparent color of the flowers
changed with the viewing-direction, and the glossiness of the silver strings was removed
in both results. The remaining overlaid illumination with Murakami’s method (top) is
removed by proposed method (bottom).

Fig. 10. Visualization of the appearance manipulation error from Cam3 view. The
pseudo color shows the absolute pix value error from the reference for each color chan-
nel. The proposed method (right) successfully removed the patterned illumination that
remained in Murakami’s method (middle).

Table 1. Averaged manipulation error

Region 1 Region 2 Region 3

Uniform 8.57 8.23 7.88

Murakami’s 12.0 7.41 20.7

Proposed 5.51 7.40 6.16
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When we view the manipulation result using Murakami’s method, we can
see that the illumination pattern projected by Prj5 has remained. Conversely,
our method successfully eliminated the pattern. The superiority of our system
is also confirmed by the visualized manipulation error shown in Fig. 10 and the
averaged manipulation error marked in Fig. 9(a) shown in Table 1. From these
results, we can also confirm that our method achieved the equivalent quality as
manipulation under uniform environmental illumination.

6 Conclusion

In this study, we proposed a novel viewing-direction dependent appearance
manipulation method using the LFFB system. The LFFB required decoupling of
mixed projected illumination in the captured image. This relation is expressed
by the reflectance matrix; however, we cannot simply apply its inverse for the
decoupling. We proposed a block masked inverse procedure as a solution.

Through evaluation, we confirmed that our method adaptively changed the
corresponding pair by projector–camera feedback according to the perceived
reflective properties. It then correctly manipulated the color phase for both the
retro-reflection and mirror reflection areas. Additionally, we also confirmed that
our method achieved the same quality of viewing-direction dependent appear-
ance manipulation for pattern illumination as well as uniform environmental
illumination.
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Abstract. Communication through modern immersive systems that afford the
representation of a wide range of multisensory (visual, auditory, haptic, olfactory)
social and ambient (environmental) affective cues can provide compelling experi-
ences that approach face-to-face communication. The quality of a mediated social
communication experience (QoE) can be defined as the degree to which it matches
its real-life counterpart and is typically assessed through questionnaires. However,
available questionnaires are typically extensive, targeted at specific systems, and
do not address all relevant aspects of social presence. Here we propose a general
holistic social presence QoE questionnaire (HSPQ), that uses a single item for
each of the relevant processing levels in the human brain: sensory, emotional,
and cognitive, behavioral, and reasoning. The HSPQ measures social presence
through the senses of spatial presence (= telepresence+ agency) in the mediated
environment and social interaction (= interaction + engagement) with the other
persons therein. Initial validation studies confirm the content and face validity of
the HSPQ. In future studies we will test the stability, sensitivity, and convergent
validity of the HSPQ.

Keywords: Mediated social communication · Social presence · Quality of
experience

1 Introduction

1.1 Towards Mediated Multisensory Social Presence

Humans have a social and personal need for communication to maintain their interper-
sonal relationships. In our digital age, human social interaction is often mediated. Given
the inherent human need for affective communication to establish trust andmutual under-
standing,mediated social communication should afford the same affective characteristics
as face-to-face communication.

Modern multisensory immersive technologies can provide highly realistic mediated
experiences by presenting the user with vivid immersive and extensive representations
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of real or virtual spaces. Social interaction through shared and mediated immersive envi-
ronments can closely approximate the experience of face-to-face meetings by eliciting
a sense of social presence: the sense of being in the same space as - and having social
interaction with - other individuals [1]). The sense of being in a mediated environment is
known as the sense of spatial presence [2], and consists of two components: the feeling of
being located in themediated environment rather than in the immediate physical environ-
ment (telepresence) together with the feeling of being able to act within that environment
(agency). The sense of having social interaction with another individual involves a sense
of intimacy (the feeling of connectedness or engagement that communicators feel dur-
ing an interaction [3]) and a sense of immediacy (the psychological distance between
the communicators [3]). Hence, social presence is inherently bidirectional (involving a
sense of mutual awareness).

To assess how successful a communication system is in providing its users a sense
of social presence, we need instruments that quantify the quality of their experience
(QoE [4]). In this study, we define the quality of a mediated experience as the extent to
which the experience agrees with its unmediated counterpart. Telepresence is optimal
when the user is not aware that the communication ismediated. Social presence increases
with the availability and perceived quality of (multisensory) social cues (supporting
the senses of intimacy and immediacy), the behavioral realism and the interactivity
(supporting the sense of agency) of the communication system. Althoughmany different
definitions of QoE have been presented in the literature, there is an ongoing debate about
the nature of this construct, and a robust holistic framework with validated associated
quality measures is still lacking [4]. Questionnaires are the currently most widely used
tools to measure (social) presence [1, 5, 6]. However, most existing questionnaires are
targeted at specific systems while their items only tap into a subset of all factors that
contribute to social presence [7]. As a result, their scope is limited, and they only provide
incomplete information.

The way we experience our environment and the people therein involves different
processing levels in our brain that all contribute to the subjective quality of the experi-
ence [8]. Therefore, we will first discuss a conceptual holistic framework that describes
howmultisensory stimulation affects our brain at different processing levels, and wewill
link these levels to relevant perceptual, affective, and cognitive outcomes. Then we will
present an efficient holistic social presence QoE questionnaire (HSPQ) that includes a
single item for each of these outcomes and we will discuss the results of initial vali-
dation tests. In our future work we will use the HSPQ for the development of a novel
immersive multi-sensory communication platform that affords mediated affective com-
munication by providing users an experience of social presence through synchronized
bidirectional sensing, digitization, transmission and replication of auditory, visual, and
tactile information.

1.2 A Holistic Framework for Multisensory Perception

In natural conditions we experience our immediate physical environment through direct
sensory input, which is converted into neural signals in the central nervous system
and transmitted up to the cortex, resulting in a continuous stream of perceptions. A
system that artificially stimulates our senses in correct harmony by presenting the right
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(congruent, consistent) sensory cues associated with a familiar (natural) multisensory
percept in the correct (appropriate spatiotemporal) way can evoke the illusion of a natural
(unmediated) percept. In other words, for highly naturalistic sensory stimulation, our
brain cannot distinguish whether a consistent multisensory holistic percept originates
from our direct physical (real-world) environment or a mediated (possibly fabricated)
one. Thus, technology that substitutes the (natural) sensory input from our physical
environment by signals representing a different (e.g., sensed remote or even simulated
virtual) environment, can in principle evoke the illusion of a direct (physical, unmediated)
experience of that environment [9]. Schreuder et al. [10] presented a holistic conceptual
framework that describes how multisensory environmental stimulation affects our brain
at the sensoryor perceptual, emotional, cognitive, behavioral anddecision-making levels.
In the next section we will first discuss the need for QoE measures, and we will give a
brief overview of the state-of-the-art in this field. Then, in Sect. 2, we will present a new
social presence questionnaire that directly links to the relevant outcomes at each of the
relevant processing levels identified by Schreuder et al. [10].

1.3 The Quality of Mediated Immersive Experiences

Given the increasing availability of systems that afford mediated immersive social inter-
actions between people, there is a need for metrics that efficiently and fully evaluate
their QoE. Existing social presence questionnaires predominantly address the sensory
components of mediated presence experiences. An exception is the Virtual Experience
Test (VET [11]) that provides a more holistic measure of a mediated social presence
experience by including affective, cognitive, active and relational dimensions in addi-
tion to its sensory dimension. However, the instrument is designed for the development
of virtual environments and games and is not sufficiently general for the evaluation of
multisensory social communication systems. Also, the VET only measures the qual-
ity of social interaction at the behavioral and reasoning levels, but not on the sensory,
emotional, and cognitive levels.

Next to being holistic, relevant, sensitive and reliable, QoE measures for social
presence should also be convenient and nonintrusive and generalizable across different
communication systems [1]. Since there is currently no measure that meets all these
criteria. the development of QoE metrics for social presence is still an ongoing effort
[4]. In the next section we will present a social presence questionnaire based on items
for each of the processing levels in the conceptual framework of Schreuder et al. The
resulting tool will be efficient (it uses a concisely formulated single item to measure
each relevant outcome) and holistic (it addresses all relevant outcomes), and therefore
nonintrusive and generalizable. Then, in Sect. 3, wewill briefly discuss some preliminary
validation studies. The conclusions of this study will be presented in Sect. 4.

2 A Holistic Social Presence Measure

In this section we present a new holistic social presence questionnaire (HSPQ) that
taps into each of the five relevant (sensory, emotional, cognitive, behavioral and deci-
sion making) processing levels for multisensory environmental stimuli identified by
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Schreuder et al. [10]. The HSPQ (Table 1) measures social presence through the senses
of spatial presence (= telepresence+ agency; 5 items) in the mediated environment and
social interaction (= interaction and engagement) with the other persons therein. Since
social interaction inherently involves a bidirectional exchange of physical and emotional
signals, we maintain a distinction between the internal (“own”; 5 items) and external
(“the other”; 5 items) assessment perspectives for this subscale of the HSPQ. Social
presence is optimal when both spatial presence and social interaction are optimal. An
optimal quality of spatial presence (= telepresence + agency) is achieved:

• at the sensory level, when system (QoS) parameters do not degrade the mediated
representation (item 1: fidelity),

• at the affective or emotional level, when the mediated environment evokes similar
emotions as its unmediated counterpart (item 2: consistency),

• at the cognitive level, when the mediated environment is experienced as natural (item
3: naturalness),

• at the behavioral level, when the mediated environment affords natural behavior
without any limitations or restrictions (item 4: agency), and

• at the reasoning or decision-making level, when the mediated environment allows one
to think in a similar way as in its unmediated counterpart (item 5: reasoning).

An optimal quality of social interaction is achieved:

• at the sensory level, when system factors do not affect the immediacy of the sensory
impression that people have of one another (items 6 and 11: immediacy),

• at the affective or emotional level, when the mediation process does not degrade the
feeling of intimacy (items 7 and 12: intimacy and engagement),

• at the cognitive level, when the mediation process does not affect the feelings of
involvement between people (items 8 and 13: naturalness),

• at the behavioral level, when the system affords natural communication behavior
without any limitations or restrictions (items 9 and 14: behavior), and

• at the reasoning level, when the fact that the communication between partners is
mediated does not affect their reasoning and decision making (items 10 and 15:
reasoning).

3 Validation

We performed a preliminary validation study to assess the content and face validity of
the HSPQ.

Content validity was rated for each item by a panel of 10 experts, on a 4-point Likert
scale (1= “not relevant”, 2= “somewhat relevant”, 3= “quite relevant”, 4= “very rel-
evant”) [12]. The ratings were dichotomized (1, 2= “not essential”; 3, 4= “essential”)
and the Content Validity Ratio was computed for each items as CVR= (ne −N/2)/(N/2),
where ne is the number of panel members that judge an item as “essential” and N is the
total number of panel members [13]. The overall content validity of the HSPQwas quan-
tified by the Content Validity Index (CVI), which is simply the mean of the CVR values
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over all items in the test. The CVR exceeds the critical level of 0.62 [13] for most items,
except for items 3 (.22) and 5 (.33). The CVI was 0.85. Thus, the HSPQ and most of its
items have a high content validity, while only two items (3 and 5) need further refinement.

Face validity was tested by a panel of 10 participants, who rated the clarity
(ambiguity) of each item on a 10-point Likert scale (0= “I don’t understand this item”,
10= “I understand this item”). The interrater agreement was quantified through the intr-
aclass correlation coefficient (ICC) with its associated 95% confidence intervals, based
on a mean-rating (k = 3), consistency, 2-way mixed-effects model [14]. The ICC was
0.77 [0.56, 0.91] indicating good agreement between the different raters. On average,
most HSPQ items scored above 8.0, except for items 2 (5.9) and 5 (6.5). Thus, it appears
that these two items need to be reformulated.

Table 1. The holistic social presence questionnaire (HSPQ).

Processing level

Sensory Emotional Cognitive Behavioral Reasoning

Spatial
presence

[1: fidelity]
I have direct
contact with the
environment
(I see, hear, feel,
smell the
environment
without any
restrictions or
distortions)

[2: consistency]
My sensations
agree with the
environment
(What I see, hear,
feel, and smell
matches the
environment)

[3: naturalness]
The environment
appears natural

[4: agency]
I can behave in a
natural manner
in the
environment

[5: reasoning]
I can think in the
environment as
in normal life

Social presence Internal
(“own”)
perspective

[6: immediacy]
I have direct
contact with the
other person(s).
(I see, hear, feel,
smell the other
person(s),
without any
restrictions or
distortions)

[7: intimacy]
I feel engaged
with the other
person(s)

[8: naturalness]
The other
person(s) appear
natural to me

[9: behavior]
I can interact
with the other
person(s) in a
natural manner

[10: reasoning]
The other
person(s) affects
my thinking as in
normal life

External
(“other”)
perspective

[11: immediacy]
The other
person(s) appear
to have direct
contact with me
(The other
person(s) appear
to see, hear, feel,
smell me without
any restrictions
or distortions)

[12: intimacy]
The other
person(s) appear
to feel engaged
with me

[13: naturalness]
I seem to appear
natural to the
other person(s)

[14: behavior]
The other
person(s)
interact with me
in a natural
manner

[15: reasoning]
I appear to affect
the thinking of
the other
person(s) as in
normal life
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4 Conclusions

We present a new holistic assessment tool for measuring the QoE of mediated social
presence. The HSPQ uses a single item to tap into each of the relevant processing lev-
els in the human brain: sensory, emotional, and cognitive, behavioral, and reasoning.
The HSPQ measures social presence through the senses of spatial presence (= telepres-
ence + agency) in the mediated environment and social interaction (= interaction and
engagement with the other persons therein). The HSPQ distinguishes between the inter-
nal (“own”) and external (“the other”) assessment perspectives for the social interaction
subscale of the HSPQ. Initial validation studies confirm the content and face validity
of the HSPQ. We are currently refining the scope and formulation of some items in the
HSPQ to further increase its content and face validity. Then, we will test its stability,
sensitivity, and convergent validity in different mediated multisensory social communi-
cation settings. In our future work we will use the HSPQ for the development of a novel
immersive multi-sensory communication platform that affords mediated affective com-
munication by providing users an experience of social presence through synchronized
bidirectional sensing, digitization, transmission and replication of auditory, visual, and
tactile information.
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Abstract. Nicotine dependence continues to be one of the major contributors to
the global disease burden, despite the wide variety of assessment and treatment
techniques developed. Although VR has been used as an instrument to improve
cue-exposure therapy techniques, the full extent of its power in the treatment of
addictions has not been fully explored. In this paper, we utilize body-swapping,
a VR specific paradigm, in order to facilitate a dialogue between the present self
and the future self of the smoker about nicotine dependence. The experiment will
compare the difference in Fagerström Test for Nicotine Dependence, Stages of
Change, Future-Self Continuity Scale and Perceived Risks and Benefits Ques-
tionnaire scores before and after the dialogue between three groups, each named
based on who the participant is talking with: Present Self, Future Self Smoking
Cessation, and Future Self Still Smoking. We expect this new approach to lower
nicotine dependence and lead to long-term healthy behaviour choices as well as
pave the way for novel VR-treatment techniques.

Keywords: Virtual reality · Nicotine dependence · Future self-continuity

1 Introduction

Tobacco use causes more than 8 million deaths every year [1], and nicotine continues to
be one of the most addictive substances that negatively impacts the health and wellbeing
of society. SARS-CoV-2 has spread around the world since late 2019 [2], and it has been
causing hundreds of thousands of deaths and significant suffering. Not surprisingly,
considering that the negative progression and adverse effects of SARS-CoV-2 is likely
to be associated with smoking [3], smoking cessation interventions have come into
prominence [4] during the time of the pandemic.

Virtual reality (VR) has been used in the investigation, assessment and treatment
of mental health disorders including anxiety, schizophrenia, eating disorders and sub-
stance use disorders [5]. Cue exposure therapy, themost widely used technique in VR for
the treatment of nicotine dependence [6–8], aims to extinguish the association between
substance-related cues and substance-use by repeated exposure to the craving and with-
drawal inducing substance-related cues [9, 10]. Previous research has demonstrated that

© Springer Nature Switzerland AG 2020
P. Bourdot et al. (Eds.): EuroVR 2020, LNCS 12499, pp. 216–223, 2020.
https://doi.org/10.1007/978-3-030-62655-6_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62655-6_14&domain=pdf
https://doi.org/10.1007/978-3-030-62655-6_14


Conversation with Your Future Self About Nicotine Dependence 217

smoking cues presented in virtual environments elicit physiological responses and sub-
jective craving to smoking [11], leading to neural activation in craving related brain
regions [8]. Systematic literature reviews concluded an overall cue reactivity effect
and a significant increase in craving when participants were presented with smoking-
related virtual environments compared to virtual environments without smoking-related
cues [12]. Other successful VR-based approaches include the task of crushing virtual
cigarettes and combining VR-based coping skills training with Nicotine Replacement
Therapy. Crushing virtual cigarettes in the VR environment, resulted in decreased nico-
tine dependence scores of regular smokers in fourweekly sessions [13], while combining
VR coping skills training with Nicotine Replacement Therapy reduced the number of
cigarettes smoked and enhanced smoking cessation rates compared to the traditional
Nicotine Replacement Therapy [14].

Despite the amount of research and the techniques that have been developed to
utilize VR to enhance the probability of smoking cessation, nicotine dependence still
poses a serious challenge formany smokers. One of the problems to overcome in quitting
smoking lies in the difficulty for individuals to realize the long-term harmful effects of
smoking [15]. As the harm is incremental and long-term, the risks are easy to overlook
and underestimate [16, 17]. This tendency to devalue future outcomes compared to
immediate rewards is called delay discounting or temporal discounting. When presented
with an intertemporal choice involving monetary gains, individuals tend to discount
the value of monetary gains that are temporally further away. This discount effect is
much stronger for health outcomes [18, 19], implying a general underestimation of
the value of long-term health decisions. It is further shown that smokers have higher
temporal discounting compared to non-smokers [20, 21]. This effect has been shown
to reverse as the number of cigarettes smoked decreased [22]. Moreover, imagining
a positive autobiographical future event, episodic future thinking, has been shown to
reduce cigarette smoking and temporal discounting [23].

It is known that our perception of our potential future selves including hopes, fears,
goals and threats, affect our current self-image and work an as incentive for future
behaviour [24]. For instance, the results of a survey in which the data was obtained 23
years apart indicated that those individuals who demonstrated positive self-perceptions
of ageing, lived on average 7.5 years more compared to those who did not have positive
perceptions of aging [25]. The decision-making process for the future self resembles
more thedecision-makingprocess for others,which is different from thedecision-making
process for the present self [26]. The temporal distance between present and future selves
was found to cause individuals to make observer-like attributions towards the future self,
which can be shifted to an actor-like attributions of the future self when the focus is on
the thoughts and feelings, rather than actions [27]. Neuroimaging studies have found that
current self vs future self ratings elicit activation in the rostral anterior cingulate cortex,
the same area activated during the self vs other judgements, and individual differences
in this activation can predict temporal discounting [28].

The future self-continuity model suggests that sharing similarities between present
self and future self, seeing future selfmore vividly and positively, influences the intertem-
poral decision-making process by encouraging people to make decisions today rather
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than tomorrow for a better future [29]. Consistent with this model, when people inter-
acted with their old age rendered versions in virtual reality, temporal discounting rates
dropped for a money allocation task by investing more money for retirement funds [30].
On the other hand, lack of future self-continuity influenced decision making, leading
people to make more unethical choices [31]. Meanwhile, vivid perception of the future
self is related to decreases in delinquent choices and cheating [32] and understanding
the emotional consequences of choices [33]. Future self-continuity also contributes to
the enhancement of long-term health and exercise behaviour [34]. Promising results
from these studies emphasize the possible usage of future-self continuity model, but
applications of this model in the field of addiction disorders can still be expanded by
incorporating virtual reality.

Virtual reality can provide realistic representations of people (avatars) and an inter-
action space that can change the perception of the participant, such as feeling illusory
ownership over their virtual hands and limbs [35], transferring ownership to an opposite
sex virtual body [36] and when embodied in an avatar of a child’s body, overestimating
the size of the virtual objects and associating with child-like attitudes [37, 38]. The own-
ership over the virtual body can cause changes in the behaviour of the participant. For
example, being embodied as a virtual representation of Lenin has been shown to increase
presence in a scenario related to Russian Revolution [39] while being in a virtual body of
Einstein improves cognitive performance [40]. On the other hand, the behavioural and
perceptual change is not only limited to virtual experience, but it can still affect real life.
In a racial bias experiment, light-skinned participants showed an immediate decrease
in their implicit racial bias scores after being embodied in a dark-skinned virtual body
[41] and this change was sustained for at least one week [42]. When participants had a
conversation about a personal problem and offered themselves self-counselling by swap-
ping between two virtual bodies, one looking like themselves and another resembling
Sigmund Freud, their mood improved [43], and their perception of change and help
increased [44]. The body-ownership illusion was stronger, when the embodied Freud
body moved synchronously with their own movements. The overall effect was stronger
when they provided their own solutions to their personal problem while embodied as
Freud rather than listening to scripted answers from a pre-programmed Freud.

The research described in this paper proposes that utilising the future-self continuity
model in the VR body-swapping paradigm can give insights about the motivation behind
smoking as well as possible health consequences and can leverage the individual’s own
problem-solving skills to help their nicotine dependence.Although there aremany digital
applications for health [45, 46], hereweonly concentrate on an immersive approachusing
virtual reality.

The main goal of this study is to explore the virtual experience of having a con-
versation with the future self and the influence of this on possible changes in nicotine
dependence scores, stage of smoking and perception of risks and benefits related to smok-
ing. We expect to find that after having conversation with the future self who stopped
smoking, participants will have higher future self-continuity scores compared to other
conditions, as earlier research suggested vivid and positive perception of future self can
increase future self-continuity [29]. In addition, it was suggested by the previous study
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that future self-continuity improves long-term health behaviour [34]. Hence, a body-
swapping conversation with the future self can be expected to increase health behaviour,
improving in the stages of change scale of smoking and modulating perceived risks and
benefits of smoking.

2 Methods

2.1 Experimental Design

A between-groups experimental design has been designed and is currently partially
implemented for this study to assign participants into one of 3 different groups:
“Future Self Smoking Cessation” (FSSC), “Future Self Still Smoking” (FSSS), “Pre-
sent Self” (PS) by counterbalancing their nicotine dependence scores. In each condition,
participants will talk about their nicotine addiction and will engage in self-counselling
by swapping between two avatars. The first avatar, who will define the problem about
nicotine dependence to start the conversation, will be the present self. The appearance
of the second avatar, who will respond, will be different depending on the assigned
condition: the future self who stopped smoking (FSSC), the future self who continues
smoking (FSSS) or the present self (PS). The age-rendered avatars in future self (FSSC
and FSSS) conditions will look very similar, but the skin of the avatar in the FSSS con-
dition will have a more pale looking skin tone. Also, the avatars will differ in smoking
status, as smoker and non-smoker.

2.2 Procedure

This experiment will consist of three sessions. In the first session, participants will be
asked to complete questionnaires such as the Fagerström Test for Nicotine Dependence
[47], Stages of Change [48], Perceived Risks and Benefits Questionnaire [49] and Future
Self Continuity Scale [50]. Next, the experiment will be introduced and an online inter-
view will take place to build problem definition about nicotine dependence. Participants
will also send their frontal face photos without glasses to the experimenter for the gen-
eration of their avatar Headshot plug-in and SkinGen features of the Character Creator
3.3 software will be used to generate these 3D avatars (see Fig. 1). After the generation
of the Present Self avatar, that takes a couple of minutes, skin and hair features of the
avatar will be changed for the generation of the Future Self avatars. The FBX (film-
box) files of these avatars will be exported to the Unity3D to create asset bundles that
will be directly transferred to the Oculus Quest application. During the second session,
participants’ voices will be recorded for five seconds, and they will be assigned two
avatars, one for their present self, and one for their assigned condition. After the avatar
assignment, participants will enter into their lookalike avatar that is in a sitting position.
The pre-recorded instructions will explain that they should look at the mirror in their
left side, allowing them to see their virtual body and increase embodiment, and move
their arms while looking at the mirror and down towards their body. The avatar for the
assigned condition will be sitting in front of them. The conversation will start by the
participant expressing their problem statement about nicotine dependence. Afterwards,
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the participant will swap the body and listen to the explanation of the problem from the
future self or lookalike avatar and give a free form response. After this the bodies will be
swapped again, they will be back in their own self-representation lookalike avatar and
this time, will listen to the response on the assigned condition. During the future-self
conditions, the voice of the participant will be processed in real time to a lower pitch
by using the SoundTouch Audio Processing Library to sound more like an aged voice.
The conversation will take as many swaps as required, until the participant has decided
to conclude. After this session, they will complete body-ownership and presence ques-
tionnaires along with Future-Self Continuity Scale. The final session of the experiment
will occur one week after the second session. Participants will complete questionnaires
including Fagerström Test for Nicotine Dependence, Stages of Change, Perceived Risks
and Benefits Questionnaire and Future Self Continuity Scale.

Fig. 1. Avatar generation process. (A) Face photo of the participant. (B) Present self avatar. (C)
Future self smoking cessation avatar. (D) Future self still smoking avatar.

3 Expected Results

As a result of conversation with the future self, we expect to see increased future self-
continuity scale scores for both future self conditions, while the scores for the present self
condition is expected to stay the same. The increased future self-continuity is expected
to decrease the temporal discounting, which would lead to a more realistic perception
of the risks of smoking and benefits of quitting smoking. This updated perception of
the effects of smoking is expected to increase the scores in the Perceived Risks and
Benefits Questionnaire for all the participants. As positive experiences increase future
self-continuity, a greater effect size is anticipated for the participants of the Future Self
Smoking Cessation condition. Depending on the effect size and individual differences,
we suspect some participants to make the transition into the next smoking status in the
Stages ofChange andhavedecreased scores inFagerströmTest forNicotineDependence.

4 Discussion and Conclusion

In conclusion, nicotine dependence continues to be a public health issue that is affecting
millions of people every day. Temporal discounting is one of the reasons that makes
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quitting smoking harder for people with nicotine dependence. Increasing future self-
continuity leads to a decrease in temporal discounting. Even though VR-integrated
assessment and treatment tools for nicotine dependence have been effectively intro-
duced, the main focus has been on using cue-reactivity methods in virtual environments.
The appearance of the embodied avatar and body-ownership illusion result in changes
and alterations of behaviours, attitudes and perceptions of the user. In addition, having
conversation with one’s self by swapping bodies with the virtual avatar of Freud has been
found to improve mood. This research aims to approach the problem of VR-integrated
assessment and treatment of nicotine dependence, by incorporating the body-swapping
paradigm and the future self-continuity model. In this novel approach, conversation with
the future self is expected to change the perception of the risks of smoking and benefits
of not smoking to more realistic levels. The results will show whether the effect size is
strong enough to make changes in the smoking status and nicotine dependence scores.
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Abstract. The combination of VR with the correct psychological mechanism
could become a powerful persuasion system to stimulate intent to change towards
important environmental issues such as water conservation. However, very limited
research has been reported on VR usage in this area. Therefore, we conducted a
between-groups study to investigate whether the level of presence felt in a VR
environment together with a trigger mechanism such as guilt could spark intent
to change towards water conservation. Participants were exposed to a persuasive
message about water conservation in one of three conditions: audio only, simple
VR and visually richVR. Forty participants completed the study “in thewild”. The
results showed that while intent to change increased in all three groups, both VR
groups indicated lower levels of change than the audio only group. Additionally,
a positive correlation, albeit small, was found between presence and cued recall
along with presence and intent to change. These results furthermore showed that
presence could play a role in behavior modification and intent to change.

Keywords: Virtual Reality ·Water conservation · Persuasive system · Presence ·
Trigger mechanism ·Memory · Cued recall · In the wild · Guilt

1 Introduction

Climate change is one of the numerous problems which society is facing, and water
conservation is an important facet of the solution to this long term problem. Raising
awareness of the problem is perhaps one of the first steps in almost any type of con-
servation effort and could be considered a prerequisite for any type of behavior change
[3, 26]. Notwithstanding, there are various characteristics of environmental problems
which hinder the raising of awareness such as the abstract nature of the issue or the fact
that these issues have a gradual effect over time making them difficult to observe [9].
Hence, most people do not feel a responsibility to change despite knowing the existence
of the problem [19].

This leads to the question of whether technologies such as Virtual Reality (VR)
could play a role in the water conservation effort. VR is a highly interactive and realistic
technology in and of itself, and when combined with other psychological tools it could
become a powerful persuasive system to provoke various types of changes or outcomes
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in the users. Furthermore, the use and uptake of VR has grown substantially during the
past few years and has been applied to many fields and areas of study due to the many
advantages it offers. These advantages include greater control of environmental factors
such as frequency, intensity, and quality [5] and its transparent replicability [14].

Changes in the attitude or behavior from the use of a persuasive system such as
VR, could lead to different outcomes such as reinforcement, change or further shaping
and defining of attitudes or actions [10]. These outcomes are therefore the result of
focusing on the drivers or factors of human behavior to induce change. Fogg [6] defined
a model of persuasive technology which identified three factors which could lead to
behavior change: motivation, ability, and triggers. Additionally, as water conservation
is an abstract concept, presence could play a role in behavior change. In the current
experiment, the participants listened to an audio message which was reinforced by a VR
environment in an effort to stimulate the feeling of presence and arouse intent to change.

2 Related Work

2.1 Use of Immersive Witness and Games Within VR

Of the few examples of VR usage within social change issues, most have focused on
raising awareness of the problem. This is primarily done through the use of the technique
of immersive witness. This technique takes a moral issue or concern for a distant issue
and brings it directly to the participant so that it can be experienced through VR. This
allows the participant to be temporarily connected both spatially and mentally through
a feeling of presence to a place and more importantly to be immersed in an issue [16].
This temporary immersion creates an experience for the participant which could change
their response and feelings. It has been argued that the feeling of presence could be
considered as an effective tool through which a moral reaction can be obtained from a
participant [8].

In the global marine conservation effort, a slightly different approach has been taken
where instead of movies or lifelike environments for raising funds, games have been
developed inVR [2].While the use of different types of games to overcomepsychological
problems such as PTSD [21] or even some types of phobias is not new, what is interesting
is the usage of VR to create a more intense lifelike experience for the participants. These
games allow the participants to explore the undersea environment in away theymight not
have been able to do so before and helps the participant to feel a sense of connection with
the environment [2]. As the connection with the environment is built, the games act in
an educational manner by providing information to the user and then indirectly creating
greater awareness for the environmental issues. Built within the games are the main
learning principles to help educate, create awareness, and more importantly stimulate
change and action [2].

There have been very few studies completed on the use of VR in water conservation.
One such study, by Hsu et al. [9], showed that an exaggerated feedback (EF) mechanism
could be used to change behavior through negative reinforcement. The study used a VR
game which provided the participants with negative feedback on their use of water. The
strength of the negative feedback was then systematically increased to stimulate change
in the behavior towards water conservation. The positive results did provide a direct
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link between the participants intention to change and the use of VR through negative
reinforcement [9]. While this study provided interesting results concerning the negative
feedback mechanism, it does not compare VR results with Non-VR results as does the
current study, which leads to speculation on whether it was the message which was
persuasive instead of the use of VR.

2.2 Presence Within a VR Environment

With the increasing use of technologies such as VR being directed towards influenc-
ing user’s behavior, it is important that a holistic approach is taken when developing
a persuasive technology. Relevant social psychological theories should be considered
alongside a range of factors specific to VR technologies, such as presence. It could be
thought that both aspects are mutually inclusive and that for a persuasive system to be
successful both presence and social psychological theories should be finely tuned.

Presence could arguably be one of the most important of the three main aspects of
a Virtual Environment (VE), the other two being the computational model or autonomy
and the software or interaction [12]. Slater [23, 24] defined presence as the illusion one
feels of being there in the environment. This illusion of being in the environment, if strong
enough, can lead a person to automatically react to the environment when a perceived
threat or action to them or near them is felt. This instinctive reaction happens although
the person within the environment cognitively knows that both what is happening within
the environment and that the environment itself is not real [23, 24]. Hence, presence
could be considered to be the mediator which permits other psychological aspects such
as emotions or feeling to be activated but that the illusion happens when the person in
the VE no longer perceives the very existence of the medium [4]. Furthermore, it implies
that presence could be considered to have a causal role in the experience with the VE as
the feeling of presence is increased with arousal which in turn increases the emotional
state of the participant [4]. Thus presence may play an important role in the use of VR
as a persuasive technology.

2.3 A Persuasive Model to Influence Behavior

While, presence may play an important role in the persuasive model, Fogg, describes the
three principle factors that influence behavior in his 2009 model for persuasive design,
named the Fogg Behavior Model (FBM). The importance of this model has been high-
lighted by Mustaquim and Nystrom, who stated in their 2014 paper on design principles
for persuasive systems that the FBM and its three principles should be acknowledged
as the basis for all persuasive design principles. Although the well-known phenomena
of cognitive dissonance states that cognitive discomfort will create a change in atti-
tude, Mustaquim postulates that cognitive consistency is important because to motivate
change, the urge for consistency should be strong enough [15].

Within the previously mentioned study by Hsu et al. [9], negative reinforcement was
used and this could fall under the category of a trigger within the FBM. The negative
feedback acts as a trigger the moment it is given to the participant. This trigger leverages
the motivational element of mental pain which then in turn creates fear of repeated and
stronger negative feedback, hence triggering change in behavior. Such negative triggers,
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including guilt, might be able to be leveraged within persuasive technology in order to
trigger the desired attitude or behavioral change.

It has been shown that the feeling of guilt along with the typical reactions towards
it make it a compelling tool for persuasive influence [17]. Therefore we designed a
study to investigate the role of presence in VR when combined with a negative trigger
(guilt) in order to provoke a change in attitude to water conservation. Specifically, the
trigger mechanism used was a persuasive message given to the participants during the
experiment in a similar way that commercial marketing companies use guilt to promote
healthy food or to obtain donations to charities. O’Keefe [18] describes that the way it
could be used, perhaps based on the cognitive dissonance viewpoint, is that first an issue
where there exists a deviation between the users ideas or standards and their actions
should be highlighted. Once that has been done the user will react in order to reduce this
inconsistency or feeling of cognitive discomfort [18].

While it could be argued that the factor used in the present study could be either a
motivation which later leads to a future trigger when the participant enters a bathroom
environment or a trigger initiated by themessage given andbasedonparticipants previous
experiences of having being in a shower or bathroom. It is believed that trigger could
be a better fit because all of the study participants are familiar with use of a shower
or a bathroom environment and that the verbal message given to the participants in the
study, together with the sound of running water in the environment, would leverage the
previously existing element of motivation, causing a feeling of guilt, and therefore act
as a spark.

2.4 Combining Presence and Memory Within a VR Environment

Although the trigger mechanism used is an important aspect of the experiment, the
measurement of the participants self-reported sense of presence is a significant indicator
when measuring the participants intention to change. When examining presence, it has
been shown that it does play a role and could influence the outcomes or differences
of a persuasive VR experience [27]. When combining presence with memory, an even
stronger indicator is given for the success of a persuasive system.A reviewof the literature
shows that there are discrepancies in the findings related to how presence is interpreted
or correlated with memory. In some literature, it is theorized that the higher the level
of presence the more details and data the participant will remember about the virtual
environment such as objects, layout or messages [13]. From a different perspective, it
has been suggested that if the user’s cognitive capacity is fully focused and engaged in
a VR environment, the user will have a lower level of recall pertaining to the content or
details of their environment [7].

When measuring the effect of cued recall, a study completed by Bailey [1] tested
whether participants could remember environmental information given to themwhile in a
VR experience and then further pass this information on to a secondary person. However,
contrary to the researcher’s hypothesis, the results showed a negative correlation between
the level of memory and the level of presence [1]. This implies that the high level of
presence felt acts as an inhibitor to the ability to recall information that was given
during the VR experience. This could be because high impact events could possibly
overload memory capacity of the brain [11]. A possible secondary reason could be that
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high impact events could stimulate physiological arousal which in turn could influence
cognitive processes [20]. However, it is probable that as usage of VR increases and
becomes more commonplace, it will no longer be a novelty and possibly lessen the
inhibition to recall information. This study extends Baily’s original work by comparing
VR to a non-VR condition allowing for a greater understanding of the true effect of VR.

3 Methods

We conducted a between-subjects study to investigate whether the level of presence
felt in a VR environment together with a trigger mechanism such as guilt could spark
intent to change towards water conservation. 40 participants, aged between 19–29, were
exposed to a persuasive message about water conservation in one of three conditions:
audio only (n = 13), simple VR (n = 14), and visually rich VR (n = 13). The only
difference between the three conditions was the medium through which the participants
would engage during the experiment. The participants were randomly assigned to one of
the three different groups and all three groups listened to the same audio message which
contained information about water conservation while the sound of running water could
be heard in the background. At the end of the message there was a call to action where
the participants were given information on how they could individually contribute to
the conservation effort. This call to action, together with the rest of the message, was
intended to create a sense of guilt and act as a trigger mechanism.

As the study was completed “in the wild” during a worldwide COVID-19 pandemic
the simple VR and the visually rich VR groups were sent a smartphone Head Mounted
Display (HMD) by post (Fig. 1).

Fig. 1. Smartphone VR headset used to display the VR environments

TheAndroid Package File (APK)which could be used on anAndroid phone, together
with the online questionnaireswere sent by email in parallel. The simpleVRenvironment
consisted of a shower scene which could be seen from a first person Point of View (POV)
while the richer environment had the same shower but also had a full bathroom for a
richer environment (Fig. 2).
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Simple VR environment Richer VR environment

Fig. 2. The VR environments used in the two different VR condition

The participants filled in a total of four questionnaires post the consent and biograph-
ical form, of which two were non-standard (water survey pre and post experiment and
memory test) and the fourth was the 1994 Witmer & Singer v3 presence questionnaire.
It is important to note that to determine whether the message and the medium were
able to elicit a modification in the participants intent to change, a series of questions
were asked to the participants before they completed the experiment. These indicated
the participants feelings towards water conservation along with asking them to quantify
their actual usage of water in two of their most commonly daily completed activities:
taking a shower and brushing ones teeth. Post the completion of the experiment, the
participants were then asked the same questions except that the questions were slightly
modified to ask the participants intended future length of time to complete the previously
mentioned activities. To calculate this measure, the difference between each question
was measured, i.e. for each positive change in a response, one point was given and then
the total was summed up at the end. An overview of the experimental procedure for each
condition can be seen in Table 1.

Table 1. Outline of the study procedure for the three experimental conditions

Experiment procedure

Conditions Audio only Limited VR
environment

Visually rich VR
environment

Forms to be filled in
before experiment

Consent/biographical
form Water survey
questionnaire

Consent/biographical
form Water survey
questionnaire

Consent/biographical
form Water survey
questionnaire

During experiment Sit down in a chair
with eyes closed

Wear HMD and asked to be supervised as they
stand during experience

Forms to be filled in
after experiment

Memory test Water
survey questionnaire

Memory test Presence
survey Water survey
questionnaire

Memory test Presence
survey Water survey
questionnaire
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4 Results

A one-way ANOVA was conducted to evaluate the hypothesis that presence would
stimulate a higher level of intent to change. The results showed a small effect size of
η2 = 0.067, F (2, 37) = 1.295, p > 0.05. However, when comparing the mean intent to
change scores for the three conditions, differences between the groups can be identified
(Table 2). The non-VR group had the highest mean score followed by the simple VR and
finally the richer VR had the lowest score. The difference in the mean non-VR score and
the fuller VR score was that of 1.94 points which is noteworthy considering the fuller
VR had a mean score of 3.23 points.

Table 2. Intent to change scores for the three conditions

Group type Mean score Standard deviation Skew Kurtosis Standard error

Non-VR 5.15 3.8 0.29 −1.38 1.06

Simple VR 3.64 2.98 −0.15 −1.05 0.8

Fuller VR 3.23 3.54 0.47 0.67 0.98

A Pearson’s correlation coefficient was calculated between the participants self-
reported presence scores together with their intent to change scores (Fig. 3). Presence
scores were correlated with intent to change scores, r(27) = 0.12, p > 0.05. The scores
were positively correlated, albeit weak and not significant.

Fig. 3. Correlation between intent to change and presence scores

A second Pearson’s correlation coefficient was calculated between the participants
self-reported presence scores together with their memory scores (Fig. 4). These scores
were correlated with the total memory scores, r(27)= 0.26, p> .05. This also indicates
a small to medium effect size.
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Fig. 4. Correlation between total memory scores and presence scores

5 Discussion

Limited investigation has been completed on the ability of presence in VR to simulate
intent to change towards water conservation. Most of the VR work in conservation or
other social change issues have been focused on raising awareness. Hence, this study
could be seen as a step forward as it furthers this topic by not only measuring the
relationship between presence and intent to change but also presence and cued recall,
all of which was done in the wild.

While the study results are contrary with what was expected, there could be various
underlying reasons which could have affected the outcome such as the experiment being
conducted in the wild [25] during a worldwide pandemic, the media richness of the envi-
ronment [22] or individual differences of the participants [10]. From a more theoretical
perspective, it could have been due to the non-responsiveness of the participants to the
behavior model used in the experiment [6], to the trigger mechanism of guilt [18], to the
lower level of presence felt [4] or even a combination of all of these.

However, it is interesting to note a small positive correlation between both presence
and memory and presence and intent to change. The fact that the effect size was small
could be the reason that the non-VR group had a higher intent to change score than
either of the two VR groups. Smaller effect sizes together with population variability
generally require bigger sample sizes and using a larger sample size could add further
insight in future research. It could be further hypothesized that had the level of presence
been higher and the correlation been stronger, the two VR groups may have had higher
intent to change scores than the non-VR group.

6 Conclusion

The results did not demonstrate that presence had a direct influence on the participants
behavior in this experiment, however it did show that it could play a role in behavior
modification and specifically intent to change. The recent Covid-19 pandemic has high-
lighted urgent need for a change in approach to threats to the environment, and these
initial results suggest that high-presence VR could play an important role as a driver of
behavior change.

This is important as very few studies have been completed in the wild during aworld-
wide pandemic when the majority of the people in many countries were experiencing
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some type of lockdown. While the impact of the COVID-19 pandemic will be felt in
many fields, this study indicates that there is a large possibility for future research to be
completed in this manner, especially as the penetration rate of VR equipment continues
to grow.

As the number of households with some type of VR equipment continues to grow,
the need for a better understanding of howVR is used and how the public reacts and feels
about VR in thewildwill expand.With this further understandingmay comemany future
applications for VR as well. Finally, future studies should be undertaken to understand
how VR can further play a role in not only water conservation but also in the many other
climate change issues which will have an even greater long term impact than COVID-19.
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Abstract. One of the common traits of individuals with Autism Spec-
trum Disorder (ASD) is the inclination to perceive unknown situations
and environments as a source of stress and anxiety. It is common for them
to tend to avoid novel experiences -including traveling to new places- and
therefore an environments like an airport can be overwhelming. Virtual
Reality can be a functional tool to provide ASD users with a training
system that allows them to experience the airport process, even several
times, before facing the real life experience. We hereby present the sce-
nario in which our investigation takes place, the system we developed,
and a draft of the evaluation of the training technique.

Keywords: Virtual Reality · Neurodiversity · Autism · Experiential
training · Airport simulation · Mixed reality

1 Introduction

Autism Spectrum Disorder (ASD) is a complex neurodevelopmental disorder
characterized by deficits in social communication and interaction, accompanied
by restrictive and repetitive behaviors or interests. Since ASD affects individuals
in different ways, it is considered a spectrum condition. Some autistic people,
for example, may have learning disabilities and cognitive issues, while others
have full intellectual abilities [5]. Moreover, people with ASD are in some cases
overwhelmed by environmental features that are, instead, easily managed by
neurotypical individuals [11,12].

A majority of people with ASD may perceive as stressful all kinds of unknown
situations and thus tend to avoid novel experiences [14], often preferring deter-
ministic situations and rigid and repetitious routines [14]. As consequence, they
are less likely to explore new places, and more likely to revisit well-known loca-
tions [16]. Indeed, this heavily affects the travelling experience. Most of these
issues can be addressed by means of a meticulous planning of the tour, in order
to prepare the user to tackle all the steps related to the travel experience [4].
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Several studies show that Virtual Reality (VR) is a useful tool for improving
social skills, cognition, and functioning in autistic individuals, through a specific
experiential training [2,3,6,17].

Following these results, we developed a VR application to support people
with ASD minimize the level of stress and anxiety while travelling, and therefore
rise autonomy and comfort. For this purpose, we give the chance to experience
the situation before it happens, underline the difficulties and the solutions. In
particular, we focused on the travel experience in an airport, since there may
be an excess of sensory stimuli that make the circumstance daunting. This is an
ongoing work, and the current paper describes the main motivation, the goals
of the project and the implementation.

2 Related Work

Users with ASD show a positive attitude towards new technologies mainly
because of the predictability of the interaction [10], including VR, as shown
in the following studies. Kandalaft [6] investigated the feasibility of a training
intervention in VR on high-functioning users with ASD focused on enhancing
social skills, cognition, and occupational functioning. Significant increases in real
life were found post-training. Similarly, providing several selected scenarios in
VR helps autistic children adapt to new environments and contain anxiety [13].
Some works exploit Virtual Reality for training specific skills needed to travel
on buses using serious games paradigms in VR [1,15]. Regarding flights, Miller
suggests the efficacy of a training in VR to teach basic air travel skills to young
children diagnosed with autism [8].

In general, it is uncommon for airports to offer pre-planned visits of the
structure, even if several airports offer specific info material for ASD travelers.
Among others, the airport of Dublin visually describes the different parts of the
building and provides tips on how to face all the different situations, together
with some general rules to follow during a trip1. Also in Italy, Caselle Airport, in
Torino2 as well as Milan Malpensa and Linate Airports3 offer a similar support,
offering a textual and visual description of all the steps to follow in order to take
a plane.

To the authors’ knowledge, the closest approach to VR for training ASD
flight travelers in airports is proposed by the Airport of Boise, in Idaho, USA4:
focusing on children, they provide a solution where users can watch a 360◦ video
in order to explore the structure they will go through, from the check-in to the
boarding phase.

1 https://www.dublinairport.com/at-the-airport/help-and-support/travelling-with-
autism.

2 https://www.aeroportoditorino.it/autismo.
3 https://www.milanomalpensa-airport.com/en/passenger-guide/special-assistances/

autism-project.
4 https://www.cityofboise.org/programs/stories/virtual-reality-at-the-boise-airport.

https://www.dublinairport.com/at-the-airport/help-and-support/travelling-with-autism
https://www.dublinairport.com/at-the-airport/help-and-support/travelling-with-autism
https://www.aeroportoditorino.it/autismo
https://www.milanomalpensa-airport.com/en/passenger-guide/special-assistances/autism-project
https://www.milanomalpensa-airport.com/en/passenger-guide/special-assistances/autism-project
https://www.cityofboise.org/programs/stories/virtual-reality-at-the-boise-airport


236 A. M. Soccini et al.

In this scenario, a VR solution seems perfectly suitable: users can move freely
into scenes, interact with objects and perform actions as if they were in a real
life situation. Based on this consideration, we propose a VR system to learn the
important steps to be done in an airport, leading their own experience in the
virtual environment.

3 Description of the Project

The project is a joint collaboration between the Computer Science Department
at University of Torino and the Adult Autistic Center of the Local Health Agency
of the City of Torino. In the past few years, the Department developed and val-
idated several technological solutions dedicated to the autonomy of ASD users
especially in transportation, and recently investigated the use of VR. As men-
tioned, travelling can be challenging for people with ASD, especially in contexts
like airports or stations, where the excess of multi-sensory stimuli might be per-
ceived as overwhelming.

We developed a virtual scenario in which users reach the airport, go through
a specific process, like all travellers have to, and reach the aircraft. We defined
the steps following the indications from the flyer of the Airport of Torino Caselle,
in Italy5. In particular the steps are: entrance, check-in, security checks, duty
free shops, gates and waiting rooms, plane boarding. A 360◦ view of the check-in
desks is represented in Fig. 1, while in Fig. 2 we can see a view of the security
check area. The simulations is a generic representation, valid for a number of
airports, as we describe general steps that users have to follow to board.

The system was designed in Maya20206 and developed in Unity2019.4.3f17

to run on an Oculus Quest8. We found that head mounted display the most
suitable option among the commercial solutions, because of the six degrees of
freedom, the lack of wires, and the headphones-free spatial audio.

We plan to test the prototype with some patients of the Adult Autistic Center
in order to assess the usability and acceptability of the solution, as well as the
efficacy of the intervention in increasing people autonomy and lowering stress.
The experimentation will involve 10–15 participants, of all genders, all adults,
with ASD. The first step will consist in a usability test: the participants will be
wearing the head mounted display and familiarize with the controllers. We will
use as a baseline the data of a similar population of neuro-typical users in the
same conditions. The way we quantify the acceptance values will be through a
User Experience questionnaire [9] and collecting responses on a Lickert scale.
The analysis of the single ASD data set will confirm the expected acceptability
of the experience, while a compared data analysis will give us an insight on the
difference of acceptance rate of neuro typical and atypical users.

5 https://www.aeroportoditorino.it/en.
6 https://www.autodesk.com/products/maya/overview.
7 https://unity.com/.
8 https://www.oculus.com/quest.

https://www.aeroportoditorino.it/en
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Fig. 1. 360◦ view of the check-in area of the airport

Fig. 2. View of the security check area of the airport

As a next step, to quantify the efficacy of the training in VR, we will run some
sessions in a time slot of two weeks. Half of the users will do the training and
half won’t, so the outcome of the final performance will underline the significance
of the training. As metrics, we will be focusing on a check of the successfully
performed tasks, together with a subjective report on the sense of comfort. We
will start from the Kirkpatrick Evaluation Model (based on Reaction, Learning,
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Behavior, Results) where the calculation of the single factors will be re-adapted
to our scenario, according to specific topics to which ASD are more sensitive
[7,18].

4 Discussion and Conclusions

In the current paper, we underlined why travelling might be a source of anxiety
or confusion for people with autism, and identified the airport as a potentially
disturbing scenario. To prevent a negative experience in real life, we propose a
Virtual Reality training system that ASD users can benefit of, before facing the
actual task.

As an outcome, the general appreciation of the use of technologies by ASD
users let us believe they will enjoy this virtual experience. We also expect that,
after the training, they will be prepared to manage a trip into an airport with
all the necessary skills. Still, the experimentation has not been done yet.

Some issues might appear: users in general, and ASD users in particular, may
not be keen on wearing a head mounted display for long periods, for example
more than 10 min per session. We therefore need to implement tasks that can be
resolved in a short time. A delicate topic related with this technology solution
are intrinsic in the concept of simulation. The transfer of skills from virtual to
real must be shown to be successful, as simulators might be unhelpful or even
counter-productive in the training for the real task.

As a development of the training process, in the different training sessions, the
objects in the environment might be recombined or changed of location, in case
the users feel confident in facing more complex adventures, in terms of novelty.
Also, we start proposing a scene with no characters, but adding some avatars
might be part of the steps of the training, as they are often source of stress
and unexpected noise. While the current project involves VR, we are planning
to develop different paradigms of mixed or augmented reality (XR) applications
with similar training goals.
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Abstract. Virtual Environments (VE) relying on Virtual Reality (VR)
can facilitate the co-design by enabling the users to create 3D mockups
directly in the VE. Databases of 3D objects are helpful to populate the
mockup and necessitate retrieving methods for the users. In early stages
of the design process, the mockups are made up of common objects rather
than variations of objects. Retrieving a 3D object in a large database can
be fastidious even more in VR. Taking into account the necessity of a
natural user’s interaction and the necessity to populate the mockup with
common 3D objects, we propose, in this paper, a retrieval method based
on 2D sketching in VR and machine learning. Our system is able to
recognize 90 categories of objects related to VR interior design with an
accuracy up to 86%. A preliminary study confirms the performance of
the proposed solution.

Keywords: Drawing recognition · Virtual Reality · Machine Learning

1 Introduction

Virtual Reality (VR) offers an immersive and interactive environment, and has
been explored to support the design of complex products [11] by, for example,
enabling the users to create 3D mockups directly in the virtual environment.
A solution to easily create a mockup in VR is to provide a database of 3D
common objects. Indeed, in early stages of the design process, there is no need
to use a range of representations for the same concept of product (e.g., a desk
chair, an operator chair, and an executive chair). Providing a database of 3D
common objects implies the user to search and to select the objects using VR
interface. Nevertheless, manual search in these database can be inefficient and
time-consuming. In this paper, we propose a solution mixing Machine Learning
(ML) techniques and a natural user’s interaction (i.e., 2D drawings) to find 3D
objects to populate a mockup in VR. The novelty lies on the use of ML techniques
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Fig. 1. (1) The user sketches. (2) The image is resized and interpreted by the ML
model which gives the three best correspondences. (3) The corresponding vignettes are
displayed. (4) The user selects the vignette of the object which is then instantiated in
the virtual environment.

that accept various sketched representations of the concept in input leading to
a unique 3D common object for all those variant representations (Fig. 2). The
aim of the contribution is to facilitate the retrieving interaction of a unique
3D object while taking into account the variability of 2D sketch representations
(e.g., various chair sketches for one 3D chair). The user’s interactions with our
tool are entirely performed in VR. In this way, our tool is able to enrich VR
applications dedicated to design.

2 Related Works

In the literature, several tools have already been proposed. A first retrieval tool
[9] proposes to extract descriptors of 3D models contained in a database by
generating 2D views of the 3D models. The database is made of multiple classes
containing multiple 3D models. For example, the class chair contains several
different chairs. The tool use a single 2D sketch to match several 3D models of
the same categories. The tool is not implemented in VR and do not focus on
matching a single class to the sketch.

A second tool [3] focuses on matching the “best views” of 3D models and 2D
sketches. The tool is able to extract 2D views of the 3D models contained in a
database. Based on the 2D sketch of the user, the ML techniques provides the
best corresponding 3D models and the appropriate orientation of the 3D models
according to the sketch. As the previous tool, this solution is not implemented
in VR and do not focus on matching a single class to the sketch.

A third tool [4] is implemented in VR. It enables the user to draw in 3D and to
retrieve the most corresponding 3D models in a database of the same class (e.g.,
a chair). The tool extracts multiple descriptors of the 3D drawing by projecting
the 3D drawing onto twelve 2D views and then compares the descriptors of the
2D views with descriptors of the 3D models. The tool is able to take into account
the variations of the 3D models of the same class. For example, a user is able to
draw a rocking-chair in 3D and the tool displays the various 3D chairs that best
match the 3D drawing. Nevertheless, this solution does not match the need of
the early design stage that require common objects for the mockup instead of
variations of the same object’s class.
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Fig. 2. Different 2D sketches of a same concept (e.g., a chair) are recognized as a same
category. Thus, one same 3D object is instantiated for different 2D representations.

The recognition of sketch category using ML methods seems promising. The
training of ML models can be defined as building systems capable of learning
from data to achieve something without being explicitly programmed [1] (e.g.,
speech-to-text). This approach has gained popularity in recent years [8] thanks
to research breakthroughs [7]. In more details, using supervised methods, the
training of ML models intends to infer the function (i.e., P(Y—X)) between
the input data (i.e., sketch; X) and the output data (i.e., sketch categories; Y)
[7]. In others words, ML models aims to map the sketch and the corresponding
categories are to automatically classify the drawing. In this way, after training,
the models should be able to recognize, in real time, the current category of the
drawing without asking the user for the label.

3 Design and Implementation

3.1 Sketch Category Recognition - A Machine Learning Approach

The Quick, Draw! Dataset provided by Google was used to train our model to
recognize categories from sketchs [5] (50 million drawings across 345 categories
of hand-drawn images). The 90 categories appearing to be the most relevant for
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VR interior design have been selected. For each category, 5000 drawings were
randomly selected: 60% were used for training, 20% for validation and 20% for
testing.

Pre-processing. The intensities of the drawings have been normalized in the
range [0.0, 1.0] and resize to 28× 28 pixels.

Network Structure. The architecture of the model was composed as follows:
2 convolution layers, each followed by batch normalization, ReLU activation
and max pooling layer. The top of the model was composed of 2 dense layers
(ReLU activation) interspersed with dropout layers and a final dense layer with
a softmax activation.

Training Details. To train our network, the learning rate was fixed to 0.0001.
An optimizer Adam [6] was used and a categorical cross-entropy was defined as
loss function. The training was performed using Keras [2] with a Tensorflow [10]
backend.

Recognition Performance. The performance of the trained model was eval-
uated on Top-1 accuracy1 and Top-3 accuracy2. On the testing dataset, the
trained model was able to reach a Top-1 accuracy of 70% and a Top-3 accuracy
of 86%.

3.2 VR Implementation

The virtual environment (VE) is designed in Unity3D. To immerse the user, an
Occulus Rift HMD and its controllers are used in the VE and to interact within
it. The VE is composed of a virtual blackboard, a virtual pen, three user interface
(UI) slots for thumbnails predictions next to the blackboard and a position in
the VE to instantiate 3D objects. The database is integrated in Unity3D and
contains 90 unique 3D objects. The retrieval process of the 3D object among the
90 items database is designed in four steps.

First , the user draws the 2D simplified representation of the object on a
virtual blackboard in the VE. Once the draw is completed, the user starts the
recognition phase by triggering a controller button (Fig. 1-1).

Second, the new 2D texture of the blackboard containing the 2D drawing is
extracted and transformed into JSON in order to be send to the Python module
using a network socket. Upon receipt of the message on the socket, the trained
model resizes the 2D texture into a 28× 28 one and predicts the 3 most likely
categories (Fig. 1-2). The prediction is sent back through a network socket in
order to be used in the Unity3D environment.

Third , the thumbnails of the three predictions are displayed next to the
virtual blackboard (Fig. 1-3).

1 Top-1 accuracy: the answer with the highest probability must match the expected
answer.

2 Top-3 accuracy: any of the three answers with the highest probabilities must match
the expected answer.
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Finally , the user selects the thumbnail corresponding to the 2D drawing and
the associated 3D object is then instantiated in the VE (Fig. 1-4). If no thumbnail
is corresponding, the user is able to clear the blackboard or to complete the
current 2D drawing before lunching the recognition step once again.

4 Preliminary Evaluation

The preliminary evaluation aims to check that the recognition performance with
users is of the same order as that obtained with data from Google Quick, Draw!.

4.1 Material, Participants and Measures

The evaluation is based on the implementation of our tool in Unity3D. The par-
ticipants holds an head-mounted display (HMD), Occulus Rift, to be immersed
in VR. The Occulus’ controllers enable the interaction between the participant
and the objects in the virtual environment. The virtual environment is composed
of a virtual black board and a virtual pen. The participants use the virtual pen
to draw in 2D on the blackboard. The controllers are displayed in VR and their
positions are mapped to the participants’ hands. Three slots are situated next to
the virtual board to display the results of the predictions. At their initial state,
the three slots are white indicating that no prediction has been performed.

Two participants3 (one female - 33 years old, one male - 30 years old) took
part in the preliminary evaluation. Concerning the VR experience, one had more
than fifty uses of VR and the other had less than three uses of VR. None of them
was paid for the evaluation.

Objective measures were used to evaluate the performance and are related to
the appearance of the class associated with the drawing among the Top-3 of the
predictions displayed to the user. The trial is considered as validated if the class
appears in the Top-3 and as validated if the class doesn’t appear in the Top-3.

4.2 Protocol

The preliminary evaluation is composed of two parts: the tutorial (25 trials) and
the experiment (30 trials). The aim of the tutorial is to teach the user how to use
the tool. At each step, the user have to performed trials which consists in taking
the virtual pen, drawing the object given by the examiner on the blackboard,
validating the drawing, and selecting the picture that depicts the object drawn.
Each drawing depicts one of the ninety categories that the model is able to
recognize. The objects given to the participant are different in the experiment
than in the tutorial. During the experiment, the objects given to the participants
are different than during the tutorial.

3 Due to the COVID-19 pandemic and related lockdown, the evaluation could only be
carried out on two participants.
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4.3 Results

To measure the performance of the recognition model in VR conditions, the
percentage of drawings correctly classified is evaluated.

For the first participant, the Top-3 performance rate is 76.67%. For the second
participant, the Top-3 performance rate is 96.67%.

4.4 Discussion

The results obtained during the training verification tests, with 5000 drawings
per category from sketches from the Quick, Draw! Database, reach a Top-3 per-
formance of 86%. The recognition performance with users during our preliminary
study is approximately equal to those with the drawings of the database Quick,
Draw!. However, the evaluation is run with a small not representative sample
of participants. These results therefore express a trend rather than a generality
and need to be studied further to be validated.

To improve the performance, the model could be trained with more drawings
by category to take even more into account the variability of the drawings.

It would be interesting to assess the usability of the tool in the context of
creating a virtual mockup and with a larger sample of participant.

However, some limits can be pointed out. 90 categories of sketches was
selected from the Quick, Draw! Dataset [5] and some other categories could
be interesting for design in VR. Thus, in future works, the addition of new cat-
egories should be explored, by enabling the users to add a new 3D object and
to sketch multiple examples of this object. Lastly, it could be more efficient to
provide a drawing space directly situated in front of the user’s location instead
of drawing on a fixed blackboard.

5 Conclusion

We propose a VR solution for an efficient 2D sketch recognition taking into
account the variability of representations for a same concept. This solution
enables the user to draw in VR and, immediately after, to select one conceptual
matching to populate the mockup with the corresponding unique 3D object.

Acknowledgments. This study was carried out within b<>com, an institute of
research and technology dedicated to digital technologies. It received support from
the Future Investments program of the French National Research Agency (grant no.
ANR-07-A0-AIRT).
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Abstract. In this paper, we propose a simulation method for a projector-camera
system that aims to design assist for the installation art using a projector-camera
feedback system. The simulator requires a precise estimation of the optical
response between the camera and the projector via the projection target. For this
requirement, we model the optical response with a non-linear projector response
model and Light Transport matrices. Experimental results show our proposed
simulator successfully reproduced the behavior of the pixel feedback animation
that is a illumination projection used un-stable condition in addition to the static
appearance manipulation.

Keywords: Spatial augmented reality · Projector-camera system · Light
transport matrix · Installation art

1 Introduction

In recent years, the illumination shown by projectionmapping has attracted a lot ofmedia
attention. Research on projection mapping has been intense. Most of its fundamental
techniques were established in 2001 as augmented reality by Raskar et al. [1]. Since
then, various projection techniques, such as super-resolution, defocus compensation,
and high dynamic range projection, have been proposed. Amano and Kato [2] proposed
a successive appearance manipulation technique (appearance control) that controls the
actual appearance of the images by optical feedback using a projector and a camera.
There has been considerable applied research on appearance control; its application
includes visual assistance for dichroic color vision and myopia, material appearance
manipulation, optical illusion, and installation arts.

For the installation art application, a projection technique called “pixel feedback ani-
mation” (PFA) that intentionally oscillates and saturates the projector-camera feedback
system to generate attractive flickering and patterns is proposed. In 2015, Amano per-
formed an installation art of a tapestry “Gekko” made in Nishijin textile in collaboration
with a traditional Japanese craftsman, Hiroto Rakusho (Fig. 1). In this installation art,
the PFA technique and an appearance manipulation in a stable state that alters apparent
color or contrast were used for the augmentation by illumination projection. In 2016,
this projection technique was also applied to a statue at the Nihonbashi Mitsukoshi Main
Store (Fig. 2). The statue was difficult to create a three-dimensional (3D) model of the
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Fig. 1. Installation art of a tapestry (left), PFA (right) (Bubble (upper) and Reflection (lower))

Fig. 2. Installation art on the statue Magokoro

statue because of its height (11 m) and complicated shape. Moreover, it was necessary
to maintain a bright lighting environment during the display owing to the sales floor.
Thus, general projection mapping on the statue was problematic. By contrast, appear-
ance control and PFA production does not require a shape model. Another one is it can
be applied even in a bright environment.

Although installation arts using appearance control andPFAhave the aforementioned
advantages, there are two issues in its design. First, the projector–camera system needs
to be in an unstable state to generate projection patterns that change with time for PFA;
hence, it is difficult to predict its behavior. Second, the behavior of PFA significantly
depends on the reflection characteristics of the art object and the environmental lighting.
It is necessary to adjust the projection parameters on the actual object at the exhibition
venue to achieve the desired PFA; this adjustment is often time consuming. For example,
“Bubble” is caused by an extreme increase in the value of the image processing intensity
in the contour enhancement process. Meanwhile, “Reflection” is generated in the bright-
ness equalization process by setting the image gain lower than normal and considerably
increasing the image processing intensity. However, it is impossible to determine the
performance parameters in advance because the impression of the performance can be
significantly affected by slight changes in the environment. Hence, the aim of this study
is to realize a projection design in a remote environment, such as a laboratory or office,
as well as the optical and geometrical response between the projector and the camera.

2 Pixel Feedback Animation

Figure 3 shows the projector–camera feedback system used for appearance control. The
system optically changes the object’s appearance to the reference R, which is given by
the image processing of Cest . This is a natural appearance that is estimated from the
relationship between the captured image and the projection image. Such manipulation
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Fig. 3. Projector-camera feedback system [2]

can be successively performed in real-time because Cest is estimated during projection
for the appearance manipulation. PFA is caused by setting excessive parameters when
applying image processing in the system. In PFA, the projection behavior depends on
the reflection characteristics, such as specular and diffuse reflection on the projection
surface, and these characteristics cause a strong reflection and scattering of the projection
light on the art object. The reflections affect neighboring pixels and cause bleeding on the
captured image. Additionally, the optical response of the actual equipment is non-linear
owing to the saturation and dark noise of the captured image. Therefore, it is difficult
to predict the behavior of the system by simple reflection measurement using uniform
color projection. Thus, it is necessary to project onto the actual art object several times to
find the parameters that achieve the desired effect. In this study, we propose a projector–
camera system simulator that involves a projector–camera response to accurately predict
the captured image.

3 Projector-Camera System Simulator

In this study, we replaced the optical and geometrical responses between P and C in
Fig. 3 with the aforementioned projector–camera response model, and constructed a
simulator for the projector–camera feedback system. We also modeled a projector–
camera response via a projection target by separating the direct reflection and global
illumination components. The former was modeled using the projector response table,
whereas the latter was modeled using light transport matrix. The light transport matrix
and response table were measured using the following three steps:

In Step 1, we measured the light transport matrix [3]. Light transport matrices
describe not only the optical relationship of geometrically corresponding pixels between
the projected image and the captured image but also the relationship among surround-
ing pixels. Therefore, we can model the bleeding of the projected light, which is one
of the causes of PFA. However, the light transport matrix is sometimes darker than
the actual result because the measurement of the light transport matrices with [3] does
not include dark elements below the threshold owing to noise reduction in each light
transport matrix. Although this thresholding has a slight difference in each single cap-
tured image, this small error can accumulate in the simulation of the solid pattern image
projection. Hence, we separated the direct reflection components from light transport
matrices and obtained the direct reflection components separately.

In Step 2, the direct reflection components were obtained. The correspondence
between the pixel values of the projected image and the captured image was measured.
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First, the images of all variations of red, green, and blue illuminations were projected by
a projector, and the images were captured using a camera. Only the red-pixel value was
increased step-wise in the projection image and each reflection captured using a cam-
era. This process was repeated up to the maximum pixel value of the projection image.
When the red illumination projection was completely captured, we repeated the same
procedure for the green and blue illumination projections and then obtained responses
Dr
k

(
pk

)
, k ∈ {r, g, b}.

In Step 3, pixel mapping between the captured image and the projection image
was obtained using a gray code pattern projection as a prior calibration. As the pixel
mapping showed a pixel correspondence between the projection image and the captured
image, we obtained the direct reflection components at each light transport matrix from
the relationship. Afterward, we replaced these direct components with 0 to remove the
direct reflection components from the light transport matrices Tr

k ,T
g
k ,T

b
k .
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k pb + Dr

k

(
pk

)
, k ∈ {r, g, b} (1)

where ck and pk are vector representations of the captured and projected images, respec-
tively. Through these procedures, the image captured by the system was estimated from
the pixel map indicating the correspondence between the projector and camera pixels,
with the light transport matrix describing the tendency of indirect reflection and the array
holding the direct reflection component.

4 Result

4.1 Simulation Environment

In the experiment, we used the Nishijin textile shown in Fig. 4 (left). The textile has
beautiful patterns created using various materials, such as dyed yarn and gold and silver
foils. The woven structure of the foil can cause brightness saturation and light bleeding.
Hence, we placed it on a desk in a dimmed environment and set up the experiment envi-
ronment as shown in Fig. 4 (right). In this situation, the projector projected illumination
onto the projection target from above, and the camera focused down on the target from
the same location as the projector. The ground truth PFA images were also captured with
this projector-camera system.

Fig. 4. Nishijin textile to be measured (left) and Experimental setup (right)
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Fig. 5. Comparison image of the projection results of monochrome conversion

4.2 Evaluation of Static Appearance Manipulation

We compared the simulation results of the manipulation that makes the scene appear
monochrome. Each result was expanded to compare the methods (Fig. 5). Based on the
comparison, our system reproduced colorful spike noise that occurs in the misalignment
of the pixel mapping, as shown in Fig. 5. When the images were manipulated by the
actual system, a sub-pixel order of misalignment between the projected pixel and the
captured pixel occurred. It produced a pseudo-color in the reflectance estimation, and
its error accumulated and produced spiky noise in the projection image. It cannot be
estimated with the surface reflectance used in [3].

4.3 Evaluation of Pixel Feedback Animation

Our proposedmethodwas evaluated for bubbles, one of the performance issues described
in Sect. 1. The PFA was measured from 0 to 50 frames to compare its frame-by-frame
behavior. Figure 6 shows the change in bubbles for each method as three frames elapsed
from frame 17. The time has passed towards the bottom of the image. In thewhole image,
some bubbles that were not reproduced by the reflectance-based method and our method
were generated. To compare the changes in PFA over time, the sizes of the bubbles were
compared using each method. The growth was compared by the change in the diameter

Fig. 6. Comparison of projection results of “Bubble”
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of each bubble. The results show that the mean error of the reflectance-based method is
32.31%, and that of the proposed method is 5.57%. This result is related to the use of
the light transport matrix. Because this system can reproduce blur, the growth process of
bubbles is similar to that of a projector–camera system. Using this method, the behavior
of the projector–camera system is reproduced by contour enhancement when a bubble
grows.

4.4 Discussion

We confirmed the static appearance manipulation is successively reproduced. Since it
enabled the estimation of the spike noise caused by the misalignment of pixel mapping,
our simulator can be used for authoring using static appearance manipulations. In con-
trast, it still needs improvement for the pixel feedback animation simulation. We are
focusing on the thresholding of Light Transport matrices for its investigation, but the
reason is not clear at this moment. However, the impression of the simulation results is
not much different from the actual projection. Therefore, we believe our simulator can
be a useful authoring tool for the installation based on the projector-camera feedback.

5 Conclusion

In this study, we proposed a projector–camera response model that employs light trans-
port matrices with projector response functions. Our model reproduced illumination
leakage and flickering. With these characteristics, the unstable state behavior of the PFA
can be correctly reproduced. However, it remains the problems on the detail that could
not be reproduced in the simulation of the PFA. In the future, we will try to achieve a
more accurate simulation by investigating this mechanism.
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