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Abstract. Accurate classification of Diffuse LungDiseases (DLD) plays a signif-
icant role in the identification of the lung pathology. Efficient classifiers based on
various learning strategies have been proposed for multi class DLD classification.
Due to imbalance in DLD class distribution the mis-classification probability of
minority class is higher when compared to the majority class. To overcome the
affects of imbalance in class distribution, the sampling approach is employed in
the work, to balance the training set. It is observed that recognition rate of each
DLD class is distinct based on the learningmethod adopted. Thus the complemen-
tary information offered by each classifier can be fused effectively to boost the
classification performance. A heterogeneous ensemble classifier method based
on weighted majority voting scheme is presented in this work to classify five
DLD patterns imaged in High Resolution Computed Tomography (HRCT). The
efficiency of the base and ensemble classifier is assessed based on recall, preci-
sion, F-measure and G-mean measure. By comparison it is found the results by
ensemble of classifiers is superior than compared to its base classifiers.

Keywords: Diffuse lung diseases · Voting · Ensemble · TALISMAN ·
Classification

1 Introduction

DLDs are the diverse group of irreversible pulmonary disorders which causes difficulty
in breathing and if untreated results in death. Globally the death rate due to DLD has
increased by about 6% in the last decade [29]. Since the symptoms exhibited byDLDs are
similar, the HRCT scans are utilized for accurate diagnosis. The HRCTmodality is cho-
sen because it shows significant difference between healthy and affected lung tissues. But
manually investigating HRCT is strenuous due to inter and intra class variations among
the lung patterns and subjective errors that may arise due to inexperience of the radi-
ologist. Thus research has been ongoing to build Computer-Aided Diagnosis (CAD) to
support the radiologist in the interpretation of HRCT scans. Identification/classification
of lung patterns is one of the most step in CAD system.
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During the conduction of applied research Hansen and Salamon [21] discovered that
the predictionmade by combination of classifiers achieve better classification results than
compared to its individual counterparts. This observation has motivated this work to use
ensemble of classifiers to classifyDLDpatterns. Ensemble learning is amachine learning
framework in which individual decision of set of classifiers are fused in a particular way
to achieve better classification. The decisions of three heterogeneous classifiers viz.
Gaussian Support Vector Machine (GSVM), Weighted k Nearest Neighbour (Wk-NN)
and Decision Tree (DT) are combined using weighted majority voting scheme in the
work. The work focuses on classification of five DLD patterns namely: Emphysema (E),
Fibrosis (F), Ground Glass Opacity (GGO), Healthy (H) and Micro-Nodules (MN).

Alike the other medical classification problems, the DLDs also suffers from the
imbalance in the class distribution. The rate of occurrence of each pathology is distinct
and hence some classes has fewer instances than the other. Applying classification on
such dataset results in false assessment of overall accuracy. Since most of the machine
learning algorithm aims to achieve higher overall accuracy, it tries to over-fit themajority
class and neglect the minority class. This adversely affects the recognition rate of minor-
ity class. To overcome this problem, the minority class in the training set is oversampled
in feature space to match the majority class. The Synthetic Minority Oversampling
Technique (SMOTE) algorithm [7] is used for generating the synthetic samples.

To our best knowledge, this is the first work to address the imbalance in class distri-
bution of’TALISMAN’ dataset by using the oversampling technique and adopt voting
technique in ensemble learning for DLD pattern classification.

2 Related Work

Classification of DLDs is an important step in the CAD system for developed for differ-
ential diagnosis of DLD. The commonly used classifier include the Bayesian classifier,
k-NN classifier, random forest and the widely utilized classifier in the literature is SVM.
The works [36] and [6] employ the bayesian classifier, the k-NN classifier is used in [12,
26, 32]. The SVM is applied in [1, 3, 24, 25] and [14]. The feed forward neural network
is adopted in [15, 16] and back propagation neural network in [35]. By analysing the
above classification results it is observed that wrongly classified samples by each of the
distinct classifiers is usually different. The DLD class wise recognition varies based on
the learning technique employed in the classifier. Thus effective fusion of the comple-
mentary information from each classifiers can be used to boost the efficiency of DLD
classification system. The multi-classifier approach or the ensemble learning is widely
used in literature for various pattern recognition problems.

Dash et al. [10] presented a multi-classifier approach on the basis of winning neu-
ron strategy for lung tissue classification. The work used the results of Neural Network
(NN) and Naive Bayesian (NB) classifiers. Onan et al. [31] has employed ensemble
classifier for text sentiment analysis. The decisions of NB, SVM, Logistic Regression,
DiscriminantAnalysis andBayesianLogisticRegression are fusedusingweightedvoting
scheme. Ye et al. [38] presented a decision machine based on weighted majority voting.
The machine combined the benefits of SVM and Artificial Neural Network (ANN) for
fault diagnosis. The network traffic was classified using multi classification approach



Decision Fusion Approach 85

in [9]. The method explored combination techniques such as majority voting, weighted
majority voting, Naive Bayes, Dempster-Shafer combiner, Behavior-Knowledge Space
(BKS), Wernecke’s (WER) method and oracle. Bashir et al. [4] proposed a novel ensem-
ble learning based on enhanced bagging technique for heart diseases prediction. The
framework was built using NB, quadratic discriminant analysis, SVM, linear regression
and instance based learner.

3 Dataset

The work uses benchmark ‘TALISMAN’ dataset [13]. A total of 11, 053 patches of
size 32 × 32 are extracted from the provided 1946 2-D Annotated Region Of Interest
(AROI). The pattern wise distribution of DLD patches is represented in the Table 1. It
can be inferred from Table 1 that the dataset is skewed in distribution.

Table 1. The DLD pattern wise distribution selected for work

DLD type E F GGO H MN

Total samples 422 2989 2226 3032 2384

4 Methodology

The Algorithm 1 explains the steps of classifier ensemble employed in the work. In the
first step, texture features are extracted for the entire dataset using Fuzzy Local Binary
Pattern (FLBP), Grey Level Occurrence Matrix (GLCM) and Grey level Run length
Matrix (GLRLM) and Intensity feature from Intensity Histogram (IH). In the second
step, the dataset is divided into training and testing set by using stratified partition-
ing technique. The third step involves generating the synthetic samples for training set
in feature space by oversampling using SMOTE algorithm. The fourth step involves
classification. The GSVM, Wk-NN and DT are used as base classifier. In the final step,
individual decisions from the base classifiers are fused by usingweightedmajority voting
scheme to get the final class labels.

4.1 Feature Extraction

The DLD patterns are manifested as textural alternation in lung parenchyma hence
texture based features are extracted in the work.
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Algorithm 1: Ensemble classification
Data: The DLD image patches p={p1,p2,. . . , pn}
Result: Final class labels of DLD patches X

′
= {X ′

1, X
′
2,. . . ,X

′
N}

Step 1: Compute Texture and Intensity features for all DLD patches
Feature−V ector ={FLBP; GLRLM; GLCM;IH}

Step 2: Generate training and testing sets by using stratified
partitioning technique.

Step 3: Balance the training set using SMOTE in feature space

Step 4: Train GSVM, WK-NN and DT classifiers in parallel

Step 5: Obtain class labels for test data individually from trained
classifiers X1= {X1

1 , X1
2 ,. . . ,X1

N}; X2= {X2
1 , X2

2 , . . . ,X2
N};

X3= {X3
1 , X3

2 , ,. . . ,X3
N}

Step 6: Determine final class label of test data X
′
by performing

weighted−majority−voting= (X1; X2; X3) ( calls Algorithm 2)

FLBP proposed by Naresh and Nagendraswamy [30] is used in the work. FLBP is a
powerful textural descriptor which overcomes the disadvantage of hard thresholding
of the traditional LBP approach. The intensity of the image is transformed according
to fuzzy triangular membership. Further the difference between center pixel and the
neighbourhood is calculated and histogram is created. The main advantage of FLBP is
that it gives both spatial and statistical information. For the work, FLBP patterns with
10 bins is extracted.

GLCM is a 2nd order statistical method proposed by Haralick et al. [22]. GLCM can be
used to analyse the spatial distribution of pixel intensities. GLCM yields a 2-D matrix
which gives information about how frequently pixelwith intensity ‘a’ appear in particular
spatial relationship with pixel with intensity ‘b’. The spatial relationship between pixels
in analysed by considering the neighbouring properties of the 26-connected neighbours.
From each orientation nine features are calculated. Finally corresponding values in all
orientations are averaged to obtain final resultant vector. Nine GLCM features are used
in the work [37].

GLRLM is also a 2nd order statistical method proposed by Galloway [18] which yields
a 2-D matrix RLM(a, b) which defines the relation between number of runs of gray
level ‘a’ of length ‘b’ in a particular orientation. This matrix represents information
regarding the connected length of a particular pixel in a particular direction. Run lengths
are acquired in thirteen directions. In each direction the thirteen texture features [37]
are acquired from the RLMmatrix. The final GLRLM vector is calculated by averaging
each of GLRLM feature in all directions.

4.2 Addressing Class Imbalance

In the medical recognition problems the recognition of each class is crucial, applying
classification on dataset with imbalanced class distribution results in false assessment
of overall accuracy because classifiers in general are biased towards the majority class
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and tend to neglect the minority class. Hence the imbalance in class distribution need
to be addressed. In the work, the oversampling approach is applied to balance only the
training dataset and imbalance in testing set prevails.

The SMOTE algorithm, is an oversampling technique which creates synthetic sam-
ples in feature space for minority class from the existing minority samples instead of
simply creating their copies. The SMOTE finds the n-nearest neighbours for each sam-
ple in minority class and takes the difference between the neighbours. The difference is
multiplied with a random number between 0 and 1. This value generates a new point i.e.
sample between the existing neighbours. The class re-distribution of DLD patches after
employing SMOTE is represented in Table 2 respectively.

Table 2. The DLD pattern wise distribution after sampling

DLD type E F GGO H MN

Training set 2124 2092 2118 2122 2119

Testing set 127 897 668 910 715

4.3 Classification

According to Krogh and Vedelsby [27] to built a good ensemble classifiers, the base
classifiers must be accurate and as diverse as possible. The diversity of classifier refers
to the learning approach adopted or in sub sampling the training examples. The SVM
belongs to the family of generalized linear classifiers while k-NN belongs to the family
of instance-based learning and the DT constructs tree like structure to classify the data.
Thus three diverse classifiers GSVM, Wk-NN and DT are chosen for the work.

SVM. The SVM with the Gaussian kernel [2] is used for categorization of the DLD
patterns. The one-versus-one (OVO) strategy is used formulti-class categorization. In the
OVO approach a separate classifier is trained for each pair of class label. Thus it involves
M(M − 1)/2 classifier for M class problem. All M(M − 1)/2 classifiers are involved in
predicting the class label of unlabelled sample and sample is given the class label for
which it gets majority number of votes. The best values of regularization parameter ‘C’
and the kernel width σ is found using trial and error approach on the training set.

Wk-NN. The Wk-NN a variation of traditional K-nn is used in the work [5]. The Wk-
nn overcomes the shortcoming of simple majority voting employed in k-nn. In the
Wk-nn each neighbour niεneK (x) is associated with a weight wn, where neK (x) =
{n1, n2, . . . , nK } are K points selected from training data. For each test data point to
be classified different set of weights are assigned to the neighbour based on its inverse
distance from new data point i.e. the neighbours closer to the test data point will have a
greater influence than neighbours that are further away. This method gives more impor-
tance or greater weightage to the neighbours that are close to the test data point and the
decision is less affected by the neighbours that are far from the new data point.
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Decision Tree. Decision tree is a supervised, non-parametric learning algorithm [17].
The decision tree learns decision rules from labelled training data by constructing tree
structure in the form of flowchart. The internal node of the tree presents the test on the
attribute, every branch depicts the result of the test and every leaf node represents the
class label. The decision tree can be easily transformed into if-then-else classification
rules. Given a testing data, for which class is unknown, the target class is estimated by
testing the data against the constructed decision tree.

4.4 Voting Scheme

Voting techniques are simple, efficient and widely used method for decision fusion.
The voting technique can be weighted or un-weighted. In un-weighted/simple majority
voting scheme the final decision X

′
is the output which atleast more than half number

of base classifiers C agree on.

X ′ = mode{C1(y),C2(y) . . .Cn(y)} (1)

In weighted majority scheme [8] each base classifier is assigned with the weights.
The weights to the classifier are assigned automatically based on the misclassification
cost (εi) [38]. The weight (wi) is inversely proportional to the misclassification cost,
mathematically it is writtenas:

wi = log2((1 − εi)/εi) (2)

The individual weights are normalized such that sum of all weights equals to 1. The
final decision X

′
is the one for which summation of individual classifier decision with

its corresponding weights, is the highest. The final decision X
′
of weighted majority is

given as follows:

X ′ = argmaxj

N∑

i=1

wiχL(Ci(y) = j) (3)

where L is the set of unique class labels and χL is the characteristic function:
[
Ci(y) = jεL

]
(4)

Algorithm 2 explains the weighted majority voting scheme.

Algorithm 2: Weighted majority voting
Data: Class label of individual classifier X1= {X1

1 , X1
2 ,. . . ,X1

N};
X2= {X2

1 , X2
2 ,. . . ,X2

N}; X3= {X3
1 , X3

2 , . . . ,X3
N}

Weights for individual classifier w= {w1, w2, w3}
Result: Final class label X

′
= {X ′

1, X
′
2,. . . ,X

′
N}

Step 1: Gather the class label from individual classifier.

Step 2: Calculate the weights of individual classifier using equation (2).

Step 3: Final class label is deduced by considering the majority of the
individual weighted decision as shown in equation (3).
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4.5 Experimental Set-up and Evaluation Metric

A stratified ten cross fold validation technique is used to evaluate the efficiency of
the ensemble classifier. The stratification approach is employed on both balanced and
imbalanced dataset, to ensure that representative samples from each class should appear
in both training and testing set. The simplemajority voting scheme assigns equal weights
to all the classifier whereas in the weighted majority voting scheme the weights to the
classifiers are assigned based on the performance of the classifier.

The classification performance is evaluated on the basis of Recall, Precision, Fscore
and G-mean measures. In the medical research domain, the main goal is to reduce the
false negatives. Hence to gauge the efficiency of ensemble classification, recall measure
is used. The precision measure is equally important as recall as it defines the classifier’s
exactness. A high precision value indicates lower number of False Positives. F-score is
a weighted average measured based precision and recall value. G-mean is the harmonic
mean of sensitivity and specificity which provides better assessment of classifier than
the accuracy measure in case of imbalanced dataset.

5 Result and Discussion

Table 3 shows the performance comparison between the individual base classifiers and
the results obtained from the voting scheme for imbalanced dataset. Amongst the voting
schemes it can be noted that the performance of the simple majority performs better in
terms of recall and G-mean than the weighted majority but it fails in achieving higher
Precision. Hence weighted majority voting is considered better than simple voting.

Table 3. Performance comparison of base classifiers and ensemble classifier for imbalanced
dataset

Method GSVM WKNN DT Simple majority Weighted majority

Recall 69.12 74.12 73.16 78.16 76.54

Precision 84.14 76.50 77.24 82.35 85.16

F-score 71.26 75.25 74.59 79.78 79.24

G-mean 78.39 83.49 82.58 86.03 84.84

Table 4 gives more insights about how different classes of DLDs are recognised
by each learning algorithm. As mentioned earlier each individual classifier identifies
DLD type distinctly based on the learning technique adopted. The Emphysema (E) and
Micro-nodules (MN) is well recognized by WKNN while Fibrosis (F), Healthy (H) and
Ground Glass Opacity (GGO) by GSVM. It can be noted that, no individual classifier is
able to recognize all lung patterns effectively. Thus fusing the individual decisions helps
in the overall performance improvement of multi-class classification problem.

It can be noticed from Table 4 that the recall measures of minority class E, GGO
and MN are lower than the rest in imbalanced dataset. This is because, the classifier
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Table 4. Illustration of recall measure of each DLD class for imbalanced dataset

Method GSVM WKNN DT Weighted majority

Emphysema (E) 19.61 57.87 49.08 48.03

Fibrosis (F) 93.86 81.85 85.16 91.39

Ground Glass Opacity (GGO) 74.51 74.03 73.83 78.10

Healthy (H) 85.35 81.12 83.12 87.08

Micro-nodules (MN) 76.28 76.85 74.96 78.08

tries to improve the recognition rate of the majority class while the mis-classification of
minority class is neglected. To overcome this bias, oversampling the minority class is
employed to match them to majority class.

Table 5 depicts the performance comparison between the individual base classifiers
and the results obtained from ensemble classifier. These results are obtained after bal-
ancing the dataset. In here the weighted majority voting performs better than the simple
majority voting in all measures. On comparing the results of ensemble with base classi-
fiers, it can be noted that there is considerable improvement in results by the ensemble
classifier.

Table 5. Performance comparison of base classifiers and ensemble classifier for balanced data

Method GSVM WKNN DT Simple majority Weighted majority

Recall 76.38 76.36 75.49 79.95 80.24

Precision 81.79 74.13 71.10 80.54 81.23

F-score 78.28 75.03 72.18 80.14 80.62

G-mean 84.73 84.78 84.23 87.20 87.40

The class wise recall value obtained for balanced dataset is presented in Table 6. It
can be well noted that the recognition of the minority class patterns E, GGO andMN has
been enhanced after re-balancing the dataset. Contrasting the results between balanced
Table 6 and imbalanced data Table 4, it can be perceived that balancing the dataset helps
in the recognition of all DLD types, thus improving the overall recognition performance.

Table 7 illustrates the comparison result of proposed ensemble classifierwith existing
work in literature. By contrasting the results, it can be inferred that proposed method
provides promising results than the most of existing work.

The results of class-wise recall comparison of proposed work with other state of
art techniques in literature is tabulated in Table 8. The recognition rate for the Fibrosis
(F) pattern by the proposed method outperforms all the existing methods including
deep learning [19]. The recognition rate of Ground Glass (GGO) and Healthy (H) are
equally promising when compared to other existing methods. While Emphysema (E)
and Micronodules (Mn) patterns need further analysis to improve their recognition.
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Table 6. Illustration of recall measure of each DLD class for balanced dataset

Method GSVM WKNN DT Weighted majority

Emphysema (E) 55.91 71.50 70.24 69.61

Fibrosis (F) 92.80 80.56 79.98 89.31

Ground Glass Opacity (GGO) 77.56 75.30 78.29 80.66

Healthy (H) 83.10 77.71 75.37 84.13

Micro-nodules (MN) 72.53 76.74 73.58 77.50

Table 7. Contrasting the proposed work with existing work in literature

Method Recall (%) Precision (%) F-score (%)

Proposed 80.2 81.2 80.6

Joyseeree et al. (2018) [24] 74.5 80.7 77.1

Song et al. (2015) [33] 84.1 82.5 83.3

Song et al. (2013) [34] 82.6 80.7 81.5

Li et al. (2013) [28] 74.4 70.2 na

Depeursinge et al. (2012) [14] 75.8 76.3 76

Table 8. The DLD pattern wise comparison of proposed work with existing work in literature

Method E (%) F (%) GGO (%) H (%) Mn (%)

Proposed 69.61 89.31 80.66 84.13 77.50

Joyseeree et al. (2018) [24] 57.25 82.41 72.73 72.6 87.54

Gao et al. (2016) [19] 82.70 89.10 81.51 91.42 87.99

Gupta et al. (2016) [20] 75.00 71.8 62.00 81.20 71.4

Shin et al. (2016) [23] 91.0 83.0 70.0 68.0 79.0

Song et al. (2015) [33] 79.6 85.4 80 88.5 87.2

Depeursinge et al. (2012) [11] 72.70 84.20 68.40 82.70 83.50

6 Conclusion

The oversampling approach has been adopted in the work to overcome the imbalance
in the class distribution and the bias towards minority class. An ensemble classifier
based on weighted majority voting is presented for multi-class categorization of DLD
patterns. The individual decisions of the base classifiers are fused to achieve higher
classification efficiency. The experimental results clear exhibit the performance boost
in Recall, Precision, F-score and G-mean values by ensemble classifier than its base
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classifier. Thus it can be concluded that balancing the dataset and adopting ensemble
approach for classification helps in improving the overall performance of multi-class
DLD classification problem.
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