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Abstract. With the increasing amount of digital data, it is becoming increas-
ingly hard to extract useful information from text data, especially for resource-
constrained languages. In this work, we report the task of language-independent
automatic extraction of locations from news articles using domain knowledge. The
work is tested on four languages namely, English and three resource-constrained
languages: Assamese, Manipuri andMizo, the lingua francas of three neighboring
North-Eastern states of India namely Assam, Manipur, andMizoram respectively.
Our architecture is based on semantic similarity between similar words based on
the popular word embedding, word2vec model coupled with the domain knowl-
edge of the aforementioned regions. The model is able to detect the best possible
detailed locations.

Keywords: Location extraction · Word2vec · Word similarity · Resource
constrained language · Assamese · Manipuri · Mizo

1 Introduction

The North-Eastern part of India (officially North Eastern Region) comprises of seven
sister states with around 220 spoken languages. Assamese, Manipuri and Mizo, the
lingua francas of three neighboring states: Assam, Manipur, and Mizoram respectively,
belong to different language families. Assamese is the major language spoken in the
North-Eastern part of India and an official language of Assam. It belongs to the Indo-
European family of languages.Manipuri comes under theTibeto-Burman languagewhile
Mizo is a Kuki-Chin language. Both Tibeto-Burman and Kuki-Chin are the subfamily
of the Sino Tibetan language. Assamese is spoken by over 15 million speakers mainly in
the Brahmaputra valley. The speaker of Manipuri and Mizo are around 3 million and 1
million respectively. The usage of all the three languages can be found in theNortheastern
states as well as in the neighboring countries like Bangladesh and Myanmar. There are
six major types of word order made up of three building blocks, namely Subject(S),
Object(O) and Verb(V), namely: i) SVO, ii) SOV, iii) VSO iv) OSV v) VOS and vi)
OVS. The word order of Assamese, English, Manipuri, and Mizo are SOV, SVO, SOV,
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and OSV respectively. Even if Assamese and Manipuri belong to a different language
family group, both the languages follow the SOV pattern. In some cases, the word order
in the Assamese tends to be relatively free. Each of the three states is divided into 33,
91 and 8 districts in Assam, Manipur, and Mizoram respectively.

Named Entity Recognition (NER) is one of the popular tasks in natural language
processing (NLP). The idea here is to identify and extract the named entities such as the
names of persons, locations, organizations, etc. from a text. The state of the art of the
NER system for a widely used language such as Chinese, English, etc. are close to the
human brain. A quality NER system requires an annotated training corpus, however, for
low resource-constrained languages, preparing such training corpus is a laborious task.
Language-specific tools such as POS tagger which helps in enhancing the performance
of the NER system is also not available for such languages.

In this paper, we proposed a language-independent system for the automatic extrac-
tion of locations from local daily news articles using domain knowledge. Here, the
domain knowledge refers to a list of pre-defined names of the location in a region. Our
system doesn’t use language tools such as Part of Speech (POS) tagger and is based on
word embedding and word similarity measure. Also, the system is able to identify the
locations at the possible detailed location, such as at the locality level. The system can
be used in a news recommendation system, disaster management, etc.

The rest of this paper is divided into four sections, with Sect. 2 discussing the related
previous works. Section 3 and Sect. 4 describe the architecture used in the model and the
analysis of experimental results respectively. Finally, summing up with the conclusion
and future work in Sect. 5.

2 Literature Review

In the last decennium,word association has beenwell studied in linguistics. “WordAsso-
ciation” as a psycholinguistic term proposed by Church et al. [3] e.g. co-occurrence with
other words, has a variety of applications which can be used in optical character recog-
nition (OCR), speech recognition, information retrieval and enhancing the productivity
of lexicographers.

Previous research works have carried out the study on the semantic similarity of
text on different levels, such as word, sentence, and phrase, etc. The proposed model
by Mihalcea et al. [9] was to find out the semantic similarity of short texts using Cor-
pus and Knowledge-based. Along with the vector-based similarity approach, Microsoft
paraphrase parallel corpus was used for the identification of paraphrase as well as to
generate paraphrase. Islam et al. [6] proposed a semantic text similarity model (STS) for
measuring similar text from semantic and syntactic information based on similar func-
tions. A ranked-based systemwas generated byWen et al. [16] for identifying synonyms
which are based on the distributional hypothesis. Sentence similarity can be applied in
many areas such as text mining, question-answering, and text summarizing according to
Achananuparp et al. [1]. Wang et al. [15] developed a model to estimate sentence sim-
ilarity with the help of the decomposition-composition vector and CNN (Convolution
Neural Network) model.

1 16 districts as of December 2016, demarcation yet to be ascertained.
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From a large dataset, two atypic models were suggested by Mikolov et al. [10] for
computing continuous vector representation of words. It was remarked that at lower cost
learning high-quality word vectors is better than neural networks. Skip-gram andCBOW
(ContinuousBag ofWords) can give better results thanNeural Network LanguageModel
and Recurrent Neural Network Language Model. A negative sampling is reported by
Goldberg et al. [4] as an efficient approach to word embedding for finding out words
having a similar meaning with similar context. It brings a different objective to the
Skip-gram model.

The extraction of geolocation from text data was put forward for consideration by
Imani et al. [5]. Named Entity Recognition tool has been used to identify geolocation
from news articles using supervised classification and sentence embedding techniques at
the country level. With the help of Named Entity Recognizer and geo-tagged tweets, the
disaster location from Microblogs was extracted in Lingad et al. [7]. The affected area
could be located as geographic locations like country, city, village, and river, etc. and
point-of-interest could be hotels, shopping centers, and restaurants. Different tools such
as Twitter, Open NLP, Standford NER, Yahoo! Place Maker for recognizing references
to the location were used.

Named Entity Recognition (NER) is considered to be a baby step in the direction of
Information Extractionwhich also plays a very vital role inNatural Language Processing
(NLP). Existing works on NER for regional languages were carried out by [2, 12, 14].
Named Entity Recognition for the Assamese language was reported by Sharma et al.
[12] using ruled based and supervised machine learning techniques such as Hidden
Markov Models (HMM), Conditional Random Fields (CRF), Support Vector Machines
(SVM) and Maximum Entropy (ME). Because of the scarcity of resources in a regional
language, it is a very challenging task for their experiments. Recognition of named
entity in Manipuri is reported by Singh et al. [14]. The authors developed two different
models using an active learning technique and Support Vector Machine. A large amount
of annotated corpora was used in both the models to recognize the location, person and
organization names, designations, etc. For Mizo language a NER system is expressed
by Bentham et al. [2] using a rule-based approach on news corpus. A Named Entity
Extraction system was proposed by Nadeau et al. [11] using unsupervised techniques.
To identify and classify entities from a given document the authors have to combine
the Named Entity Extraction with Named Entity Disambiguation. The authors created
a large cluster of semantically related words using seed words.

3 Architecture

Ahigh-level graphical representation of the proposed schema is introduced in Fig. 1. The
first step is a collection of data from different local daily newspapers in four different
languages, namely Assamese, English, Manipuri, and Mizo. The data collection step
is followed by the data cleaning process. Using the processed data, a word embedding
model is trained using the word2vec. Finally, retrieving the candidate keywords based
on the ranking of the cosine similarity distance with the seed words prepared with the
help of domain knowledge. The approach of our model is described in the following
sub-sections.
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Fig. 1. Our proposed model

3.1 Data Collection

We prepared our dataset by collecting the news article from the local daily newspapers
separately for Assamese2, Manipuri3 and Mizo4 languages. Apart from this dataset, we
also collected the news articles from the local daily newspaper of Manipur5 reported
in the English language. For Assamese and English languages, separate scrappers built
inhouse using Java and its Jsoup library6 is used. As for theManipuri andMizo language,
we have used the dataset in [13] and [8] respectively. The news articles on the Assamese
language are collected for the period of June 2018 to June 2019. While for English,
Manipuri and Mizo7 are collected for the period of July 2011 to May 2019, May 2008
to May 2010 and April 2013 to June 2019 respectively. The collected dataset is used as
a training dataset for our model.

3.2 Pre-processing

Data collected from the news articles are in an unstructured format and contains several
noisy texts. To process the data into a consumable format, the whole corpus grouped by
language is subjected to a series of pre-processing steps separately.

The pre-processing step includes:

2 https://www.asomiyapratidin.in/.
3 https://www.thesangaiexpress.com/.
4 https://www.vanglaini.org/.
5 https://www.ifp.co.in/.
6 https://jsoup.org/.
7 We collected more dataset on [8].

https://www.asomiyapratidin.in/
https://www.thesangaiexpress.com/
https://www.vanglaini.org/
https://www.ifp.co.in/
https://jsoup.org/
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1. Splitting the text into sentences.
2. Tokenization of a sentence into token of words.
3. Removing special characters and punctuation.
4. Replacing multiple spaces into a single space.
5. Removal of single-character tokens.
6. Normalize to lower case [only for Roman characters].

The result is a list of sentences for each of the languages. The details of the training
corpus (number of sentences, number of tokens and the average number of tokens per
sentence for each language) after the completion of the pre-processing are shown in
Table 1. What can be clearly seen in Table 1 is that the dataset for Mizo language is the
largest, followed by English, Manipuri and Assamese.

Table 1. Statistics of our training corpus of each of the languages.

Language Sentences Tokens Avg tokens per sentence

Assamese 69416 839062 12

English 660444 17732538 26

Manipuri 104625 1988554 19

Mizo 746609 22431244 30

3.3 Word2vec

Word embedding is a vector representation of the text vocabulary, capable of highlighting
the semantic or syntactic similarities or relations betweenwords. One of themost popular
technique to learn word embedding is word2vec, a shallow neural network model. The
word2vec model consists of three main layers namely, an input layer, a hidden layer,
and an output layer as shown in Fig. 2. The input layer is a text corpus with C context
words where each word is represented by the one-hot encoding vector. The hidden layer
is a fully-connected layer with n neurons whose weights are the word embedding. The
output layer is a feature vector of length V. It groups the similar word vector into one
vector space. The word2vec can be trained with either of the two language models:
CBOW or Skip-gram. For building the word embedding, we used Gensim8 which is a
Python library for extracting document with similar semantic.

3.4 Feature Selection

The feature selection of our model consists of two main parts, namely, filtering of key-
words and preparing a list of noisy words. Our main feature is the use of custom seed
keywords after filtering based on domain knowledge of each region, namely Assam

8 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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Fig. 2. Word2vec model

(news report in Assamese), Manipur (news report in English and Manipuri) and Mizo-
ram (news report in Mizo). The following steps are applied dataset to a training to
generate the final seed keywords:

1. Prepare list of keywords (D = d1, d2 . . . dp) with names of popular locations of a
region.

2. For each unique tokens (T = t1, t2 . . . tn) in the training dataset, prepared their
corresponding frequency list (F = f1, f2 . . . fn) in the dataset.

3. Rank the keywords (D) based on their number of occurrences.
4. Select the top m highest frequency keywords, which is our final seed keywords

(K = k1, k2 . . . km) . The value of m range from 5 to 10.

Further, a list of top N highest frequency tokens are selected from F. However, we
exclude any tokens present inD from the list. The value ofN range from100 to 150.Using
these high-frequency words, we build a list of “noisy-words” (NW ) for each dataset as
these words tend to be comprised of non-noun words such determiner, preposition, etc.
which are irrelevant to the candidate keywords for locations.

3.5 Cosine Similarity

For a large document, only counting the maximum common words for similarity mea-
surement sometimes will not work properly. Cosine similarity helps overcome the tra-
ditional flaw. It is a well known metric to measure the similarity between different
text. Cosine similarity calculates the cosine angle between two vectors to measure the
similarity between them.

If �w1 and �w2 are twowordvectors, then the cosine distance between them is calculated
as:

cos(θ) = �w1.�w2

|| �w1|| || �w2|| (1)
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where dot (.) indicates dot product and || �w1|| and || �w2|| are the length of the vector �w1
and �w2 respectively.

Finally, the cosine similarity between �w1 and �w2 is computed as:

cos(�w1, �w2) = 1 − cos(θ) (2)

We used Gensim9 tools to compute the similarity between the words.

3.6 Steps for Location Extraction

The steps used for identifying the candidate terms in an input news article are as follows:

1. Remove the noisy-words from the input text after applying the pre-processing step
describe in Sect. 3.2.

2. Generate all the unique tokens T from the result of Step 1.
3. Load the trained word2vec model for the language.
4. Compute the sum of cosine distance (S = s1, s2 . . . sn) for t1, t2 . . . tn ∈ T, with each

of the seed keyword k1, k2 . . . km ∈ K such that:

sj =
m∑

j=1

ti.kj (3)

5. Sort the tokens T based on the ranking of the cosine distance (S).
6. If T <= 200, select the top 10 from the sorted list else select the top 20.

The evaluation is carried out based on the number of unique location terms in the
ground truth reference present on the list of terms (i.e. either in the top 10 or the top 20)
generated by the system.

4 Experiment and Results

The dataset collected for each language is subjected to the same architecture described
in Sect. 3 separately. The training dataset is used to build the word embedding model for
each of the languages separately using word2vec. The word2vec is trained with different
values of window and size. Here, the window represents the maximum distance between
the current and predicted word within a sentence and size is the dimensionality of the
word vector. During our experiment, the word2vec trained on the Skip − gram language
model with window = 5, size = 300 and learning rate = 0.001 is observed to be an
optimal one. A sample of the word2vec model trained on the dataset of Mizo language
is shown in Fig. 3. In the sample, we checked the 10 most similar words for the keyword
“aizawl” (the capital city of Mizoram), and the generated words are found to be the
location names in Mizoram. This result highlights that the vectors of the location are
mapped in the same space.

9 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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Fig. 3. Sample of trained word2vec model

After training the collected dataset using word2vec, we finally get four word embed-
ding models for each of the languages. We evaluate our proposed model using a test
dataset comprising of 20 news article items each on Assamese, English, Manipuri, and
Mizo languages separately from the same source as mentioned in Sect. 3.1. The location
in each of the news articles from the test dataset is manually tagged by a native or a fluent
speaker who also have the domain knowledge about the regions. The annotated dataset
is used as our ground truth reference. We employed the steps detailed in Sect. 3 on the
test dataset to generate the output. A detailed evaluation of our model is summarized in
the Table 2. Table 2 shows the languages followed by the total number of news articles
and the combined total number of words in the test dataset, the number of seed keywords
used to identify the locations in the input text, the total number of location terms present
in the input text (LP), the total number of location terms detected by our model in the test
dataset (LD), and recall. The values of recall in Table 2 are in terms of the percentage
and is computed as:

Recall = LD

LP
× 100 (4)

As shown in Table 2, themodel forMizo language achieve highest accuracy of 92.3%
and the model for Assamese language achieve lowest accuracy of 29.7%.

Table 2. Statistics of the output obtained from the model

Language Articles-words # Keywords LP LD Recall

Assamese 20–2415 10 47 14 29.7

English 20–5374 7 82 64 78.04

Manipuri 20–6753 7 76 24 31.58

Mizo 20–2312 8 39 36 92.3
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4.1 Sample Input-Output

A sample input and output for each of the languages is listed below as: the input text
in the language, translation to English of the input text, ground truth terms in the input
text, and finally the output produced by our system.
Language: Assamese

(Translation: It seems like a competition is going on to possess govt lands ille- gally
at Botodrowa. Amidst the circulation of news on illegal land possession near areas
like Botodrowa’s Bhomoraguri Grazing Reserve, Botodrowa Government Seed Palm,
Srimanta Shankardev University, complaints have been found that there is an illegal
possession of government lands at Silpukhuri under Botodrowa legislative assembly.
According to the complaint, govt land in front of Silpukhuri Gaon Panchayat, which
is situated at Baribazaar area of Marigaon district’s Mikirveta Tax Circle, has been
illegally possessed by a few miscreants in a matter of days.)

Language: English
Input: A family was poisoned after consuming wild mushrooms. Three persons from
Sihai Khullen of Ukhrul district passed away after consuming a mushroom which is
locally known as “Ngatha Var.” The deceased includes a 70 year old man and his two
grandchildren. According to information culled from the villagers, the deceased persons
have been identified as Joseph Khangrah, 70; Puimi Khangrah, 5, daughter of Vareiso
Khangrah; and Chalakmi Khangrah, 3, son of Vareiso Khangrah. Vareiso Khangrah,
father of two deceased children and his wife, Timnah Khangrah along with one of his
daughters, Wongayung Khangrah were admitted for medical treatment at RIMS along
with some of his relatives who also tasted the dish. They are out of danger and have
been discharged fromRIMS. As per information made available, the family prepared the
mushroom dish on July 2 last for their dinner. After consuming, they vomited but they
did not seek medical treatment thinking it would be okay. Joseph Khangrah died on the
morning of July 8 after complaining of stomach problems. Chalakmi Khangrah died on
the evening of July 10 while Puimila Khangrah died on the way to Imphal after crossing
Lambui at around 9:00 pm of July11. She was advised and referred to go to Imphal
by doctors at Ukhrul District Hospital. It may be mentioned here that Sihai Khullen is
situated about 37 km from Ukhrul headquarter; and the village falls under Khangkhui
PrimaryHealthCentre (PHC),which ismuch farther away fromUkhrulDistrictHospital.
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The connectivity road is in a pathetic condition which has caused villagers to face a lot
of hardships especially during rainy season and availing basic medical treatment.
Ground truth terms in input text: Sihai Khullen, Ukhrul, Imphal, Lambui Output:
ukhrul, headquarter, district, lambui, khangkhui, khullen, sihai, situated, imphal, phc
Language: Manipuri

(Translation: Tamenglong district contractor’s association condemned the ha rass-
ment and illtreatment of its president, special contractor Kalanchung Kamei by NSCN
(IM) Jeliangrong region. Yesterday, during the health minister PH. PARIJAT tamen-
glong visit and an ongoing meeting inside the district hospital at around 2:30 p.m;
Kalanchung Kamei was called out by the cadre of NSCN (IM) as he wanted to talk by its
(C.O.) Longchaibi Gonmei. Kalanchung Kamei was dumped in a jipsy and carried away
to the office of C.A.O, then he was blamed for not coming to the call of C.A.O. Jeliangrong
region NSCN (IM) and also on 5th November in the office chamber of health minister.
He make ashamed the NSCN (IM) Jeliangrong region, but he denied the charges, then
after blindfolded he was beaten mercilessly for about half an hour. So, the association
appeal to all not to repeat such acts in the future.)

Language: Mizo
Input:Mizoram Treasury Accounts Service Association (MITASA) chuan nimin khan
Hotel Regencyah inkhawmpui an hmang. Khawzawl, Hnahthial leh Saituala Treasury
Office sorkarin hawna tumchu lawmawman tih thu an tarlang a, “Chutih rualin,Mizoram
Treasury hi siamt.hat (restruct) a ngai a, hei hi remchangah sorkar hnenah thlen ni se,”
an ti.

(Translation: Mizoram Treasury Accounts Service Association (MISTA) held their
conference yesterday at hotel regency. The association announced that it was happy
to hear that khawzawl, hnahthial and saitual treasury will be establish soon by the
government. In the meantime, Mizoram Treasury needs to be reconstruct and submit it
to the government as soon as possible.)
Ground truth terms in input text: Khawzawl, Hnahthial, Saitual
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Output: treasury, mizoram, khawzawl, hnahthial, saituala, hawn, regency, accounts,
inkhawmpui, chutih.

The system is able to detect the candidate words of locations at the locality level.
One of the limitations of our model is inability to differentiate the ambiguity of terms
which is used not only as a location, but also as a person’s name, organization name’s,
etc. The system is also not able to detect the exact total number of locations present in
the input text.

5 Conclusion

Tools such as POS tagger helps in improving the application of NER tasks, as most of the
entity tag belongs to certain parts of speech such as noun. For a low resource-constrained
language, building quality language-specific tools such as the POS tagger is a laborious
task as it requires an annotated training corpus. In our work, we build a language-
independent automatic extraction of location from news articles using seed keywords
from the domain knowledge. Our system doesn’t rely on language tools such as POS
tagger, but instead is purely based on word embedding and the word similarity measure.
We tested the feasibility of our model on three low resource-constrained languages
belonging to different language groups and also on the English language. Our model is
observed to produce a better result on the English andMizo language as compared to the
other remaining language used in our experiment. From the experiment, we observed
that the word embedding model trained on a larger dataset performs better than the
one trained on a smaller dataset. For regional languages like Assamese and Manipuri,
location extraction is a very strenuous and daring task and suffers from a scarcity of
resources. Our system is not able to differentiate the ambiguity behavior where the same
word is used as a person’s name and also as a location’s name. In the future, a more
enhanced language-independent model that can detect multiple entities can be explored.
The model can also be improved in such a way that it can be measured with better
evaluation parameters.
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