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Preface

The National Institute of Technology, Silchar, India, organized the International
Conference on Big Data, Machine Learning, and Applications (BigDML 2019) during
December 16–19, 2019. BigDML 2019 is a premier annual international forum for big
data and machine learning researchers, scientists, practitioners, application developers,
and users. The BigDML conference aims to bring together researchers around the
world to exchange research results and address open issues in all aspects of big data
and machine learning. BigDML 2019 is an outstanding platform to discuss the key
findings, exchange novel ideas, listening to world class leaders, and share experiences
with peer groups. The conference provides the opportunities for collaboration with
national and international organizations of repute to the research community. BigDML
2019 witnessed a large number of participants and submissions from around the world.

BigDML 2019 was organized in order to consider unpublished original research
works in big data and machine learning. There were 152 papers submitted of which 32
were accepted. These conference proceedings contain 9 papers out of 32 accepted
papers. Apart from the 32 accepted and presented papers, 6 internationally renowned
speakers like Padma Shri Prof. Ajay Kumar Ray, Prof. Alexander Gelbukh, Prof.
Punam Kumar Saha, Prof. Paolo Rosso, Prof. Jossef Van Genabith, and Prof. Alain
Tremeau shared their experience with the participants. These conference proceedings
are able to disseminate high-quality research results in the relevant fields.

October 2020 Ripon Patgiri
Sivaji Bandyopadhyay
Malaya Dutta Borah

Dalton Meitei Thounaojam
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TUKNN: A Parallel KNN Algorithm to Handle
Large Data

Parthajit Borah(B), Aguru Teja, Saurabh Anand Jha, and Dhruba K. Bhattacharyya

Department of Computer Science, Tezpur University, Tezpur, Assam, India
parthajit@tezu.ernet.in

Abstract. In this work, we study the performance of the K-Nearest Neighbour
(KNN) based predictive model in sequential as well as parallel mode to observe
its performance both in terms of accuracy and execution time. We propose a
parallel KNN algorithm, called TUKNN to handle voluminous data. Based on our
experimental study, it has been observed that our method is capable of handling
datasets with large dimensionality and instances with high accuracy. We also
recommend best possible proximity measure and optimal range of K values for
better accuracy.

Keywords: Supervised · Feature · Parallel · Classification · Optimal

1 Introduction

With the proliferation of data being generated, there is an urgent need of new technologies
and architectures to make possible to extract valuable information from it by capturing
and analysis process. New sources of data include various sensor enabled devices like
medical devices, IP cameras, video surveillance cameras, and set-top boxes, which con-
tribute largely to the volume of big data. Due to data proliferation, it is predicted that 44
zettabytes or 44 trillion gigabytes of data will be generated annually by the end of 20201.
The data are continuously generated by the sources from internet applications and com-
munications which are of large size, different variety, structured or unstructured, which
is referred to as Big data. Big Data is characterized by three particularly significant V’s
-Volume, Velocity, and Variety. The term Volume signifies the plethora of data produced
from time to time by various different organizations and institutes. Velocity characterizes
the rate at which data is generated from different sources. The third V, Variety denotes
the diverse forms of data which may be structured, semi-structured or unstructured, gen-
erated from several organizations. For example, data can be in the form of video, image,
text, audio, etc. Apart from the mentioned characteristics above, two other key features
are–incremental and dispersed nature. They are incremental in the sense that there is
dynamic addition of new incoming data to the pile of big data. Big data are dispersed in
nature because they are geographically distributed across different data centers. These
are some of the distinguishing characteristics which sets big data apart from traditional

1 https://www.emc.com/leadership/digital-universe/2014iview/index.htm.
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databases or data-warehouses. The traditional data storage techniques are not adequate
to store and analyze those huge volume of data. In short, such a data is so large and
complex that most traditional data management tools are inadequate to store or process
it efficiently.

There are various challenges associated with big data. Such a large volume of data if
processed sequentially it takes lot of time. Second, how do we process and extract valu-
able information from the huge volume of data within the given timeframe? To address
the challenges, it is required to know various computational complexities, information
security, and computational method, to analyze big data. For example, many statistical
methods that perform well for small data size do not scale to voluminous data. Simi-
larly, many computational techniques that perform well for small data face significant
challenges in analyzing big data. Big data analytics is the use of advanced analytic
techniques against very large, diverse data sets that include structured, semi-structured
and unstructured data, from different sources, and in different sizes from terabytes to
zettabytes.

Predictive analysis gives a list of solutions by establishing the previous data patterns
for a given situation. It studies the present as well as the past data and predict what may
happen in the future or gives the probability what would happen in the future. We need
to make use of such large data in order to make decisions in future. However, traditional
machine learning and statistical methods in sequential mode takes much longer time
in order to make prediction, especially, in case of intrusion data [3]. In this work, a
traditional machine learning model–KNN with various proximity measures is studied
both in sequential and parallel manner.

The major contribution of this paper is a parallel version of the KNN algorithm
referred here as TUKNN. We also conduct an exhaustive experimental study on a good
number of proximity measures in the KNN framework and recommend the best possible
measure to achieve best effective, better accuracy with TUKNN algorithm. Further, we
also recommend an optimal range for ‘k’ values to achieve best possible performance.

2 Related Work

KNN is a non-parametric classification method, which is simple but effective in many
cases [5]. It classifies objects based on the closest training example in the feature space.
For any test object t which is to be classified, its K nearest neighbors are retrieved, and
this forms the neighborhood of the object t. Then based on a majority voting among the
neighbours, the class label of t is decided.

In [9], the authors use the CUDA (Compute Unified Device Architecture) thread
model to implement a CUDA based KNN algorithm. Adult data from UCI Machine
Learning Repository were used to compare the performance of CUDA based implemen-
tation on GPUwith ordinary CPU based implementation and authors suggests that KNN
method is efficient for applications with large volume of data.

In [8], the authors implement CUKNN algorithmwhich constructs two multi- thread
kernels such as distance calculation kernel and sorting kernel.With CUKNN, the authors
claims that the method could achieve 15.2 times better execution time performance than
CPU.
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In [2], the authors propose a fast and parallel KNN algorithm and show the impact on
content-based image retrieval applications. The authors implement the parallel version
of KNN in C and MATLAB using GPU with CUDA.

3 Proposed Work

KNN is a widely used classification algorithm and can be considered parallel friendly
because of the number of independent operations. When the training and testing datasets
are large, then the speed of execution becomes quite slow which makes it suitable for
parallel implementation. In this work, we implement KNN on CUDA framework. The
proposed framework is depicted in Fig. 1. In our framework, we explore a good no of
proximitymeasures in parallel during themining process to recommend the best possible
measure for better accuracy. The measures used are: Euclidean distance, Manhattan
distance, Kulczynski distance, cosine similarity, Chebyshev Distance, Soergel distance,
Sorensen, and Tanimoto.

Fig. 1. Framework of the proposed work

3.1 Distance Measures

Dissimilarity is an essential component in the KNN algorithm. It influences the per-
formance of the algorithm significantly in terms of speed and accuracy. Since, every
proximity (similarity or dissimilarity) measure has its own advantages and disadvan-
tages. So, we conduct an empirical study to evaluate their performance and subsequently
to recommend the best possible measure for cost effective performance with TUKNN.
Table 1 shows the distance measures and their mathematical expressions used in our
work.

Further, we also carry out an exhaustive experimentation on large no of datasets
by varying the K values to identify an optimal range of K values for best possible
performance by TUKNN. Next, we present both sequential and parallel version of KNN
algorithm.

3.2 Sequential KNN Algorithm

[1] For every fold in the 5 folds perform the steps 2 to 8.
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Table 1. Distance measures and their mathematical expressions [4, 11]

Measure & References Math Expression
Euclidean Dxy =

√
(
∑m

i=1(xi − yi)2)
Manhattan DManhattan(x, y) = |xi − yi|
Kulczynski Dkulczynski(x, y) =

(
∑

|xi−yi|)
(
∑

max(xi,yi))

Chebyshev DChebyshev(x, y) = maxi(|xi − yi|)
Cosine Sim(A, B) = cos(θ) = A.B

||A||||B||

Sorgel Dsg =
∑d

i=1
|Pi−Qi|

∑d

i=1
min(Pi,Qi)

Sorenson Dsoresnosn = 2|x.y|
|x|2+|y|2

Tanimoto Dtanimoto = x.y
|x|∗|x|+|y|∗|y|−x.y

[2] Split the dataset into test set and training set using 5-fold cross validation.
[3] For every test instance in the test set perform the steps 4 to 8.
[4] Find the distance between this test instance and all the training instances in the

training set.
[5] Now, from the distances obtained from the step 4, find the first maximumK number

of minimum values and thereby save the respective training instances having those
values. Here, the maximum K value in the range (of K values) is chosen for the
algorithm.

[6] For every K in a range of values perform the steps 7 & 8.
[7] Find the first K neighbors (i.e. the first K training instances with the minimum

distances) from the results obtained in the step 5.
[8] Perform a majority voting among these neighbors; the dominating class label in the

pool will become the class label of the test instance.

In step 5, instead of applying a sorting algorithm, we find the first K minimum distances
and their respective training instances. This has been done in order to decrease the time
complexity of the algorithm as the best sorting algorithm (Quick sort) takes O(N2) time
where finding the first K minimum distances takes O(NKmax) time. Here, N represents
the size of the input (training set) and Kmax is the maximum K-Value in a range chosen
for the algorithm.

3.3 The Proposed Parallel KNN Algorithm

The algorithm for parallel KNN implementation is stated below.

[1] For every fold in the 5 folds perform the steps 2 to 8.
[2] Split the dataset into test set and training set using 5-fold cross validation.
[3] For every n instances (2500) in the test set, perform the steps 4 to 8.
[4] Compute the distances between these n instances and all the training instances in

the training set simultaneously by invoking the GPU kernel.
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[5] Now, from the distances obtained from the step 4, find the first maximumK number
of minimum values and thereby save the respective training instances having those
values. The maximum K is the maximum K value in the range of K values chosen
for the algorithm. This step is performed for all these n instances simultaneously
with the help of the GPU kernel.

[6] For every K, perform the steps 7 & 8.
[7] Find the first K neighbors (i.e. the first K training instances with the minimum

distances) from the results obtained in the step 5.
[8] Perform a majority voting among these neighbors and the dominating class label

in the pool will become the class label of the test instance. The steps 6, 7 and 8 are
performed for all these n instances simultaneously by invoking the GPU kernel.

4 Implementation and Results

For the parallel KNN, we compute all the distances between a set of test instances
and all the training instances simultaneously. Hence, all the distances are computed in
parallel at once. To calculate distance between the test instances and all the training
instances in parallel, we use many cores of the GPU platform and develop the kernels
in CUDA to compute the task in parallel. The most crucial task for a KNN classifier is
to compute the distance d for finding the nearest neighbors. We implement the distance
computation i.e. d on GPU platform which has resulted considerable improvement in
the KNN performance.

The graphics card used in our work is NVIDIA Tesla k40c GPU Accelerator which
has a memory of 12 GB. So, with a memory of 12 GB, we are able to compute the
distance between 2500 test instances and all the training instances in the training set
simultaneously on the GPU.

4.1 Datasets Used

We perform our experimentation on the following three types of datasets.

1. Ransomware Dataset: For our experiment, we use a dataset from Sgandurra et al.
[10]. The dataset has total 582 and 942 instances of ransomware and goodware
respectively. The 582 instances of ransomware comprise of 11 different variants.
Also, it has total 30,692 features which collectively represent the characteristics of
both goodware and ransomware. A detailed description of the dataset is given in the
Table 2.

2. SWaT Dataset: Secure Water Treatment [1] (SWaT) data set is also used in our
experimentation. The dataset contains a total of 946,722 instances out of which
54,620 instances belong to attack category. The dataset has 51 attributes and two
labels namely attack and normal.

3. UCI datasets: A total of 20 datasets is also used in our work. The list of datasets
used are given in the Table 3.
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Table 2. Ransomware dataset characteristics

Sl no Class No of samples

1 Goodware 942

2 Critroni 50

3 CryptLocker 107

4 CryptoWall 46

5 KOLLAH 25

6 Kovter 64

7 Locker 97

8 MATSNU 59

9 PGPCODER 4

10 Reveton 90

11 TeslaCrypt 6

12 Trojan-Ransom 34

Total samples:
1524

Total features:
30962

4.2 Results and Observation

In our framework, an optimal range for K values is determined based on experimental
study on twenty datasets from UCI Machine Learning repository. This testing reduces
the overhead of calculating the best possible K values for highest accuracy and makes
our model faster. As we can see form the Table 4, in the majority cases (15 out of 20) the
results show optimal K values within the range of 2–9. Table 5 shows the ratio of CPU
and GPU execution time for all the datasets used in our work. The optimal K value of
each proximity measures for which highest accuracy is obtained is reported in Table 6,
7 and 8.

4.2.1 Accuracy Comparison

The graph plots for the accuracy comparison for three datasets are shown below.

1. Accuracy of Binary Class Ransomware Dataset:The classification accuracy of KNN
algorithm with all the eight distance measures of ransomware dataset with binary
class is shown in Fig. 2. As shown in the figure, the highest accuracy i.e., 95.27 is
obtained with Kulczynski, Soergel, Sorenson, and Tanimoto measures.

2. Accuracy of Multi Class Ransomware Dataset: In this study, our observation from
Fig. 3 is that 82.32 is the highest accuracy given by KNN with Kulczynski measure.
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Table 3. Characteristics of 20 datasets obtained from UCI repository

S.I. Dataset name No of instances No of features

1 Absenteeism at
work

740 21

2 Audit 777 18

3 Banknote
authentication

1372 5

4 Blood transfusion 748 5

5 Cardiotocography 2126 23

6 Diabetic debrecen 1151 20

7 Ecoli 336 8

8 Glass identification 214 10

9 Haberman 306 3

10 Hill valley 606 101

11 ILPD 583 10

12 Image
segmentation

2310 19

13 Immunotherapy 90 8

14 Ionosphere 351 34

15 Iris 150 4

16 Libras 360 91

17 LSVT 126 309

18 Parkinson 756 754

19 Sonar 208 60

20 Soya bean 47 35

Fig. 2. Accuracy of ransomware dataset (binary class)
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Fig. 3. Accuracy of ransomware dataset (multi class)

3. Accuracy of SWaTDataset:Based on our study as depicted in Fig. 4 is that the model
give same accuracy for all the eight measures i.e., 94.1 for this dataset. However, a
difference in performance has been observed after 4th decimal (not reported here).

Fig. 4. Accuracy of SWaT dataset

4.2.2 Comparison of KNN and TUKNN in Terms of Execution Time

(a) KNN vs TUKNN Time Comparison for Binary Ransomware Dataset: The execution
time comparison of KNN and TUKNN for binary ransomware dataset is shown in
Fig. 5. It is clear from the figure that TUKNN performance is significantly better
than KNN.

Fig. 5. Time comparison for 2-class ransomware dataset: a) KNN and b) TUKNN



TUKNN: A Parallel KNN Algorithm to Handle Large Data 9

Table 4. K values to achieve maximum accuracy

S.I. Dataset name No of instances No of features Value of K Max Avg accuracy

1 Absenteeism at
work

740 21 8 30.20%

2 Audit 777 18 3 93.70%

3 Banknote
authentication

1372 5 4 100%

4 Blood transfusion 748 5 8 76.50%

5 Cardiotocography 2126 23 37 98.40%

6 Diabetic debrecen 1151 20 8 67.40%

7 Ecoli 336 8 8 79.00%

8 Glass
identification

214 10 17 53.40%

9 Haberman 306 3 39 77.40%

10 Hill valley 606 101 3 54.70%

11 ILPD 583 10 49 70.90%

12 Image
segmentation

2310 19 2 65.20%

13 Immunotherapy 90 8 5 78.60%

14 Ionosphere 351 34 3 83.20%

15 Iris 150 4 2 96.00%

16 Libras 360 91 3 11.50%

17 LSVT 126 309 50 65.90%

18 Parkinson 756 754 10 74.60%

19 Sonar 208 60 4 46.30%

20 Soya bean 47 35 2 98.00%

Fig. 6. Time comparison for multi-class ransomware dataset: c) KNN and d) TUKNN
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(b) KNN vs TUKNN Time Comparison for Multi-Class Ransomware Dataset: Fig. 6
shows the performance comparison of KNN and TUKNN for multi class ran-
somware dataset. It is quite clear that TUKNN performance is much better than
the KNN.

(c) KNN vs TUKNN Time Comparison for SWaT Dataset: In Fig. 7, it is clear that
TUKNN implementation is significantly advantageous overKNN for SWaTdataset.

Fig. 7. Time comparison for SWaT dataset: e) KNN and f) TUKNN

Table 5. Ratio of CPU and GPU time (in seconds)

S. no Proximity
measures

Ransomware dataset SWaT dataset
Binary class Multi class Binary class

1 Euclidean
distance

65.94 75.2 144.96

2 Manhattan
distance

48.94 59.62 130.98

3 Chebyshev
distance

40.86 50.19 129.37

4 Cosine
similarity

94.59 100.9 237.05

5 Kulczynski
distance

87.49 100.94 181.95

6 Soergel
distance

89.63 104.06 187.25

7 Sorenson
distance

39.07 42.95 172.38

8 Tanimoto
distance

35.68 38.95 152.41

9 Motyka
distance

70.91 77.21 193.68

10 Ruzicka
distance

56.71 51.85 163
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Table 6. Optimal ‘K’ values for proximity measures for 2-class ransomware dataset

Proximity
measure

Optimal ‘K’ value Accuracy

Euclidean 3 92.64
Manhattan 3 92.64
Kulczynski 3 95.27
Chebyshev 2 69.66
Cosine 7 61.9
Soergel 3 95.27
Sorenson 3 95.27
Tanimoto 3 95.27

Table 7. Optimal ‘K’ values for proximity measures for n-class ransomware dataset

Proximity
measure

Optimal ‘K’ value Accuracy

Euclidean 2 79.24
Manhattan 2 79.24
Kulczynski 3 82.32
Chebyshev 2 67.03
Cosine 8 61.78
Soergel 2 80.95
Sorenson 2 63.88
Tanimoto 2 63.88

Table 8. Optimal ‘K’ values for proximity measures for SWaT dataset

Proximity
measure

Optimal ‘K’ value Accuracy

Euclidean 9 94.08
Manhattan 9 94.08
Kulczynski 9 94.08
Chebyshev 9 94.08
Cosine 9 94.08
Soergel 9 94.08
Sorenson 9 94.08
Tanimoto 9 94.08
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5 Conclusion

Our study reveals that Kulczynski distance and Soergel distance are adequate with KNN
to handle 2-class ransomware dataset with high classification accuracy. However, in case
of multi-class data handling, although these two proximity measures have been found
to assist winning performance in comparison to its other counterparts, the classification
accuracies are relatively less. Interestingly, for SWaT dataset, among eight proximity
measures, six measures such as Euclidean, Manhattan, Kulczynski, Cosine Similarity,
Chebyshev, and Soergel distance are giving equal winning performances.

Out of all the computations performed, the Chebyshev distance for the bi- nary
classification of Ransomware Dataset is least benefitted from the usage of Py-CUDA
where GPU computation is only 40.86 times faster than the CPU computation and the
Cosine Similarity for the classification of SWaT Dataset is highly benefitted from the
usage of Py-CUDA where the GPU computation is 237.5 times faster than the CPU
computation.

When dealing with the binary classification of the Ransomware Dataset using the
KNN model, if accuracy is of high priority, then usage of Kulczynski or Soergel Dis-
tance is recommended. Similarly, when dealing with the multi-class classification of the
Ransomware Dataset, if accuracy is of high priority, then usage of Kulczynski Distance
is recommended. When dealing with the classification of the SWaT Dataset with high
accuracy, usage of any of these six proximity measures is recommended. But if both the
accuracy and the computational time are of high priority, then the usage of theManhattan
Distance is a better option to go with.

Also, we recommend K values ranging from 2 to 9 for best possible accuracy for all
the datasets used in the study. An exhaustive experimentation was also carried out for
optimal feature selection based on some prominent feature selection algorithms [6, 7].
The performance of TUKNNwith the optimal feature subset has been found significantly
better than the present performance. However, due to lack of space, those results are not
reported.
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Abstract. Prediction of physicochemical properties is a crucial step in the drug
discovery process. It is a combination of various tasks; one of the essential steps
in that process is aqueous solubility prediction. Aqueous solubility (logS) is a
significant feature which is used to determine the drug-likeness of any compound.
There are various machine learning, and statistical methods have been used to
predict aqueous solubility in the literature. In this study, the aim is to propose
a model which will improve the performance of the prediction model. In this
study, data samples have clustered in different groups and built the regression
model for each cluster. After that, the aqueous solubility value of each entity has
predicted according to the cluster model. Combination of K-Means with various
regression models has used for clustering and prediction purpose, respectively.
Performance of the proposed model evaluated us- ing Root Mean square error
statistical measure. We have compared all the regression models with cluster-
based model and got the best result with a cluster-based random forest model,
which has RMSE value 0.6 and 0.61 for dataset 1 and dataset 2 respectively.

Keywords: Aqueous solubility · Drug-likeness · Clustering · Regression

1 Introduction

Aqueous solubility prediction is one of the challenging tasks among the drug discov-
ery process and other applications. It can be used to determine the drug-likeness of
any compound and also important for prediction of ADMET (absorption, distribution,
metabolism, excretion, and toxicity) properties [1, 2]. Human blood consists of 80% of
water so, the compoundswith lowwater solubility having low absorption rate. Therefore,
prediction of aqueous solubility in an early phase of drug discovery and development
process can help to re- duce the time and cost factors. It also eliminates the molecules,
which have very low aqueous solubility for reducing the risk of failure. Most of these
are QSAR (Quantitative-Structure-Activity Relationship) methods where the activity of
any molecule generate by mapping and encoding the structure of that molecule. Struc-
tures encode by undirected graph representation and mapping to specific length feature
vectors. Chemical compounds can also be represented using SMILES notations, which
is a standard representation and used to extract other information about that compound
from chemical databases [3]. It is imperative to find a suitable regression or classification
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model to learn the input training samples. There are various computational models have
been applied to solve chemoinformatics problems [4]. Literature reflects significantwork
in the area of multiple properties prediction. Literature reflects significant work in the
area of properties prediction like Quantitative Structure-Property Relationships Models
(QSPR) [5, 6], Use of Deep learning for a molecular graph representation of drug-like
molecules [7], the role of solubility oral absorption prediction using a decision tree [8],
Random forest model [9], theoretical models [10, 11], kinetic and intrinsic solubility
prediction by potentiometric [12], multi-linear regression model, theoretical physics
with machine learning models [13]. In this study, the aqueous solubility of molecules
has predicted using six regression models. Here, the main aim to improve the perfor-
mance of the predictive model. For this purpose, Data samples have clustered before
applying to the predictive regression model. All molecules have represented in terms of
molecular descriptors, which are the inputs for the predictive model. The descriptions
of all methodologies are in Sect. 2. Aqueous solubility has predicted using the proposed
model and also without clustering approach. Statistical performance measures have used
to compare the simulation results of existing regressionmodels with clustering approach.

2 Materials and Methods

2.1 Dataset

In this study, we have used two datasets; one of them is a small dataset of the only
drug-like molecule, and another is a relatively large dataset with mixed data on drugs
and non-drugs molecules. The details of each dataset have given in Table 1. We have
collected SDF format, andmolecular descriptors have extracted using the freely available
PaDEL software.

Table 1. Dataset details

Dataset Total samples Training Testing Resource

Dataset 1 745 595 150 Ref [14]

Dataset 2 1708 1366 342 Ref [15]

2.2 Physicochemical Properties

All themolecules have collected in SDF format from the previous literature andmanually
from databases. Molecular descriptors can be estimated using various online server or
using the software. In this study, we have used freely available PaDEL software for
physicochemical properties calculation. Initially, we have taken 1185 features and after
applying feature reduction methods the reduced feature set is 19. The reduced features,
which have used for this study are XLogP, Hydrogen bond acceptor, Hydrogen bond
donor, HybRatio, TopoPSA, AlogP, MlogP, Lipoaffinity index, Hydrogen atom count,
Oxygen count, CrippenLogP, bpol, molecular weight,McgowanVolume,Kappa Indices,
CrippenMR, FracC, Ring count, Rotatable bond count.
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2.3 Feature Selection

Chemo-informatics deals with drug discovery process which involved a huge number of
compounds with different types of chemical properties. So it is very important to reduce
feature space to enhance the prediction performance Feature reduction provides faster
and cost-effective predictive algorithms and it also helps to understand the underlying
process that generated the data which is a very important step in machine learning
process. In order to reduce the no of irrelevant features in this study, relief and Pearson
correlation methods have used for feature selection.

Relief: Relief is a feature selection algorithm which uses a statistical method. It can
handle both discrete and continuous type features. It runs in low order polynomial time
and independent to heuristic search. It takes linear time and effective when the instances
are large in number. It computes weights and ranking of all the features for any input
data samples using the target vector. This is effective for classification and also for the
regression problem. The feature weight value is ranging from −1 to +1 [16, 17].

Pearson Correlation: Pearson Correlation is a basic feature reduction technique which
is used to measure the linear dependency or correlation between two features [18]. The
outcome of this method lies in the range of −1 to +1, both values are inclusive. Where
+1 is for the positive correlation, −1 is for negative correlation and 0 is no correlation.
The correlation is calculated by the following equation:

γ =
∑

XY − (
∑

X )∗(∑Y )
n√

(
∑

X 2 − (
∑

X )2

n ) ∗ (
∑

Y 2 − (
∑

Y )2

n )

(1)

Where X and Y are the features between which correlation is Calculated and n is the
number of samples.

2.4 Clustering

Cluster analysis or clustering approach is based on an unsupervised learning approach
in which the grouping of data samples takes place according to their similarity. Data
samples in each group are more similar to the data sample of the same group as compare
to other groups. Clustering is most important to visualize the data effectively. There
are various types of clustering algorithms like connectivity models, centroid models,
distributive models, density models etc. according to their application in the literature,
K-Means algorithm is one of the popular centroid models clustering techniques.

K-Means Clustering Algorithm: It is based on an iterative processwhere themain aim
of each iteration is to find local maxima. K-Means algorithm [18, 19] can be described
by following steps:

– Step 1: Specify a desirable number of clusters.
– Step 2: Assign data points randomly in each cluster.
– Step 3: Compute centroids of each cluster.
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– Step 4: According to closest cluster centroid reassign each data points.
– Step 5: Recompute cluster centroids.
– Step 6: Repeat steps 4 and 5 or terminates if no improvement possible and reach global
optima.

2.5 Regression Analysis

A regression analysis widely used statistical method in which relationship among the
variables estimated. It is used for prediction or forecasting so it also comes under as
machine learning approaches. It helps to understand that what the effect on the depen-
dent variable is when values of the independent variable are changed. In this method,
problem is to find a variable or set of variables which are significant predictors of the
required criterion variable. It may depend on a single independent variable or com-
bination of a set of independent variables. There are various types of the regression
model in the literature but in this study, we have used Gaussian Progress Regression,
Multi-Linear Regression, Neural Net Regression, Ensemble Regression, Random For-
est Regression, SVM Regression predictive models for comparative study [20–23]. All
the given regression models have been used with and without cluster-based model for
comparative study.

2.6 Statistical Performance Measures

In this study, to compare the result and performance Analysis of prediction model we
have used Root Mean Square Error (RMSE) as Statistical performance matrices:

RMSE =
√
√
√
√1

n

n∑

i=1

(YActual
i − YPredicted

i )2 (2)

3 Proposed Model

Aqueous solubility or other physiochemical properties have been predicted using various
regression models in the previous studies. In this study, the main aim of the proposed
model to increase the performance of the predictionmodel by clustering the data samples.
The steps of the proposed model have been described in Fig. 1. So for this, in the first
step, we have taken the solubility dataset which has been described in the previous
section. All the data samples are represented in terms of molecular descriptors. Few
molecular descriptors have been selected from the huge feature space for this study. For
the selection of relevant features, there are various techniques like Filter, wrapper or
subset selection. For this model, combination of relief and Pearson correlation method
has been used as a feature selection method. Then data samples have been clustered
according to their similarity. Clustering is important to visualize the data according to
similarity and dissimilarity among them. Data samples which are more similar they
belong to the same group or cluster. Regression analysis is a set of statistical processes
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Fig. 1. Proposed cluster-based regression model

in which the value of the single variable is estimated in terms of other variables which
is represented as the equation. Mapping all data in a single equation is very difficult
for a large sample set. When the size of the data set is increased then mean absolute
error is also increased. In regression analysis error is calculated in term of difference
in actual and predicted value. So to reduce the error of predictive model data samples
have been clustered before prediction in the proposed model. After clustering the data
samples regression model is implemented for each cluster. The aqueous solubility of
each new sample has been predicted after assigning to a specific cluster and the target
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value is calculated according to the cluster equation. This step reduces the overall mean
absolute error which improves the performance of the predictive model. It eliminates
the limitation of a single regression model. In this model, K-Means have been used as a
clustering technique and for prediction, various regression models have been used like
Gaussian regression, multi-linear, neural net regression, ensemble regression, random
forest regression, SVM regression. Using K-Means clustering data has divided into
more than one group. After clustering for each group we have trained the model and
finding different regression equation. For validation, the predicted value is calculated
for each equation and finds the average and compares the result with actual log S value.
In the last step for performance analysis, root mean square error (RMSE) has used as
statistical performance matrices and compare the performance of other given regression
model with the proposed cluster-based regression predictive model. The outcomes of
this model have been described in the next section.

4 Result and Discussion

Aqueous solubility dataset 1 and dataset 2 collected from the resources was in SDF
form, so features have extracted for this using PaDEL software. There is a huge set
of physiochemical properties to represent any compound, so it is also a challenging
task to select the properties which give more accurate values of other property. In this
study, for feature selection, we have used relief feature selection and after that Pearson
Correlation i.e. a combination of both methods have used. Relief is an effective model
which is used to select best-ranked features and Pearson correlation has been used to
eliminate redundancy of the feature set and also used to select most relevant features
which are highly correlated with the target. So the combination of both techniques
performs better with given predictive models. For prediction purpose, we have used
6 different regression models and compared the performance of each model with and
without a proposed cluster-based model. All predictive models have trained and tested
using MATLAB and WEKA software. The training and testing phase results for each
dataset has represented in tabular form Table 2, Table 3 respectively.

Table 2. Training and Test phase Phase results for Dataset 1 with and without a cluster-based
model

Regression model Without clustering With clustering

Training RMSE Testing RMSE Training RMSE Testing RMSE

Gaussian regression 0.70 0.81 0.65 0.75

Multi-linear regression 0.67 0.79 0.60 0.72

Neural net regression 0.66 0.80 0.60 0.78

Ensemble regression 0.65 0.81 0.65 0.80

Random forest 0.53 0.65 0.50 0.60

SVM regression 0.70 0.83 0.68 0.75
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Table 3. Training and Test phase Phase result for Dataset 2 with and without a cluster-based
model

Regression model Without clustering With clustering

Training RMSE Testing RMSE Training RMSE Testing RMSE

Gaussian regression 0.77 0.79 0.63 0.65

Multi-linear regression 0.82 0.86 0.70 0.72

Neural net regression 0.84 0.88 0.53 0.79

Ensemble regression 0.55 0.77 0.45 0.66

Random forest 0.45 0.72 0.36 0.61

SVM regression 0.85 0.88 0.70 0.73

Table 2 is the result summary of dataset 1 training and test phase in which, we have
got the best result with cluster-based random forest model. For dataset 1 best outcome
RMSE, 0.60 is with using two cluster centers. Due to small data samples by increasing
number of centers performance also decreases. Figure 2 and Fig. 3 is regression plot
of training phase and test phase random forest model for dataset 1 respectively. Due
to biased and small dataset of only drug-like molecules the result is not significantly
improved using cluster based model.

Fig. 2. Regression plot of cluster-based Random Forest model dataset 1 training phase
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Fig. 3. Regression plot of cluster-based Random Forest model dataset 1 test phase

Therefore we have also taken another relatively large dataset of mixed molecules
and compared the result. The original work has been done using dataset 2 and dataset
1 has taken only for comparative study for different sample size dataset. In Table 2, we
can see that in the training phase error is less as compare to Table 3 but test result has
not improved. Except random forest model using other model for dataset 1 performance
is low. Due to small sample size if we increase the number of clusters predictive model
is not perform effectively. For dataset 2 optimum number of clusters is 4, above this
performance decreases relatively in this experiment. In Table 3, training phase error is
very low for random forest model in both cases and also gives best result with this model.
Figure 4 and Fig. 5 are the representation of regression plots for training and test phase
of best model using actual and predicted solubility values.
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Fig. 4. Regression plot of cluster-based Random Forest model dataset 2 training phase

Fig. 5. Regression plot of cluster-based Random Forest model dataset 2 test phase
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5 Conclusion

Predicting aqueous solubility is a critical task in the area of chemo-informatics. In this
study, we have used two types of dataset one is a minimal sample size, and another is a
relatively large sample. In both cases, with clustering or without clustering, we got the
best result with a random forest regression model. We have got the lowest RMSE of 0.60
and 0.61 for dataset 1 and dataset 2 test phase respectively. For getting more improved
unbiased results, a vast dataset should use. In this cluster-based model, we have got a
good result with only using two clusters and four clusters for dataset 1 and dataset 2
respectively. For other datasets, the number of groups may vary.
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Abstract. This paper presents a network intrusion behavior detection utilizing
an adaptive blockchain mechanism. A Layered Voting Rule System (LVRS) is
introduced, which contains a positive layer, negative layer and propagation layer
which trains the blockchain using the power consumption of the users to transfer
and receive the data. The performance of the network is analyzed using Quality
of Service (QoS) parameters, including throughput and power consumption. The
observed throughput and power consumption of the proposed model is improved
by more than 30% as compared to the model without blockchain.

Keywords: Layered Voting Rule System · Blockchain · Intrusion · Adaptive
behavior

1 Introduction

The virtual world was built as the true global infrastructure when our technology sys-
tem introduces both computer technology and network technology. The virtual world
today is nearly as powerful as the real economy, placed as the basis for the corporate
system. However, at the time when the information, in particular, the business informa-
tion, exchanges online, a trustworthy authority is essential and necessary to ensure the
credibility of the data and the actual value that can be grouped into the real world. This
type of mode is the internet’s company mode now. These so-called trusted parties, how-
ever, may also be likely and able to do some malicious and harmful things knowingly
or unknowingly, such as tracking or selling customer data for company use [1].

Blockchain is suggested as a prospective alternative to the above issue. Blockchain is
relatively an advanced technology that allows multiple authoritative domains which do
not trust each other to collaborate, cooperate, and coordinate in a decision-making pro-
cess. The advent of blockchain provides credible informationmanagement and exchange
methods that can make internet transactions more real and free of third parties [2]. Vari-
ous blockchain-based applications used to deliver company and other services that have
a major effect on the online business system. Blockchain provides online transfer of
data with non-modifiable data records, making the transfer of data more reliable. The
blockchain boom is an integral part of the network, especially for the online business.

© Springer Nature Switzerland AG 2020
R. Patgiri et al. (Eds.): BigDML 2019, CCIS 1317, pp. 25–35, 2020.
https://doi.org/10.1007/978-3-030-62625-9_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62625-9_3&domain=pdf
https://doi.org/10.1007/978-3-030-62625-9_3


26 P. Sharma et al.

Blockchain-based applications can help to create internet reality and achieve fairness,
equality, and sharing between online virtual reality in the real world. The object pro-
duced by blockchain technology in the non-real globe for the confirmed data becomes
valuable and authentic. Blockchain will also play a more critical role in the future if
online privacy and reliability become increasingly essential. Blockchain-based systems
will be the basic infrastructure that can provide people with a wealth of services [3].
Chain management is applied when there is a need for a data transfer policy to maxi-
mize the efficiency of resource sharing. When one node in the network starts the data
transfer to another node in the system, it is often observed that the source node includes
other nodes in the transaction to a form a route. The intermediate nodes are referred to
as hop in any chain architecture. As shown in Fig. 1, the source node aims to transfer
the data to the destination node. To maximize resource utilization, one node becomes a
data vendor for multiple nodes. This increases the randomness in the network, and the
network becomes vulnerable to the intruders.

Fig. 1. The hop behavior

As shown in Fig. 1, if the intermediate node represented by “ip” receives a lot
of data packets or data elements from source nodes s1, s2, s3 … sn and so on, the
intruder may also attempt to transfer the data from “ip” which will further affect the
network environment. If described practically, every network has a network admin, but
the network admin does not aim to identify the intruder, it would instead go to find the
node in its system, which is intruded. As a user is using AVG antivirus. The antivirus
cannot do anything to the virus generator, but it prevents its network from the effects of
the virus. This paper focuses on this logic and prepares a Layered Voting Rule System
(LVRS) whose description is given in Sect. 3.

The rest of the paper is organized as follows. Section 2 explains the related work.
Section 3 provides detailed information on the proposed architecture. In Sect. 4, the
assessment of the results is presented. The paper is concluded in Sect. 5.
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2 Related Work

Meng et al. (2018) presented a study of the integration of Intrusion Detection System
(IDS) and Blockchain Technology. The context of this type of intrusion detection and
blockchain addresses its application in its route to migrate the issues of information
exchange and trust calculation cooperatively. Blockchain technology is an emerging
possibility for decentralized activities and information management without a trusted
third party. Khan et al. (2018) presented a survey of primary security issues related to
the Internet of Things (IoT). It categorized the most critical security issues and its regard
to the IoT layered structure and, different protocols used in networking also been dis-
cussed. This work shows the difference between current work and past work related to
the IoT, even the security issue against the existing IoT security problem. The suggested
work also defines open research issues and IoT safety difficulties. Banerjee et al. (2018)
with the assistance of several observations, the IoT safety option suggested by authors,
included the absence of public access in the IoT dataset used by the researcher and
practitioner. They also included the possibly delicate elements of the IoT dataset; after
this, they discuss the capacity of blockchain technologies in enabling safe storage of IT
dataset, there is a need to create a normal stakeholder for this processing. Li et al. (2018)
presented the background and recent situation of the intrusion detection system, the
characteristics and its ranking in the specific situation. It is a kind of technology which
protects the network security from the attacks. It is also useful in detecting the speed and
improving the integrity of the data security infrastructure. In this, they applied the tech-
nology to the blockchain information security model. Kim et al. (2018) presented three
types of intrusion detection model for the bitcoin exchange and gave the detection and
mitigation systemwith the help of the blockchain analysis. The main justification for the
monitoring and mitigation system exploits the decentralized and governmental behavior
of bitcoin blockchain as a fail-safe way to complete the present time system. Advanced
technology offers the ability to search for intrusion in real time,which cannot be provided
by current job. Kolekar et al. (2018) proposed state-of-the-art, hidden wall strings. In
four dimensions, we assess both in-generation and study schemes: disseminated ledger,
intrusion detection, blockchain project, consensus protocol, and insightful agreement.
They also conclude that the current BLOCKBENCH, skeleton criteria for understanding
the effectiveness of private blockchain and government blockchain. Blockchainmethods
have been a substantial secure power in recent years. Blockchains are shared ledgers that
allow sides that do not support each other continuously to maintain several ecumenical
nations. The parties agree on states’ easiness, norms, and background. Li. et al. (2019)
presented a CBSigIDS which is a design of Cooperative Block-chained Signature-based
IDSs. It is used to create and renew a reliable tag database in an IoT setting. CBSigIDS
provide a solution for integrated architectures without the need for a reliable interme-
diary. The results show that the calculation of CBSigIDS can improve the toughness
and performance of signature-based IDSs in adversarial cases. Collaborative Intrusion
Detection Network (CIDN) has become an important and essential security option for
safeguarding IoT systems, enabling distinct IDS nodes to swap information with each
other, e.g., regulations. However, evil nodes in a CIDN can generate untruthful tags and
communicate with others, which can considerably degrade tracking effectiveness and
robustness. Signorini et al. (2018) proposed a method called ADvISE: the first anomaly
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detection tool for a blockchain system which gives blockchain metadata, named forks,
for the addition of collect potential malicious request in the present network system to
escape the attacks. ADvISE add-on and analyzes the malicious forks for the creation of
a threat database that provide the detection and prevention of future attacks. In general,
ADvISE give permission to the detection of the abnormal transaction and protect them
for being further spread.

3 Proposed Architecture

The proposed architecture monitors the entire data stream as the primary input to the
monitoring system, and the users are connected to form the blockchain. The proposed
work adopts a behavioral framework. The proposed architecture is named as LVRS,
which contains three layers, a positive layer, a negative layer, and a propagation layer,
as shown in Fig. 2.

Fig. 2. Proposed architecture

Layer 1: The nodes are deployed in the network, and the nodes also referred to as users
start sharing the resources fromone end to another end. Blockchain technology is utilized
for deploying the user nodes. Each user node stores the information in the form of ledger.
Further, ledger information is utilized by the network admin for identifying the intruder
node. The voting rule is based on the users, and each user had an independent set of
data. The user design creates a semi-autonomous blockchain mechanism as each user is
partially affected by another user who votes for him or against him. The sustainability
of the user is dependent upon the positive votes, which is further controlled by the
network administrator. The demanding user is referred to as destination, and the original
resource holder is designated as the source in the proposed work. Each data transfer
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will also involve intermediate nodes, which are referred to as hop in the proposed work.
Each data transfer is counted as one vote from source to destination vice and versa. The
intermediate nodes are also benefited if the data is transferred successfully.

Layer 2: Layer 2 is operated by the Network Admin. The voting points are stored with
the Network Admin at the Cloud Layer. Positive Layer Repository (PLR) and Negative
Layer Repository (NLR) is created from the voting of the source to destination. Also,
the power consumption in each simulative iteration of individual nodes and the total
transfer is stored.

Layer 3: The third layer propagates the power consumption in combination with the
positive repository and the negative repository. This layer decideswhether the user is safe
for resource sharing or not. LVRS further bifurcates the propagation layer identification
mechanism in subsequent steps in which the first step is for the propagation mechanism,
and the second step uses gradient functions, which is followed by linear quad architecture
for data propagation. LVRS analyses the behavior of the user based on the propagation
data,which is generated through the overall power consumption in transactions.Aunique
voting rule is presented in the paper, which helps in analyzing the network when it is
scanned for the intrusion.

The workflow of the proposed architecture is described as follows:

a) The users are deployed with random locations in the network.
b) The users will share the data as a resource sharing mechanism.
c) The input data, i.e., the data user wants to transfer or share from one end to another

end, can be sent only once in one simulation.
d) One data transfer will be considered as one vote to the destination.
e) Source and destinations are assumed to be immune from intrusion as the network

considers the vote as a positive effect to the immunity.
f) The Network Admin (NA) has a veto power to reject the vote count of any node if

NA feels like the node is compromised.
g) NA uses the blockchain mechanism in three layers of processing and stores the

information in the cloud.

It is assumed that every intruded node which is involved in the data transfer, will
consume more power but every high energy consuming node cannot be considered as
intruded. The overall proposed structure is demonstrated in Fig. 3(a), Fig. 3(b) and
Fig. 3(c) as follows.

As shown in Fig. 3(a), when a source ‘s’ transfer the data to ‘d’ successfully, the
network admin counts it as a positive vote whereas, Fig. 3(b) shows that if the node is not
able to transfer the data to ‘d’ successfully, the node suffers a penalty. It is assumed that
65% of the total transmitted data is received at the destination end, the transaction is said
to be successful transaction and the network admin stores the information of the source
node and the hops in blocks to rate the node between 0.50 to 1.0. The rating is done
based on the total amount of actual data transfer from one end to another. If the node
is involved in any other transaction, the average weight of all the previous operations
and the current transaction is considered. If the transaction is not successful, i.e., if the
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Fig. 3(a). Positive vote

received amount is less than 65%, the source node gets a penalty between 0.1 to 0.49,
and hence. The negative weight is updated. The hops in the network also get penalty
between 0.1 to 0.20. At the time of the network scan, if the node has a weight more than
0.60, the node is free from the scan. A node having a negative rating more than 0.20
is scanned twice at the time of the scan. The nodes are also referred to as users in our
proposed model.

Fig. 3(b). Penalty

Figure 3(c) represents the decision-making architecture of LVRS, which involves
Positive Layer Repo (PLR) and Negative Layer Repo (NLR) as discussed earlier. In
addition to the PLR and NLR network, admin also keeps a record of consumed power
in the data transaction through each user in the network and uses it for decision making
to find any intrusion in the network. The nomenclature of all used variables is given in
Table 2. The description of identification is as follows. The users are deployed randomly
in thenetworkwith a randomposition.Theordinalmeasures of deployment are illustrated
in Table 1.
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Fig. 3 (c). Decision making of LVRS

Table 1. Deployment parameters

Total user count 40–60

Deployment mode Random

Data type Bits

Area of deployment 1000 × 1000 m

Selection mode Random

Total number of simulations 100–1000

Deployment tool Anaconda

Deployment framework Spyder

Language used Python

Table 2. Nomenclature of variables

Variable Description

Pt Amount of power required to transfer a data packet

Pr Amount of power consumption for receiving a data packet

ConsumedPower Total power consumed by the node

ModelWeight Weight given by the model to a node

InputArchiteture Initial power consumption

windowsize Window size

The proposed model considers a power consumption model when it comes to trans-
ferring the data from one end to another.When a user must transfer the data from one end
to another, it will consume Pt amount of power. Similarly, Pr is the power consumption to
receive the data element. NA keeps a record of transfer and receiving of the data elements
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along with the users who are involved in the data transfer. Pt and Pr is heterogeneous,
i.e., it is different for every node. A maximum of 1000 simulations is monitored with a
breakpoint after every 100 simulations; hence, the window size of identification is 100.
The NA analyses the network after every 100 simulations and can use his veto power at
any instance. NA uses power consumption as the main identifying attribute. Pr and Pt
has two sub-attributes. The user will consume less power under normal condition and
more power under intruded conditions. The pseudo code of node deployment and data
transfer with voting is as follows.

Pseudo Code of Node Deployment:

1. Input: UserCount
2. Foreach user in usercount
3. Userx = Deployment_Mode.Random()
4. Usery = Deployment_Mode.Random()
5. Generate PowerConsumptionModel
6. Destination = Generate a random destination.
7. Source = Look for the resources from the destination
8. IntermediateHops = Generate Resource Carrier
9. Initialize Network
10. Start Stimulation and Data Transfer

The pseudo code deploys the user with random x and y axis in the network. Every
user contains some resource which is sharable in the network. A power consumption
model is also deployed, which clarifies the total consumption of power when the user
receives a data packet and total consumed power when a node receives a data packet.
The data is transferred through intermediate hops which have any vacant slot to transfer
the data. The data are documents which are available with the user. The resources are not
editable; only the owner of the data has the authority to edit the data of the document.
The rest of the users have read-only permission.

Identification of Power Consumption
Foreachestabli shedconnection between User1 to User 2

ConsumedPower =
n∑

k=0

Pt + Pr (1)

PreventionInputArchitecture = Consumed_ Power (2)

Initialize Chain Mechanism with PreventionInputArchitecture
Propagate Chain with linear and Quad propagation model.

LinearModel follows : ax + b = 0 (3)

QuadModel follows : ax2 + bx + c = 0 (4)
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ChainWeight = ModelWeight + InputArchiteture (5)

ChainSatisfyingElement = AverageGradient + windowsize (6)

AverageGradient =
windowsize∑

i

ConsumedPower

If the gradient is satisfied, then cross-validated using block-chain. Cross-validation
is done using the same model, which is done to satisfy the chain training. After 1000
simulations, the result of every window is analyzed, and the max affected user is barred,
and his/her voting is discarded, and the user is barred in the network.

4 Results

The results are evaluated using the following parameters.

a) Throughput: Total received packets per time frame.
b) Power Consumption: Total consumed power in each window/after total simulation.

Every result is evaluated with the window defined in Sect. 3. Figure 4 represents the
throughput of the proposed model with a comparison of the model without blockchain.
The throughput of the proposed architecture is high as compared to the network model
with no intrusion model. The proposed algorithm has adopted the new intrusion model,
which is adaptive and hence, the chances of network intrusion is quite low. The through-
put is tested for a maximum of 500 simulation iterations. The average throughput for
proposed architecture is noticed to be 13000 whereas, for the generalized network
architecture, it stands 8700. A noticeable difference of (13000–8700)/1300 = 33% is
noticed.

The proposed architecture is also evaluated for power consumption, as shown in
Fig. 5. A Total of 500 simulations is tested based on Power Consumption. A noticeable
difference in power consumption is observed. The power consumption of the proposed
architecture is low as compared to the network model with no intrusion model.
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Fig. 4. Throughput

Fig. 5. Power consumption

5 Conclusion

This paper presented an intrusion behavior analysis architecture through adaptive
blockchain behavior of intruders. Power consumption is kept as the critical aspect of
the intrusion analysis. The proposed architecture is named as LVRS, which contains
different layers for a different purpose. A positive layer, a negative layer, and a propa-
gation layer are presented in the paper which utilizes power consumption. LVRS further
bifurcates the identification mechanism in subsequent steps in which the first step is
for the propagation mechanism, and the second step uses gradient functions, which is
followed by linear quad architecture for data propagation. LVRS analyses the behavior
of the user based on the propagation data, which is generated through the overall power
consumption in transactions. A unique voting rule is presented in the paper, which helps
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in analyzing the network when it is scanned for the intrusion. Awindow size of 100
simulations is used to apply breakpoints and to analyze the data through breakpoints.
A total of 500 simulations are tested based on Throughput and Power Consumption.
A noticeable difference of more than 30% is observed in both throughput and power
consumption.
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Abstract. With the increasing amount of digital data, it is becoming increas-
ingly hard to extract useful information from text data, especially for resource-
constrained languages. In this work, we report the task of language-independent
automatic extraction of locations from news articles using domain knowledge. The
work is tested on four languages namely, English and three resource-constrained
languages: Assamese, Manipuri andMizo, the lingua francas of three neighboring
North-Eastern states of India namely Assam, Manipur, andMizoram respectively.
Our architecture is based on semantic similarity between similar words based on
the popular word embedding, word2vec model coupled with the domain knowl-
edge of the aforementioned regions. The model is able to detect the best possible
detailed locations.

Keywords: Location extraction · Word2vec · Word similarity · Resource
constrained language · Assamese · Manipuri · Mizo

1 Introduction

The North-Eastern part of India (officially North Eastern Region) comprises of seven
sister states with around 220 spoken languages. Assamese, Manipuri and Mizo, the
lingua francas of three neighboring states: Assam, Manipur, and Mizoram respectively,
belong to different language families. Assamese is the major language spoken in the
North-Eastern part of India and an official language of Assam. It belongs to the Indo-
European family of languages.Manipuri comes under theTibeto-Burman languagewhile
Mizo is a Kuki-Chin language. Both Tibeto-Burman and Kuki-Chin are the subfamily
of the Sino Tibetan language. Assamese is spoken by over 15 million speakers mainly in
the Brahmaputra valley. The speaker of Manipuri and Mizo are around 3 million and 1
million respectively. The usage of all the three languages can be found in theNortheastern
states as well as in the neighboring countries like Bangladesh and Myanmar. There are
six major types of word order made up of three building blocks, namely Subject(S),
Object(O) and Verb(V), namely: i) SVO, ii) SOV, iii) VSO iv) OSV v) VOS and vi)
OVS. The word order of Assamese, English, Manipuri, and Mizo are SOV, SVO, SOV,
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and OSV respectively. Even if Assamese and Manipuri belong to a different language
family group, both the languages follow the SOV pattern. In some cases, the word order
in the Assamese tends to be relatively free. Each of the three states is divided into 33,
91 and 8 districts in Assam, Manipur, and Mizoram respectively.

Named Entity Recognition (NER) is one of the popular tasks in natural language
processing (NLP). The idea here is to identify and extract the named entities such as the
names of persons, locations, organizations, etc. from a text. The state of the art of the
NER system for a widely used language such as Chinese, English, etc. are close to the
human brain. A quality NER system requires an annotated training corpus, however, for
low resource-constrained languages, preparing such training corpus is a laborious task.
Language-specific tools such as POS tagger which helps in enhancing the performance
of the NER system is also not available for such languages.

In this paper, we proposed a language-independent system for the automatic extrac-
tion of locations from local daily news articles using domain knowledge. Here, the
domain knowledge refers to a list of pre-defined names of the location in a region. Our
system doesn’t use language tools such as Part of Speech (POS) tagger and is based on
word embedding and word similarity measure. Also, the system is able to identify the
locations at the possible detailed location, such as at the locality level. The system can
be used in a news recommendation system, disaster management, etc.

The rest of this paper is divided into four sections, with Sect. 2 discussing the related
previous works. Section 3 and Sect. 4 describe the architecture used in the model and the
analysis of experimental results respectively. Finally, summing up with the conclusion
and future work in Sect. 5.

2 Literature Review

In the last decennium,word association has beenwell studied in linguistics. “WordAsso-
ciation” as a psycholinguistic term proposed by Church et al. [3] e.g. co-occurrence with
other words, has a variety of applications which can be used in optical character recog-
nition (OCR), speech recognition, information retrieval and enhancing the productivity
of lexicographers.

Previous research works have carried out the study on the semantic similarity of
text on different levels, such as word, sentence, and phrase, etc. The proposed model
by Mihalcea et al. [9] was to find out the semantic similarity of short texts using Cor-
pus and Knowledge-based. Along with the vector-based similarity approach, Microsoft
paraphrase parallel corpus was used for the identification of paraphrase as well as to
generate paraphrase. Islam et al. [6] proposed a semantic text similarity model (STS) for
measuring similar text from semantic and syntactic information based on similar func-
tions. A ranked-based systemwas generated byWen et al. [16] for identifying synonyms
which are based on the distributional hypothesis. Sentence similarity can be applied in
many areas such as text mining, question-answering, and text summarizing according to
Achananuparp et al. [1]. Wang et al. [15] developed a model to estimate sentence sim-
ilarity with the help of the decomposition-composition vector and CNN (Convolution
Neural Network) model.

1 16 districts as of December 2016, demarcation yet to be ascertained.
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From a large dataset, two atypic models were suggested by Mikolov et al. [10] for
computing continuous vector representation of words. It was remarked that at lower cost
learning high-quality word vectors is better than neural networks. Skip-gram andCBOW
(ContinuousBag ofWords) can give better results thanNeural Network LanguageModel
and Recurrent Neural Network Language Model. A negative sampling is reported by
Goldberg et al. [4] as an efficient approach to word embedding for finding out words
having a similar meaning with similar context. It brings a different objective to the
Skip-gram model.

The extraction of geolocation from text data was put forward for consideration by
Imani et al. [5]. Named Entity Recognition tool has been used to identify geolocation
from news articles using supervised classification and sentence embedding techniques at
the country level. With the help of Named Entity Recognizer and geo-tagged tweets, the
disaster location from Microblogs was extracted in Lingad et al. [7]. The affected area
could be located as geographic locations like country, city, village, and river, etc. and
point-of-interest could be hotels, shopping centers, and restaurants. Different tools such
as Twitter, Open NLP, Standford NER, Yahoo! Place Maker for recognizing references
to the location were used.

Named Entity Recognition (NER) is considered to be a baby step in the direction of
Information Extractionwhich also plays a very vital role inNatural Language Processing
(NLP). Existing works on NER for regional languages were carried out by [2, 12, 14].
Named Entity Recognition for the Assamese language was reported by Sharma et al.
[12] using ruled based and supervised machine learning techniques such as Hidden
Markov Models (HMM), Conditional Random Fields (CRF), Support Vector Machines
(SVM) and Maximum Entropy (ME). Because of the scarcity of resources in a regional
language, it is a very challenging task for their experiments. Recognition of named
entity in Manipuri is reported by Singh et al. [14]. The authors developed two different
models using an active learning technique and Support Vector Machine. A large amount
of annotated corpora was used in both the models to recognize the location, person and
organization names, designations, etc. For Mizo language a NER system is expressed
by Bentham et al. [2] using a rule-based approach on news corpus. A Named Entity
Extraction system was proposed by Nadeau et al. [11] using unsupervised techniques.
To identify and classify entities from a given document the authors have to combine
the Named Entity Extraction with Named Entity Disambiguation. The authors created
a large cluster of semantically related words using seed words.

3 Architecture

Ahigh-level graphical representation of the proposed schema is introduced in Fig. 1. The
first step is a collection of data from different local daily newspapers in four different
languages, namely Assamese, English, Manipuri, and Mizo. The data collection step
is followed by the data cleaning process. Using the processed data, a word embedding
model is trained using the word2vec. Finally, retrieving the candidate keywords based
on the ranking of the cosine similarity distance with the seed words prepared with the
help of domain knowledge. The approach of our model is described in the following
sub-sections.
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Fig. 1. Our proposed model

3.1 Data Collection

We prepared our dataset by collecting the news article from the local daily newspapers
separately for Assamese2, Manipuri3 and Mizo4 languages. Apart from this dataset, we
also collected the news articles from the local daily newspaper of Manipur5 reported
in the English language. For Assamese and English languages, separate scrappers built
inhouse using Java and its Jsoup library6 is used. As for theManipuri andMizo language,
we have used the dataset in [13] and [8] respectively. The news articles on the Assamese
language are collected for the period of June 2018 to June 2019. While for English,
Manipuri and Mizo7 are collected for the period of July 2011 to May 2019, May 2008
to May 2010 and April 2013 to June 2019 respectively. The collected dataset is used as
a training dataset for our model.

3.2 Pre-processing

Data collected from the news articles are in an unstructured format and contains several
noisy texts. To process the data into a consumable format, the whole corpus grouped by
language is subjected to a series of pre-processing steps separately.

The pre-processing step includes:

2 https://www.asomiyapratidin.in/.
3 https://www.thesangaiexpress.com/.
4 https://www.vanglaini.org/.
5 https://www.ifp.co.in/.
6 https://jsoup.org/.
7 We collected more dataset on [8].

https://www.asomiyapratidin.in/
https://www.thesangaiexpress.com/
https://www.vanglaini.org/
https://www.ifp.co.in/
https://jsoup.org/


40 L. S. Meetei et al.

1. Splitting the text into sentences.
2. Tokenization of a sentence into token of words.
3. Removing special characters and punctuation.
4. Replacing multiple spaces into a single space.
5. Removal of single-character tokens.
6. Normalize to lower case [only for Roman characters].

The result is a list of sentences for each of the languages. The details of the training
corpus (number of sentences, number of tokens and the average number of tokens per
sentence for each language) after the completion of the pre-processing are shown in
Table 1. What can be clearly seen in Table 1 is that the dataset for Mizo language is the
largest, followed by English, Manipuri and Assamese.

Table 1. Statistics of our training corpus of each of the languages.

Language Sentences Tokens Avg tokens per sentence

Assamese 69416 839062 12

English 660444 17732538 26

Manipuri 104625 1988554 19

Mizo 746609 22431244 30

3.3 Word2vec

Word embedding is a vector representation of the text vocabulary, capable of highlighting
the semantic or syntactic similarities or relations betweenwords. One of themost popular
technique to learn word embedding is word2vec, a shallow neural network model. The
word2vec model consists of three main layers namely, an input layer, a hidden layer,
and an output layer as shown in Fig. 2. The input layer is a text corpus with C context
words where each word is represented by the one-hot encoding vector. The hidden layer
is a fully-connected layer with n neurons whose weights are the word embedding. The
output layer is a feature vector of length V. It groups the similar word vector into one
vector space. The word2vec can be trained with either of the two language models:
CBOW or Skip-gram. For building the word embedding, we used Gensim8 which is a
Python library for extracting document with similar semantic.

3.4 Feature Selection

The feature selection of our model consists of two main parts, namely, filtering of key-
words and preparing a list of noisy words. Our main feature is the use of custom seed
keywords after filtering based on domain knowledge of each region, namely Assam

8 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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Fig. 2. Word2vec model

(news report in Assamese), Manipur (news report in English and Manipuri) and Mizo-
ram (news report in Mizo). The following steps are applied dataset to a training to
generate the final seed keywords:

1. Prepare list of keywords (D = d1, d2 . . . dp) with names of popular locations of a
region.

2. For each unique tokens (T = t1, t2 . . . tn) in the training dataset, prepared their
corresponding frequency list (F = f1, f2 . . . fn) in the dataset.

3. Rank the keywords (D) based on their number of occurrences.
4. Select the top m highest frequency keywords, which is our final seed keywords

(K = k1, k2 . . . km) . The value of m range from 5 to 10.

Further, a list of top N highest frequency tokens are selected from F. However, we
exclude any tokens present inD from the list. The value ofN range from100 to 150.Using
these high-frequency words, we build a list of “noisy-words” (NW ) for each dataset as
these words tend to be comprised of non-noun words such determiner, preposition, etc.
which are irrelevant to the candidate keywords for locations.

3.5 Cosine Similarity

For a large document, only counting the maximum common words for similarity mea-
surement sometimes will not work properly. Cosine similarity helps overcome the tra-
ditional flaw. It is a well known metric to measure the similarity between different
text. Cosine similarity calculates the cosine angle between two vectors to measure the
similarity between them.

If �w1 and �w2 are twowordvectors, then the cosine distance between them is calculated
as:

cos(θ) = �w1.�w2

|| �w1|| || �w2|| (1)
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where dot (.) indicates dot product and || �w1|| and || �w2|| are the length of the vector �w1
and �w2 respectively.

Finally, the cosine similarity between �w1 and �w2 is computed as:

cos(�w1, �w2) = 1 − cos(θ) (2)

We used Gensim9 tools to compute the similarity between the words.

3.6 Steps for Location Extraction

The steps used for identifying the candidate terms in an input news article are as follows:

1. Remove the noisy-words from the input text after applying the pre-processing step
describe in Sect. 3.2.

2. Generate all the unique tokens T from the result of Step 1.
3. Load the trained word2vec model for the language.
4. Compute the sum of cosine distance (S = s1, s2 . . . sn) for t1, t2 . . . tn ∈ T, with each

of the seed keyword k1, k2 . . . km ∈ K such that:

sj =
m∑

j=1

ti.kj (3)

5. Sort the tokens T based on the ranking of the cosine distance (S).
6. If T <= 200, select the top 10 from the sorted list else select the top 20.

The evaluation is carried out based on the number of unique location terms in the
ground truth reference present on the list of terms (i.e. either in the top 10 or the top 20)
generated by the system.

4 Experiment and Results

The dataset collected for each language is subjected to the same architecture described
in Sect. 3 separately. The training dataset is used to build the word embedding model for
each of the languages separately using word2vec. The word2vec is trained with different
values of window and size. Here, the window represents the maximum distance between
the current and predicted word within a sentence and size is the dimensionality of the
word vector. During our experiment, the word2vec trained on the Skip − gram language
model with window = 5, size = 300 and learning rate = 0.001 is observed to be an
optimal one. A sample of the word2vec model trained on the dataset of Mizo language
is shown in Fig. 3. In the sample, we checked the 10 most similar words for the keyword
“aizawl” (the capital city of Mizoram), and the generated words are found to be the
location names in Mizoram. This result highlights that the vectors of the location are
mapped in the same space.

9 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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Fig. 3. Sample of trained word2vec model

After training the collected dataset using word2vec, we finally get four word embed-
ding models for each of the languages. We evaluate our proposed model using a test
dataset comprising of 20 news article items each on Assamese, English, Manipuri, and
Mizo languages separately from the same source as mentioned in Sect. 3.1. The location
in each of the news articles from the test dataset is manually tagged by a native or a fluent
speaker who also have the domain knowledge about the regions. The annotated dataset
is used as our ground truth reference. We employed the steps detailed in Sect. 3 on the
test dataset to generate the output. A detailed evaluation of our model is summarized in
the Table 2. Table 2 shows the languages followed by the total number of news articles
and the combined total number of words in the test dataset, the number of seed keywords
used to identify the locations in the input text, the total number of location terms present
in the input text (LP), the total number of location terms detected by our model in the test
dataset (LD), and recall. The values of recall in Table 2 are in terms of the percentage
and is computed as:

Recall = LD

LP
× 100 (4)

As shown in Table 2, themodel forMizo language achieve highest accuracy of 92.3%
and the model for Assamese language achieve lowest accuracy of 29.7%.

Table 2. Statistics of the output obtained from the model

Language Articles-words # Keywords LP LD Recall

Assamese 20–2415 10 47 14 29.7

English 20–5374 7 82 64 78.04

Manipuri 20–6753 7 76 24 31.58

Mizo 20–2312 8 39 36 92.3
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4.1 Sample Input-Output

A sample input and output for each of the languages is listed below as: the input text
in the language, translation to English of the input text, ground truth terms in the input
text, and finally the output produced by our system.
Language: Assamese

(Translation: It seems like a competition is going on to possess govt lands ille- gally
at Botodrowa. Amidst the circulation of news on illegal land possession near areas
like Botodrowa’s Bhomoraguri Grazing Reserve, Botodrowa Government Seed Palm,
Srimanta Shankardev University, complaints have been found that there is an illegal
possession of government lands at Silpukhuri under Botodrowa legislative assembly.
According to the complaint, govt land in front of Silpukhuri Gaon Panchayat, which
is situated at Baribazaar area of Marigaon district’s Mikirveta Tax Circle, has been
illegally possessed by a few miscreants in a matter of days.)

Language: English
Input: A family was poisoned after consuming wild mushrooms. Three persons from
Sihai Khullen of Ukhrul district passed away after consuming a mushroom which is
locally known as “Ngatha Var.” The deceased includes a 70 year old man and his two
grandchildren. According to information culled from the villagers, the deceased persons
have been identified as Joseph Khangrah, 70; Puimi Khangrah, 5, daughter of Vareiso
Khangrah; and Chalakmi Khangrah, 3, son of Vareiso Khangrah. Vareiso Khangrah,
father of two deceased children and his wife, Timnah Khangrah along with one of his
daughters, Wongayung Khangrah were admitted for medical treatment at RIMS along
with some of his relatives who also tasted the dish. They are out of danger and have
been discharged fromRIMS. As per information made available, the family prepared the
mushroom dish on July 2 last for their dinner. After consuming, they vomited but they
did not seek medical treatment thinking it would be okay. Joseph Khangrah died on the
morning of July 8 after complaining of stomach problems. Chalakmi Khangrah died on
the evening of July 10 while Puimila Khangrah died on the way to Imphal after crossing
Lambui at around 9:00 pm of July11. She was advised and referred to go to Imphal
by doctors at Ukhrul District Hospital. It may be mentioned here that Sihai Khullen is
situated about 37 km from Ukhrul headquarter; and the village falls under Khangkhui
PrimaryHealthCentre (PHC),which ismuch farther away fromUkhrulDistrictHospital.
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The connectivity road is in a pathetic condition which has caused villagers to face a lot
of hardships especially during rainy season and availing basic medical treatment.
Ground truth terms in input text: Sihai Khullen, Ukhrul, Imphal, Lambui Output:
ukhrul, headquarter, district, lambui, khangkhui, khullen, sihai, situated, imphal, phc
Language: Manipuri

(Translation: Tamenglong district contractor’s association condemned the ha rass-
ment and illtreatment of its president, special contractor Kalanchung Kamei by NSCN
(IM) Jeliangrong region. Yesterday, during the health minister PH. PARIJAT tamen-
glong visit and an ongoing meeting inside the district hospital at around 2:30 p.m;
Kalanchung Kamei was called out by the cadre of NSCN (IM) as he wanted to talk by its
(C.O.) Longchaibi Gonmei. Kalanchung Kamei was dumped in a jipsy and carried away
to the office of C.A.O, then he was blamed for not coming to the call of C.A.O. Jeliangrong
region NSCN (IM) and also on 5th November in the office chamber of health minister.
He make ashamed the NSCN (IM) Jeliangrong region, but he denied the charges, then
after blindfolded he was beaten mercilessly for about half an hour. So, the association
appeal to all not to repeat such acts in the future.)

Language: Mizo
Input:Mizoram Treasury Accounts Service Association (MITASA) chuan nimin khan
Hotel Regencyah inkhawmpui an hmang. Khawzawl, Hnahthial leh Saituala Treasury
Office sorkarin hawna tumchu lawmawman tih thu an tarlang a, “Chutih rualin,Mizoram
Treasury hi siamt.hat (restruct) a ngai a, hei hi remchangah sorkar hnenah thlen ni se,”
an ti.

(Translation: Mizoram Treasury Accounts Service Association (MISTA) held their
conference yesterday at hotel regency. The association announced that it was happy
to hear that khawzawl, hnahthial and saitual treasury will be establish soon by the
government. In the meantime, Mizoram Treasury needs to be reconstruct and submit it
to the government as soon as possible.)
Ground truth terms in input text: Khawzawl, Hnahthial, Saitual
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Output: treasury, mizoram, khawzawl, hnahthial, saituala, hawn, regency, accounts,
inkhawmpui, chutih.

The system is able to detect the candidate words of locations at the locality level.
One of the limitations of our model is inability to differentiate the ambiguity of terms
which is used not only as a location, but also as a person’s name, organization name’s,
etc. The system is also not able to detect the exact total number of locations present in
the input text.

5 Conclusion

Tools such as POS tagger helps in improving the application of NER tasks, as most of the
entity tag belongs to certain parts of speech such as noun. For a low resource-constrained
language, building quality language-specific tools such as the POS tagger is a laborious
task as it requires an annotated training corpus. In our work, we build a language-
independent automatic extraction of location from news articles using seed keywords
from the domain knowledge. Our system doesn’t rely on language tools such as POS
tagger, but instead is purely based on word embedding and the word similarity measure.
We tested the feasibility of our model on three low resource-constrained languages
belonging to different language groups and also on the English language. Our model is
observed to produce a better result on the English andMizo language as compared to the
other remaining language used in our experiment. From the experiment, we observed
that the word embedding model trained on a larger dataset performs better than the
one trained on a smaller dataset. For regional languages like Assamese and Manipuri,
location extraction is a very strenuous and daring task and suffers from a scarcity of
resources. Our system is not able to differentiate the ambiguity behavior where the same
word is used as a person’s name and also as a location’s name. In the future, a more
enhanced language-independent model that can detect multiple entities can be explored.
The model can also be improved in such a way that it can be measured with better
evaluation parameters.
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Abstract. With the Advancement in Information & Communication Technol-
ogy, there is an enhancement in Cloud based systems & mobile devices. With the
increasing availability & usages of those device, huge data is flowing through var-
ious communication channels through different data sources. New demand from
academic & industry includes analyzing generated data effectively to come up
with fruitful insights that can be actionable either by systems or by humans. Main
Goal is to go beyond the questions ‘what is happening’ and ‘why it has happened’
to those such as ‘what is needed in the future’ and ‘what are the recommended
actions’. Data Lake, which is an extent to Data Warehouse & doing a great job in
managing Big Data, providing answers to known questions. In this Paper we are
describing issues with traditional data warehouse systems and challenges while
managing Big Data with such systems. Also various challenges identified which
occurs while understanding the interconnected Data stories in various Data repos-
itory and to prepare them for advanced analytics. A novel Data Lake architecture
which could work as a Decision support system for Big Data Management has
been provided after comparing with other existing.

Keywords: Big Data · Data Lakes · Data Warehouse · Data discovery · Data
analysis ·Metadata Management

1 Introduction

Human-beings started storing information long back but there was no true relation
between the datasets that’s how the relation database system came into existence. In
the 19th century where people adhered to Mainstream Relational database management
systems (RDBMS), entering into the 20th century where the volume & variety of data
grew, people started realizing that, their database would not help them to make better
decisions and that’s where the Data warehouse & BI (Business intelligence) tools came
into the picture. Big Data, which has laid down the foundation of all the mega trends
happening around us from social to mobile to the cloud to everything. Now, looking
at the future, where the emergence of various data sources & “Big Data”, brings the
demand of Data Lake. Data lake is emerging as a great asset for any organization due
to the huge data which is generating at a faster pace.

With the advancement of Big Data Management, Data lake which is a considerable
prospect as a flexible repository as compared to Data warehouse. The term ‘Data Lake’

© Springer Nature Switzerland AG 2020
R. Patgiri et al. (Eds.): BigDML 2019, CCIS 1317, pp. 48–59, 2020.
https://doi.org/10.1007/978-3-030-62625-9_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62625-9_5&domain=pdf
https://doi.org/10.1007/978-3-030-62625-9_5


Uncovering Data Warehouse Issues and Challenges 49

itself depicts a ‘reservoir, only for Data’ [1]. Raw, unstructured data has been kept in a
Data Lake in its original format. We need a system, it could be a flat file system where
data is moved for processing. Generally Hadoop File System which has already gained
popularity due to its speedy processing with huge data sets in the Big Data ecosystem,
Data lake is most filled into it to being used.

Due to Data Lake’s capability to support storing data in native format, the benefit
is, if we have everything to get all known and unknown facts, known facts is being
used today but may be things which might not be valuable currently could be turned out
interesting in the near future. Adding more to it, Data Flow is exponentially increasing
and we never know, data which we lose, will never be captured again so better to make
that proof as a future aspect as compared to traditional Data warehouses.

2 Motivation and Background

There are various ways to store Big Data where data storage & data analysis plays an
important role to categorise the business use case.

The origin of the project proposal is based on the research article published by the
IEEE Computer Society in one of its Journal IEEE Intelligent Systems [1] where Daniel
E. O’Leary, compares with existing Enterprise data warehouse (EDW). Investigation
using various applications with comparison of Data Lake & Data warehouse has been
in place where data sources those required to be integrated from various data sources,
facilitating them with Data management.

James Serra, big data and data warehousing solution architect at Microsoft, shares
his vision towards using Data Lake over Data warehouse, which also gives the clear
directions to think about beyond existing traditional databases systems [2].

Another opinion behind working on Data lake is in industries there is a need to get a
360° view of customer so that business can be improved in multiple ways. Hence there
are lot much to explore in Data lake & to deep dive to create such a platform which can
extend a Data warehouse Capabilities to meet with Modern day needs. Such platforms
are high in demand at domestic aswell as international level to store, manage and analyze
a variety of data. A new Data Lake architecture approach has been proposed which takes
care of issues associated with the Existing Data Warehouses & challenges with existing
Data Lake Solutions.

2.1 Data Warehouse and Data Lake

Data warehouses, enormously, a great set of management system to store specially
structured data, cleaned up the data & to keep things organised for all business needs. It
serves the data for Data Integration & Business Intelligence tools for all their purposes.
But now with the addition of various Big Data sources, to make them enable to store all
structured & unstructured data in their original form, Data Lake work as a middle layer
before data moves into Data warehouse in its structured format (Fig. 1).

It’s time for turning data into a service over cloud based platform, hence the questions
is quite clear to choose between datawarehouse&data lake or else use them together con-
sidering data movement flexible from one system to another keeping business analysis
on priority (Table 1).



50 R. K. Batwada et al.

Fig. 1. Data Warehouse & Data Lake design concept

Table 1. Comparison in between Traditional Data warehouse & Modern Data Repository (Data
Lake)

Whenever there is a debate on both the repositories, Data lake vs data warehouse,
which is right for me?, Few Organizations often need both but in the future, when all
small and medium organization will be facing the Big Data related Challenges, Data
lakes which is born out of the need to harness big data and benefit from the raw, granular
structured and unstructured data is going to be considered as a best fit.

2.2 Big Data and Data Lake

These two terminology Data lakes and big data analytics in the Data space goes along
hand in hand. To make a big data application succeed you need at least two things:
knowing what (blended) actionable data you need for your desired outcomes and getting
the right data to analyze and leverage in order to achieve those outcomes. Big Data is
rapidly growing and becoming the best suitable resources for academics & data indus-
tries. Curated & refined data helping companies to improve their functions & helping
academic organizations to uncover insights with their research work. But as Data which
is now a days flows frommultiple sources, it is very important to prevent to get converted
into Data Silos & Data Swamps.
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Data Lake, an architecture which plays an important role here by pooling all data in
a central repository. It act as a storage space of Data for data scientists and other business
users that can access it for future use. Data Lake & Big Data has shown a great bond
together, with the capability of managing larger quantities of Data, open source Hadoop
emerged as a great processing platform. In the era where storage cost is decreasing
day by day, the main feature of all big data tools & technologies like Spark, Hadoop
etc. that storage cost is slightly low if compared with Data Warehouse considering the
solutions these tools can provide. There is a huge demand in terms of Managing Big
Data Application & with the support of Data Lake it is going to be a great combination
for Data Analyst to work on such centralised repositories to get insights for specific
domains due to availability of the actual Origin point of Data.

A data lake can be used as a platform where users are allowed to perform various
experiments on set of Data models for specific domains. Data Lake can be specific to a
domain where Big Data sets generated to that domain can be received in Raw area. Then
it send to staging area where with various transformation techniques this could supplied
to Data warehouse to produced curated data to get some known value. But both Data
Lake & Data warehouses can be optimized for multiple purposes & main goal should
be to design a system which suits all level of enterprises need to get the best solution in
each possible way.

2.3 Data Warehouse Issues

Since the growth of Traditional Databases, Data warehousing has become a general
practice for many businesses. It becomes a very important aspect in theModern business
era & it heavily depends on modern database models like how they support in business
development.

Today, Data consolidation is needed at one location from where it can be easily
accessible to all business units for analysis purpose. Insights generated fromsuchdata can
be applied further to improve business process. But there are some challenges identified
which needed for improvement on the existing traditional databases & data warehouse
systems.

Structuring of Data
Structuring of Data is required considering future needs in mind as we add more &more
data into system, structuring of data becomes difficult & its resulting into slow down the
processing speed significantly.

Information Driven Analysis
Traditional DataWarehouses driven by the already placed schema. But Now a days there
is a need to drive modern data warehousing by the information we provide while writing
the data in it. Analysis needs to be done during the early stages of Implementation, where
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it should be designed in a way so that data analyst gets enough time on understanding
& documenting the business Needs.

Best Selection of Modern Data Warehouse
There is a huge Gap choosing the right set of operational Modern Database for building
a data warehouse out of available tools. Choosing a custom warehouse can save time
but pre-configured warehouse could save your time from initial configuration. Although
selection of Modern Database depends on business Model & specific goals.

End User Expectations: Asmore andmore information added to a data warehouse, end
user expect refined results as analysis considering data stored is from Various resources.
At the same time performance is definitely decreased when Data Volume Increases &
its leading to reduction in Speed & efficiency.

Investment in Data Governance
Information is one of theMajor assets for every organization hence it should bemonitored
closely. Investment on Data governance allows to define task ownership and ensure that
data remains consistent and accurate

3 Related Work

Fang [3] research on Data Lake describes the concept of Data lake around Big Data
Era. Data Lake is rapidly growing as a way to organize and build the next generation
repository to master new big data challenges. Further he shares the key differentiators
between Data Lake and Enterprise DataWarehouse. He suggested four model to validate
the deployment with the Hadoop. But in terms of Data Lake, support is given to three
type of deployment model those are, EDW with Hadoop, Hadoop growing with Data
Lake & Data Lake Cloud.

As per the Shahrokni and Soderberg [4] Data lake is a new concept that has the abil-
ity to secure, convert and process the data, which make the data can be consumed with
speed and value required by the user even though that operation is quite complicated to
run. Instead of moving data in a data store, place it into a data lake in its native format.
Prieto and Bregon [5] mentioned the primary goal for setting up a data lake to permit
ingestion, storage of large amounts of raw data (all formats) for further transformation
and integration. Proposed approach emphasizes Data governance considering data qual-
ity while continuously tracking Data & Manipulations before delivering the particular
analytics.

As per Rusitschka [6], Big data has been considered in the context of its main 3v’s
volume, velocity, variety including veracity suggested the few attributes of Data Lake
Architecture. In the physical form of Data Lake, many servers are using the distributed
file system with a layer of Analytics & Data is catalogued on entry as well as during
transformation as per need by the data analyst. This approach contrasts with the current
traditional ETL methodology whereas rather than going with ‘Extract Transform Load’,
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the process could be followed as ‘Extract Load & Transform’. This can be achieved with
the ‘Schema on Read’ approach where, Predefined schema is not playing any role data
capturing process.

Ahmad F. [7] Proposes, QoS Lake, its architecture for implementing the QaaS (Qual-
ity as a service) model in the same line as PaaS and SaaS using big data technologies.
For converting it into service model, approach suggested that Quality of Service in Data
lake will be supporting in Analytics & emphasized on Prediction, recommendation &
knowledge discovery with Security & Defect Tolerant challenge. Maccioni [8], talks
about the Data Preparation part where data scientists needed enough “time-to-action”
is exceedingly & it becomes worse when big data sets increased for a Data Lake even
no metatags are available to associate & those are included in the ingestion pipeline.
KAYAK, a Data Management Framework was proposed to accomplish data preparation
in a data lake. It works on metadata cataloging, which keeps track of Meta-Information
like how datasets are related to each other.

Suriarachchi andPlale [9]works onData provenancemodelwhich refers to records of
the inputs&processes that influence data of interest by providing a historical record of the
data and its origins. The paper’s three main contributions are related to identification of
the data management and traceability issues, Second, reference architecture to overcome
the challenges associated in Data Provenance. Third, an evaluation of the proposed
architecture to reduce the overhead of Data Provenance.

Raju, Mital and Finkelsztein [10] suggested AIR Traffic Management Data Lake,
where The Data Lake had a Cloud component running inside Amazon Web Services
(AWS). The data inside the Data Lake is divided into Zones Raw, processed & Refined.
Russom P. [11] discussed a tool which is built for inspecting & managing data lakes.
Motivation behind the tool development was around Schema discovery solution, identify
data security issues & discover data curation process. There are few Challenges faced
here in terms of improving the accuracy in joins in tables & gaps were found around
integration of Users & tasks.

Sabitha and Vijayalakshmi [12], talks about all happenings around Big Data includ-
ing recent tools, technologies& challenges those occured due to shift from the traditional
systems. Further added that, Devices related to IoT, social websites, automated & smart
devices considering as a fuel for the explosion of Data in the near future. Ideal pur-
pose of this paper is to share & discussion the opinions of different researchers, all the
available tools for Big Data Process including storage, overall management & analytics.
Challenges associated with fee specific domains are highlighted.

Surabhi and Ravinarayana [13] discussed about the need of Data Lake in their survey
paper where it is mentioned that to handle the Big Data, Database system processing
capabilities required to be extended as per the current capacity. The way Data moves &
arrives in Variety & velocity, relational databases architecture is not a perfect fit. The
concept of Data Lake has been introduced to take up the challenges arise for Big Data
Management.

4 Data Lake Potential and Challenges

Whenever in industries or academics, there is a need to capture information about the
client interaction, CRM (Customer Relationship Management) Plays a role here. User
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record all the details regarding Sales prospective, customer feedback and other informa-
tion in database. In this case predefined tables representing customer & all associated
details.

Nowadays, There is a need to store the information first which is gathered from
various resources which can provide a 360° view of Customer & businesses. Current
traditional databases are not that much capable to store & capture every piece of data
which is getting generated is unstructured, semi-structured & structured format.

Main Goal here is to leverage the capabilities of Data Lake Platform which can help
to migrate and upgrade from Traditional database systems to upgraded Modern Cloud
Based Data Lake services [14, 15].

When we talk about Big DataManagement, Data Lake is not only designed based on
the Big Data Platform on Hadoop but it should be designed using multiple technologies
which can help Data Lake to design & provide sustainability like Data Warehouse while
offering all Capabilities like DW and more to make it analytics compatible.

4.1 Challenges

All the organizations whether it is a Government firm or Private firm or Academics, all
have started looking & investing in Data Lake Architecture. With the current flow of Big
Data in every type of organizations, there is a need felt for the new data strategy around
the generated data & analytics.

Based on the need, Data Lake architecture contains four major components: Data
Extraction & Ingestion, MetadataManagement &Data Storage, Query ProcessingMan-
agement & Data Lake Management including analytics engine. When we consider the
design section, it has various Challenges to address those are described as below. In this
paper, Challenges related to each & every component of Data Lake is described in brief.
Every issue associated with each component is altogether a separate entity.

4.2 Data Ingestion Challenges

To ingest data in a central repository fromvarious different sources like SocialMedia, IoT
Devices, sensors etc. is required to ingest into system. FewMajor Challenges highlighted
in current set of Traditional Database systems & existing Data Lake applications.

1. Ingestion of Multiple Source Files, as current tools required a Common Format to
Insert.

2. Problem occurs while subsequently Change the loaded data (Support for Merging
& updating is an issue in Current Big Data Ingestion Tools), scaling up of the Data
is altogether a Challenge for Big Data Organizations.

3. Parallelizing the ingestion process.
4. Completeness, Correctness & Consistency of your data in ingestion pipeline.

a. Scalability while Data Collection.
b. Need to identify missing tuples.
c. Improvement in Data Lineage required to validate Data from source to destina-

tion.
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4.3 Metadata Management Challenges

Metadata management plays an important role in the design of a Data Lake Architecture.
Metadatamanagement is required to understand theData Lineage issueswhile validating
the data quality. It should be efficient enough to extract themeta tags from the data sources
& making the raw data meaningful while associating the metadatas with it. There are
few challenges associated with Metadata management while designing the Data lake.

1. Proper governance required while applying Metadata Management.
2. Reduce confusion while data gets ingested into repo.
3. Streamline data interpretation.
4. Reduce the level of effort required to integrate and prepare data.

4.4 Transformation and Query Processing Challenges

There are various challenges occurs in data lakewhile transformation&query processing
i.e.:

1. Loading of multiple tables & so row & columns hence loading time increased.
2. Amount of data fetched by query if used voluminous data for reference hence

processing gets slow down.
3. Analysing the data involved complex queries, sub queries & business logics,

sometimes could cause timeout errors & get fails.

To simplify the transformation & query processing and at the same time the speed of
the data processing is the main challenge which needs to be considered while working
on Data Lake’s query processing & analytics engine.

5 Proposed Data Lake Architecture

All the organizations whether it is a Government or Private firm or Academics Institutes,
all have started looking & investing in building an in-house Data Lake. With the current
flow of Big Data in every type of organizations, there is a need felt for the new data
strategy around the generated data for analytics purposes. As per the capabilities which
an integrated data lake can fulfill, it’s architecture contains fourmajor components which
includes Data Extraction & Ingestion as part of Data Staging, Metadata Management
& Data Storage, Query Processing Management & overall Data Lake Management to
ensure smooth functioning from One Component to another component.

Functional & Technical scope of the proposed Data Lake covers below main items
where each & every process has its own significance.

5.1 Data Ingestion and Capture

In our approach data ingestion would be categorised in two steps Extraction of Data &
Loading of Data.
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In Data Lake priority remains as to keep this automated as there are a lot of overheads
when companies perform the task to convert incoming data into single or standardized
format manually. So for data lake architecture, in this approach, derived models would
be based on a platform which can perform the automation of the process along with
conducting other tasks like data quality check of the incoming data by managing the
overall data ingestion life.

5.2 Storage and Metadata Management for Various Data Formats

Metadata management if effective, becomes the integral art of any data lake. Data lake
handled various types of data but there is a huge changes of converting that data into
data swamps. Efficient metadata management of any Data warehouse/Data store & Data
Lake needs to be capable enough to capture data about data. It would supports during
data conversion from Raw data to refined data in proposed data lake.

5.3 Data Processing and Transformations

Data Processing part in proposed approach will take the data input from the Ingestion
section, then after processing the data & this will get stored & there are some ways to
keep that data in partitioned way.

As per Fig. 2 mechanism need to define where Raw data can be stored to make
Data lake meaningful by capturing the origin point of data. Also along with it will keep
curated data as well for analytics purpose.

Fig. 2. Proposed Data lake architecture.
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5.4 Workflow Management and Scheduling

Workflowmanagement & scheduling refers here for ELT pipeline where after extraction,
data gets loaded & then transformed. Main Job here in this step to execution of this
pipeline with proper scheduling.

5.5 Data Discovery and Preparation

With Data discovery solution, data lake can be leveraged with adding compatibility for
better understanding of data relationships & overall data modeling which would be used
for data analysis & if prepared well, data discovery solution module can act as a guide
for advanced analytics function for a Data Lake.

5.6 Analytics

Query Processing can be part of the data discovery or analytics section where the soulful
purpose of Data lake is to get meaningful insights from the data which gets load in the
data lake.

5.7 Data Governance and Data Quality

With Data Quality measures, if data policies, governor limits identified for any data lake,
a lot of existing challenges of converting data units into data swamp can be reduced.
Whenever there is no existing assurance & strategy about data accuracy & data quality,
trust would not be able to generate hence an effective data governance would be needed
for any data lake.

6 Discussion

An extensible Data Lake Framework for Big DataManagement, handling existing issues
will be the key outcome of this Project. ThisData Lake Frameworkwill be able tomanage
structured, semi structured & unstructured Data. It will provide ingestion mechanism,
providing a way to use & enrich the metadata with schema designs specific to Domains.
It will have a unique storage mechanism which can be a boon for capturing Raw Data as
well as Curated Data along with Data Quality. Data governance will also be covered here
with basic security&provenancemechanisms.QueryProcessing& responsemechanism
from such centric repository will be used for insightful actions.

7 Conclusions and Future Work

A Single Data Store for all Raw Data that anyone could need for analysis could be a
great idea to achieve success for Big Data Management. By looking at the needs of a
centric data repository organisation has started creating their in- house Data Lakes, but
this has not been standardized yet. There are few existing frameworks like Kylo, Zaloni’s
Data lake etc. are already stepped in the market & few other Kayak, Constance, CoreKG
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are the research based Frameworks those are yet to get standardised. All Components
have a wide scope to work upon in the future. Data Ingestion, Metadata Management,
Query Processing on Modern Data Bases & analytics on Data Lake Repository all has
wide scope all around. We will limit our approach to a unique mechanism to ingest the
data, to provide metadata tagging along with data curation process followed with Query
Processing with Great Data Quality parameters.

In Future New Approach those acknowledge the challenges of volume, velocity, and
variety towards society is going to be a great step. Lot of Proposals are already in the
pipeline relevant to use of Data Lake into various segments of society like Healthcare
Management, Smart City Planning, Crime Investigations, Export/Import of the items
on which countries are heavily dependant on other countries but can mitigate the gap
with proper planning based on investigations needed on available resources. Scientific
community actually facing lot of Challenges with the Current Databases systems, in
contrast to that available Modern Databases are not fulfilling all the needs.
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Abstract. Ad hoc network is a temporary self-organizing and infrastructure less
network. So, it is mostly applied in the military field and disaster relief. Due
to wireless communication and self-organizing property ad hoc network is more
vulnerable to several intrusions or attacks than the traditional system. Blackhole
attack is an important routing disruption attack thatmalicious node advertises itself
as part of a path to the destination. In this paper, we have simulated blackhole
attack in ad hoc network environment and collected data of essential features
for attack behaviors classification. Then, many machine learning techniques have
applied for classification of benign and malicious packet information. It suggests
a new approach for select features, essential information collection, and intrusion
detection in ad hoc network using machine learning techniques. We have shown
comparative results of different machine learning techniques. Our results indicate
that this approach can use with different classifiers and can extend it with other
intrusions.

Keywords: Intrusion detection · Blackhole attack · Ad hoc network · Machine
learning

1 Introduction

In present day, an ad-hoc network has been employed in many applications such military
field, disaster relief, and other emergency services [1]. It is a peer-to-peer network
that successfully transfers packets through multi-hop without any infrastructure. Due to
dynamic nature, ad hocnetwork requires a unique security scheme to protects the network
and detects intrusions or attacks. A popular routing dispersion attack method is known
as blackhole attack that contains malicious nodes. These advertise them self as a part of
the destination node and try to engage many possible connections [2]. A conventional
approach of blackhole provides some solutions that are (1) findmore than one routes and
send packets, (2) unicast ping packets to the destination using these routes [3]. Intrusion
Detection System (IDS) is a popular detection method that detects attacks. It enlarged
the detection capacity and decreased the false alerts. An IDS can detect any violation
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of security policies such as confidentiality, authenticity, integrity and availability [4]. A
detection method can classify into benign and attacks by employing Machine Learning
(ML) technique. There are many ML algorithms exist with pros and cons depend on
nature of dataset. The ML works on learning method whether supervised, unsupervised
or semi-supervised [5]. We have enumerated our major work below.

1. A blackhole attack is simulated in Network Simulator (NS-3) with many normal
and malicious nodes. Where a malicious node can accommodate its all malicious
activities.

2. We have analyzed the main features of the node and collected essential information
of packets or message sending by nodes and organized them.

3. Finally, ML techniques have applied in the supervised mode of training on the
collected data to detect malicious information or packets and measured their
performance.

The rest of paper is arranged in the following sequence. Section 2 reviews recent
literatures and Sect. 3 elaborates key topics as preliminaries, while Sect. 4 discuss pro-
posed methodology. In Sect. 5, it descries simulation of the proposed method. Section 6
provides performance measures and comparative results. Finally, we conclude proposed
method and future direction in Sect. 7.

2 Related Work

An IDS is a quick monitoring system and produce an alert when finding any intrusion.
In this section, mainly introduce detection methods which related to IDS in ad hoc
network. Kalkha et al. [6] proposed an approach based on a new routing algorithm to
identify and avoid malicious node in the wireless sensor network. They applied the
Hidden Markov Model to identify the most likely malicious path and detection module
analyses the shortest path from source to destination. Omar et al. [7] proposed a threshold
based multi-hop acknowledgment method that considered as blackhole node when the
reputation of node increase or decrease to the threshold. Chatterjee et al. [8] suggested
triangular encryption due to its low computation overhead and simulated it in network
simulator NS-2. Panos et al. [9] proposed a dynamic threshold cumulative sum based
mechanism that detects abrupt changes in normal behavior.

Mitrokotsa et al. [10] described a model selection and classification method for
intrusion detection in ad hoc network. They had worked on selected features which
are RREQ Sent, RREQ Received, RREP Sent, RREP Received, RERR Sent, RERR
Received, Data Sent, Data Received, Number of Neighbors, PCR (Percentage of change
in route entries) and PCH (Percentage of change in number of Hop). They also analyzed
the cost and effect of the model. Subsequently, examined tuning of classifiers when
unknown attacks appear in the system. They shown approx 90% detection rate vs FN
to FP cost and approx 05% false alarm rate vs FN to FP cost of blackhole attack. Sen
et al. [4] introduced an IDS using an evolutionary technique in ad hoc network. They
have explored evolutionary computation techniques specifically genetic programming
and grammatical evaluation. Then, employed multi-objective evolutionary technique to
discover optimal trade-off.
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Feng et al. [11] proposed an IDS method for anomalies detection in ad hoc network
based on the learning method. They have applied deep learning to detect Denial-of-
Service (DoS) and privacy attacks by grab packet information in ad hoc network. Subba
et al. [12] proposed hybrid IDS in ad hoc network for unsupervised data. Their method
elect cluster leader that provides intrusion detection service. Hybrid IDS comprises a
lightweight and heavyweight module that detects intrusions and incomplete information
anomalies. Theseworks are simulated in network simulator and appliedmachine learning
techniques to detect intrusions. We have proposed ML-based detection method and
demonstrated a promising effect against blackhole attack in ad hoc network.

3 Preliminaries

3.1 Ad Hoc Network

Ad hoc is an infrastructure less and temporary self-organizing network. It establishes for
special services such as battlefield, rescue services, etc. where no preexisting infrastruc-
ture or infrastructure failed [10, 11]. The application of this network is dynamic nature
and quickly deployed. It is composed of nodes at different places and transfers mes-
sages to nodes in radio range. Neighbor nodes in network help for transferring message
from source to destination [4, 12] using a routing protocol. Ad hoc On-demand Distance
Vector (AODV) comes under distance vector routing protocols and applies in ad hoc
network. AODV uses Route-Request (RREQ) packets when a node requires to build a
route towards the destination. An immediate node sends RREQ to neighbors in range
and establish a route and answers the source node by Route-Reply (RREP) packet. Due
to the mobility of node every new diffusion establish a route [13]. A dynamic nature in
the wireless environment of network intruders can easily adapt.

3.2 Blackhole Attack

Blackhole attack contains malicious nodes that can engage data packets by a false route
reply packet. Malicious nodes falsely claim that have shortest route to the destination.
When they receive data packets simply drop them. A malicious node tries to engage as a
much possible active connection to the network resources. When the source establishes
a malicious route node sends a false route reply message and acknowledge that it has an
active route to the destination node [2, 14]. A conventional method suggests mitigating
blackhole attack in ad hoc network. Unlike other approaches detect malicious node after
the carried out information while some approach identified malicious nodes before the
routing process and isolate them [14]. Our aim to detect malicious information during
the routing process using the ML technique in ad hoc network. Then, it sends an alert
to the network administrator.

3.3 Machine Learning Techniques

Despite the improvement of security schemes, continuous changing attack methods that
need robust detection technique. The most acceptable technique is detecting in the con-
text of attack sample whether the sample is normal or malicious. When analyzes sample



Intrusion Detection in Ad Hoc Network 63

is malicious then isolate it before harm network resources [5]. The whole detecting pro-
cess is based on learning method that can learn by a group of sample then provide a
decision. ML techniques have been categorized into three categories which are super-
vised, unsupervised, and semisupervised learning. These are adopted by ML techniques
that are applied to detect blackhole attack in this work. We have simulated many ML
techniques on blackhole attack samples such as Ada Boost, Bayes Net [15], Decision
Table, Hoeffding Tree, J48, KStar, Multi-Layer Perceptron (MLP) [16], Naive Bayes
[15], Random Forest, RandomTree, and Stochastic Gradient Descent (SGD) [17]. These
ML techniques work in only labeled dataset or supervised mode of training.

MLP is more suitable for linearly separable binary class problem [16]. It consist with
minimum three layer namely input layer, hidden layer, and output layer. Naive Bayes
and Bayes Net classifier are effectively used for condition monitoring that can applied
for multi class [15]. SGD addresses the problem of high computational cost by some
modification in gradient decent algorithm. It is only differ by how much data compute
gradient for objective function and much faster convergence [17].

3.4 Intrusion Detection System

An IDS is immediate detecting method by intruders carry out information against the
system. The primary aim to detect intrusions in communication and generate an alert to
network administrator [11]. This is a powerful system to detect malicious information
in the learning mode of training. Traditionally, intrusion was detected by conventional
approaches such as encryption and decryption, authentication, firewall, etc. It is cate-
gorized in three categories such misuse detection system, anomaly detection system,
and hybrid detection system. A misuse detection system is executed by matching the
sample which is stored in the database and provide the decision. Anomaly detection
system checks any deviation of sample form baseline if get then mark as malicious.
Hybrid detection system uses both detection method property and reduces the drawback
of detection system [13]. It is much powerful detection system than others and gives an
acceptable decision.

4 Proposed Method

This section elaborates the proposed method of blackhole attack detection. We assume
that the ad hoc network comprises N bidirectional communication nodes in the network
space that share packets or information over a shared wireless medium. This network
space contains N −M normal nodes andM malicious nodes. Malicious nodes tune their
behaviors and perform malicious activities. This method starts with feed data and simu-
lates blackhole attack with malicious nodes. Subsequently, it gathers basic information
of nodes which are in ad hoc network in a specified format. Then, this process selects
essential features and collect data that build a dataset. Finally, we have applied manyML
techniques for classification of information and provided the valid decision. A sequence
of work is described in Algorithm 1.
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Algorithm 1 Blackhole attack detection 
1: input initial coordinate of nodes in the form of Xand Y. 
2: simulate some nodes with malicious activities as blackhole attack that attracts

packet and drops it and others as normal.
3: trace pcap file of each node at each stage of message transfer and receive.
4: export packet informations in required file.
5: select essential features.
6: data collection using selected features.
7: apply various ML techniques to classify normal and malicious information.
8: store outcome as a confusion matrix.
9: compute different statistical measures.

10: evaluate comparative results.

Wehave described details of simulation procedure such as essential feature selection,
data collection process, statistical measures, and different ML techniques results in the
next section. It is also shown simulation results and tabled comparative results of ML
techniques.

5 Experiments

5.1 Simulation

We have simulated blackhole attack in network simulator NS-3 [18]. Despite of NS-2, it
is more priorities the use of the standard tool for input and output of file format therefore
external tool also can be used. It is not a purely new simulator but also simulates prede-
cessor simulator concepts, program, and data. The NS-3 provides network simulation in
C++ and python program. To execute this work, the simulator enters into the main loop
that executes events in predefined order from the data structure. This process continues
until the event stack empty or predefined time has reached. In this simulation, network
contains 25 nodes in network space including fivemalicious nodes. Experimental param-
eters of the simulator environment are topology space 1000 × 1000 m2, random node
movement, radio range 250 m, etc. Figure 1 shows nodes position and radio range at a
stage of nodes communication.

In recent days, WEKA (Waikato Environment for Knowledge Analysis) is recog-
nized as a landmark system of data mining and ML. It allows researchers easy access
to state-of-the-art technology in ML [19] and it has explored learning algorithms in
many languages on various platforms which can operate on different types of data for-
mats. WEKA is not only providing a toolbox of learning algorithms but also provides
a framework for researchers can deploy a new learning algorithm. The task of WEKA
is collecting dataset and providing results on selected ML techniques would be in var-
ious statistical parameters. We have executed our collected dataset on 11 different ML
algorithms under 10-fold cross-validation and analyzed comparative results.

5.2 Data Generation

We have traced the output (Packet Capture in short pcap) files which have enough
information to compute the required parameters. Any publicly available tool can analyze
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Fig. 1. Initial node position and radio range.

*.pcap traces file and gathers information for the further process. NS-3 supports standard
output format for traced data which is in pcap format. We have used Wireshark and
tcpdump [18] packet analysis tool to export data into standard or required file format.

5.3 Features Detail

It is a difficult task to select features that distinguish normal node and malicious node
information. Features may depend on network structure and mode of data transmission.
This work has analyzed the whole characteristics of nodes and gathered information into
a proper format. A continuous data type provides simple information as numbers, and
discrete data type may provides the string information.

From Table 1, duration indicates the transferring time of the packet from source to
destination. The flag shows the status of packets and hopcount shows the intermediate
nodes. Size of packets defines in packet size that includes header length in themselves.
Messages are divided into many categories which are mainly Route Request, Route
Reply, Route Acknowledgment, etc. Neighbor node is a number of node surrounding
the node in communication range. When the sender and originator of message are same,
then land indicates by Zero otherwise One. Unicast and broadcast are two different types
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of message transferring modes. Message sequence number, originator sequence number,
and stream index are generated sender or receiver for uniquely identified packets. The
flow of message through the nodes can define the highest flow, lowest flow, average flow.
Number failed connection and failure rate can compute using the Route Error message.

Table 1. Information of adopted features to aim of blackhole attack detection

S.No. Feature name Type

1 Duration Continuous

2 Protocol Discrete

3 Packet size Continuous

4 Flag Discrete

5 Header length Continuous

6 Hop count Continuous

7 Life time Continuous

8 Message type Discrete

9 Destination sequence number Continuous

10 Message transfer mode Discrete

11 Number of neighbors Continuous

12 Land Discrete

13 Message sequence number Continuous

14 Stream index Continuous

15 Highest flow Continuous

16 Average flow Continuous

17 Lowest flow Continuous

18 Average hop count Continuous

19 Number of failed connection Continuous

20 Failed connection rate Continuous

21 Label Discrete

Finally, label the message or sample using the unique id of node generated or
transferred message in the network.

5.4 Data Collection

We have collected distinct 711 (80 malicious and 631 benign) samples on 13 basic
features including binary labels (named as Dataset-1). A quantity of benign sample
is much higher than the malicious sample that can decrease the performance of the
system. The size of the dataset is small that can lead the problems like bias or overfitting.
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Although,we extend thiswork by increasing the features and simulation time that provide
a new dataset. It contains 12,604 (2,654 malicious and 9,950 benign) samples that have
21 features including binary labels named as Dataset-2.

6 Result Analysis

6.1 Performance Measures

The outcome of the algorithm is collected in the form of confusion matrix that computes
different statistical parameters by True Positive (TP), False Positive (FP), True Negative
(TN), and False Negative (FN). TP is sample predicted as normal whenever the actual
sample is also normal. TN is sample predicted as attack whenever the actual sample is
also attack. FN is sample predicted as attack whenever the actual sample is normal. FP
is sample predicted as normal whenever the actual sample is attack [11].

TPR(Recall) = TP

TP + FN
(1)

FPR = FP

FP + TN
(2)

Precision = TP

TP + FP
(3)

F − measure = 2 ∗Recall ∗Precision
Recall +Precision

(4)

Accuracy = TP+TN

TP+FP+TN+FN
(5)

Avg.Performance =
c∑

i=1

Si
S

∗ Performancei (6)

Where TPR is true positive rate and FPR is the false positive rate. Recall and TPR
is the same whenever Precision provides correct prediction by test samples. F-measure
provides a harmonic mean of Precision and Recall. Accuracy is the proportion of true
prediction and total samples. S = (S1 + S2 + … + Sc) is the total sample and c is a
number of class that computes the average performance of the system.
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6.2 Performance Comparison

This section summarizes results of different ML techniques which executed on collected
data of blackhole attack in ad hoc network. Table 2 shows results of computed statistical
parameters such as TPR, FPR, Precision, F-measure, and accuracy. ML techniques such
as Ada Boost, Bayes Net, Decision Table, Hoeffding Tree, J48, KStrar, MLP, Naive
Bayes, Random Forest, Random Tree, and SGD are executed on Dataset-1.

Table 2. Performance of machine learning techniques for Dataset-1

Technique TPR FPR Precision F-measure

Ada Boost 0.931 0.249 0.933 0.932

Bayes Net 0.880 0.223 0.913 0.892

Decision
Table

0.956 0.180 0.956 0.956

Hoeffding
Tree

0.923 0.512 0.915 0.912

J48 0.951 0.181 0.952 0.951

KStar 0.887 0.538 0.878 0.882

MLP 0.932 0.205 0.938 0.935

Naive
Bayes

0.885 0.298 0.904 0.892

Random
Forest

0.927 0.271 0.929 0.928

Random
Tree

0.907 0.481 0.898 0.901

SGD 0.934 0.205 0.938 0.936

Table 2 shows results on mentioned parameters that can easily recognize the best
technique. When an attack is detected in the system then sends an alarm to the network
administrator to isolates that node. While FN higher value indicates, normal packet
information is falsely predicted as an attack. FP is the opposite of FN which indicates
attack falsely detected as normal meanwhile the system allows the attack to enter and
harm network resources. Decision Table classifier shows lower FPR and higher TPR,
Precision, and F-measure. An opposite of this, KStar technique is shown higher FPR
and lower Precision and F-measure. While Naive Bayes technique is shown lower TPR
or Recall. Decision Table is producing a better detection system whenever KStar and
Naive Bayes both are quantitatively given poor results.

Table 3 shows confusion matrix of SGD, Bayes Net, and MLP of Dataset-2 that
use for statistical parameters computation. Table 4, 5 and 6 show the performance on
different statistical parameters of SGD, Bayes Net, MLP respectively. The performance
of the system is measured with the help of statistical parameters. TP and TN are correct
prediction parameters which higher value improve system performance, and lower value
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decreases the system performance. FP and FN are the incorrect predictions of parameters
which lower value improve the performance of the system and higher value decrease
the system performance. These parameters are used to compute performance measures
such as TPR, FPR, Precision, F-measure, and Accuracy.

Table 3. Confusion matrix for Dataset-2

SGD Bayes Net MLP

Class Benign Malicious Class Benign Malicious Class Benign Malicious

Benign 9841 2439 Benign 9145 529 Benign 9912 154

Malicious 109 215 Malicious 805 2125 Malicious 38 2500

Table 4. Statistical parameters of SGD for Dataset-2

Parameters Benign Malicious Avg. performance

TP 9841 215 –

TN 215 9841 –

FP 2439 109 –

FN 109 2439 –

TPR 0.989 0.081 0.798

FPR 0.918 0.010 0.728

Precision 0.80 0.664 0.773

F-measure 0.885 0.144 0.730

Accuracy 0.798 0.798 0.798

Table 5. Statistical parameters of Bayes Net for Dataset-2

Parameters Benign Malicious Avg. performance

TP 9145 2125 –

TN 2125 9145 –

FP 529 805 –

FN 805 529 –

TPR 0.919 0.80 0.894

FPR 0.199 0.080 0.174

Precision 0.945 0.725 0.90

F-measure 0.932 0.761 0.896

Accuracy 0.894 0.894 0.894

Table 7 shows performance of detection system where SGD, Bayes Net, MLP are
performed on Dataset-2. In these detection systems, MLP provides a higher detection
rate, precision, F-measure, accuracy, and lower false alarm rate. The training complexity
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Table 6. Statistical parameters of MLP for Dataset-2

Parameters Benign Malicious Avg. performance

TP 9912 2500 –

TN 2500 9912 –

FP 154 38 –

FN 38 154 –

TPR 0.996 0.942 0.985

FPR 0.058 0.004 0.047

Precision 0.984 0.985 0.985

F-measure 0.990 0.963 0.985

Accuracy 0.985 0.985 0.985

of detection systems of Dataset-2 as SGD (0.55 s), Bayes Net (0.15 s), andMLP (1.77 s).
MLP took more training time to other ML techniques.

Table 7. Overall performance of detection system for Dataset-2

Classifier TPR FPR Precision F-measure Accuracy

SGD 0.798 0.728 0.772 0.730 0.798

Bayes
Net

0.894 0.174 0.90 0.896 0.894

MLP 0.985 0.047 0.985 0.985 0.987

7 Conclusion

In this paper, we have proposed a machine learning based intrusion detection system in
the ad hoc network where intrusion as a blackhole attack. Blackhole attack is applied
in the network and simulated with many malicious nodes. The main features of nodes
are identified and collected information of traced pcap file using tcpdump. This infor-
mation makes a set of distinct samples which is with known labels. Machine learning
techniques are applied to this set of data which work in the supervised mode of training.
Experiments show the simulated blackhole attack such activities, and various machine
learning techniques provide their detection accuracy. Where MLP is shown the better
result to other classifiers, it has shown 98.5% detection rate and 4.7% false alarm rate
whenever it took more training time. These promising results encourage us to extend
this work to identify more useful features and collect more information. Moreover, this
work may simulate with other intrusions.
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Abstract. IoT infrastructure is resource and energy constraint. The emergence
of a smart world has led to the interconnection of diverse objects with the Inter-
net which leads to the generation of a tremendous amount of data which can be
referred to as Big Data. Since the IoT is going to be expanded in a exponential
manner, BigData Issues becomes a threat for its faithful operation. Other than this,
the existing IoT architecture has limitations with respect to scalability, reliability,
availability, etc. To overcome these limitations along with resolution of Big Data
issues, investigators proposed different types of architectures for its improvement.
In this paper, we have tried to highlight the evolution of conventional IoT archi-
tecture to SDN based IoT architecture which offers better provisions to resolve
Big Data issues also. This review paper also highlights the procedures, developed
by investigators of the area, as to how Big Data issues can be resolved in these
architectures. Further research scopes arising out of the present endeavor are also
been highlighted which will provide the direction of future research in the area.

Keywords: Big data · Big Data issues · Data analytics · Internet of Things ·
Software defined network

1 Introduction

The number of smart devices connecting to the Internet is increasing day by day. This
demands the leverage of Big Data analytics processes in order to achieve the full advan-
tage of the services provided by the Internet of Things (IoT). IoT is one of the major
sources of generating a huge amount of data [1].According toCisco,Machine toMachine
(M2M) connections will be more than half of the global connected devices and connec-
tions by the year 2022. The share of M2M connections will grow from 34% in 2017
to 51% by 2022 [2]. As the number continues to grow, the problems of collecting such
huge amount of data, its analysis and transmission of the same to the cloud for stor-
age becomes more challenging. The real issues concerning Big Data in IoT originated
from the resource-constrained configuration of IoT and heterogeneity of the data sources
associated with IoT. Moreover, accurate and real-time analysis of the data in the shortest
possible time is also necessary for the prompt action of the actuators employed. Proper
network utilization should also be considered so that maximum optimization is obtained.

The BigData issues in conventional IoT system is difficult to resolve as it is resource-
constrained. Solutions forBigData issues requires formidable computational power.This
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is not possible in IoT devices. So, it can be resolved in the Cloud level which may have
many difficulties with respect to the commercial point of view, security point of view
etc. Therefore, many competing IoT architectures have been proposed to resolve this
difficulty along with many other bottlenecks existing in the conventional IoT system.
The significant characteristics of IoT data in cloud platforms are briefly mentioned in
[3]. A basic conventional architecture of IoT is shown below in Fig. 1.

Fig. 1. Simple IoT architecture.

The main difference between conventional and SDN based IoT system is the
resource-constrained gateways of IoT system which can be replaced by Controllers
[4]. This controllers are powered with more computational resources. So, some of the
Big Data issues can be resolved here itself. Big Data issues would become a bit feasible
if the conventional IoT system could be upgraded to Software Defined Network (SDN)
based IoT. Therefore, resolving Big Data issues in SDN based IoT system has now
become a potential research issue both from academia and industry. SDN is a concept
which gives a new dimension to the existing network by decoupling the control and
the data plane. It has several advantages especially for Big Data analysis of IoT. The
conventional networks are increasingly adopting the SDN architecture for its ability to
program the network [5].

Data extracted from different environment serves as a very important component in
decision-making processes for various Industrial operations. Nowadays, data collected
fromdifferent sources have increased tremendously including IoT system and it is now in
the order of petabytes and zeta bytes in volume.According to a report by the International
Data Corporation (IDC), the estimated global data volume will increase by a factor of
300, from 130 EB in 2005 to 40,000 EB in 2020, which amounts to double the growth
every two years [6]. Additionally, the nature of this data is of highly complex. It can be
safely termed as Big Data. Big Data exhibits some distinct characteristics.

Big Data can be defined by five V’s [7] namely-Volume, Velocity, Variety, Veracity
and Value. The common processes involved in Big Data utilization is given by Zhang
et al. in [8]. With proper analytical tools, time series data can provide valuable insights
into the dynamics of the process whose time series data has been that will help in
taking precise decisions. IoT system produces Big Data whose solution is becoming
very difficult due to a lot of constraints in the IoT system. Table 1 exhibits the difference
between conventional data and Big Data.
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Table 1. Comparison of Traditional Data and Big Data.

Comparison parameter Traditional data processing Big data processing

Rate of data
Storage feasibility format
Data source
Mode of operation
Accuracy

Slow
Feasible structured
Mostly centralized
Interactive/Offline
Approximate

Rapid
Unfeasible
Semi-structured and unstructured
Fully distributed
Batch/Real time
Accurate

One of the standard methodology to solve Big Data problems is Hadoop based
approaches. An open-source platform or framework that serves as a solution to the
storage and the processing of Big Data is Apache Hadoop [9]. It runs on clusters of
commodity servers that can support the storage and processing of the massive data. The
main components of theHadoop architecture areHadoopDistributedFile System-HDFS,
YARN, MapReduce and Hadoop Common [10]. HDFS allows the unstructured as well
as structured data to be stored in a distributed fashion across the clusters. It consists of
a single Name Node and multiple Data Nodes. YARN performs the necessary resource
management tasks such as scheduling jobs. MapReduce consists of the two phases i.e.
Map and Reduce phases. In Map phase, data are split into proper format (key/value
pairs) and then analyzed to produce sub-results. In the reduce phase, these sub-results
are combined to give the final result. Hadoop Common is a set of shared utilities and
libraries that provide the underlying capabilities required. Hadoop supports a range of
processing frameworks to extend its basic capabilities like Apache Pig, Apache Hive,
etc.

Due to the complex characteristics of Big Data, traditional systems are inadequate
to handle the huge data sets. The main challenges in the Big Data analysis are storage,
transmission, efficient tools andfinally presenting the results in proper formats for various
decision-making and other tasks. This paper deals with different methodologies adopted
by earlier researchers to deal with Big Data problem on the SDN based IoT platform.

The remainder of the paper is as follows. In Sect. 2, an SDN based IoT-Big Data
architecture have been examined. In Sect. 3, existing related works are reviewed and
analyzed. Section 4 presents the Big Data challenges and issues in the present scenario.
Section 5 identifies the future scope in this area. Finally, Sect. 6 concludes the paper.

2 SDN Based IoT-Big Data Architecture

A simple IoT based architecture is shown in Fig. 1. A few SDN based IoT-Big Data
analysis architectures can be found in the literature. Figure 1 and Fig. 2 will help in
distinguishing the difference between them.

The architecture as shown in Fig. 2 provides an overall abstraction of the system.
The Infrastructure layer consists of the IoT layer and the network layer. The sensors
and other devices reside in the IoT layer. The Network layer consists of the network
elements like routers, switches, etc. The Infrastructure layer is also called the data plane
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Fig. 2. Architecture of SDN-IoT with big data analytics [6, 11].

for SDN network. The Control layer is placed above the Infrastructure layer that helps
to dynamic configuration of the network. The Control layer interacts with the network
elements through the South-bound Interface (SBI) [6]. One of the most commonly used
SBI protocol used is ‘OpenFlow’. The SDN controller can be of either open-source
or commercial based such as NOX, POX, FloodLight, Ryu, Open Day Light, Beacon,
etc. The Application layer is placed on the top. It consists of various applications and
Application Programming Interface (APIs) to direct the network and check its status.
The SDN controller interacts with the Application layer using the North-bound Interface
(NBI). The Big Data analytics framework resides in the application layer that makes
the decision-making process and other complex analytical processes [11]. Big Data
application architecture for smart cities using SDN based IoT has been proposed by Din
et al. in [12]. It consists of four layers with three main levels and two intermediate levels
as shown in Fig. 3.

The smart services like smart home, smart transportation, smart healthcare, etc.
produce an enormous amount of data from IoT sensor-embedded devices which are
gathered and passed on to the upper layer using the intermediate level i.e. an SDN
based network. SDN controller identifies the sensor data, manages the application-based
routing aswell as check for congestion in a link. At theData Processing andManagement
Level, meaningful data can be extracted using a framework like Hadoop Distributed
File System to store and manage the data. Cluster-based Hadoop System can be used
for processing huge data. Applications such as GraphX and SPARK can be used for
real-time data processing.
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Fig. 3. SDN based IoT architecture for big data analysis in smart cities [12]

3 Literature Review

In this section, some of the current research works and their contributions to address the
problems associated with Big Data generated by IoT have been discussed.

Big Data in IoT: A basic mathematical analysis was presented in [13] by Ding et al.
to give a practical approach to the Big Data processing in IoT. They have focused
on four massive data processing encountering the issues - the heterogeneity of data
generated by IoT devices, the non-linear processing of Big Data, the multi-dimensional
aspect of data processing and the decentralized and parallel processing of the data. The
information will open more practical researches in this direction. The authors of [14]
have described the varieties of Big Data generation by IoT and support for localized and
real-time analysis can be addressed by the fusion of datawhich yields better data analysis.
Existing data mining algorithms as well as improved clones have proved to be helpful
in the Big Data analysis process. In [15], the authors Alam et al. have experimented the
applicability of existing data mining algorithms in simpler IoT datasets and has found
to have higher accuracy. However, the algorithms were computationally expensive and
some investigations are required to reduce it. In [16], the authors Dineshkumar et al.
proposed a system of Big Data analysis on health data using Hadoop and map reduce.
Big Data analysis in healthcare is of significant importance both for the patient as well
as doctors. In [17], the authors Kang et al. presented an implementation model of RFID/
sensor data repository usingMongoDB, which is a popular document oriented database,
and a shared key that increases query response time and offers a uniform data distribution
in servers. Themodel can store huge amounts of data produced by RFID-IoT sensors and
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the system is efficiently utilized especially for supply chain management. The proposed
model might need more work for some exceptional cases as mentioned by the author. An
adaptive scheduling algorithm [18] had been proposed byGhoneem&Kulkarni to reduce
the execution time of HadoopMapReduce in a heterogeneous and scalable environment.
A classification algorithm is used to differentiate executable and non-executable jobs and
process them accordingly. Issues like small job starvations are solved.

Smart City: Din et al. [12], the authors proposed architecture for smart cities usingSDN
enabled IoT-Big Data processing. Here, Hadoop clusters were used and modification to
existing scheduling algorithm was done to adjust the computational load dynamically
in a distributed environment. Thus, the given methodology helped to speed up the data
pre-processing and analysis part further under resource constraint environment using the
distributed computational environment. In the paper [19], authors Bi et al. proposed an
IoT system based on SDN for smart city services. Experimentation was done to study
time-constrained Big Data transfer scheduling problem. The proposed methodology
helped in achieving lower transfer delay and improved network bandwidth utilization.
This is accomplished by employing an SDN controller that allows dynamic flow control
and scheduling the multi-flow transfer.

SDN-Based IoT for Big Data: The authors Kakiz et al. [20], proposed an SDN-based
IoT architecture where sensor data are analyzed in the lower layer instead of the applica-
tion layer to reduce traffic. It consists of four layers namely, perception, gateway, network
(with a sub-layer called Controller Service) and application layer. OpenFlow gateways
were used as gateways. Here each incoming packet received from the perception layer
were evaluated to judge its usefulness.

If packets were found to be useful, it was sent to the upper layer and finally to
the internet otherwise it is discarded, thus reducing the traffic on the Internet. An
application-aware routing scheme for Big Data processing using SDN has been pro-
posed by the authors Cheng and Wang in [21] to speed up the data shuffling over a
network. They considered Hadoop Map Reduce for Big Data processing. The network
topology employed is the Fat tree topology that is commonly used for scalability. SDN
controllers receive the shuffling information from the Hadoop Controller and effectively
allocate network resources. Results show that this scheme gives a better response than
other similar schemes. The paper presents a Big Data network using SDN based IoT. The
authors Xu et al. [22] states the problem associated a traditional network for Big Data
transmission and how SDN can overcome them. The proposed architecture is flexible
and meets the demands of Big Data transmission. As future work, they would like to
implement the architecture with the simulation platform and improve SDN routing. Big
Data transmission needs the support of the network. The authors Bedhief et al. in [23]
presented a solution to overcome the heterogeneity of the network and IoT devices by
adopting an SDN Docker-based architecture. SDN benefits like programmable configu-
ration having a view of the overall network which helped to manage the heterogeneity
of the network with docker. Thus it provides portability to the developers to create and
deploy IoT applications easily.

In [24] Naik, the author of the paper, proposes a docker contained-based Big Data
processing which is inexpensive and useful for everyone using multiple clouds.
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Smart Grid: The authors Kaur et al. in [25], proposed a tensor-based Big Data man-
agement scheme for the dimensionality reduction of the data generated by smart devices
in a Smart Grid System. SDN is used for minimizing the load and proper bandwidth
utilization. In this scheme, data is represented in tensor form. Here Frobenius norm
is applied to the high order tensors to reduce the reconstruction errors of the tensors.
Next, an empirical probability based control scheme is designed to trace the best path
for transferring the reduced data using SDN to achieve lower latency and higher QoS
(quality of service).

Mobile Edge Computing: In the paper [26], the authors Wang et al. proposed an
algorithm called Energy Efficient Sensor Selection and Routing (ESR), to reduce the
energy consumption in SDN-IoT network where for Big Data processing Mobile Edge
Computing (MEC) was applied. The algorithm comprises of three phases.

The overall energy consumption is reduced by cautiously finding optimal data
reconstruction and aggregation, which is executed by SDN traffic engineering.

They have proved that ESR is a ‘α log|K|’ approximation algorithm, where K is the
set of observed locations.

From the above, as discussed in the literature, it can be found that there are still major
areas where further improvement needs to be done. Table 2 represents the proposed work
and additional scope of improvementwhere the existingwork can be further investigated.

4 Challenges and Issues Related to Big Data in SDN Based IoT

The extraction ofmeaningful data throughBigData analytic process in IoT is a challenge.
This section provides some major challenges on this issue.

1. Extraction: There is a rapid generation of data as many IoT devices are connected to
the Internet to provide accurate services. Not all data generated is useful that needs
to be stored. These give rise to the problem for distinguishing between meaningful
and redundant data. Therefore, proper mechanisms are required to filter only useful
and meaningful data.

2. Heterogeneous Data: The heterogeneity of the IoT device producing data of differ-
ent formats like text, voice, image, etc. needs to be handled. Noisy data need to be
eliminated or corrected. Moreover, suitable data mining algorithms for each type of
data need to be modified in order to deal with the IoT-Big Data.

3. Storage: Storage is another important concern in IoT-BigData because the huge data
need to be transmitted from the source to the server which eats up huge bandwidth as
well as occupies large storage space. Data Redundancy is one of the biggest issues
regarding storage [27]. Compressing the data and removing redundant data near the
source will help to save both bandwidth and storage.

4. Security: The security of IoT devices has been an issue since long [28].
5. Real-time Analysis: Real-time analysis of the data from the sensors has become

a mandate in most IoT environment. Achieving real-time response is little difficult
because of the inherent network issues aswell as the complexity of the data produced.

6. Level of Analysis: Another question of great concern to the Industry is the
architectural level at which BigData analysis should be done in the IoT environment.
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5 Future Scope of Research

Although numerous problems related Big Data analysis of IoT in SDN based IoT were
addressed by many other previous researchers, still there remains formidable amount of
challenges in the area which needs further investigation for its efficient solutions. Some
open research problems are presented below.

Table 2. Existing work with future scope.

Author Proposed work Future scope

Ding, G., Wang, L., Wu, Q. [13] A practical approach to Big Data processing
in IoT environment combatting issues like
heterogeneity of data ,multidimensionality
reduction of data etc.

More specific algorithms for IoT application
purpose need to be investigated

Jabbar et al. [14] Common form of computational tool for Big
Data analytics using data fusion technique

Simpler and feasible query is needed for
management of data and meta data. This is to
be investigated out

Dinesh Kumar et al. [16] Big Data analysis on health data using
Hadoop and map reduce

Incorporating SDN based IoT will give an
optimization of network utilization

Kang, Y. S. et al. [17] Efficient data processing of RFID-IoT based
data analysis using MongoDB

Enhancement needed for non-trivial query

Ghoneem and Kulkarni [18] Adaptive scheduler for Hadoop Map Reduce
Task

Sorting, searching on big clusters can be
incorporated in the future as well as fairness in
scheduling

Din et al. [12] Architecture for smart cities using SDN
enabled IoT-Big Data processing

More refined scheduling algorithm can be
implemented to further reduce the Big Data
processing

Bi et al. [19] SDN architecture for smart cities to
overcome time-constrained Big Data transfer
scheduling

Support for different QoS requirement. Some
lightweight action could be incorporated in the
data layer

Kakiz et al. [20] SDN-based IoT architecture using the lower
layers for analysing the usefulness of data
packets which needs to be retained thus
reducing traffic at an early stage

Investigation on use of different types of SDN
controllers those can be used to further
strengthening the security of the system

Cheng et al. [21] Application-aware routing scheme for Big
Data processing using SDN

Different routing mechanisms need to be
considered in delivering packets efficiently and
achieving higher (QoS)

Xu et al. [22] Big Data network using SDN based IoT Implementation of the architecture with the
simulation platform and improve SDN routing

Bedhief et al. [23] SDN-docker based solution for heterogeneity
of Big Data in IoT

The architecture has to be tested in different
SDN controllers, which will be future work

Kaur et al. in [25] Tensor-based Big Data management scheme
for the dimensionality reduction of data in
Smart Grid System

Implementation of this scheme in more systems

Wang et al. [26] Algorithm for Energy Efficient Sensor
Selection and Routing (ESR)

Practical implementation

1. Even if SDN controller helps in routing Big Data effectively in the IoT network,
advanced protocols needs to be developed for the efficient utilization of network
resources as well as their optimization and reliable operation.

2. Proper methodology for dimensionality reduction of the big IoT data has to be
evolved out with lesser regeneration errors need to be investigated. Efforts should
be given so that the developed methodology consumes lesser resources.

3. Further investigations are needed to facilitate SDN controllers to be able to control
heterogeneous network more efficiently. Also methodology to be evolved so that
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heterogeneity in smart devices and its developed heterogeneous data produced could
be adequately handled.

4. Bringing down the computational requirement for resolving Big Data issues exe-
cutable by the IoT devices, will help in improving the latency as well as bandwidth.
This can be achieved through Edge computing or Fog computing which needs more
further refinement in terms of further research investigation. Switches in SDN can
be used as Fog nodes for the purpose. Efficient algorithm for the purpose could be
investigated out.

5. Level of Analysis: Data generated from Infrastructure layer will be presented to
the Application layer. There is a provision of data analysis at each of layer of the
architecture. Development of efficient algorithm to work in both the layers for the
purpose is also a challenge.

(a) Infrastructure Layer: A low latency network performing Big Data analysis
can be achieved in the Infrastructure layer. The data generated will be examined
and processedwithin the same layer. Another advantage is that the required time
for decision making in the upper layers will be greatly reduced based on this
examined data.

(b) Network Layer: The SDN-based network layer has controllers and switches
which can be used for Big Data analysis as they are more powerful than the
resource constrained devices in the Infrastructure layer for conventional IoT
devices. Suitable Algorithms can be developed for the purpose using these
resources which can resolve Big Data issues at shortest possible time.

(c) Application Layer: In the application layer, Big Data analysis can be achieved
using resources such as Hadoop, Apache Spark, Apache Storm, etc. running in
the Cloud. These platforms can be accessed via APIs and the required data pro-
cessing can be done there. These API’s are light weighted and can be accessed
from anywhere with proper authorization and authentication.

Investigations need to be carried out to develop suitable algorithms for resolving Big
Data problem of IoT in the above mentioned architectural layers.

6. Since IoT system is a resource constrained system, research efforts are to made in
the direction of developing lesser energy consumption methodology which will help
optimal shuffle of Big Data in the network.

6 Conclusion

This paper discusses some past works related to BigData issues generated by SDN based
IoT architecture and how the previous workers tried to resolve this issue to facilitate Big
Data analysis. Though this work has been initiated very recently so lot of research
initiative are still pending to be resolved to be to give the SDN based IoT architecture a
commercial shape. Some works have already been initiated which are discussed here as
reviewmodel. Various potential challenges are also discussed in this paper which needed
to be resolved to have smooth processing of the Big Data in IoT environment. Some key
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research works in the area of Big Data analysis in IoT have been presented in this paper.
SDN structure of IoT plays a key role in IoT based Big Data analysis endeavour. This
solution was possible due to the dynamic behaviour of the SDN controllers.
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Abstract. Accurate classification of Diffuse LungDiseases (DLD) plays a signif-
icant role in the identification of the lung pathology. Efficient classifiers based on
various learning strategies have been proposed for multi class DLD classification.
Due to imbalance in DLD class distribution the mis-classification probability of
minority class is higher when compared to the majority class. To overcome the
affects of imbalance in class distribution, the sampling approach is employed in
the work, to balance the training set. It is observed that recognition rate of each
DLD class is distinct based on the learningmethod adopted. Thus the complemen-
tary information offered by each classifier can be fused effectively to boost the
classification performance. A heterogeneous ensemble classifier method based
on weighted majority voting scheme is presented in this work to classify five
DLD patterns imaged in High Resolution Computed Tomography (HRCT). The
efficiency of the base and ensemble classifier is assessed based on recall, preci-
sion, F-measure and G-mean measure. By comparison it is found the results by
ensemble of classifiers is superior than compared to its base classifiers.

Keywords: Diffuse lung diseases · Voting · Ensemble · TALISMAN ·
Classification

1 Introduction

DLDs are the diverse group of irreversible pulmonary disorders which causes difficulty
in breathing and if untreated results in death. Globally the death rate due to DLD has
increased by about 6% in the last decade [29]. Since the symptoms exhibited byDLDs are
similar, the HRCT scans are utilized for accurate diagnosis. The HRCTmodality is cho-
sen because it shows significant difference between healthy and affected lung tissues. But
manually investigating HRCT is strenuous due to inter and intra class variations among
the lung patterns and subjective errors that may arise due to inexperience of the radi-
ologist. Thus research has been ongoing to build Computer-Aided Diagnosis (CAD) to
support the radiologist in the interpretation of HRCT scans. Identification/classification
of lung patterns is one of the most step in CAD system.
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During the conduction of applied research Hansen and Salamon [21] discovered that
the predictionmade by combination of classifiers achieve better classification results than
compared to its individual counterparts. This observation has motivated this work to use
ensemble of classifiers to classifyDLDpatterns. Ensemble learning is amachine learning
framework in which individual decision of set of classifiers are fused in a particular way
to achieve better classification. The decisions of three heterogeneous classifiers viz.
Gaussian Support Vector Machine (GSVM), Weighted k Nearest Neighbour (Wk-NN)
and Decision Tree (DT) are combined using weighted majority voting scheme in the
work. The work focuses on classification of five DLD patterns namely: Emphysema (E),
Fibrosis (F), Ground Glass Opacity (GGO), Healthy (H) and Micro-Nodules (MN).

Alike the other medical classification problems, the DLDs also suffers from the
imbalance in the class distribution. The rate of occurrence of each pathology is distinct
and hence some classes has fewer instances than the other. Applying classification on
such dataset results in false assessment of overall accuracy. Since most of the machine
learning algorithm aims to achieve higher overall accuracy, it tries to over-fit themajority
class and neglect the minority class. This adversely affects the recognition rate of minor-
ity class. To overcome this problem, the minority class in the training set is oversampled
in feature space to match the majority class. The Synthetic Minority Oversampling
Technique (SMOTE) algorithm [7] is used for generating the synthetic samples.

To our best knowledge, this is the first work to address the imbalance in class distri-
bution of’TALISMAN’ dataset by using the oversampling technique and adopt voting
technique in ensemble learning for DLD pattern classification.

2 Related Work

Classification of DLDs is an important step in the CAD system for developed for differ-
ential diagnosis of DLD. The commonly used classifier include the Bayesian classifier,
k-NN classifier, random forest and the widely utilized classifier in the literature is SVM.
The works [36] and [6] employ the bayesian classifier, the k-NN classifier is used in [12,
26, 32]. The SVM is applied in [1, 3, 24, 25] and [14]. The feed forward neural network
is adopted in [15, 16] and back propagation neural network in [35]. By analysing the
above classification results it is observed that wrongly classified samples by each of the
distinct classifiers is usually different. The DLD class wise recognition varies based on
the learning technique employed in the classifier. Thus effective fusion of the comple-
mentary information from each classifiers can be used to boost the efficiency of DLD
classification system. The multi-classifier approach or the ensemble learning is widely
used in literature for various pattern recognition problems.

Dash et al. [10] presented a multi-classifier approach on the basis of winning neu-
ron strategy for lung tissue classification. The work used the results of Neural Network
(NN) and Naive Bayesian (NB) classifiers. Onan et al. [31] has employed ensemble
classifier for text sentiment analysis. The decisions of NB, SVM, Logistic Regression,
DiscriminantAnalysis andBayesianLogisticRegression are fusedusingweightedvoting
scheme. Ye et al. [38] presented a decision machine based on weighted majority voting.
The machine combined the benefits of SVM and Artificial Neural Network (ANN) for
fault diagnosis. The network traffic was classified using multi classification approach
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in [9]. The method explored combination techniques such as majority voting, weighted
majority voting, Naive Bayes, Dempster-Shafer combiner, Behavior-Knowledge Space
(BKS), Wernecke’s (WER) method and oracle. Bashir et al. [4] proposed a novel ensem-
ble learning based on enhanced bagging technique for heart diseases prediction. The
framework was built using NB, quadratic discriminant analysis, SVM, linear regression
and instance based learner.

3 Dataset

The work uses benchmark ‘TALISMAN’ dataset [13]. A total of 11, 053 patches of
size 32 × 32 are extracted from the provided 1946 2-D Annotated Region Of Interest
(AROI). The pattern wise distribution of DLD patches is represented in the Table 1. It
can be inferred from Table 1 that the dataset is skewed in distribution.

Table 1. The DLD pattern wise distribution selected for work

DLD type E F GGO H MN

Total samples 422 2989 2226 3032 2384

4 Methodology

The Algorithm 1 explains the steps of classifier ensemble employed in the work. In the
first step, texture features are extracted for the entire dataset using Fuzzy Local Binary
Pattern (FLBP), Grey Level Occurrence Matrix (GLCM) and Grey level Run length
Matrix (GLRLM) and Intensity feature from Intensity Histogram (IH). In the second
step, the dataset is divided into training and testing set by using stratified partition-
ing technique. The third step involves generating the synthetic samples for training set
in feature space by oversampling using SMOTE algorithm. The fourth step involves
classification. The GSVM, Wk-NN and DT are used as base classifier. In the final step,
individual decisions from the base classifiers are fused by usingweightedmajority voting
scheme to get the final class labels.

4.1 Feature Extraction

The DLD patterns are manifested as textural alternation in lung parenchyma hence
texture based features are extracted in the work.
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Algorithm 1: Ensemble classification
Data: The DLD image patches p={p1,p2,. . . , pn}
Result: Final class labels of DLD patches X

′
= {X ′

1, X
′
2,. . . ,X

′
N}

Step 1: Compute Texture and Intensity features for all DLD patches
Feature−V ector ={FLBP; GLRLM; GLCM;IH}

Step 2: Generate training and testing sets by using stratified
partitioning technique.

Step 3: Balance the training set using SMOTE in feature space

Step 4: Train GSVM, WK-NN and DT classifiers in parallel

Step 5: Obtain class labels for test data individually from trained
classifiers X1= {X1

1 , X1
2 ,. . . ,X1

N}; X2= {X2
1 , X2

2 , . . . ,X2
N};

X3= {X3
1 , X3

2 , ,. . . ,X3
N}

Step 6: Determine final class label of test data X
′
by performing

weighted−majority−voting= (X1; X2; X3) ( calls Algorithm 2)

FLBP proposed by Naresh and Nagendraswamy [30] is used in the work. FLBP is a
powerful textural descriptor which overcomes the disadvantage of hard thresholding
of the traditional LBP approach. The intensity of the image is transformed according
to fuzzy triangular membership. Further the difference between center pixel and the
neighbourhood is calculated and histogram is created. The main advantage of FLBP is
that it gives both spatial and statistical information. For the work, FLBP patterns with
10 bins is extracted.

GLCM is a 2nd order statistical method proposed by Haralick et al. [22]. GLCM can be
used to analyse the spatial distribution of pixel intensities. GLCM yields a 2-D matrix
which gives information about how frequently pixelwith intensity ‘a’ appear in particular
spatial relationship with pixel with intensity ‘b’. The spatial relationship between pixels
in analysed by considering the neighbouring properties of the 26-connected neighbours.
From each orientation nine features are calculated. Finally corresponding values in all
orientations are averaged to obtain final resultant vector. Nine GLCM features are used
in the work [37].

GLRLM is also a 2nd order statistical method proposed by Galloway [18] which yields
a 2-D matrix RLM(a, b) which defines the relation between number of runs of gray
level ‘a’ of length ‘b’ in a particular orientation. This matrix represents information
regarding the connected length of a particular pixel in a particular direction. Run lengths
are acquired in thirteen directions. In each direction the thirteen texture features [37]
are acquired from the RLMmatrix. The final GLRLM vector is calculated by averaging
each of GLRLM feature in all directions.

4.2 Addressing Class Imbalance

In the medical recognition problems the recognition of each class is crucial, applying
classification on dataset with imbalanced class distribution results in false assessment
of overall accuracy because classifiers in general are biased towards the majority class
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and tend to neglect the minority class. Hence the imbalance in class distribution need
to be addressed. In the work, the oversampling approach is applied to balance only the
training dataset and imbalance in testing set prevails.

The SMOTE algorithm, is an oversampling technique which creates synthetic sam-
ples in feature space for minority class from the existing minority samples instead of
simply creating their copies. The SMOTE finds the n-nearest neighbours for each sam-
ple in minority class and takes the difference between the neighbours. The difference is
multiplied with a random number between 0 and 1. This value generates a new point i.e.
sample between the existing neighbours. The class re-distribution of DLD patches after
employing SMOTE is represented in Table 2 respectively.

Table 2. The DLD pattern wise distribution after sampling

DLD type E F GGO H MN

Training set 2124 2092 2118 2122 2119

Testing set 127 897 668 910 715

4.3 Classification

According to Krogh and Vedelsby [27] to built a good ensemble classifiers, the base
classifiers must be accurate and as diverse as possible. The diversity of classifier refers
to the learning approach adopted or in sub sampling the training examples. The SVM
belongs to the family of generalized linear classifiers while k-NN belongs to the family
of instance-based learning and the DT constructs tree like structure to classify the data.
Thus three diverse classifiers GSVM, Wk-NN and DT are chosen for the work.

SVM. The SVM with the Gaussian kernel [2] is used for categorization of the DLD
patterns. The one-versus-one (OVO) strategy is used formulti-class categorization. In the
OVO approach a separate classifier is trained for each pair of class label. Thus it involves
M(M − 1)/2 classifier for M class problem. All M(M − 1)/2 classifiers are involved in
predicting the class label of unlabelled sample and sample is given the class label for
which it gets majority number of votes. The best values of regularization parameter ‘C’
and the kernel width σ is found using trial and error approach on the training set.

Wk-NN. The Wk-NN a variation of traditional K-nn is used in the work [5]. The Wk-
nn overcomes the shortcoming of simple majority voting employed in k-nn. In the
Wk-nn each neighbour niεneK (x) is associated with a weight wn, where neK (x) =
{n1, n2, . . . , nK } are K points selected from training data. For each test data point to
be classified different set of weights are assigned to the neighbour based on its inverse
distance from new data point i.e. the neighbours closer to the test data point will have a
greater influence than neighbours that are further away. This method gives more impor-
tance or greater weightage to the neighbours that are close to the test data point and the
decision is less affected by the neighbours that are far from the new data point.
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Decision Tree. Decision tree is a supervised, non-parametric learning algorithm [17].
The decision tree learns decision rules from labelled training data by constructing tree
structure in the form of flowchart. The internal node of the tree presents the test on the
attribute, every branch depicts the result of the test and every leaf node represents the
class label. The decision tree can be easily transformed into if-then-else classification
rules. Given a testing data, for which class is unknown, the target class is estimated by
testing the data against the constructed decision tree.

4.4 Voting Scheme

Voting techniques are simple, efficient and widely used method for decision fusion.
The voting technique can be weighted or un-weighted. In un-weighted/simple majority
voting scheme the final decision X

′
is the output which atleast more than half number

of base classifiers C agree on.

X ′ = mode{C1(y),C2(y) . . .Cn(y)} (1)

In weighted majority scheme [8] each base classifier is assigned with the weights.
The weights to the classifier are assigned automatically based on the misclassification
cost (εi) [38]. The weight (wi) is inversely proportional to the misclassification cost,
mathematically it is writtenas:

wi = log2((1 − εi)/εi) (2)

The individual weights are normalized such that sum of all weights equals to 1. The
final decision X

′
is the one for which summation of individual classifier decision with

its corresponding weights, is the highest. The final decision X
′
of weighted majority is

given as follows:

X ′ = argmaxj

N∑

i=1

wiχL(Ci(y) = j) (3)

where L is the set of unique class labels and χL is the characteristic function:
[
Ci(y) = jεL

]
(4)

Algorithm 2 explains the weighted majority voting scheme.

Algorithm 2: Weighted majority voting
Data: Class label of individual classifier X1= {X1

1 , X1
2 ,. . . ,X1

N};
X2= {X2

1 , X2
2 ,. . . ,X2

N}; X3= {X3
1 , X3

2 , . . . ,X3
N}

Weights for individual classifier w= {w1, w2, w3}
Result: Final class label X

′
= {X ′

1, X
′
2,. . . ,X

′
N}

Step 1: Gather the class label from individual classifier.

Step 2: Calculate the weights of individual classifier using equation (2).

Step 3: Final class label is deduced by considering the majority of the
individual weighted decision as shown in equation (3).
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4.5 Experimental Set-up and Evaluation Metric

A stratified ten cross fold validation technique is used to evaluate the efficiency of
the ensemble classifier. The stratification approach is employed on both balanced and
imbalanced dataset, to ensure that representative samples from each class should appear
in both training and testing set. The simplemajority voting scheme assigns equal weights
to all the classifier whereas in the weighted majority voting scheme the weights to the
classifiers are assigned based on the performance of the classifier.

The classification performance is evaluated on the basis of Recall, Precision, Fscore
and G-mean measures. In the medical research domain, the main goal is to reduce the
false negatives. Hence to gauge the efficiency of ensemble classification, recall measure
is used. The precision measure is equally important as recall as it defines the classifier’s
exactness. A high precision value indicates lower number of False Positives. F-score is
a weighted average measured based precision and recall value. G-mean is the harmonic
mean of sensitivity and specificity which provides better assessment of classifier than
the accuracy measure in case of imbalanced dataset.

5 Result and Discussion

Table 3 shows the performance comparison between the individual base classifiers and
the results obtained from the voting scheme for imbalanced dataset. Amongst the voting
schemes it can be noted that the performance of the simple majority performs better in
terms of recall and G-mean than the weighted majority but it fails in achieving higher
Precision. Hence weighted majority voting is considered better than simple voting.

Table 3. Performance comparison of base classifiers and ensemble classifier for imbalanced
dataset

Method GSVM WKNN DT Simple majority Weighted majority

Recall 69.12 74.12 73.16 78.16 76.54

Precision 84.14 76.50 77.24 82.35 85.16

F-score 71.26 75.25 74.59 79.78 79.24

G-mean 78.39 83.49 82.58 86.03 84.84

Table 4 gives more insights about how different classes of DLDs are recognised
by each learning algorithm. As mentioned earlier each individual classifier identifies
DLD type distinctly based on the learning technique adopted. The Emphysema (E) and
Micro-nodules (MN) is well recognized by WKNN while Fibrosis (F), Healthy (H) and
Ground Glass Opacity (GGO) by GSVM. It can be noted that, no individual classifier is
able to recognize all lung patterns effectively. Thus fusing the individual decisions helps
in the overall performance improvement of multi-class classification problem.

It can be noticed from Table 4 that the recall measures of minority class E, GGO
and MN are lower than the rest in imbalanced dataset. This is because, the classifier
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Table 4. Illustration of recall measure of each DLD class for imbalanced dataset

Method GSVM WKNN DT Weighted majority

Emphysema (E) 19.61 57.87 49.08 48.03

Fibrosis (F) 93.86 81.85 85.16 91.39

Ground Glass Opacity (GGO) 74.51 74.03 73.83 78.10

Healthy (H) 85.35 81.12 83.12 87.08

Micro-nodules (MN) 76.28 76.85 74.96 78.08

tries to improve the recognition rate of the majority class while the mis-classification of
minority class is neglected. To overcome this bias, oversampling the minority class is
employed to match them to majority class.

Table 5 depicts the performance comparison between the individual base classifiers
and the results obtained from ensemble classifier. These results are obtained after bal-
ancing the dataset. In here the weighted majority voting performs better than the simple
majority voting in all measures. On comparing the results of ensemble with base classi-
fiers, it can be noted that there is considerable improvement in results by the ensemble
classifier.

Table 5. Performance comparison of base classifiers and ensemble classifier for balanced data

Method GSVM WKNN DT Simple majority Weighted majority

Recall 76.38 76.36 75.49 79.95 80.24

Precision 81.79 74.13 71.10 80.54 81.23

F-score 78.28 75.03 72.18 80.14 80.62

G-mean 84.73 84.78 84.23 87.20 87.40

The class wise recall value obtained for balanced dataset is presented in Table 6. It
can be well noted that the recognition of the minority class patterns E, GGO andMN has
been enhanced after re-balancing the dataset. Contrasting the results between balanced
Table 6 and imbalanced data Table 4, it can be perceived that balancing the dataset helps
in the recognition of all DLD types, thus improving the overall recognition performance.

Table 7 illustrates the comparison result of proposed ensemble classifierwith existing
work in literature. By contrasting the results, it can be inferred that proposed method
provides promising results than the most of existing work.

The results of class-wise recall comparison of proposed work with other state of
art techniques in literature is tabulated in Table 8. The recognition rate for the Fibrosis
(F) pattern by the proposed method outperforms all the existing methods including
deep learning [19]. The recognition rate of Ground Glass (GGO) and Healthy (H) are
equally promising when compared to other existing methods. While Emphysema (E)
and Micronodules (Mn) patterns need further analysis to improve their recognition.
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Table 6. Illustration of recall measure of each DLD class for balanced dataset

Method GSVM WKNN DT Weighted majority

Emphysema (E) 55.91 71.50 70.24 69.61

Fibrosis (F) 92.80 80.56 79.98 89.31

Ground Glass Opacity (GGO) 77.56 75.30 78.29 80.66

Healthy (H) 83.10 77.71 75.37 84.13

Micro-nodules (MN) 72.53 76.74 73.58 77.50

Table 7. Contrasting the proposed work with existing work in literature

Method Recall (%) Precision (%) F-score (%)

Proposed 80.2 81.2 80.6

Joyseeree et al. (2018) [24] 74.5 80.7 77.1

Song et al. (2015) [33] 84.1 82.5 83.3

Song et al. (2013) [34] 82.6 80.7 81.5

Li et al. (2013) [28] 74.4 70.2 na

Depeursinge et al. (2012) [14] 75.8 76.3 76

Table 8. The DLD pattern wise comparison of proposed work with existing work in literature

Method E (%) F (%) GGO (%) H (%) Mn (%)

Proposed 69.61 89.31 80.66 84.13 77.50

Joyseeree et al. (2018) [24] 57.25 82.41 72.73 72.6 87.54

Gao et al. (2016) [19] 82.70 89.10 81.51 91.42 87.99

Gupta et al. (2016) [20] 75.00 71.8 62.00 81.20 71.4

Shin et al. (2016) [23] 91.0 83.0 70.0 68.0 79.0

Song et al. (2015) [33] 79.6 85.4 80 88.5 87.2

Depeursinge et al. (2012) [11] 72.70 84.20 68.40 82.70 83.50

6 Conclusion

The oversampling approach has been adopted in the work to overcome the imbalance
in the class distribution and the bias towards minority class. An ensemble classifier
based on weighted majority voting is presented for multi-class categorization of DLD
patterns. The individual decisions of the base classifiers are fused to achieve higher
classification efficiency. The experimental results clear exhibit the performance boost
in Recall, Precision, F-score and G-mean values by ensemble classifier than its base
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classifier. Thus it can be concluded that balancing the dataset and adopting ensemble
approach for classification helps in improving the overall performance of multi-class
DLD classification problem.
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Abstract. NASA – ISRO Synthetic Aperture Radar (NISAR) is an Interfero-
metric synthetic aperture radar mission will be launched during 2021. NISAR
will be the first radar imaging satellite to use dual frequency NASA L-band SAR
and ISRO’s S-band SAR payloads. In a day NISAR generates near to 85 TB of raw
data andduring its life time it generatesmore than140PBof data. Processingof any
such Big Data is a tough task for standalone computers and servers. Moreover,
SAR based application models should support in making available the critical
processed results in real time or near real time mode. In line to this, a HPC based
NISAR processing architecture that can meets the data processing and analyzing
needs of NISAR like Big Data generating space missions is conceptualized and
proposed. The proposed model is unique due to its support to the simultaneous
processing of different frequency, polarization channels of SAR data as well as
in virtually visualizing the end results. All together the proposed HPC-Big Data
system will make available the simulation results within shortest possible time.

Keywords: NISAR · HPC · Big Data · System architecture

1 Introduction

Synthetic Aperture Radar (SAR) based earth imaging technology is becoming a most
sought after earth imaging technology due to its strength in capturing the terrain infor-
mation during all weather and round the clock periods as well as in capturing the earth
surface both in high resolution spot mode and course resolution wide swath mode [1, 2].
Many countries are shifting considerable part of their space budget towards SAR based
space imaging system due to its consistent reliability at critical occasions. With multiple
advances happening in various fronts of Synthetic Aperture Radar (SAR) technology,
as on date processing of any such high resolution multi frequency, multi polarization
SAR signals and corresponding pre and post image processing operations requires, the
support of using advanced HPC systems and related Big Data technologies as this can
only make available the end results in near real time or real time mode [3, 4].

To be specific the NISAR (NASA-ISRO Synthetic Aperture Radar) mission which
is a joint space mission of NASA and ISRO will be launched in the year 2021 is an dual
frequency L- and S-band polarimetric SAR with 12-day interferometric orbit that will
support systematic global coverage including cryosphere [5, 6]. As on date, projections
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of NISAR satellite data acquisitions exhibits, that in a single day pass it can captures
more than 85 Terabytes (TB) of earth observation data and during its life span of time this
mission alone likely to generate 140 Petabytes (PB) of SAR raw data [7, 8]. Calibration
of raw data and subsequent pre and post processing processes further generates TB to
PB of SAR images. Similar situations likely to happen with many other future space
borne missions as the respective SAR technology is already moving from space borne to
air borne UAVSAR (Uninhabited Aerial Vehicle Synthetic Aperture Radar) mode which
is already in use in many defense sectors of the world [9]. Overall, in future many such
SAR systems generates TB to PB of data due to its multi frequency, multi-polarization
capturingmodes as well as due to the preference of generating high resolution spot mode
images. Hence, processing of NISAR like Big Data will certainly become a challenge
to many HPC cluster environment. The primary challenges includes:

• Storage of PBs of SAR raw data of each pass of satellite missions
• Temporal data indexing of routine satellite pass periods and in supporting specific
data extraction of smaller terrain

• In supporting, the data download process of user specific data frames covering the
region of interest or specific study area

• Computation involved in calibrating the source/raw radar signals to generate first level
SAR data (Level 0B data)

• Pre and post processing of calibrated data as per the need and requirements of
application specific research models

• Real Time or Near real time data processing of TBs of SAR data frames of critical
locations is still a major challenge

To overcome many such challenges the data utilization of NISAR like dedicated
SAR mission’s has to be supported through distributed HPC storage and processing
clusters. Any such setup that supports the real time/near real time processing require-
ments of SAR specific application models helps in delivering the critical information
within shortest possible time. The only thing expected from the application researcher
group is that they have to fine tune and port their application models into such dedi-
cated HPC clusters which is specially configured as per the processing requirements of
NISAR like SAR system. Any model build over such dedicated or distributed cluster
environment will be subsequently hardcoded as a routine service of respective applica-
tion, mainly to support the temporal data processing of future requirements. In general,
during regional scale disaster modelling when the amount of input data increases, the
advantages of distributed HPC processing environment is quickly engrossed due to its
scalable nature of providing the computing resources with reference to the input data size
and other modelling requirements which altogether reduces the processing time. Such
SAR processing systems on distributed environment is already well setup and supported
by European Space Agency (ESA) through its Grid Processing on Demand (G-POD)
environment where user move their specific simulations code or algorithms to the dedi-
cated cluster of G-POD and then relate the source data that resides in respective G-POD
clusters [10, 11]. Similar system supporting SAR data processing was also prototyped
with India’s first Grid Computing environment Grid GARUDA [12] which is currently
non-operational.
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In line to above detailed distributed SAR data processing systems, this article mainly
discusses the core design perspectives of a HPC based system architecture that sup-
ports both real time as well as offline data processing of NISAR like SAR missions.
Emphasis has been given in evolving a Big Data based HPC system which can handle
TB of input SAR data processing of same geographical region of different frequency,
polarization and disseminates the processed end results through remote visualization
techniques. Any such operational setup supports the researchers as well as end users
to visualize the geographical or terrain signature content of SAR images of his area
of interest simultaneously at different frequencies, polarization channels [13]. Due to
this simultaneous processing of different frequencies, different polarization channels of
SAR system this article differs from existing HPC based Grid/cluster environment. The
proposed architecture of the NISAR data processing system is detailed in the following
section.

2 Architecture

The architecture of proposed SAR SLC data processing system which support simul-
taneous processing of NISAR data is shown in Fig. 1. The efforts involved in RADAR
signal processing and subsequent SAR raw data to SLC data (Single Look Complex)
processing of the NISAR data is out of the scope of this article as emphasis has been
given in evolving an HPC architecture that can suit for the simultaneous processing of
NISAR SLC data of different frequencies and polarizations. Hence, as shown in Fig. 1,
it has been assumed that SAR raw data and corresponding SLC data of same geograph-
ical region resides in Storage Cluster-I which shares input SLC data for the next level
processing.

From storage cluster-I, the SLC data of L- and S-band SAR of same geographical
regions is transferred to two different computing clusters where the first one will be
processing the L-band SLC data and the second one supports processing of S-band
SLC data. Depending upon the multi-look calibration factor (1:4; 2:8 and 3:16), which
is mainly decided by the SAR data processing scientist with reference to the end user
application specific requirements, themaster nodeof individualL-andS- band computing
cluster allocates the no of slave nodes as shown in Fig. 1. For example when 1:4 and 2:8
multi-look parameter is hardcoded as part of the programming paradigm only two slave
processing nodes for each L- and S-band clusters will be activated.When the user further
interested to compare the output of 3:16 multi-look image additional slave processing
node will be activated. Subsequent to this, the respective SLC data preferably has to be
copied to each slave node or communication between the slave node and master node
has to be maintained all the time by which the slave nodes can read the source SLC data
that has been placed in master node. In the first option, the data is processed within short
period of duration as the input SLC data is copied to each computing slave node whereas
the second option consumes considerable processing time as communication between
master and slave node has to be maintained to support constant read and write process
which becomes a memory intensive model. Hence, with reference to meeting the real
time requirement, simultaneous transfer of source SLC data to compute node i.e. slave
nodes has to be automated through a workflow environment. At the end of this process
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Fig. 1. Architecture of NISAR SLC SAR data processing system

multi-looked terrain corrected SAR images are generated and same is transferred to the
Storage Cluster-II where L- and S-band SAR images will be indexed in corresponding
storage nodes. Following such intermediate processes helps the user to retrieve the
processed SAR image of different multi-looked data straight from the Storage Cluster-II
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without performing any SLC data calibration process which is a time consuming task.
To support terrain correction process it is mandatory the user has to relate the accurate
DEM of the respective region or need to use open source DEM [14].

To continue the next level processing, as shown in Fig. 1 the different polarization
SAR images (SP, DP, CP and QP) of L- and S-band frequency has to be shared to two
different computing clusters as one supports the L-band data processing and the other one
supports S-band data processing. By this, the L-band Cluster will be supporting Single
Polarization (SP) - HH or VV; Dual Polarization (DP) - HH/HV or VV/VH; Compact
Pol (CP) - RH/RV and Quad Pol (QP) - HH/HV/VH/VV data processing whereas in the
case of S-band Quasi-Quad Pol data (QQP) - HH/HV and VH/VV replaces the Quad
Pol data of its counterpart. In such case, each individual computing cluster transfers
one single polarization image from an individual computing node by which four slave
nodes has to be allotted to process all the polarization channels of L- and S-band SAR
images. In parallel to this, it is expected the application model which has to extract the
end user specific information from each individual polarization SAR channels will be
compiled in each slave nodes and respective simulation is executed immediately after
receiving the multi-looked image from Storage Cluster-II. To meet this purpose another
automated workflow environment which can copy the multi-look data to the different
slave nodes as well as monitor the respective data transfer and compute process has to
be developed and deployed at master node level. In addition to above data processing
methods, it is also possible to allocate the individual slave nodes to process the individual
polarization image such as HH, VV, HH/HV, VV/VH, RH/RV, HH/HV, VH/VV along
with the application model that has to be ported to each slave node. This is not addressed
in this article as well as reflected in Fig. 1 mainly to maintain the simplicity of the
proposed architecture.

Once the application simulation is completed at slave computing nodes the results
are transferred back to the Storage Cluster-II and indexed against corresponding L- and
S-band storage nodes. A SAR visualization tool which supports remote visualization
of individual SAR images and corresponding results has to be installed in each L- and
S-band storage nodes. To support remote visualization the X-11 forwarding has to be
suitably configured at Storage Cluster-II nodes as well as to the remote system of the
end-user with a stipulated time frame. This will support the end user in simultaneously
viewing and comparing the results of his application that has been derived using different
frequency, polarization SAR channels. At the end of the process completion, simulta-
neous remote visualization and its analysis, end users will certainly bring out many
significant insights of the application as the data of same geographical region of dif-
ferent frequencies, polarizations has been derived, compared and analyzed in the same
time [14].

3 Conclusion

As on date there is no single distributed SAR processing environment is proposed that
can support the simultaneous processing of different frequency, polarization data where
the end user will be able to visualize and compare the processed results of their area of
interest of same geographical region. Setting up the proposed NISAR processing sys-
tem can meet such expectations by which it will become a significant HPC-Big Data
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platform for worldwide researchers who can build specific application models in the
fields of - Natural Ecosystem studies such as River linking, Agriculture Biomass estima-
tion, Crop monitoring, Forest mapping and Biomass estimation, Mangroves-Wetlands
mapping; Land Surface Deformation studies such as Inter and Co-seismic deformation
studies, Land Subsidence, Landslides and Volcanic deformation studies; Cryosphere
studies covering Polar Ice Shelf monitoring & estimation, Sea Ice dynamics, Glacier
dynamics of Himalayan region, Mountain Snow-Glacier relationship studies; Coastal
Studies & Oceanography which includes Coastal erosion, shoreline dynamics, High and
Low Tide lines mapping, Bathymetry studies, Ocean surface wind dynamics, Ocean
wave spectra, Ship detection; Disaster Response studies covering Floods, Forest Fire,
Oil Spill, Earthquakes as well as analyzing the impact of any other man induced dis-
asters; Geological applications such as Structural & Lithological mapping, Lineament
study, Paleo-Channel study, Geomorphological mapping, etc.

Tobe specificNISARmission during its lifespan likely to generate 140PBof rawdata
which in turnwill generates sameamount of additional data during its pre, post processing
levels as well as during various application specific simulations as mentioned above. For
any application, even for a small scale terrain data of such nature cannot be handled as
well as processed by high end standalone computers or servers. In such case setting up the
proposed HPC-Big Data SAR data processing platform will become a timely solution.
To completely absorb the advantages of such distributed processing environment the
application scientists also need to find tune and enable their application models as part
of the proposed system as this meets the expectations of real time simulations where
the end results from different frequency and polarization SAR channels can be derived
within shortest possible time and compared.
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