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Abstract. The over dependence on road transport system to cater for the fast growing
human population in some developing countries like Nigeria has necessitated the need
for the development of an efficient and sustainable road pavement management sys-
tem. This study used data mining techniques namely; Random Forest, Decision Tree
and Naive Bayes algorithms to examine the inferred dataset on flexible road pave-
ment performance attributes and surface condition classification in Nigeria. The data
mining techniques were used to investigate hidden relationship between pavement
performance variables and to authenticate the accuracy of subjective measurements
that were used for pavement surface condition classification. The Random Forest and
Decision Tree algorithms reported perfect classifications of road pavement sections
into; Excellent, Good, Fair, Poor and Very poor. On the other hand, the Naïve Bayes
algorithm yielded inaccurate classifications with some margin of errors which were
attributed to missing and noisy entries in the dataset. This necessitated the use of
Fuzzy logic theory for the performance prediction due to its capability to handle the
imprecise dataset. It was used to develop Fuzzy Inference System (FIS) for perfor-
mance prediction of flexible road pavement using attributes such as; the classified
Initial Pavement Condition (IPC), Age of pavement, Resilient Modulus (MR) of sub-
grade soil, Average Truck load per day, Average Annual Air Temperature and Rainfall
to predict the Future Pavement Condition (FPC). The model was calibrated using the
observed logical behaviour of road pavement to fit the engineering experience and
judgement. A goodness-of-fit test between the observed and predicted FPC values
showed high level of consistency – correlation coefficient at 90%. The research pro-
posed 5120 mutually exclusive Fuzzy Logic Rules for performance prediction of road
pavement based on permutation theory. Though, the required well-spread dataset for
calibration of the model to cover all possible pavement conditions in Nigeria and
subsequent validation were not available, a framework for performance prediction of
flexible road pavement was developed, and a comprehensive guidelines on how to
calibrate the FIS model using well-spread dataset was presented.
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1 Introduction

The philosophy of pavement usage and preservation states that; it is most cost effective
to extend the time when pavements are in good condition with relatively low-cost treat-
ments rather than letting the pavement condition deteriorate until more extensive work is
required (Transport ResearchBoard of theNationalAcademies 2007). It is therefore very
essential to develop an efficient and sustainable road pavement management system for
countries like Nigeria whose major form of transportation is road transport. The practice
of pavement management through performance monitoring and prediction for effective
planning and timely maintenance and rehabilitation started decades ago. In 1950s, the
AASHTO previously known as AASHO first carried out road test program to evaluate
pavement conditions in America for efficient maintenance strategy (AASHTO 1993).
Thereafter, researches on pavement management system worldwide continued till date
(Fwa et al. 1994; Fwa and Shanmugam 1998; Cheu et al. 2004; Chassiakos 2006; Liu
and Sun 2007; Golroo and Tighe 2009; Bianchini and Bandini 2010; Mubaraki 2010;
Murana et al. 2012a, b; Thube 2011; Mahmood et al. 2013; Setyawan et al. 2015; Mah-
mood et al. 2015; Savio et al. 2016; Ziliute et al. 2016; Woo and Yeo 2016; Uglova and
Tiraturyan 2016; Xiao and Wu 2016; Premkumar and Vavrik 2016; Pantuso et al. 2019;
Marcelino et al. 2019; Santos et al. 2020).

A flexible pavement is an elastic structure made of different unbound layers of soil
materials that exhibit nonlinear behaviour under the influence of traffic load, weather
condition, material properties, age, etc. A typical cross-section of flexible road pavement
structure built according to theNigeria specifications for road construction is as presented
in Fig. 1;

Fig. 1. Schematic of flexible pavement

The choice of flexible pavement for highway construction by most developing coun-
tries like Nigeria is due to its relatively cheap cost of construction, maintenance and
rehabilitation (Taylor and Philip 2015); though its major disadvantages include rela-
tively short life cycle and rapid deterioration over time (Yin 2007; Ayed 2016; Ziliute
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et al. 2016). The rate of deterioration of flexible pavement depends on several factors
ranging from traffic load, climatic condition, material properties, maintenance policy,
design of pavement structure and quality of workmanship during construction (Kirbas
and Karasahin 2016; Murana 2016; Pantuso et al. 2019; Marcelino et al. 2019). Devel-
opment of pavement management system is aimed at achieving good roads that could
make citiesmore liveable and the highways safe for commuting. Threats caused by failed
roads include extensive traffic noise and air pollution, massive wear and tear of vehicles,
loss of human lives due to fatal auto crashes, high cost of travel due to congestions
and fuel consumption, etc. Since huge funds are required for highway construction and
maintenance, periodic and timely planning for repairs are essential for efficient manage-
ment system (Miradi 2009; Abiola et al. 2010; Chikezie et al. 2011; Owolabi and Abiola
2011; Murana et al. 2012a, b; Adefemi and Ibrahim 2015; Mahmood 2015; Ayed 2016;
Huang 2017; Gogoi and Dutta 2019).

The assessment of pavement performance usually employs different engineering
techniques that requirefield data generatedon-site or obtained fromdatabase of pavement
management agencies, or from experienced engineers working on pavement distresses
(Huang 2004; Miradi 2009; Saltan et al. 2011). The performance of road pavement
could be classified on a scale of good to worse. The classification is a function of
the severity level, quantity and frequency of surface defects caused by deterioration of
the pavement materials and its drainage condition (Claros et al. 1986; ASTM D6433
2007). The periodic deterioration and consequent failure of road pavement has become a
serious concern to pavementmanagement agencies, hence the need for accurate condition
classification for optimum performance prediction (Yin 2007; Mahmood 2015; Ayed
2016; Ziliute et al. 2016; Adeke et al. 2018a, b).

Following the advancement in research activities recently, the use of intelligent algo-
rithms known as Artificial Intelligence (AI) techniques for developing pavement man-
agement systems has become a reliable researchmethodology (Miradi 2009; Russell and
Norvig 2010; Mahmood 2015; Marcelino et al. 2019; Santos et al. 2020). This intelli-
gent approach employs methods of data mining (knowledge discovery) such as Decision
Tree, Random Forest, Naïve Bayes classifier, Rough Set Theory, etc. and machine learn-
ing (predictions based on known properties) such as; Fuzzy Logic, Genetic Algorithms
(GA), Artificial Neural Networks (ANN), etc. (Smadi 2000; Munakata 2008; Witten
et al. 2020; Fox 2018).

The development of pavement performance prediction models requires input data
on pavement surface distress attributes such as; cracks, potholes, rutting, roughness,
drainage condition, etc. Other parameters include material strength properties, envi-
ronmental conditions (climate – rainfall and temperature), traffic load intensity and
distribution pattern, and pavement structure are also essential input variables. The pro-
cess involves generation of huge dataset on pavement behaviour over time (Yu 2005;
Setyawan et al. 2015; Premkumar and Vavrik 2016; Hamed and Kakarash 2016). Intel-
ligent algorithms are often used for data mining (clustering, classification, visualisation,
prediction, etc.) to eliminate challenges of missing or incomplete dataset as relates to
data collection and storage for efficient analysis (Claros et al. 1986; Miradi 2009; Road
Sector Development Team 2014; Luca et al. 2016; Fox 2018; Dong et al. 2018).
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1.1 The Concept of Data Mining

Datamining is amathematical technique ofmachine learningwhich uses black-boxmod-
els or exploratory techniques to examine dataset that define systems behaviour (Witten
and Frank 2005; Fox 2018). It is an approximation technique used for classification,
prediction and analysis of imprecise, uncertain or incomplete dataset and knowledge
based elements with associated attributes to discover patterns and relationship between
variables (Pawlak 2002). Other functions of data mining include to identify partial or
total dependencies in a given dataset, eliminates redundant data, gives approach to null
values, missing data, dynamic data, etc. The concept is based on the assumption that
every object or data point of the universe of discourse is associated with some informa-
tion (Miradi 2009). It is also believed that objects characterised by the same information
are similar in view of their available information. Examples of intelligent algorithms
used as classifiers include; Rough Set theory (Miradi 2009), Artificial Neural Network
(ANN), Random SubSpace, Support Vector Machines, Pace Regression, Random For-
est, Decision Tree (Gopalakrishnan et al. 2013; Sharma and Jain 2013), Naïve Bayes
theorem (Inkoom et al. 2019), etc.

1.1.1 Random Forest

This classifier uses several decision trees in its algorithm to classify systems behaviour
during training for accurate classification and predictions. Each tree represents a set of
decision alternatives which contest for optimum votes within the dataset (Cigsar and
Unal 2019; Li et al. 2019). Its works by constructing a group of randomly created
decision trees and forecasting the class that is the mode of all classes (classification) or
the mean (regression) of the individual trees. The Decision Trees also protect each other
from erroneous alternatives since some are weak and unavoidably lead to inaccurate
predictions. A collection of weak decision trees can yield better predictions since the
prediction accuracy depends on the number of decision trees and predators used in
the model. Random Forest has been used by previous researchers for interpretation,
visualization, and handling complex non-linearity behaviour between predictors and
response. Its limitations include over-fitting, not robust to outliers, and poor in predictive
capacity compared to methods like the least square regression. The major advantage
of the Random Forest algorithm is that, it does not permit overfitting (Kudjo et al.
2020). Li et al. 2019 used Random Forest algorithm for the identification of asphalt
pavement distresses and condition classification to aid pavement management practice.
Findings of the study confirmed its suitability due to relatively high degree of accuracy
obtained as compared to the maximum likelihood classification and the support vector
machingmodels. Gong et al. (2018) revealed that RandomForest algorithm significantly
outperformed the linear regression model with coefficients of determination greater than
0.95 in both training and test sets when used for predicting the IRI of pavement. Pan
et al. (2018), also used the Random Forest algorithm to detect potholes and caracks in
asphlt pavement, and it performance was commendable.
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1.1.2 Decision Trees

This is a flow-chart like structure with internal nodes which denote tests on variable
sets, each branch represents an outcome of the test and the leaf node represents class
distribution. The trees are generated from training data in a top-down, general-to-specific
direction. The mechanism of decision tree is such that, whenever all data points have the
same output or belong to the same class, there is no further decisions to be made with
respect to partition of the data points, and the solution is complete. Contrary to when
data points at a node have different outputs or belong to two or more classes, then a test
is made at the node that will result into a split. The process is recursively repeated for
each of the new intermediate nodes until a completely discriminating tree is obtained.
The process is potentially an over-fitting solution, hence eliminates components that are
too specific to noise and outliers that may be present in the training data (Miradi 2009;
Gopalakrishnan et al. 2013).

The recent advanced model used for Decision Tree is kown as the J48 algorithm. Its
structure is made of root or internal node which represents array of decision attributes,
branches of the tree represent observations of the system performance based on possible
outcomes and the leaves or terminal nodes are the target values (regression) or final class
(classification) of the dependent variable. Estimations of J48 involve the manipulation
of missing values, pruning, derivation of rules, etc. It uses predictive machine-learning
model to calculate the resultant value of a new sample based on various attribute values
of the available data. A decision tree can handle both binary and non binary classification
(Ahishakiye et al. 2017; Cigsar and Unal 2019; Obuandike et al. 2015). Saravanan and
Gayathri (2018) identified limitations of J48 algorithm to include; missing values of zero
entries which make the tree wider and complicated, irrelevant entries to a class which
lead to wrong classification and the presence of noisy data element which cause over
fitting thereby increasing the margin of error.

On the other hand, according to Miradi (2009), advantages of the Decision Tree
algorithm include; to handle both numerical and categorical variables, carryout clas-
sification/regression in simple form, stores old dataset and efficiently manipulated
new dataset, carryout automatic stepwise variables selection and complexity reduc-
tion, extremely robust in handling outliers and easy to understand and interpret results.
Cubero-Fernandez et al. (2017) employed the use of Decision Tree algorithms for pave-
ment crack detection and classification into transverse longitudinal and alligator cracks.
The study recommend the decision tree algorithm for further analysis due to its high
level of accuracy. Also, Lin et al. (2013), Gopalakrishnan et al. (2013) and Inkoom
et al. (2018) used decision tree algorithms for developing pavement maintenance and
management system, results obtained by the algorithms yielded accurate estimations.

1.1.3 Naive Bayes Theorem

This algorithm is based on the Bayesian probability theorem which operates on con-
ditional rules (Marianingsih and Utaminingrum, 2018; Inkoom et al. 2019). It is an
intuitive approach which uses conditional probabilities of the occurrence of individual
attributes in a given class label for making prediction of the targeted attribute. It could be
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used for attribute classifications, the Naïve Bayes algorithm is mostly used for predic-
tive modelling using discrete events of a database without missing data to predict class
labels (Alam and Pachauri 2017). It is an example of the Bayesian classification which
computes or predictes the probability of an attribute belonging to a given class based
on the assumption that the effect of that attribute is independent of the other attributes
in the same class, hence is known as class conditional independence model (Tribhuvan
et al. 2015). According to Alam and Pachauri (2017) the Bayes theorem calculates the
probability of a targeted attribute by counting the frequency and combinations of val-
ues in the dataset, then estimating the parameter using method of maximum likelihood.
The algorithm suites most complex real world problems. Also, its ability to estimate
the parameter using small amount of training data is considered the major advantages
of the algorithm. But its robustness is easily affected by noisy element in the dataset.
According to Jang et al. (2015), the Naïve Bayes model is expressed as shown in Eq. 1;

P(y|x) = P(x|y).P(y)
P(x)

(1)

where P(y|x) is the posterior probability of class y (target) given the predictor x
(attribute), P(x) is the prior probability of predictor, P(y) is the prior probability of class
and P(x|y) is the likelihood which is the probability of predictor given class. Previous
studies that used the Naïve Bayes algorithm in pavement management system recorded
significant successes (Marianingsih and Utaminingrum 2018; Marianingsih et al. 2019;
Inkoom et al. 2019); its inability to handle missing data and noisy data points yielded
results with relatively significant margin of error (Shekharan 1998; Jang et al. 2015;
Alam and Pachauri 2017; Gong et al. 2018).

1.2 The Concept of Fuzzy Logic Theory

Fuzzy Logic is an AI technique used for developing knowledge-based models which
use human intuitive reasoning characterised by subjectivity and imprecision. Unlike
the classic logic defined by binary values of 0 and 1, it is a multivalued logic model
capable of measuring intermediate values between conventional evaluations of on or off,
true or false, yes or no, etc. which could be formulated mathematically and processed
using computers (Munakata 2008). Fuzzy Logic describes a system at varying degrees
using adjectives like ‘low’, ‘medium’ and ‘high’. The theory itself is not imprecise in
nature, but a mathematical theory which deals with subjectivity and uncertainties. It is
capable of handling data inaccuracies, uncertainties and non-linearity. It uses intuitive
and subjective expert knowledge or experience for Fuzzification process where there
are no sufficient numeric data. The Fuzzy rules try to execute Fuzzy reasoning used
for evaluating true degree of goal propositions (Hamed and Kakarash 2016). In this
theory, the human vague thought and perception on interpretation of systems behaviour
is expressed using appropriate mathematical models. Although probability theorems
such as stochastic or Monte Carlo theorems have vast applications in analysing varying
systems, they are subsets of the Fuzzy theorem (Bai et al. 2006; Munakata 2008). Fuzzy
logic provides mathematical strength for emulating certain perceptual and linguistic
attributes associated with human reasoning which are a function of experience over
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time in a systematic manner. Some quantities do not have sharp boundaries, hence best
described using labels as; ‘worse’, ‘many’, ‘tall’, ‘young’, ‘small’, etc. which represent
the fact known as Fuzzy concepts. They are usually true to some degree that cannot
be easily quantified or are relative in nature as well as false on the other hand. The
major limitation of Fuzzy logic is caused by uncertainties associated with total lack of
information about the system behaviour. In contrast, the traditional binary logic usually
has discrete set of options used for describing crisp events without intermediate classes.

1.2.1 Fuzzy Logic Modelling

A Fuzzy inference-based system is an intelligent method used for classification and
prediction problems. The system interprets values in the input vector based on user-
defined rules and assigns values to the output vector. The advantages of this approach
is its knowledge representation in form of the IF-THEN logic rules, the mechanism of
reasoning in human understandable terms, the capacity of taking linguistic information
from human experts and combining it with numerical information, and the ability of
approximating complicatednonlinear functionswith simplermodels. TheFuzzy rules are
usually generated either from an expert knowledge or numerical dataset whichmakes the
theory suitable for analysing several problems (Munakata 2008; Mahmood et al. 2013).
A Fuzzy set is an extension of a crisp set since crisp set allows only full membership
or no membership at all, a Fuzzy set allows for partial membership in the system (Bai
et al. 2006). The Fuzzy Inference System (FIS) depends on its Membership Function
(MF) which defines its correct value between 0 and 1. The degree to which any Fuzzy
statement is true falls within the range of 0 and 1. Fuzzy logic provides an inference
mechanism under cognitive uncertainty and mathematical computations using words.
According to Chen and Pham (2001), for a conventional set, the MF of an element x in
subset A, µA(x) is expressed as Eq. 2;

µA(x) =
{
1 if and only if x ∈ A
0 otherwise

(2)

The degree of membership of each entity is a numerical measure from 0 to 1, where
0 denotes nonexistence of the element in the subset or set, 1 denotes full membership
of the set and any value between 0 and 1 defines the partial degree of membership of
the element in the set (Chen and Pham 2001; Bai et al. 2006). The basic mathematical
relationship between subsets A and B include; union, intersect and complements, which
are mathematically expressions as Eqs. 3–5;

A ∪ B = µA(x) ∪ µB(x) = max(µA(x), µB(x)) (3)

A ∩ B = µA(x) ∩ µB(x) = min(µA(x), µB(x)) (4)

Ac = 1 − µA(x) (5)

The Fuzzy MFs are commonly expressed graphically as; triangular, trapezoidal,
Gaussian, bell-shaped, sigmoid, etc. curves. According toMahmood et al. (2015), Santos
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et al. (2020) and Gogoi and Dutta (2019), the triangular MFs is suitable for pavement
performance analysis. Chen and Pham (2001) and Bai et al. (2006) definedmathematical
details of the triangular MF as shown in Fig. 2;

Fig. 2. Triangular Fuzzy MF

Figure 2 presents a triangular MF of Fuzzy set A, where only elements at point b
assume full membership of 1. Models that define the degree of membership of elements
of Fuzzy set A at various stages are as shown in Eqs. 6a and 6b;

µA(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 x ≤ a
x−a
b−a a ≤ x ≤ b
c−x
c−b b ≤ x ≤ c
0 x ≥ c

(6a)

µA(x; a, b, c) = max

(
min

(
x − a

b − a
,
c − x

c − b

)
, 0

)
(6b)

The Mamdani framework is commonly used for executing FIS based on its set of
MFs for both input and output variables in form of crisp values (Kaur and Tekkedil 2000;
MATLAB 2015).

1.3 Analysis of Systems Behaviour Using Fuzzy Logic

Following guidelines stated by Bai et al. (2006), the three basic steps required for solving
real life problems using the Fuzzy logic approach include Fuzzification, formation of
Fuzzy logic rules and Defuzzification. Fuzzification of quantities is the process of trans-
lating the available numerical input variables into linguistic variable such as low,medium
and high based on defined thresholds of membership or classifications of Fuzzy sets used
for the development of Fuzzy logic rules. The Fuzzy logic rules are the decision rules
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based on experience and logic applied on the Fuzzified linguistic variables. Defuzzifica-
tion of quantities is the end product which reverses the Fuzzification process to produce
actual and meaningful output in linguistic form. The process involves reconverting the
linguistic terms into crisp values according to their degree of membership using Fuzzy
logic model such as the Mamdani model. According to Chen and Pham (2001) and Bai
et al. (2006) some numerical methods of Defuzzification analysis include; the centre of
gravity method, mean of maximum method, height method, etc. The centre of gravity
method is commonly used, it defines the defuzzified value x̃ of a Fuzzy set as the Fuzzy
centroid measured along the horizontal axis expressed as the centre of area under theMF
curve using Eqs. 7a and 7b for discrete and continuous systems analysis respectively;

x̃ =
∑n

i=1 xi.µi(xi)∑n
i=1 µi(xi)

(7a)

x̃ = ∫n1 xi.µi(xi)dx

∫n1 µi(xi)dx
(7b)

where, µi(xi) is the MFs of area of the i th sampled element in the Fuzzy set and xi is
its centroid distance from the origin of the horizontal axis or crisp value.

1.4 Pavement Management System Using Fuzzy Logic

The subjective measurement of pavement performance attributes for other prediction
models is seen as major limitation since its creates significant margin of error in estima-
tion, this disadvantage is better handled using the Fuzzy logic theory due to its ability
to Fuzzify variables (Liu and Sun 2007; Karagahin and Terzi 2014; Mahmood et al.
2015). Some existing pavement performance prediction models are based on pavement
surface condition classification such as; Condition Rating Survey (CRS) and Pavement
Condition Index (PCI) methodologies among others (Dabous et al. 2019a, b). The use of
such models require the initial subjective assessment of pavement distress conditions as
input variable (Setyawan et al. 2015; Premkumar andVavrik 2016; Hamed andKakarash
2016). In Nigeria, dataset on road pavement surface condition evaluation are not readily
available. This is basically due to the cost of operation, lack of machineries and opera-
tional skills, government policies, etc. Though the challenge is not peculiar to Nigeria
(Dabous et al. 2019a, b). Investigating the impact of various damaging factors on road
pavement require large data on all the influencing factors which is usually expensive
in terms of cost and time (Abiola 2012; Surendrakuma et al. 2013; Mane et al. 2016).
Salpisoth (2014) identified major challenges in road pavement management system to
include; the ability to carry out routine monitoring and evaluation of pavement condition
regularly with limited budget and expertise; and how to predict pavement performance
using appropriate models based on incomplete data for optimummaintenance and repair
decisions. The use of Fuzzy logic method in pavement management system in terms of
condition classification, performance predictions and decision prioritisation has gained
wide commendation in recent times. This assertion can be proven using previous studies
as listed in Table 1;

This study therefore aims at developing a framework for data mining and perfor-
mance prediction of flexible road pavement using Fuzzy Logic theory. Objectives of the
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Table 1. The use of fuzzy logic theory in pavement management system

Author(s) and date Methodology Findings

Shoukry et al. (1997) Pavement condition classification Recommended

Fwa and Shanmugam (1998) Pavement condition classification Recommended

Bandara and Gunaratne (2001) Pavement condition classification Recommended

Arliansyah et al. (2003) Pavement condition classification Recommended

Golroo and Tighe (2009) Pavement condition classification Recommended

Koduru et al. (2010) Pavement condition classification Recommended

Mahmood et al. (2013) Pavement condition classification Recommended

Mahmood (2015) Pavement condition classification Recommended

Mahmood et al. (2015) Pavement condition classification Recommended

Kaur and Tekkedil (2000) Pavement performance prediction Recommended

Liu and Sun (2007) Pavement performance prediction Recommended

Miradi (2009) Pavement performance prediction Recommended

Bianchini and Bandini (2010) Pavement performance prediction Recommended

Wang and Li (2011) Pavement performance prediction Recommended

Karagahin and Terzi (2014) Pavement performance prediction Recommended

Aggarwal and Kumar (2015) Pavement performance prediction Recommended

Jeong et al. (2017) Pavement performance prediction Recommended

Cheu et al. (2004) Maintenance decision prioritisation Recommended

Chassiakos (2006) Maintenance decision prioritisation Recommended

Chandran et al. (2007) Maintenance decision prioritisation Recommended

Chen and Flintsch (2008) Maintenance decision prioritisation Recommended

Moazami et al. (2011) Maintenance decision prioritisation Recommended

Gogoi and Dutta (2019) Maintenance decision prioritisation Recommended

Nawir and Prihartanto (2019) Maintenance decision prioritisation Recommended

Santos et al. (2020) Maintenance decision prioritisation Recommended

study include; to carryout data mining for optimum initial road pavement surface condi-
tion classification based on attributes that affect road pavement performance in Nigeria
using intelligent algorithms of Waikato Environment for Knowledge Analysis (WEKA)
software, to develop and simulate a Fuzzy Logic Inference System for performance pre-
diction of flexible road pavement in Nigeria implemented using MATLAB software and
to develop a decision framework for performance prediction of flexible road pavement
in Nigeria.
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2 Methodology

2.1 Description of Study Area

Nigeria is among the most populous countries on the Africa continent with an estimated
human population of 206million persons. Its landmass is estimated at 923,768.00 square
kilometres of surface area.Road transport is hermajor formof land transportation system.
The distribution of FederalHighways inNigeria by length sums to 34,340.95 km (Federal
Government of Nigeria 2012). Details of some selected links of Federal Highway in
Nigeria is as shown in Table 2;

Table 2. Selected federal highway links in Nigeria (Claros et al. 1986)

S/N State Link ID Length (km) No. of lanes Age (years) Surface finishing

1. Anambra 89 43.7 2 6 Asphalt concrete

2. Bauchi 285 51.3 2 8 Asphalt concrete

3. Benue 112 53.6 2 6 Asphalt concrete

4. Borno 716 50.7 2 9 Surfaced dressed

5. Kaduna 130 46.8 2 5 Asphalt concrete

6. Kwara 5 22.8 2 9 Asphalt concrete

7. Ogun 17 18.3 2 12 Asphalt concrete

8. Ogun 332 30.9 2 10 Asphalt concrete

9. Plateau 136 10.0 2 9 Asphalt concrete

10. Plateau 138 23.2 2 5 Asphalt concrete

11. Imo 370 45.6 2 2 Asphalt concrete

12. Rivers 144 18.0 2 8 Asphalt concrete

13. Sokoto 255 57.3 2 8 Asphalt concrete

14. Oyo 22 23.4 2 10 Asphalt concrete

2.2 Data Collection and Description

The study considered secondary dataset obtained from the database of pavement con-
dition evaluation unit of the Federal Ministry of Power, Works and Housing Nigeria as
reported in Claros et al. (1986) for data mining and model development. The dataset
captured condition attributes of 102 links of flexible pavement of Federal Highways
across Nigeria. The relevant attributes used for the study included;

1. Average daily truck load: this was reported as the average number of daily truck
load known as heavy goods or commercial vehicles in each direction that weighed at
least 1500 kg as estimated from the Average Daily Traffic (ADT) volume travelling
on the Federal Highway facility during the investigation period.
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2. Strength property of subgrade soil: the Resilient Modulus (MR) of subgrade soil
determined based on procedures stated in AASHO T-274-82 as reported by Claros
et al. (1986) was used as the subsoil strength representative variable.

3. Weather condition: weather parameters of interest included the Average Annual
Air Temperature and Rainfall within the classified Zones.

4. Age of pavement: this was the period in years measured from when the Highway
facility was first opened to traffic or rehabilitated till the date of condition evaluation
survey.

5. Initial pavement condition (IPC): this classification used the Condition Survey
Rating Scores (CSRS) which measures from 0–100 for Very poor to Excellent based
on the average rut depth (cm), percentage area of alligator or fatigue cracking and
the drainage condition per road segment. The classifications of CSRS scale is as
presented in Table 3;

Table 3. Classification of pavement surface condition

Classification of pavement condition Limits of CSRS

Excellent >81

Good 66–81

Fair 46–65

Poor 25–45

Very poor <25

2.3 Data Mining for IPC Classification

Data mining algorithms were used to determine the accuracy of initial surface condition
classification of pavement using WEKA software since the measure of some attributes
was subjective and characterised bymissing and incomplete dataset. TheRandomForest,
Decision Tree and Naïve Bayes classifiers were used for optimum training (Witten
et al. 2015). Aside the dataset used for IPC classification which was vague in nature,
other performance attributes such as; traffic load, temperature and rainfall, etc. had no
sufficient dataset that necessitated data mining process, hence were manually classified
based on guidelines specified inmanuals and experience (Claros et al. 1986; Road Sector
Development Team 2014). Table 4 presents the summary of data attributes and types
used (Claros et al. 1986);

Table 4. Data attributes and type

S/N Attributes Data type

1. Average rut depth (cm) Numerical

2. Fatigue cracking (%) Numerical

3. Drainage condition Nominal

4. CSRS (%) Numerical

5. Pavement condition Nominal
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2.4 Development of FIS

The Fuzzy logic tool inMATLAB programming software was used to developMamdani
FIS. The Fuzzification process involved identifying essential attributes into Fuzzy sets
as input and output for performance prediction of road pavement. The creation of Fuzzy
MF involved identifying suitable function (curve) based on classified attributes in the
datasets, then calibrating it using representative parameters of the attribute (Mahmood
2015; Nawir and Prihartanto 2019; Santo et al. 2020). Table 5 presents the proposed
classifications of attributes and ranges to form Fuzzy sets used for the development of
Fuzzy MF;

Table 5. Development of fuzzy sets for attributes

S/N Parameters Classifications Limits Ranges of FMF

1. Initial pavement condition (IPC) Very poor <25 [0 15 25]

Poor 25–45 [20 35 50]

Fair 46–65 [40 50 65]

Good 66–81 [60 70 87]

Excellent >81 [80 90 100]

2. Age of pavement (years) New <2 [0 1 3]

Recent 2–5 [2 5 7]

Old 6–12 [6 9 13]

Very old >12 [12 16 20]

3. Truck load (veh/day) Low <200 [0 125 280]

Medium 200–1000 [195 600 1000]

High 1001–2000 [850 1400 2000]

Very high >2000 [1700 2000 2500]

4. MR of subgrade soil (kg/m2) Low <0.7 × 107 [0 0.4 0.75] × 107

Medium [0.7–1.3] × 107 [0.6 1.0 1.425] × 107

High [1.3–2.1] × 107 [1.2 1.8 2.4] × 107

Very high >2.1 × 107 [2.0 2.48 3.0] × 107

5. Temperature (°C) Low <20 [0 10 20]

Medium 20–35 [15 25 35]

High 36–45 [30 35 42]

Very high >45 [40 45 50]

6. Rainfall (mm) Low <600 [0 250 650]

Medium 600–1200 [500 820 1200]

High 1201–1800 [1100 1500 1900]

Very high >1800 [1700 2000 2500]

7. Future pavement condition (FPC) Very poor <25 [0 15 25]

Poor 25–45 [20 35 50]

Fair 46–65 [40 50 65]

Good 66–81 [60 70 87]

Excellent >81 [80 90 100]
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Using Fuzzy sets presented in Table 5, the Fuzzification and creation of Fuzzy logic
rules for implementation using MATLAB software based on the data source was as
shown in Table 6;

Table 6 revealed that highway links whose properties satisfied a given trend or had
similar pattern of logical behaviour were identified and grouped into blocks with the
observed crisp values that defined the Future PavementCondition (FPC).At the instances
of missing data and pattern mismatch, simple extrapolation techniques (guided by expe-

Table 6. Fuzzification and fuzzy logic rules
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rience) were used to fill some targeted classes that were necessary to aid logical decisions
(Chen and Flintsch 2008). The process filtered identical rules and eliminated repeated
entries and entries with missing data leading to the developing of 34 unique Fuzzy logic
rules (out of 102 links considered) for implementation using MATLAB software. A plot
of triangular Fuzzy logic membership functions MF for inputs and output variables used
is as shown in Fig. 3;

Fig. 3. MF plots for inputs and output variables
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The IF . . . THEN . . . logic rule was further used to build conditional logic that
defined pavement behaviour over time, then the model was simulated and defuzzified to
yield FPC as the output. An illustration of this methodology is as presented in Fig. 4;

Fig. 4. Schematic of methodology

3 Results and Discussion

3.1 Data Mining for IPC Classifications

Detailed results of initial pavement surface condition classification using intelligent
algorithms - Random Forest, Decision Tree and Naïve Bayes classifier for the sampled
links were as presented in Fig. 5;

Figure 5 present confusion matrices of classifications where entries with perfect
diagonal matrices indicated accurate classification, while those forming upper and lower
triangular matrices showed incorrect classifications. Instances considered were correctly
or incorrectly classified into Excellent, Good, Fair, Poor and Very Poor conditions by the
Random Forest, Decision Tree and Naïve Bayes algorithms. The perfect diagonal matri-
ces for Fig. 5 (a) to (n) classifications using Random Forest model showed its weakness
and insensitivity in handling missing and noisy data elements, while the Decision Tree
model failed to attain perfect diagonal matrices for classifications of Fig. 5 (a), (h), (m)
and (n) to show its relatively low sensitivity to discrepancies in the dataset. On the other
hand, the Naïve Bayes model had perfect diagonal matrix at Fig. 5 (j) classification only.
This implied that all instances were fittingly classified into the defined classifications of
the pavement surface condition based on the attributes used. The Random Forest and
Decision Tree classifiers present relatively perfect diagonal matrices while the Naïve
Bayes classifier gave substantially dispersed matrices. The dispersed trend of confusion
matrices is an indication of incorrect classifications, and is attributed to high sensitivity
of the Naïve Bayes classifier to the presence of missing data and noisy data elements in
the dataset, which affected the accuracy of its classifications (Inkoom et al. 2019; Kudjo
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Random Forest Decision Tree Naive Bayes 

(a) Link 89 in Anambra State

(b) Link 716 in Borno State

(c) Link 5 in Kwara State

(d) Link 370 in Imo State

(e) Link 332 in Ogun State

(f) Link 285 in Bauchi State

(g) Link 255 in Sokoto State

(h) Link 22 in Oyo State

Fig. 5. Surface condition classification of pavement using confusion matrices
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(i) Link 17 in Ogun State

(j) Link 144 in Rivers State

(k) Link 138 in Plateau State

(l) Link 136 in Plateau State

(m) Link 130 in Kaduna State

(n) Link 112 in Benue State

Fig. 5. (continued)

et al. 2020). In order words, failure to achieve perfect classification was attributed to the
number of incorrectly classified instances due to significant disparities observed in the
dataset which were possibly due to missing or noisy data entries (Witten et al. 2016;
Marianingsih and Utaminingrum 2018). Models performance through percentage accu-
racy of classifiers was estimated using the correct and incorrect classifications as shown
in Fig. 6;
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Fig. 6. Accuracy of classifications

Figure 6 revealed that the Random Forest and Decision Tree models made classifi-
cations with relatively high accuracy, while the Naïve Bayes classifier made relatively
significant number of incorrect classifications. This was attributed to their insensitivity
to the challenge ofmissing data compared to the Naïve Bayes algorithmswhich recorded
percentage errors due to incorrect classification caused by noise data points except for
Link 144 in River State (Shekharan 1998; Jang et al. 2015; Alam and Pachauri 2017;
Gong et al. 2018; Inkoom et al. 2019). Also, the coefficient of correlations analysis of
classifications presented by Kappa statistics of WEKA software is as shown in Fig. 7;

Figure 7 revealed that classifications by the Random Forest model assumed accurate
performance at 100% while those by the Decision tree model had some margin of error
with that of Naïve Bayes theorem having relatively low accuracy, except for link 144
in River state. The classification errors are further quantified using the Root Relative
Squared Error (%) as shown in Fig. 8;

Results presented in Fig. 8 revealed that assertions established in Fig. 7 were correct
due to the inversely proportional relationship between the coefficient of correction and
the estimated root relative squared errors (%) of classification outputs of the models for
links.
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Fig. 7. Coefficient of correlation

Fig. 8. Error of classification
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3.2 Calibration and Validation of the FIS Model

Parameters used for the development of the FIS were adjusted to conform to realities of
flexible road pavement behaviour and extreme cases of pavement conditions in Nigeria
based on current conditions (Jeong et al. 2017; Cheu et al. 2004), it fitted the model
inputs and outputs within limits of variables in the dataset that described the system
behaviour (Chen and Flintsch 2008; Mahmood et al. 2013). According to Mahmood
et al. (2013), the process requires a well spread dataset to be able to capture all possible
events in the system behaviour. The process was guided by the original dataset used for
model development, logical experience and engineering judgement – in other words,
fitting experience to the observed logics or patterns (Chen and Flintsch 2008; Karagahin
and Terzi 2014; Aggarwal and Kumar 2015; Mahmood 2015).

3.2.1 Goodness of Fit Test

Figure 9 presents a curve fitting plot of the observed and predicted results of the built
FIS;

Fig. 9. Curve fitting plot

Figure 9 revealed the proportion of variance accounted for between the observed
and predicted FPC values through the coefficient of determination, R2 = 0.8101 with
coefficient of alienation (1 – R2) at 0.1899. This defined the extent of similarity between
the observed and predicted values of FPC at 81% level of accuracy. In other words, the
strength of the best-fit line known as the correlation coefficient was estimated at 90%
consistency (Heiman 2011).

The ‘independent’ dataset required for the validation of the built model was not
readily available. But the relatively high degree of accuracy shown from the goodness
of fit test explained the high level of certainty in using the model. Therefore, being a
linguistic and experienced based model, the process adopted permutation principles to
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derive 5120 Fuzzy Logic Rules which satisfied possible pavement conditions in Nigeria
for performance prediction (See extract in Appendix).

4 Conclusion

This study used the Random Forest, Decision Tree and Naive Bayes algorithms of data
mining to examine the inferred dataset on pavement performance attributes and surface
condition classification in Nigeria based on reports of pavement surface condition eval-
uation survey carried out in 1986. The data mining techniques were used to investigate
hidden relationship between pavement performance attributes and to authenticate the
accuracy of subjective measurements that were used for pavement surface condition
classification. The Random Forest and Decision Tree algorithms reported relatively per-
fect classifications of road pavement sections into; Excellent, Good, Fair, Poor and Very
poor. On the other hand, the Naïve Bayes algorithm yielded inaccurate classifications
with some margin of errors which were attributed to missing and noisy entries in the
dataset.

Considering outputs of the Naïve Bayes classifier, this necessitated the use of Fuzzy
logic theory for performance prediction of the road pavement due to its capability to
handle the imprecise dataset. It was used to develop Fuzzy Inference System (FIS) for
performance prediction of flexible road pavement using attributes such as; the classified
Initial PavementCondition (IPC),Age of pavement, ResilientModulus (MR) of subgrade
soil, Average Truck load per day, Average Annual Air Temperature and Rainfall to pre-
dict the Future Pavement Condition (FPC). The model was calibrated using the observed
logical behaviour of road pavement to fit the engineering experience and judgement. A
goodness-of-fit test between the observed and predicted FPC values showed high level
of consistency at 90%. There were no sufficient and well-spread dataset that described
pavement behavioural pattern in present Nigeria to calibrate further the Fuzzy logic
rules. The process proposed 5120 mutually exclusive Fuzzy logic rules for performance
prediction of road pavement based on permutation theory. Though, the required well-
spread dataset for calibration of the model to cover all possible pavement conditions in
Nigeria and subsequent validation were not available, a framework for performance pre-
diction of flexible road pavement was developed, and the study presented comprehensive
guidelines on how to calibrate the FIS model using well-spread dataset.

Appendix
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