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Preface

This volume contains the papers presented at the 14th International Conference on
Provable and Practical Security (ProvSec 2020), held duringNovember 29 –December 1,
2020. The conference was planned to take place in Singapore. Due to the global
COVID-19 pandemic, the conference changed to an online format, hosted by the Strategic
Centre for Research in Privacy-Preserving Technologies & Systems (SCRIPTS) at
Nanyang Technological University, Singapore.

The first ProvSec conference was held in 2007. Until 2018, ProvSec conferences
focused on “Provable Security.” In 2019, “Practical Security” was added into the theme
to enrich the scope of the conference. This year, we continued to promote the area of
“Practical Security,” in order to bring together security researchers and practitioners.

The Program Committee consisted of 65 members from all over the world. In
response to the call for papers, 59 papers were submitted to the conference. The papers
were reviewed in a double-blind manner. Each paper was carefully evaluated by three
to five reviewers, and then discussed among the Program Committee. Finally, 20
papers were selected for presentation at the conference. Based on the reviews and votes
by Program Committee members, the following paper was given the Best Paper
Award, with a prize of EUR 1,000 generously sponsored by Springer:

“Group Signature without Random Oracles from Randomizable Signatures,” by Remi Clarisse
and Olivier Sanders.

We were also delighted to welcome five keynote talks from Ronald Cramer (CWI,
The Netherlands), Tetsu Iwata (Nagoya University, Japan), Chris Mitchell (Royal
Holloway, University of London, UK), Mike Rosulek (Oregon State University, USA),
and Yu Yu (Shanghai Jiao Tong University, China).

ProvSec 2020 would not have been possible without the contributions of the many
volunteers who freely gave their time and expertise. We would like to thank the
members of the Program Committee and the external reviewers for their substantial
work in evaluating the papers. We thank the local organizers for their tremendous
efforts in planning and executing this online event. Last but not least, we would like to
express our gratitude to all invited speakers and all authors who submitted papers to
ProvSec 2020.

November 2020 Khoa Nguyen
Wenling Wu

Kwok Yan Lam
Huaxiong Wang
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Group Signature Without Random
Oracles from Randomizable Signatures

Rémi Clarisse1,2 and Olivier Sanders1(B)

1 Orange Labs, Applied Crypto Group, Cesson-Sévigné, France
olivier.sanders@orange.com

2 Univ Rennes, CNRS, IRMAR - UMR 6625, 35000 Rennes, France

Abstract. Group signature is a central tool for privacy-preserving pro-
tocols, ensuring authentication, anonymity and accountability. It has
been massively used in cryptography, either directly or through variants
such as direct anonymous attestations. However, it remains a complex
tool, especially if one wants to avoid proving security in the random ora-
cle model.

In this work, we propose a new group signature scheme proven secure
without random oracles which significantly decreases the complexity in
comparison with the state-of-the-art. More specifically, we halve both
the size and the computational cost compared to the most efficient alter-
native in the same model. Moreover, our construction is also competitive
against the most efficient ones in the random oracle model.

Our construction is based on a tailored combination of two popular
signatures, which avoids the explicit use of encryption schemes or zero-
knowledge proofs while signing. It is flexible enough to achieve security
in different models and is thus suitable for most contexts.

1 Introduction

Group Signature, introduced by Chaum and van Heyst [17], enables members
of a group to sign on behalf of the group. The point is that the signature is
anonymous, i.e. it cannot be traced back to its issuer, except for a specific
entity, the opening authority, which can “open” any valid group signature.

Related Works. Combining seemingly contradictory properties such as
authentication and anonymity has proved tricky, the first really practical solution
being provided by Ateniese et al. [2]. Few years later, Bellare, Micciancio and
Warinschi [5] proposed the first security model (BMW model) for static group
signature, which was later extended to the case of dynamic group signature by
Bellare, Shi and Zhang [6] (BSZ model). Besides providing a way to assess exist-
ing schemes, these seminal works have introduced a generic construction that
has become the implicit framework for most of the following group signatures.

Informally, a group member of this generic construction receives from a
so-called group manager a certificate (a digital signature) τ on his public key
c© Springer Nature Switzerland AG 2020
K. Nguyen et al. (Eds.): ProvSec 2020, LNCS 12505, pp. 3–23, 2020.
https://doi.org/10.1007/978-3-030-62576-4_1
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4 R. Clarisse and O. Sanders

pk when he joins the group. To compute a group signature on some message m,
he first generates a digital signature σ on m (using the corresponding signing
key sk) and then encrypts σ and τ . Finally, he provides a non-interactive zero-
knowledge (NIZK) proof that every element is well formed. This three-steps
approach is usually known as Sign-Encrypt-Prove (SEP) in the literature.

The strength of the SEP paradigm is that it is based on standard crypto-
graphic primitives for which many instantiations exist. Unfortunately, it leads
to quite complex constructions because of the security requirements placed on
each building block, but primarily because of the complexity of the resulting
NIZK proof. Indeed, the signer must prove, without revealing σ and τ , that the
group signature is a valid encryption of the signature σ that has been gener-
ated using keys certified by the group manager. Such a statement is difficult to
prove and this becomes worse if one wants to achieve security without relying on
the random oracle model (ROM). Indeed, NIZK proofs are much more complex
outside this setting and even by using the Groth-Sahai methodology [24], group
signatures still contain dozens of elements (see e.g. [23]).

A natural question arising from this observation is whether it is possible to
construct more efficient schemes by using a different paradigm. Bichsel et al. [7]
proposed an interesting answer to this question. They indeed introduced a very
efficient alternative, at the cost of a slightly weaker notion of anonymity. This
allows them to circumvent the result of Abdalla and Warinschi [1] and thus
to avoid encryption. More specifically, their idea was to remove encryption by
using re-randomizable [14] certificates τ and by merging σ with the NIZK proofs,
leading to a signature of knowledge. The resulting construction is very efficient
(see Table 4 at the end of the paper) and can be further improved by instantiating
it with the randomizable signature scheme of Pointcheval and Sanders (PS) [28].

Another alternative based on equivalence-class signature [21] has recently
been proposed by Derler and Slamanig [19]. It shares commonalities with [7],
such as the absence of explicit encryption, but manages to achieve full anonymity
at the cost of increased complexity. Unfortunately, both [7] and [19] inherently
rely on signature of knowledge and so rather fit the random oracle model.

Very recently, Backes et al. [3] proposed a different framework based on a new
primitive called signatures with flexible public keys. It yields secure constructions
without random oracles with improved efficiency compared to the state-of-the-
art in this setting. However, the resulting group signatures are three times larger
than the ones in the ROM and require more computations to be generated.

More generally, designers of group signature schemes are confronted with the
choice of either proving security without random oracles or favoring efficiency
by relying on the random oracle model whose limits are known [16].

Our Contribution. In this work, we propose a new group signature scheme
avoiding the ROM that halves the size and the computational complexity com-
pared to the state-of-the-art [3]. More specifically, our group signature only con-
sists of 2304 bits which makes it very competitive, even against constructions in
the ROM (see Sect. 5 for more details).
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As [3,7,19], our construction departs from the SEP framework and heavily
relies on the randomizability of its components. However, contrarily to those
works that assemble different building blocks (digital signature, NIZK, etc.) and
so achieve some level of genericity, we are here interested in optimizing the
combination to avoid NIZK proofs in the signature, so as to get the best possible
efficiency.

Our work results from the observation that the equivalence-class signa-
ture of Fuchsbauer, Hanser and Slamanig (FHS) [21] nicely interacts with the
Pointcheval and Sanders (PS) signature scheme [28]. More specifically, assuming
very slight modifications of the FHS public key and of the PS signatures, we are
able to merge the verification equations of FHS signatures with the one of PS
signatures. Such a merge is crucial for our construction: it indeed means that
it is no longer necessary to provide a NIZK proof that the signatures are valid
and related. Thus, verifying our group signatures is essentially verifying FHS
signatures.

Intuitively, we modify the PS signature scheme in such a way that each
signature is of the form (gr, gy·rXr/hm) where gy is the user’s secret key, r is
a random scalar, hm is a public element that depends on the message m to be
signed and X is a public element. Leaving out the term in X, one can note
that each signature contains a different representative of the same projective
equivalence class as (g, gy) and so it is quite easy, given a FHS signature on this
pair, to prove that the PS signature was generated using certified keys.

Our group signature thus only consists of a PS signature and a FHS one
which are both re-randomizable, leading to an anonymity proof under the DDH
assumption. Moreover, we can prove that a non-registered user cannot generate
a valid group signature unless he is able to forge FHS signatures. We only pay
the price for our tailored construction in the proof of non-frameability, where we
want to prove that no one can issue a forged group signature that can be traced
back to an honest user. Indeed, we would like to directly rely on the security
of PS signatures but this is impossible due to the modifications we introduced:
a PS signature is not enough to answer adversary queries in our security proof.
However, we show that we can tweak the original assumption underlying the
security of PS signatures to suit our construction and so that we can rely on
similar arguments to prove non-frameability.

While being non-generic, our construction remains flexible enough to comply
with different group signature models. Interestingly, the different variants we
consider achieve the same efficiency with respect to the group signature but
mostly differ in the registration procedure. This concretely means that the most
suitable setting can be chosen without any impact on the group signature itself.
This also allows us in Table 4 to fairly compare our construction with the most
relevant ones of the state-of-the-art and so to highlight the benefits of our group
signature in all cases.

Organisation. We describe in Sect. 2 the building blocks that we need to
construct our group signature. The Sect. 3 recalls the standard security model
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of group signatures. We describe our construction in Sect. 4 and compare it with
the most relevant alternatives of the state-of-the-art in Sect. 5.

2 Preliminaries

Notations. The identity element of a group G is denoted 1G and G
∗ means

G\{1G}. If the group G is of order p, then we may say interchangeably that
a ∈ Z/pZ or that a is a scalar. For a finite set X, the notation x

$← X means
that x is an element of X uniformly sampled.

2.1 Bilinear Groups

Definition 1. Bilinear groups are a set of three groups G1, G2, and GT of order
p along with a map, called pairing, e : G1 × G2 → GT that is

– bilinear: for any g ∈ G1, g̃ ∈ G2, and a, b ∈ Z/pZ, e(ga, g̃b) = e(g, g̃)ab;
– non-degenerate: for any g ∈ G

∗
1 and g̃ ∈ G

∗
2, e(g, g̃) �= 1GT

;
– efficient: for any g ∈ G1 and g̃ ∈ G2, e(g, g̃) can be efficiently computed.

We will only consider bilinear groups of prime order with type-3 pairings, i.e.
there is no efficiently computable homomorphism between G1 and G2. We stress
that this yields the most efficient parameters [25]. To highlight the differences
between G1 and G2, we will denote elements of the latter with a tilde (e.g. g̃).

2.2 Digital Signature

A digital signature scheme Σ is defined by four algorithms:

– Setup(1λ): Outputs public parameters pp for security parameter λ.
– Keygen(pp): On input pp, outputs signing and verification keys (sk, pk).
– Sign(sk,m): Outputs a signature σ of message m under signing key sk.
– Verify(pk,m, σ): On input verification key pk, message m and its alleged

signature σ, outputs 1 if σ is a valid signature on m under pk, and 0 otherwise.

The standard security notion for a signature scheme is existential unforge-
ability under chosen message attacks (EUF-CMA) [22]: it means that it is hard,
even given access to a signing oracle, to output a valid pair (m,σ) for a message
m never asked to the signing oracle.

PS Signature. In [28], Pointcheval and Sanders propose a randomizable signa-
ture scheme, i.e. a scheme enabling to derive re-randomized versions σ′ of any
valid signature σ. An interesting feature of their signatures is that one cannot
link σ and σ′ without knowing the corresponding message. They describe several
versions of their signature scheme, offering different features. In this work we will
use their variant supporting aggregation because it enables to decrease the size
of the public key but we will not use this aggregation feature.
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– Setup(1λ): Outputs the parameters pp containing the description of type-3
bilinear groups (G1,G2,GT , e) along with a set of generators (g, g̃) ∈ G1×G2

and a pair (X, ˜X) ← (gx, g̃x) for some random scalar x.
– Keygen(pp): Generates a random scalar y and sets (sk, pk) as (gy, ˜Y = g̃y).
– Sign(sk,m): On message m, generates a signature (σ1, σ2) ← (gr,Xr ·gr·y·m)

for some random scalar r.
– Verify(pk,m, (σ1, σ2)): Accepts signature (σ1, σ2) on m if the following equal-

ity holds: e(σ1, ˜X · ˜Y m) = e(σ2, g̃).

One can note that anyone can re-randomize a signature by raising σ1 and σ2 to
the same power t. The PS signature scheme is proven EUF-CMA-secure under a
LRSW assumption customized for type-3 pairing, that we recall in Subsect. 2.3.

FHS Signature. In [21], Fuchsbauer, Hanser and Slamanig introduce a signa-
ture on equivalence-class for the following equivalence relation on tuples in G

n
1 :

(M1, . . . ,Mn) is in the same equivalence class as (N1, . . . , Nn) if there exists a
scalar a such that Ni = Ma

i for all i ∈ [1, n]. In this paper, we will only consider
the case n = 2.

– Setup(1λ): Outputs parameters pp containing the description of type-3 bilin-
ear groups (G1,G2,GT , e), with generators (g, g̃) ∈ G1 × G2.

– Keygen(pp): Generates two random scalars α1 and α2 and sets sk as (α1, α2)
and pk as ( ˜A1, ˜A2) = (g̃α1 , g̃α2).

– Sign(sk, (M1,M2)): Selects a random scalar t and computes the signature
(τ1, τ2, τ̃) ← ((Mα1

1 Mα2
2 )t, g1/t, g̃1/t) on the representative (M1,M2) ∈ G

2
1.

– Verify(pk, (M1,M2), (τ1, τ2, τ̃)): Accepts (τ1, τ2, τ̃) ∈ G
2
1×G2, a signature on

(M1,M2), if e(τ1, τ̃) = e(M1, ˜A1) · e(M2, ˜A2) and e(τ2, g̃) = e(g, τ̃) hold.

We note that the signature (τ1, τ2, τ̃) is only valid on the representative (M1,M2).
However, we can easily derive a signature on other representatives (Mr

1 ,Mr
2 ) of

the same equivalence class, while re-randomizing the signature, by generating a
random scalar t′ and computing (τ r·t′

1 , τ
1/t′

2 , τ̃1/t′
).

2.3 Computational Assumptions

SXDH Assumption. For i ∈ {1, 2}, the DDH problem is hard in Gi if, given
(g, gx, gy, gz) ∈ G

4
i , it is hard to distinguish whether z = x · y or z is random.

The SXDH assumption holds if DDH is hard in both G1 and G2.

PS Assumption. Pointcheval and Sanders [28] introduce “Assumption 1”, here
referred to as PS assumption, to prove the security of their construction.

PS Assumption: Let (p,G1,G2,GT , e) be a bilinear group setting of type-3,
with g (resp. g̃) a generator of G1 (resp. G2). For ( ˜X = g̃x, ˜Y = g̃y), where x
and y are random scalars, we define the oracle O(m) on input m ∈ Z/pZ that
chooses a random r ∈ Z/pZ and outputs the pair P = (gr, gr(x+m·y)). Given
(g, gy, g̃, ˜X, ˜Y ) and unlimited access to this oracle, no adversary can efficiently
generate (m∗, gr, gr(x+m∗·y)), with r �= 0, for a new scalar m∗, not asked to O.
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MPS Assumption. As we explain in the introduction, we would like to directly
rely on the PS assumption but this is not possible. In particular, in our group
signature construction, the user incorporates parts of the group signature in the
message to be signed. This is done by using a suitable map h that must be
taken into account by the assumption. We therefore introduce a variant of the
PS assumption that we call MPS assumption (M stands for modified).

MPS Assumption: Let (p,G1,G2,GT , e) a bilinear group setting of type-3,
with g (resp. g̃) a generator of G1 (resp. G2), and h : {0, 1}∗ → Z/pZ a function.
For random scalars x, y and z, we define the oracle O(m) on input m ∈ Z/pZ that
picks random r, s ∈ Z/pZ and outputs the tuple P = (s, g̃r·s, gr, gr·z, gr(x+t·y))
with t = h(g̃r·s||gr||m). Given (g, gy, gz, gz·x, g̃, ˜X, ˜Y ) and unlimited access to
this oracle, no adversary can efficiently generate (t∗, gr, gr(x+t∗·y)) with r �= 0
and a value t∗ different from those involved in the answers from O.

The validity of the output can easily be checked thanks to the pairing e:
e(gr(x+t∗·y), g̃) ?= e(gr, ˜X · ˜Y t∗

). We note that the adversary’s goal is still to
output a valid PS signature but it now has access to additional elements that do
not seem helpful to create forgeries, as we discuss below. A proof that the MPS
assumption holds in the generic group model is given in the full version [18].

Remark 1. – Our new oracle still returns a PS signature (gr, gr(x+ty)) but on a
scalar t = h(g̃r·s||gr||m) instead of m. However, we define much harder success
conditions for the adversary: it can only win if the scalar t used in its forgery
is different from the ones used by O (in particular a forgery on a new message
m∗ is not valid if it leads to an already used t). Intuitively, this rules out any
strategy based on the properties of h (such as collisions). We will therefore
assume (and prove in the generic group model) that the MPS assumption
holds for any1 function h : {0, 1}∗ → Z/pZ. From the security point of view,
this therefore does not change anything compared to an assumption where O
would return (gr, gr(x+my)).

– This slight modification induces another one: we now need to provide the pair
(gz, gz·x), for some random scalar z, in the assumption. In [28], this pair is
exactly a signature on 0 and so is directly generated by the reduction in the
security proof by running O on 0. This is no longer possible here, and we then
need to explicitly add these elements in the definition of the assumption. In
any case, this does not provide more power to the adversary than in the PS
assumption.

– The element gr·z is the only one involving the secret z in P . It seems therefore
useless to combine it with the other elements of P to derive a new valid tuple.

– The last difference with the PS assumption is the pair (s, g̃r·s) that must be
added to the oracle answers. However, we note that g̃r·s is an element of G2

and so is intuitively useless to forge a PS signature (gr, gr(x+ty)) ∈ G
2
1, thanks

to the asymmetry of the pairing. The same holds true for s that is not one of
the secret values used to compute the PS signature.

1 We nevertheless note that the hardness of the corresponding problem depends on
the function h. For example, if h is constant then no adversary can succeed as soon
as it makes (at least) one query to O.



Group Signature Without Random Oracles from Randomizable Signatures 9

3 Group Signature

For completeness, we recall here the security model for dynamic group signature
from the BSZ model [6]. We introduce some minor syntactic changes and discuss
popular variants of the original security notions introduced by Bellare et al. [6].
A reader familiar with group signature can safely jump to Remark 2.

Syntax. A group signature scheme is defined by the following algorithms that
involve three types of entities: a group manager, an opening authority and users.
Each of the latter is identified by a public index i ∈ N

∗.

– Setup(1λ): Outputs public parameters pp for security parameter λ.
– UKeygen(pp): Returns a user’s key pair (sk, pk) on public parameter pp. We

assume that pk is public and anyone can get an authentic copy of it.
– OKeygen(pp): Returns the opening authority’s key pair (osk, opk) under pp.
– GKeygen(pp): Returns the group manager’s key pair (gsk, gpk) along with a

public register Reg, on public parameters pp.
– Join: This is a two-party interactive protocol between the group manager

and a user i who wants to join the group. The input of the former is
(gsk,Reg, opk, pki) whereas the user takes as input (gpk, opk, ski). If the pro-
tocol does not fail, then the user gets a group signing key uski whereas the
group manager updates Reg. Else, both parties return ⊥.

– Sign(uski,m): Returns a group signature σ of m under signing key uski.
– Verify(gpk, σ,m): On input the group manager’s public key, a group signa-

ture σ and a message m, returns a bit b ∈ {0, 1}.
– Open(osk, gpk,Reg, σ,m): On input the opening authority’s secret key, the

group manager’s public key, the register Reg, a group signature σ and a
message m, returns either 0, ⊥ or an index i ∈ N

∗ along with a proof π.
– Judge(gpk,Reg, σ,m, i, π): On input the group manager’s public key, the

register Reg, a group signature σ, a message m, an index i ∈ N
∗ and a proof

π, returns a bit b ∈ {0, 1}.

Security Model. A group signature should achieve correctness, anonymity,
traceability and non-frameability. We refer to [6] for a formal definition of cor-
rectness, but informally it means that any user who has joined the group should
be able to produce valid signatures σ (i.e. one for which Verify outputs 1) on
any message m. Moreover, it should be possible to open such signatures, i.e. to
recover the identity i of the signer, and to produce publicly verifiable proofs that
user i has indeed issued these signatures.

Anonymity requires that group signatures should be anonymous, except for
the opening authority. Traceability requires that no one can produced a valid
signature that cannot be traced back to some user through the Open procedure.
Finally, non-frameability means that no one can be falsely accused of having
produced a signature. The corresponding security games, outlined in Fig. 1,
make use of the following oracles:
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ExpanA (1λ) – Anonymity Security Game

1. pp ← Setup(1λ)
2. (osk, opk) ← OKeygen(pp)
3. (gsk, gpk) ← GKeygen(pp)
4. b

$← {0, 1}, O ← {OAdd, OJU ,
OCor, OSign, OOpen, OChb}

5. b∗ ← AO(gsk, opk)
6. If OOpen is queried on the output of

OChb, then return 0
7. Return (b = b∗)

Exp
nf
A (1λ) – NF Security Game

1. pp ← Setup(1λ)
2. (osk, opk) ← OKeygen(pp)
3. (gsk, gpk) ← GKeygen(pp)
4. (σ, m, i, π)

← AOAdd,OJU ,OCor,OSign(gsk, osk)
5. If OSign returned σ, then return 0
6. If i is corrupt, then return 0
7. Return Judge(gpk,Reg, σ, m, i, π)

ExptraA (1λ) – Traceability Security Game

1. pp ← Setup(1λ)
2. (osk, opk) ← OKeygen(pp)
3. (gsk, gpk) ← GKeygen(pp)
4. (σ, m) ← AOAdd,OJGM ,OCor,OSign(gpk, osk)
5. If ⊥← Open(osk, gpk,Reg, σ, m), then return 1
6. If (i, π) ← Open(osk, gpk,Reg, σ, m)

and 0 ← Judge(gpk,Reg, σ, m, i, π), then return 1
7. Return 0

Fig. 1. Security games for group signature

– OAdd(i) is an oracle that can be used to add a new user i. It then runs
UKeygen(pp) to get (ski, pki) and returns pki. If i has already been used in a
previous query, then it returns ⊥.

– OJU (i) is an oracle that plays the user’s side of the Join protocol. It can
be used by an adversary A playing the role of a corrupt group manager. It
returns ⊥ if i has already joined the group or if user i does not exist.

– OCor(i) is an oracle that returns all the secret keys of the user i. The user i
is then said to be corrupt. Any non-corrupt user is considered honest.

– OJGM () is the counterpart of the OJU oracle that can be used by a corrupt
user to join the group.

– OSign(i,m) is an oracle that returns Sign(uski,m), provided that i is an
honest user that has already joined the group.

– OOpen(σ,m) is an oracle that returns Open(osk, gpk,Reg, σ,m).
– OChb(i0, i1,m) is an oracle that takes as inputs the index of two honest users

and returns Sign(uskib
,m).

Let A be a probabilistic polynomial adversary. A group signature scheme is

– anonymous if Advan(A) = |Pr[ExpanA (1λ) = 1] − 1/2| is negligible for any A;
– traceable if Advtra(A) = Pr[ExptraA (1λ) = 1] is negligible for any A;
– non-frameable if Advnf (A) = Pr[ExpnfA (1λ) = 1] is negligible for any A.

The security model introduced by Bellare, Shi and Zhang [6] places no restric-
tion on the OCor queries in the anonymity experiment. This means that the
adversary is allowed to corrupt the “challenge” users (i.e. those that are involved
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in OCh queries). This corresponds to the strongest notion of anonymity, some-
times called full anonymity or CCA-2 anonymity (see e.g. [19]), where anonymity
holds even if the users’ secret keys are leaked.

Remark 2. The BSZ model [6] defines strong security properties that are suffi-
cient in most contexts. However, it may be possible in some situations to relax
some of them, usually leading to more efficient constructions. This is particularly
true for the anonymity property for which popular variants exist, such as CPA
anonymity [8,13] or selfless anonymity [7,9,28]. The former removes the oracle
OOpen in the anonymity game but the users remain anonymous even if their
secret keys leak. Contrarily, selfless anonymity allows OOpen queries but users
are no longer anonymous when their secret keys leak. These two notions are
incomparable and so fit different contexts. The construction we describe in the
next section achieves both of them. Interestingly, it also achieves full anonymity
in the model introduced by Bellare, Micciancio and Warinschi [5] (BMW model),
where the group manager is also the opening authority.

4 Our Group Signature

4.1 The Construction

Intuition. A group signature usually contains two kinds of digital signatures
that we will denote by σ and τ . The first one is issued on the message to be signed
by the user using his own key pair (usk, upk). Intuitively, the unforgeability of
the digital signature ensures that no adversary is able to produce a forged group
signature which can be traced back to upk (non-frameability). The second one is
issued by the group manager on usk (or upk) to differentiate key pairs of group
members from those of unregistered users. Here, unforgeability ensures that only
users that have joined the group can issue group signature, which is necessary
to achieve traceability.

If non-frameability and traceability were the only two conditions expected
from a group signature, then the latter would simply be (τ, σ, upk,m). However,
this cannot work when anonymity is also required so the standard practice has
been to encrypt/commit at least τ and upk and then provide zero-knowledge
proofs that these elements are well-formed.

The work of Bichsel et al. [7] has shown that we can do better when τ is
randomizable. Indeed, in such a case there is no need to encrypt τ , the latter
can simply be re-randomized and sent unencrypted, leading to significant gains
in efficiency. Their group signature can only achieve a weaker selfless anonymity
notion in the ROM, but it seems a reasonable price to pay in view of the benefits.

Despite its novelty, [7] still shares commonalities with the standard frame-
work of the BSZ model [6]. There is indeed still a modular composition of two
signatures τ and σ with a proof of knowledge. The latter two can be merged
(leading to a signature of knowledge) using the Fiat-Shamir heuristic [20] in the
ROM, but the spirit remains the same. Modular systems are interesting since
they can leverage any advance in the construction of their building blocks. For
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example, the scheme of [7] can straightforwardly be improved by using PS signa-
tures [28] to instantiate τ , instead of Camenisch-Lysyanskaya signatures [14] in
the original construction. Unfortunately, the complexity of a modular construc-
tion is the sum of all its parts, so a natural question is whether it is possible to
improve efficiency by optimizing the combination of the different building blocks
for some specific instantiations.

In this section we construct the most efficient group signature without ran-
dom oracles by noticing that FHS equivalence-class signatures [21] nicely interact
with PS signatures [28]. Indeed let us recall the latter, and more specifically its
variant designed to support aggregation. A (non-aggregated) signature on a mes-
sage m in this case is given by (σ1, σ2) = (gr,Xr(gy·m)r) where r is some random
scalar, X = gx is a public element and y is the signer’s secret key. One can note
that we can alternatively define σ2 as σ

1/m
2 = Xr/m(gy)r: any adversary able to

forge such a signature can trivially be converted into an adversary against the
original PS-signature scheme.

Therefore, any signature issued by a user will be of the form (σ1, σ2) =
(gr,Xr/m(gy)r). If we applied the standard methodology here, we would provide
a signature τ on y (or gy) and then prove in a zero-knowledge way that τ is valid
on the key that has been used to generate (σ1, σ2). However, we can do better
if we directly use the FHS-signature scheme [21].

Indeed, for all r, if we discard the term Xr/m in σ2, it only remains (gr, gy·r)
which are different representatives of the same equivalent class. Thus, if we
provide a FHS signature on (gr, gr·y) one can directly check that (σ1, σ2) was
generated using a certified key, without any proof of knowledge. Anonymity of
the resulting construction simply follows from the ability to re-randomize FHS
signature while changing the representative of the class.

It then only remains to explain how to remove Xr/m. Recall that a FHS
signature on (gr, gr·y) is a tuple (τ1, τ2, τ̃) such that

e(τ1, τ̃) = e(gr, ˜A1) · e(gr·y, ˜A2) and e(τ2, g̃) = e(g, τ̃),

where ( ˜A1, ˜A2) = (g̃α1 , g̃α2) is the public key. Assume that we add ˜B = ˜Xα2 to
this public key ( ˜X = g̃x is a part of the public key of the PS-signature scheme).
Then, e(σ1, ˜A1) · e(σ2, ˜A2) · e(σ1, ˜B−1/m) = e(gr, ˜A1) · e(gy·r, ˜A2) = e(τ1, τ̃),
and the second equation remains unchanged. This means that we can check the
validity of both FHS and PS signatures at essentially the cost of verifying a FHS
signature. Moreover, the fact that we merge the verification of these signatures
makes zero-knowledge proofs unnecessary. Concretely, this means that our group
signature only consists of (σ1, σ2, τ1, τ2, τ̃), i.e. four elements of G1 and one
element of G2, and can be verified with merely two pairing equations.

Interestingly, the fact that we avoid the classical signature of knowledge of y
allows to achieve both CPA anonymity and selfless anonymity. Indeed, schemes
based on randomizable signatures (see e.g. [14,28]) are usually proven anony-
mous under the DDH assumption in G1. Therefore, to enable opening, they
usually force the users to provide some “trapdoor” g̃y ∈ G2 that allows the
opening authority to break DDH on their specific signatures. When y is part
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of the user’s signing key usk (which is necessary for a signature of knowledge
of y), leakage of the latter means that the adversary can recover y and thus g̃y.
Anonymity can then no longer hold in this case leading to the selfless anonymity
notion.

In our case, we note that gy ∈ G1 is enough to issue group signatures,
meaning that users can discard y after generating their keys. In case usk leaks,
the adversary now recovers gy, which is useless to break DDH. We can thus
retain some level of anonymity (at least CPA anonymity) in this case.

The Protocol. We now formalize the previous intuition by describing the algo-
rithms constituting our scheme. As we explain above, we manage to avoid NIZK
proofs and explicit encryption in our signature. However, we still need such prim-
itives for some algorithms such as Join and Open. Fortunately, the latter are in
practice subject to less constraints that Sign as they have less impact on the
user’s experience (in particular because they are run far less often than Sign).
Our construction therefore also makes use of a public key encryption scheme Γ
and of a NIZK proof system. The latter will concretely be the Groth-Sahai proof
system [24] that allows to prove most common relations in bilinear groups by
using a common reference string crs. Additional details on these two primitives
are provided in the full version [18].

– Setup(1λ): Let (G1,G2,GT , e) be the description of type-3 bilinear groups
of prime order p, this algorithm first selects g

$← G
∗
1 and g̃

$← G
∗
2, and then

computes (X, ˜X) ← (gx, g̃x) for some random scalar x. It also generates the
public parameters ppΣ for a digital signature scheme2 Σ and selects a hash
function h : {0, 1}∗ → Z/pZ. Finally, it generates a common reference string
crs for the Groth-Sahai proof system [24] in the SXDH setting and then sets
the public parameters as pp = (G1,G2,GT , e, g, g̃,X, ˜X, crs, ppΣ , h).

– UKeygen(pp): The user defines his own key pair as (sk, pk) ← Σ.Keygen(ppΣ).
– OKeygen(pp): The opening authority generates a key pair (osk, opk) for a

public key encryption scheme Γ .
– GKeygen(pp): The group manager selects two random scalars α1 and α2 and

then computes ( ˜A1, ˜A2, ˜B) ← (g̃α1 , g̃α2 , ˜Xα2). He then initializes a public
register Reg and returns (gsk, gpk) ← ((α1, α2), ( ˜A1, ˜A2, ˜B)).

– Join: To join the group, a user i first selects two random scalars, u and y, and
computes (gu, gu·y) along with C ← Γ.Encrypt(opk, g̃y). He then generates
a NIZK proof π that C encrypts an element g̃y ∈ G2 such that e(gu, g̃y) =
e(gu·y, g̃). Finally, he generates μ ← Σ.Sign(ski, (gu||gu·y||C||π)) and sends
it, along with (gu, gu·y, C, π), to the group manager.
Upon receiving these elements, the group manager checks the validity of the
proof π and that Σ.Verify(pki, μ, (gu||gu·y||C||π)) = 1. If π and μ are both
valid, then he stores (gu, gu·y, C, π, pki, μ) in Reg[i], generates a t

$← Z/pZ
and returns τ ′

1 ← ((gu)α1(gu·y)α2)t, τ2 ← g1/t and τ̃ ← g̃1/t.
2 Any EUF-CMA signature scheme can be selected here, without any impact on the

complexity of the group signatures.
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Finally, the user computes τ1 ← (τ ′
1)

1/u and sets uski = (τ1, τ2, τ̃ , gy).
– Sign(uski,m): To sign a message m, the user first selects two random scalars

r and s, and generates the following elements:

τ ′
1 ← τ r·s

1 , (τ ′
2, τ̃

′) ← (τ1/s
2 , τ̃1/s), (σ1, σ2) ← (gr,Xr/h(τ̃ ′||σ1||m) · (gy)r).

The group signature σ on m is then defined as σ = (τ ′
1, τ

′
2, τ̃

′, σ1, σ2).
– Verify(gpk, σ,m): To verify a group signature σ on m, one checks that none

of its elements is 1G1 or 1G2 and that the following equalities hold:

e(σ1, ˜A1
˜B−1/h(τ̃ ||σ1||m)) · e(σ2, ˜A2) = e(τ1, τ̃) and e(τ2, g̃) = e(g, τ̃),

in which case one outputs 1. Otherwise, one returns 0.
– Open(osk, gpk, σ,m): Before opening a signature, the opening authority first

checks that it is valid. Otherwise, he returns 0. By using its secret key osk,
the opening authority has the ability to decrypt any ciphertext Ci stored in
Reg[i] and thus recover the elements g̃yi ∈ G2 for all registered users. He can
then check, for each of them, whether the following equality holds:

e(σ2, g̃) · e(σ1, ˜X−1/h(τ̃ ||σ1||m)) = e(σ1, g̃
yi).

If there is no match, then the opening authority returns ⊥. Otherwise, let j be
the corresponding user. The opening authority recovers the data (guj , guj ·yj ,
Cj , πj , pkj , μj) stored in Reg[j], commits to g̃yj and then outputs j along
with a Groth-Sahai proof π that:

e(σ2, g̃) · e(σ1, ˜X−1/h(τ̃ ||σ1||m)) = e(σ1, g̃
yj ) and e(guj ·yj , g̃) = e(guj , g̃yj ).

– Judge(gpk, σ,m, i, π): To verify an opening, one checks that π is valid,
Verify(gpk, σ,m) = 1 and Σ.Verify(pki, μi, (gui ||gui·yi ||Ci||πi)) = 1. If all
conditions are satisfied, then one returns 1. Otherwise, one returns 0.

Correctness. First note that at the end of the Join protocol, the user gets
a FHS equivalence-class signature [21] on the representative (g, gy). Indeed,
(τ1, τ2, τ̃) = ((gα1gy·α2)t, g1/t, g̃1/t). To issue a group signature on m, the
user first re-randomizes (τ1, τ2, τ̃) using s while updating the representative to
(gr, gr·y). The resulting tuple (τ ′

1, τ
′
2, τ̃

′) is ((gr·α1gr·y·α2)t·s, g1/(t·s), g̃1/(t·s)) and
is still a FHS signature on the same equivalent class. He then generates a pair
(σ1, σ2) where (σ1, σ

m′
2 ) is a PS signature [28] on m′ = h(τ̃ ′||σ1||m) using the

same randomness r. Therefore, such a group signature satisfies:

e
(

σ1, ˜A1
˜B−1/m′) · e(σ2, ˜A2) = e

(

gr, g̃α1− x·α2
m′

)

· e
(

gr( x
m′ +y), g̃α2

)

,

= e(g, g̃)r(α1+y·α2) = e(τ ′
1, τ̃

′),

and e(τ ′
2, g̃) = e(g1/(t·s), g̃) = e(g, g̃1/(t·s)) = e(g, τ̃ ′).
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Remark 3. Group signatures following the classical Sign-Encrypt-Prove frame-
work usually provide an efficient opening procedure. Indeed, the opening author-
ity knows the corresponding decryption key and so can decrypt the ciphertext
included in the group signature and then identify the signer. Unfortunately, there
is no equivalent for constructions without encryption and in particular there is
no longer a “master” key that the opening authority can use to break anonymity.

Constructions based on randomizable signatures [7,19] circumvent this issue
by forcing each user to provide to the opening authority a way to open their
signatures. Concretely, during the Join protocol, each user must transmit some
elements depending on their secret keys to this authority. Unfortunately this
requirement does not fit the BSZ model [6] where Join is a two-party protocol
between the user and the group manager. There are then two ways to solve
this problem. Either we add the opening authority as an acting party in Join
or we require that the user sends these elements to the group manager. The
first solution is conceptually the simplest but modifies the original BSZ model.
The second one does not but requires additional primitives to ensure security.
Indeed, the user cannot transmit such elements in clear (otherwise the group
manager could break anonymity) so he must send them encrypted and prove
(in a zero-knowledge way) that the resulting ciphertext is well-formed.

In this paper we choose to describe the most complex (second) solution since
one can easily derive from it a group signature scheme complying with the first
option. We will then need an IND-CCA2 secure public key encryption scheme
that is compatible with NIZK proofs. In practice, one can choose for instance
[27] that nicely interacts with Groth-Sahai proofs [24]. We note that efficiency
is not really a concern here since this step of the Join protocol has no impact
on the group signatures themselves.

Remark 4. We note that the security model of Bellare et al. [6] already assumes
a trusted Setup phase, so our construction perfectly fits this model on this
point. However, this does not explain how to generate the public parameters
in real-world conditions. In practice, it would be natural that the opening
authority generates them. Regarding security, it would only be problematic for
non-frameability if corruption of this entity occurred before Setup, but this is
excluded by the model of [6]. We can also mitigate the risks by relying on a
cooperative generation of the parameters, as in [15].

4.2 Security Results

Theorem 1. Our group signature is:

– traceable under the EUF-CMA security of the FHS signature scheme;
– non-frameable under the MPS assumption, the collision-resistance of the func-

tion h and the EUF-CMA security of Σ;
– CPA anonymous under the SXDH assumption and the IND-CCA2 of Γ ;
– selfless anonymous if it is non-frameable, if Γ is IND-CCA2 secure and if the

SXDH assumption holds;
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– fully anonymous, with merged opening authority and group manager, if it is
traceable and if the SXDH assumption holds.

Theorem 1 shows that our scheme retains some security properties (namely
CPA security) even when users’ secret keys are leaked, contrarily to the ones
of [7,28]. The fact that selfless anonymity depends on the non-frameability may
seem surprising but this is due to the special opening process that the reduction
R uses in our security proof. Informally, R is able to open all signatures but the
ones generated by the “challenge” user. To circumvent this problem R stores all
the signatures it has produced on behalf of this user so that it will be able to
recognize them if they are later submitted to the OOpen oracle. However, this
works as long as the adversary is unable to forge signatures for this user, hence
the non-frameability requirement.

The last statement of the theorem shows that we can achieve the strongest
notion of anonymity if we additionally assume that the opening authority is also
the group manager, as in the model of Bellare, Micciancio and Warinschi [5].

The theorem is proved below, except the part regarding non-frameability
that we only provide in the full version of this work [18] due to space limitation.

Proof of Anonymity. Our proofs of CPA anonymity and selfless anonymity
are very similar and only differ by one game. We will then consider an adversary
against “anonymity” without specifying which property we consider except in
Game 5 where the distinction is necessary. We discuss the case of full anonymity
in Remark 5.

Let A be an adversary against the anonymity of our construction succeeding
with probability ε. We define a sequence of games to show that this advantage
is negligible. For each Game i we define Advi = |Pr(Si) − 1/2|, where Si is the
event “A succeeds in Game i”. We additionally define AdvSXDH as the advantage
against the SXDH problem.

Game 1. Our first game is exactly the one of anonymity of Fig. 1 where the
reduction R generates normally all the secret values and so is able to answer
any oracle query. By definition, we have Adv1 = ε.

Game 2. In our second game, R selects a random index i∗ ∈ [1, qA], where qA

is a bound on the number of OAdd queries. R proceeds as usual but aborts if
A queries (i0, i1,m) to the OCh oracle with ib �= i∗. The advantage of A in this
new game is then at least ε

qA
.

Game 3. In the third game, R generates a simulated common reference string
crs and simulates all the zero-knowledge proofs. Any change in the behaviour of
A can then be used against the zero-knowledge property of these proofs, which
rely on SXDH in our setting. Therefore, Adv3 ≥ Adv2 − AdvSXDH.
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Game 4. In the fourth game, R sets opk as the public key of a IND-CCA 2
experiment. It then uses the decryption oracle to decrypt the ciphertext Ci

stored in Reg[i] for all users i and so can answer any query as usual. However,
upon receiving the OJU query on i∗ (this query necessarily occurs because of
Game 2), it proceeds normally except that it generates C as an encryption of
a random element of G2 and simulates the proof. A change in the behaviour
of A would imply an attack against the IND-CCA2 security of Γ , so we get
Adv4 ≥ Adv3 − AdvIND−CCA2.

Game 5. In the fifth game, R stores every signature it generates on behalf of i∗

in some register Sig. Upon receiving a Open query for some pair (σ,m), it first
checks whether σ ∈ Sig in which case it returns i∗ along with a simulated proof.
Otherwise, it returns Open(σ,m).

We note that Game 5 is the same as Game 4 when we consider CPA
anonymity since there is no OOpen query in this case. For selfless anonymity,
a difference only occurs when the adversary manages to submit a forged signa-
ture that can be traced back to i∗. However, such an adversary can straightfor-
wardly be converted into an adversary against non-frameability. We then have
Adv5 ≥ Adv4 − Advnf .

Game 6. In the sixth game, R proceeds as in the previous game except that
it answers to the OCh query by returning a signature generated using a random
key. The advantage of A can then only be 0. We prove below that the Games
5 and 6 cannot be distinguished under the SXDH assumption and we then have
Adv6 ≥ Adv5 − AdvSXDH.

Proof (of indistinguishability between anonymity Games 5 and 6). R receives a
DDH challenge (g, ga, gb, gz) in G1 and must then decide whether z = a ·b. It will
then act as if y = a for the secret key uski∗ of user i∗. This is not a problem since
ga is sufficient to issue group signatures and to join the group since Game 4.
Moreover Game 5 ensures R is able to answer any OOpen query, even without
knowing g̃a.

To answer the OCh query for a message m, it selects a random scalar t and
computes a group signature σ as follows:

• τ1 ← ((gb)α1 · (gz)α2)t;
• (τ2, τ̃) ← (g1/t, g̃1/t);
• (σ1, σ2) ← (gb, (gb)x/h(τ̃ ||σ1||m) · (gz)).

In any case, σ is a valid group signature on m, i.e. Verify(gpk, σ,m) outputs
the bit 1. If z = a · b, then σ s a valid signature issued by user i∗ and A is still
playing Game 5. Else, σ is a signature issued with a random key, independent
of a and A is playing Game 6. Any change of behavior of A between these two
games can then be used against the DDH assumption in G1 and so against the
SXDH assumption. �	



18 R. Clarisse and O. Sanders

We get the following result, which proves both CPA anonymity and selfless
anonymity of our construction:

• ε/qA ≤ 2 AdvSXDH + AdvIND−CCA2 for any adversary succeeding against CPA
anonymity with probability ε;

• ε/qA ≤ 2 AdvSXDH+AdvIND−CCA2+Advnf for any adversary succeeding against
selfless anonymity with probability ε.

Remark 5. Let us now consider the case where the group manager and the open-
ing authority are merged, as in the BMW model [5]. As explained in Remark 3,
the use of IND-CCA2 encryption during the Join protocol is only necessary
when the opening authority is not involved in this process, which is no longer
the case here. We can then discard Γ and remove Game 4 in the security proof.

In Game 5, R proceeds as follows. It still stores the signatures generated on
behalf of i∗ in Sig but now answers OOpen queries on (σ,m) as follows:

– if σ ∈ Sig, then it returns i∗ along with a simulated proof π;
– if Open(σ,m) returns (i, π) or 0, then it forwards this answer to the adversary;
– if Open(σ,m) returns ⊥, then it returns i∗ along with a simulated proof π.

We note that a problem only occurs in the third case if the adversary managed
to submit a group signature that cannot be traced back to a registered user. How-
ever, this would mean that A is a valid adversary against traceability, which is
unlikely. All the other games remain unchanged so ε/qA ≤ 2 AdvSXDH+Advtra for
any adversary succeeding against full anonymity with probability ε in BMW [5].

Proof of Traceability. We prove that any untraceable group signature can be
used to construct a forgery against the FHS equivalence-class signature scheme.
More specifically, let A be an adversary against traceability succeeding with
probability ε, then A can be converted into an adversary succeeding against the
EUF-CMA security of FHS signature with the same probability.

Technically, A can succeed by returning a valid signature σ on m that either
foils the opening process or that can be opened but for which it is impossible to
produce a valid proof of opening. We can exclude the latter in our construction
because of the correctness and of the soundness of Groth-Sahai proofs.

Our reduction R generates the public parameters as usual except that it does
not discard x after generating X and ˜X. It then gets the public key ˜A1 and ˜A2

from the EUF-CMA challenger and sets gpk as ( ˜A1, ˜A2, ˜Ax
2). By using its signing

oracle, it is able to handle Join query so the simulation is perfect. At the end
of the game, A then outputs with probability ε an untraceable group signature
σ on m. If we parse σ as (τ1, τ2, τ̃ , σ1, σ2), this means that:

(1) e
(

σ1, ˜A1
˜B−1/h(τ̃ ||σ1||m)

) · e(σ2, ˜A2) = e(τ1, τ̃);
(2) e(τ2, g̃) = e(g, τ̃);
(3) e(σ2, g̃) · e

(

σ1, ˜X−1/h(τ̃ ||σ1||m)
) �= e(σ1, g̃

yi) for all g̃yi stored (encrypted).
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Equation (1.) is equivalent to: e(σ1, ˜A1) ·e(σ2 ·σ−x/h(τ̃ ||σ1||m)
1 , ˜A2

)

= e(τ1, τ̃),
which means (together with equation (2.)) that (τ1, τ2, τ̃) is a valid FHS signature
on

(

σ1, σ2 · σ
−x/h(τ̃ ||σ1||m)
1

)

. However, (τ1, τ2, τ̃) will be considered as a valid
forgery only if

(

σ1, σ2 · σ
−x/h(τ̃ ||σ1||m)
1

)

does not belong to the equivalence class
of a message submitted to the signing oracle.

Let S = {(hi, h
yi

i )}q
i=1, for hi ∈ G1 be the set of queried messages. All these

messages were involved in a Join query during which the group manager received
(and stored) g̃yi (encrypted). Therefore, if (μ1, μ2) belongs to the equivalent class
of an element of S, then there exists i ∈ [1, q] such that e(μ1, g̃

yi) = e(μ2, g̃).
Let us then assume that

(

σ1, σ2 ·σ−x/h(τ̃ ||σ1||m)
1

)

satisfies the previous condi-
tion, i.e. that there is i such that: e(σ1, g̃

yi) = e
(

σ2 · σ−x/h(τ̃ ||σ1||m)
1 , g̃

)

. We then
have e(σ1, g̃

yi) = e(σ2, g̃) · e(σ−x/h(τ̃ ||σ1||m)
1 , g̃

)

= e(σ2, g̃) · e(σ1, ˜X−1/h(τ̃ ||σ1||m)
)

,

which contradicts equation (3.). The pair
(

σ1, σ2 ·σ−x/h(τ̃ ||σ1||m)
1

)

has then never
been signed, nor any representative of the same equivalence class, which means
that (τ1, τ2, τ̃) along with

(

σ1, σ2 · σ
−x/h(τ̃ ||σ1||m)
1

)

is a valid forgery against the
EUF-CMA security of the FHS scheme.

5 Efficiency Comparison

We compare the signing algorithm of our scheme with the ones of other construc-
tions of the state-of-the-art. All of them are proven under interactive assumptions
(or directly in the generic group model) so we do not take this point into account
in our comparison. In Table 4, we enumerate the number of expensive operations,
i.e. exponentiations in G1, G2 and GT (denoted by e1, e2 and eT respectively).
Regarding signing cost, our scheme is the most efficient one whenever computing
3e1 + 1e2 is cheaper than computing 1eT .

To compare these operations, we choose a common metric. We aim at the 128-
bit security. Following the incentive of Barbulescu and Duquesne [4], we select
Barreto-Lynn-Scott curves with k = 12 that now seem more appropriate than
Barreto-Naehrig ones, considering the recent attacks on pairings [26]. Moreover,
they are getting involved in more implementations, e.g. in Zexe [12], a ledger-
based system, and in ZCash [11] for zk-SNARKs.

Like in [4], we select a prime q ≡ 3 (mod 4) and construct the tower of fields:

Fq2 =
Fq[U ]

(U2 + 1)
, Fq6 =

Fq2 [V ]
(V 3 − U − 1)

and Fq12 =
Fq6 [W ]

(W 2 − V )
.

This choice yields the costs in Table 1, where m is the cost of one multiplication
in Fq (we make the rough assumption that squaring is the same cost as multi-
plying in Fq). The last line of Table 1 represents costs in the so-called cyclotomic
subgroup GΦ12(q) ⊂ Fq12 of order Φ12(q) (where Φ12(q) is the 12th cyclotomic
polynomial evaluated at q, see [4]). This is of interest to us since GT ⊂ GΦ12(q)

and squaring in GΦ12(q) are twice faster.
For simplicity, we take our BLS12 curve in the short Weierstrass model, that

is y2 = x3 + b with b ∈ Fq, and use the Jacobian coordinate system: representing
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Table 1. Costs of arithmetic operations in the tower extension as in [4]

Field Mult. (M) Squaring (S)

Fq m m

Fq2 3m 2m

Fq12 54m 36m

GΦ12(q) 54m 18m

(x, y) as (X,Y,Z) and satisfying the equations x = X/Z2 and y = Y/Z3. This
is the most efficient for pairings, without changing models (see [10]): it takes
11 field multiplications and 5 field squarings to add two distinct points and 2
field multiplications and 5 field squarings to double a point. After converting
squarings to multiplications (see Table 1), we end up with Table 2. Note that a
point in G2 is on the degree-6 twist curve, i.e. over Fq2 .

Table 2. Costs of arithmetic operations in the pairing groups G1/Fq and G2/Fq2 , when
modeling the curve with a short Weierstrass equation and using Jacobian coordinates

Group Addition Doubling

11M + 5S 2M + 5S

G1 16m 7m

G2 43m 16m

Now, to compare exponentiation, let n be a positive integer. Think of n as one
of the random scalars in our Sign procedure. A double-and-add algorithm will,
on average, double log2 n times and add (log2 n)/2 times. It means, for instance,
that an exponentiation by n in G1 costs 15(log2 n) field multiplications. In the
following, we bound n by p (the order of G1, G2 and GT ) and so get Table 3,
where k = log2 p.

Table 3. Upper-bounded cost of one group exponentiation

Group G1 G2 GT

Cost 15k · m 38k · m 45k · m

Using BLS12 curves leads to a 256-bit representation of scalars and at least
384-bit (resp. 768-bit) for the elements of G1 (resp. G2). We summarize our
comparison in Table 4, indicating if the constructions follow the BMW model [5]
or the BSZ one [6] (see Sect. 3). We note that [19] also considers outlying prop-
erties, such as opening soundness, that have no impact on the group signature
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itself. The last line of the table corresponds to our construction where the open-
ing authority and the group manager are merged, which impacts security but
not efficiency.

Table 4. Efficiency and security comparisons using BLS12 curves (m represents the
cost of one multiplication in the base field of the curve and k = �log2 p�)

Scheme Size in bit Cost in grp. exp. Cost with BLS12 ROM? GS model Anonymity

BCNSW [7] 1664 3 e1 + 1 eT 90k · m Yes BMW Selfless

PS [28] 1280 2 e1 + 1 eT 75k · m Yes BMW Selfless

DS [19] 2816 5 e1 + 1 e2 113k · m Yes BSZ CPA

DS* [19] 4608 5 e1 + 6 e2 303k · m Yes BSZ Full

BHKS [3] 4992 9 e1 + 2 e2 211k · m No BMW Full

Ours 2304 5 e1 + 1 e2 113k · m No BSZ CPA & Selfless

Ours* 2304 5 e1 + 1 e2 113k · m No BMW Full

If we focus on constructions without random oracles, our group signature
outperforms the recent construction of [3]: it halves both the signature size and
the signature cost. We also note that it is competitive against the most efficient
construction [28] in the random oracle model (ROM). Indeed, while the signature
size remains larger (double the size), the computational cost is quite similar and,
more importantly, our signer no longer needs to perform operation in GT and
so, does not need to implement the arithmetic in Fq12 , which is noticeable.

We would like to add that this comparison was made targeting the 128-bit
security level. At higher security levels, BLS12 curves might not be relevant any-
more. For instance, at 256 bits of security, the authors from [10] choose a BLS24
curve and different curve models for G1 and G2, thus satisfying the condition
3e1 + 1e2 < 1eT . In that case, our group signature scheme is computationally
the most efficient, even compared to the best alternative in the ROM [28].

6 Conclusion

In this paper, we have introduced the most efficient group signature scheme
proved secure without random oracles. Our construction is based on a tailored
combination of the PS signature scheme and the FHS equivalence-class signature
scheme, leading to a group signature consisting only of four elements in G1 and
one in G2. Its security mostly relies on the one of these signature schemes which
have been widely used in cryptographic protocols, although we need to adapt
the proof of PS signature to fit our construction.

Our scheme halves both the size and the computational cost compared to the
most efficient alternative in the same model. It also significantly closes the gap
with constructions in the ROM, showing that we can avoid this model without
dramatically increasing complexity.
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Abstract. One important property of group signatures is forward-
security, which prevents an attacker in possession of a group signing key
to forge signatures produced in the past. In case of exposure of one group
member’s signing key, group signatures lacking forward-security need to
invalidate all group public and secret keys (by re-initializing the whole
system) but also invalidate all previously issued group signatures. Most
of the existing forward-secure group signatures (FS-GS) are built from
number-theoretic security assumptions which are vulnerable to quan-
tum computers. The only post-quantum secure FS-GS scheme is built
from lattices by Ling et al. (PQCrypto 19) in the random oracle model,
following the classical framework of encrypt-then-prove, thus using non-
interactive zero-knowledge (NIZK) proofs. In this work, we achieve the
first FS-GS from lattices in the standard model. Our starting point is
the group signature of Katsumada and Yamada (Eurocrypt 19) which
replaces NIZK by attribute-based signatures (ABS), thus removing the
need for random oracles. We first modify the underlying ABS of Tsabary
(TCC 17) to equip it with forward-security property. We then prove that
by plugging it back in the group signature framework of Katsumada
and Yamada (Eurocrypt 19), we can design a FS-GS scheme secure in
the standard model with public key and signature size constant in the
number of users. Our constant size is achieved by relying on complexity
leveraging, which further implies relying on the subexponential hardness
of the Short Integers Solution (SIS) assumption.

1 Introduction

Group signatures were introduced as a new type of signatures by Chaum and van
Heyst [CvH91] in 1991 and they were designed to allow only members of a group
to sign messages while the identity of the signer remains hidden for the verifier
(anonymity). The latter can only ensure that a member belonging to the group
has signed the message. Moreover this property guarantees the unlinkability as
well, preventing anyone to detect that two group signatures have been generated
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by the same group member. Nevertheless, if necessary, the signature can be
opened by an entity called group manager who holds some secret information
and reveals the identity of the signer (traceability). These features make group
signatures very useful for real life applications including e-commerce systems,
anonymous online communications and trusted hardware attestations.

From their beginning until now, a great variety of constructions for group
signatures have been proposed, addressing different needs: in the random ora-
cle model [CL04,BBS04] or standard model [BW06,Gro07], supporting static
groups [BMW03], dynamic groups [BSZ05] or partially dynamic groups and con-
structions based on different theoretical assumptions such as RSA [ACJT00], or
pairings [BBS04] for standard assumptions.

As for post-quantum constructions, there is a vast literature concerning group
signatures based on lattices, some of them being designed to support most
of the important properties listed above. Among them there are group signa-
tures in the static model [GKV10,CNR12,LLLS13,NZZ15,LNW15,LLNW16],
[LNWX18,BCN18,dPLS18], in the dynamic model where users have the flexi-
bility to join and leave the group [LNWX17], achieving partially dynamicity by
means of verifier-local revokability [LLNW14] (where new users can not join the
group but they can leave it being revoked), or using other tools to achieve par-
tial dynamicity [LLM+16,LMN16]. Concerning the random oracle model (ROM)
and the standard model, all of the existing lattice-based group signature schemes
are in the ROM except the construction by Katsumata and Yamada [KY19]. We
can further notice that the recent construction of non-interactive zero-knowledge
proof of knowledge (or NIZKPoK or NIZK) for all NP from [PS19] combined
with [BMW03] can be adapted in a group signature scheme in the standard
model in a straightforward manner (but very inefficiently as we explain in the
next subsection).

Forward-security [Son01,NHF09,LY10] is an important additional security
property sometimes considered in group signature constructions. Concerning lat-
tices, to the best of our knowledge there is one such construction in the ROM
model [LNWX19]. This property cuts the time into periods t and prevents attack-
ers from forging group signatures pertaining to past time periods t′ < t, even if
a secret group signing key is revealed at the current time period. As explained
in Song [Son01], in the context of group signatures, exposure of secret signing
keys is more damaging since an adversary being in the possession of a member’s
group signing key can produce signatures on behalf of the whole group, but still
remaining anonymous. As a consequence, all the public and secret keys of the
group need to be regenerated and all previously generated group signatures have
to be rendered invalid. We note that the solution to these problems is adding
a forward-secure mechanism to group signatures as was previously done first
for key exchange protocols [Gün89,DvOW92] and then for digital signatures
[BM99,IR01], symmetric-key encryption [BY03] and public key encryption sys-
tems [CHK03]. This property aims to protect past use of private keys even if an
adversary breaks-in at the current moment of time. When entering a new time
period t, a new secret key related to t is computed from the previous secret key
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related to t − 1 through a one-way key evolution algorithm, the latter one being
deleted promptly afterwards.

1.1 Our Contribution

Our main achievement in this paper is a lattice-based forward-secure group sig-
nature scheme without NIZK in the standard model with public key and sig-
nature size constant (independent) on the number of users. We note that this
is the first of its kind in the standard model as the only existing construction
[LNWX19] for group signatures from lattices achieving forward-security is in the
random oracle model. Our group signature corresponds to the transformation of
the lattice-based group signature from [KY19] using the idea from [LNWX19]
to obtain forward-security.

The main building block of our transformation is a lattice-based forward-
secure attribute-based signature scheme (FS-ABS) that we introduce later in
this paper as a novelty. We mention that there is a previous general construction
of FS-ABS due to [YLH+12] which combines the general primitive of credential
bundles (which can be instantiated with forward-secure digital signatures) and
non-interactive witness-indistinguishable (NIWI) proofs. Using this framework
one can achieve lattice-based FS-ABS as long as one can build forward-secure
digital signature and NIWI from lattices, but, to the best of our knowledge, there
is no construction in the lattice-settings for any of them. Therefore, we believe
that our construction of lattice-based FS-ABS is of self-interest.

We mention that our group signature scheme satisfies CCA-selfless-
anonymity (inherited from the base group signature scheme of [KY19]), a relax-
ation of the CCA-full-anonymity, since the adversary is not in possession of all
the secret keys: he is missing the secret keys of the two members, whose iden-
tities compose the challenge. As for the traceability property, we show that our
scheme achieves forward-secure traceability.

As already explained in [KY19], group signatures from lattices in the stan-
dard model can be achieved also by using the recent proposal for NIZK for all
NP from LWE [PS19] (published shortly after [KY19]) instead of the ABS. The
difference is that the ABS that we employ in our group signature scheme relies
only on the hardness of SIS, avoiding the potentially stronger LWE assump-
tion on which the NIZK mentioned above relies, leading to a potentially heavier
group signature construction. Another drawback of a potential instantiation of
group signatures using [PS19] is that the latter one relies on fully homomorphic
encryption for evaluating circuits making it very costly in time efficiency.

1.2 Overview of the Building Blocks for Our Construction

In order to have all the elements needed to give a technical overview of our
scheme, we start by describing three existing constructions: the group signa-
ture scheme of [KY19], the ABS proposed by Tsabary [Tsa17], and finally, the
forward-secure mechanism of the group signature construction of [LNWX19].
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Group Signature Scheme without NIZK. The starting point of our work is
the recent lattice-based group signature scheme without NIZK in the standard
model [KY19]. Previous to this construction, all works on group signatures were
relying on the Sign-Encrypt-Prove framework defined by Bellare, Micciancio and
Warinschi [BMW03]. In this framework, to sign a message M , a user encrypts
both his certificate received from the group manager and a digital signature
on M . Finally, he proves in non-interactive zero-knowledge that every element
is well formed. Until recently (2019), constructing NIZK from lattices for any
NP language was a long-standing open problem and by that time Katsumata
and Yamada [KY19] proposed a group signature scheme that by-passed the uti-
lization of NIZK by replacing it with indexed attribute-based signature scheme
(ABS). Their idea is based on the fact that for group signatures the needed NIZK
is in the common reference string (CRS) model and, in the context of group sig-
natures, it resembles to designated-prover NIZK (DP-NIZK) where there is a
proving key kP that needs to be kept secret (and thus is not known to the veri-
fier, assuring zero-knowledge) and a verification key kV which is public. Anyway,
simply replacing NIZK in the CRS model with DP-NIZK is not enough since it
trivially breaks anonymity. The breakthrough idea of Katsumata and Yamada
was to view ABS as DP-NIZK. In attribute-based signatures, a signer with an
attribute x is provided a secret key skx from the authority and can anony-
mously sign a message associated with a policy C using his secret key, if and
only if, his attribute satisfies the policy C. In particular, the signature hides the
attribute (anonymity) and users can not collude to pull their attributes together
if none of the attributes satisfies the policy associated to the message (unforge-
ability). Now, an ABS can be seen as a DP-NIZK by the following association:
the attribute x is seen as a witness w and the ABS signing key skx can be set
as the proving key kP of the DP-NIZK. Thus proving that w is a valid witness
to a statement s i.e. (s, w) ∈ R for the NP relation R resorts to, firstly prepare
a circuit Cs(w) = R(s, w) that has the statement s hard-wired into it, secondly
sign a message associated with the policy Cs using the proving key kP = skx and
finally output the signature as the NIZK proof π. Anonymity and unforgeability
of the ABS assure the zero-knowledge property and soundness respectively.

Having shown a way of substituting the NIZK with ABS, it remains to indi-
cate how to use ABS to construct group signature. We briefly explain, in the
following, the general framework from [KY19]. The group manager issues for
user i a key Ki of a secret key encryption (SKE) scheme and an ABS signing
key ski||Ki

where i||Ki is seen as an attribute. To sign a message M , the group
member i encrypts his identity under Ki obtaining cti = SKE.Enc(Ki, i) and cre-
ates an attribute-based signature for some policy Ccti which serves as a NIZK
proof of the fact that cti encrypts the identity. The circuit Ccti has the statement
cti hardwired such that Ccti(i||Ki) := (i = SKE.Dec(Ki, cti)). The traceability
property of the group signature holds from unforgeability of ABS and anonymity
holds from anonymity of the ABS and semantic security of the SKE.

As for the instantiation of the ABS from lattices, [KY19] gives two possible
solutions: the first one uses the ABS proposed by Tsabary [Tsa17] proven secure
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under the SIS assumption and the second one is an indexed ABS designed by
them, relying also on the SIS assumption. The need for the second construction
is explained by the problems encountered when trying to plug the first construc-
tion into a group signature. Tsabary’s scheme achieves selective unforgeability
which is not enough for security purposes of group signatures. Adaptiveness is the
required property and can be easily achieved via complexity leveraging with the
drawback that this approach requires a subexponential security loss. We remark
that in [KY19] they emphasize that they don’t really need adaptiveness but
rather something complementary to selectiveness called co-selective unforgeabil-
ity. Unfortunately, we can not achieve this property directly, without complexity
leveraging (see Sect. 3.3 for more details). The two different ABS constructions
give two different group signature schemes with the following properties:

(i) Tsabary’s ABS gives rise to a group signature scheme with public key and
signature size constant (independent) in the number of users and whose
security relies on the hardness of LWE with polynomial approximation factor
and subexponential hardness of SIS with polynomial approximation factor.

(ii) The second ABS gives rise to a group signature scheme with public key
and signature size linear in the number of users whose security relies on the
hardness of LWE and SIS with polynomial approximation factors.

Attributed Based Signature from Constrained Signature of Tsabary.
The main building block of our group signature is an Attribute Based Signature
scheme. In the following we briefly explain the ABS developped in Tsabary’s
paper. First of all, the construction in Tsabary’s paper is not really an attribute-
based signature but rather a key-policy constrained signature or simply con-
strained signature. We note that the other flavour of constrained signatures, as
defined in [Tsa17], called message-policy constrained signature is equivalent to
attribute-based signatures. In constrained signatures, a signing key skf is asso-
ciated with a policy f : {0, 1}∗ → {0, 1}, called the constraint, and a key skf can
sign a message x ∈ {0, 1}∗ only if the message satisfies the policy i.e. f(x) = 0.
In attribute-based signatures each key is associated with an attribute x ∈ {0, 1}∗

and a key skx can sign a policy f only if the attribute satisfies the policy i.e.
f(x) = 0. A constrained signature can be easily transformed into an attribute-
based signature using universal circuits (which we denote Ux) as briefly explained
in [KY19] (but not done there), transformation that we apply in Sect. 3 and that
we sketch below.

The ABS scheme (as well as the original constrained signature of [Tsa17])
is built from lattice trapdoors. The verification key vk consists of a uniformly
sampled matrix

−→
A = [A1‖...‖A�] ∈ Z

n×(m×�)
q (with � the input size of the

circuit C) and a close to uniform matrix A ∈ Z
n×p
q while the master signing

key msk is a trapdoor for A denoted A−1
γ0

. The signing key skxi
is associated to

an user i (we prefer the simplified version of this notation even though it would
be clearer to use skUxi

as notation) and to an universal circuit Uxi
(which has

the attribute hard-wired and takes as input the policy (circuit) and a message).
The secret key skxi

is a trapdoor [A‖Axi
]−1
γ where Axi

=
−→
A · HUxi

∈ Z
n×m
q is
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computed from
−→
A and Uxi

using the function EvalF. This function, associated
with a function EvalFX, allows to compute HUxi

= EvalF(Uxi
,
−→
A), and HUxi

,x =

EvalFX(Uxi
,x,

−→
A) both in Z

(�m)×m and of bounded norm such that (
−→
A−x⊗G)·

HUxi
,x =

−→
A ·HUxi

−Uxi
(x)G mod q, where G is the gadget matrix. Then, the

manager can easily generate the secret key skxi
using it’s own trapdoor A−1

γ0
. A

valid signature for a message M , a circuit C and an attribute xi is a short vector σ

such that [A‖−→A−xi⊗G]·σ = 0 mod q. We note that for every tuple (C,M, xi),
a trapdoor [A‖−→A−xi ⊗G]−1

γ′ can be derived from [A‖−→A−Uxi
(C,M)G]−1

γ′ when
Uxi

(C,M) = C(xi) = 0.
We remark that, at this stage, the unforgeability of the ABS can be eas-

ily broken, as explained in [KY19] because the message is not bounded to the
signature (both signature and verification just ignore the message) and a valid
signature for a pair of policy and message (C,M) is also valid for (C,M ′) for
M �= M ′. Therefore, in the security game, we can not allow signature queries
and following the idea of [KY19], we use the fact that a scheme that is unforge-
able only when the adversary can not make signature queries can be generically
transformed into a scheme that is unforgeable even when the adversary is allowed
to make signature queries. In short, the idea in [KY19] is to answer the signing
queries using the secret key of a dummy user which does not exist in the real
system. We will need to partition the set of all possible message-policy pairs into
a challenge set and a controlled set (using admissible hash functions) with the
hope that the adversary asks queries that fall into the controlled set to which
the challenger can answer with the help of the dummy key. We also hope that
the attacker outputs a forgery in the challenge set to allow the simulator to solve
a hard problem.

Forward Secure Group Signature of [LNWX19]. Recall that for achieving
forward-secure group signature, one needs a one-way key evolving mechanism
for deriving secret keys for every period of time. Let us now briefly explain this
mechanism following the idea of [LNWX19]. Let T = 2d be the total number
of time periods, the time periods are represented in a binary tree, where each
time period is a leaf of the tree. Each user secret key for a time period t is then
associated with a sub-tree of depth d which uniquely defines the time period
t. Let z be a binary string (corresponding to a time period) of lenth dz. The
set Nodes(t←T−1) contains nodes for which bases (trapdoors) are derived at a
current period of time t and which allow to compute subsequent keys in the
key update algorithm using the bonsai tree technique [CHKP10]. Each user
will have associated a matrix corresponding to period time z ∈ Nodes(t←T−1):
Axi,z = [A‖Axi

‖Tz[1]
1 ‖ · · · ‖Tz[dz]

dz
] where the last dz matrices corresponding to

the bits of dz are public. Therefore, the group signing key of user i at time t is
{Si||z, z ∈ Nodes(t←T−1)} which satisfies Axi,z ·Si||z = 0 mod q. The user is then
able to compute all possible Si||t by employing Si||z if z is an ancestor of t where
t is the binary representation of a period of time. The basis delegation technique
allows users to compute trapdoor matrices for all the descendent nodes in the
set Nodes(t←T−1) and therefore to compute all the subsequent signing keys.
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1.3 Our Construction

We are now able to better explain our contribution. We start from the con-
strained signature of Tsabary, we transform it in an ABS (according to [KY19]
suggestion) as previously explained, we equip it with forward-security (following
the mechanism of [LNWX19]), then plug it into the group signature of [KY19].
Thus we achieve the first forward-secure group signature from lattices without
NIZK in the standard model having public key and signature size independent of
the number of users for which we managed to prove forward-secure traceability
and CCA-selfless anonymity. The drawback is that the security assumption on
which the GS scheme relies is SIS with subexponential hardness.

Our main building block is then a forward secure Attribute Based Signature
which is built using the idea from [LNWX19] having as starting point Tsabary’s
constrained signature. As explained in [LNWX19], the advantage of this method
is that it incurs only logarithmic dependency on T . Therefore our construction
achieves signature size and public key size constant in N and logarithmic in T .
We note that [LNWX19] applied it directly for building forward-secure group
signature (FS-GS) while we need to apply it first on our ABS to get forward-
secure attribute-based signatures (FS-ABS). Indeed, in an encrypt-then-prove
paradigm for group signatures, the transformation of [LNWX19] into a forward
secure group signature is independent of the encryption scheme and of the NIZK
scheme used to prove the membership. This is because the group secret key of a
user does not appear as input in the NIZK proof but is embedded in a ciphertext
on which the proof is performed. Instead, the paradigm on which we build our
construction uses an ABS to prove that the user belongs to the group, and the
ABS secret key is a direct component of the group secret key of a user. This
means that if we want to update the group secret key of a user, we need to
update the ABS secret key as well.

From this observation and the fact that the ABS built by Tsabary [Tsa17]
is based on lattice trapdoors which fit perfectly with bonsai trees, we can then
adapt the forward security mechanism of [LNWX19] to the ABS derived from
[Tsa17], and use the resulting ABS to get forward-secure group signature scheme.
We note that if we try to apply the same technique for the second ABS from
[KY19] (also built from lattice trapdoors) we can not get forward-security. The
problem is that the design of ABS forces us to keep the initial secret key derived
by the master authority for every user in order to be able to compute all the
other subsequent keys for the following periods of time. This means that an
adversary who gains access to a secret key for a certain period of time, would be
able to compute the secret keys for all periods of time (including previous ones).

The main difficulty encountered when trying to add forward security to the
ABS derived from [Tsa17] is then the way to deal with the trapdoors for each
of the time periods. This includes the trapdoors considered in the ABS con-
struction as well as in the simulation. Moreover this modification induces a new
time parameter t, that has to be handled in the unforgeability proof. Indeed,
the construction of [Tsa17] has been designed to only consider a fixed matrix
A and a vector of matrices

−→
A linked to the attribute to generate and verify
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signatures. But now we add log t additional matrices in order to integrate the
time parameter, in a similar way to [LNWX19]. This transformation implies that
the secret keys have to be modified according to the time period considered. It
means that a trapdoor update mechanism needs to be built from the trapdoor
construction of Tsabary, using tools introduced in the bonsai tree mechanism
[CHKP10], and the time component has to be dealt with in the different queries
from the simulation-based proof.

Finally, as we apply forward-secure property to an attribute-based con-
struction in our case, we also have to handle an additional component which
is the attribute. A naive adaptation from the transformation of [LNWX19]
(on a group signature) to our construction (an attribute based signature) would
not be secure. Indeed, we have to deal with two types of trapdoor: the trap-
door inherent to the ABS construction derived from [Tsa17], and the trapdoors
given by the matrices linked to the time parameter. In the security proof of the
ABS scheme, we need to simulate these two types of trapdoors according to each
other, and according to the time period considered, in order to be able to answer
all the queries of an attacker. At the same time, we expect all these trapdoors
to vanish when the forgery of the attacker is outputted, in order to be able to
conclude the simulation and then to argue about the security reduction getting
a solution to a hard problem.

Related Work. The only previous work on forward-secure group signature
schemes from lattices is the work of [LNWX19] in the random oracle model using
NIZK achieving signature size Õ(λ(log N + log T )) and group public key size
Õ(λ2(log N + log T )). Our scheme is constant in the number of group members
and logarithmic in the number of time periods i.e. Õ(λlog T ) and group public
key size Õ(λ2log T ). Their scheme satisfies full-anonymity and forward-secure
traceability under SIS and LWE hardness.

Open Problems. One open problem would be to achieve a group signature
scheme with the same properties without relying on complexity leveraging (that
we need to employ in the underlying ABS). Another open problem would be to
upgrade the anonymity property from selfless anonymity to full anonymity.

2 Preliminaries

2.1 Lattices and Trapdoors

In this paper we use several values defined as follows: λ is the security parameter
and n, m and q ≥ 2 are integers such that n = poly(λ) and m ≥ n� log q	. The
discrete Gaussian distribution DZm,τ over Z

m with parameter τ is the distribu-
tion where the probability of all x is proportional to e−π‖x‖/τ2

. The norm of a
matrix A = [a1, . . . ,am] ∈ Z

n×m
q , is denoted ‖A‖ = maxj ‖aj‖, j ∈ [m], and it

is the maximum of the Euclidean norm of its vectors.

Lattices. For a matrix A ∈ Z
n×m
q and u ∈ Z

n
q that admits a solution to the

equation A ·x = u mod q, define the m-dimensional lattice: Λ⊥(A) = {x ∈ Z
m :

A · x = 0 mod q} ⊆ Z
m, and the coset Λ⊥

u (A) = {x ∈ Z
m : A · x = u mod q}.
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We briefly remind the SIS assumption and its hardness.

Definition 1 (SISn,q,B,m). Given a uniformly chosen matrix A ∈ Z
n×m
q , find

nonzero integer vector s ∈ Z
m such that ‖s‖∞ ≤ B and A · s = 0 mod q.

SISn,q,B,m is hard if for any adversary A, the probability to solve SIS is negligible,
i.e. it is bounded by negl(λ). SISn,q,B,m is sub-exponentially hard if the probability
to solve SIS is bounded by 2−O(nε) · negl(λ) for some constant 0 < ε < 1.

Trapdoors. For all v ∈ Z
n
q , A−1

γ0
(v) is the random variable with discrete gaus-

sian distribution DZm,γ0 conditioned on A · A−1
γ0

(v) = v mod q. A γ0-trapdoor
for A allows a procedure that can sample from A−1

γ0
(v) in time poly(n,m, log q)

for any v ∈ Z
n
q . By overloading notation we denote a γ0-trapdoor for A by A−1

γ0
.

We define the gadget matrix G based on the vector g ∈ Z
k
q whose entries are

the power of two gt := [1 2 4 · · · 2k−1] and k = �log q	. The matrix G is
the diagonal concatenation of g n times, i.e. G = g ⊗ In ∈ Z

n×nk
q .

Lemma 1 (Trapdoor generation [Ajt96,MP12]). There exists an efficient
procedure, that we call TrapGen(1n, 1m, q), with an efficiently computable value
m0 = O(n log q) such that for all m � m0 outputs a pair (A,A−1

γ0
), where

A ∈ Z
n×m
q is at negligible distance from uniform and A−1

γ0
is a γ0-trapdoor for

A with γ0 = O(
√

n log q log n).

Lemma 2 (Leftover Hash Lemma [HILL99]). Let m,n, q � 1 be integers

such that m � 4n log q and q prime. Let A $←− Z
m×n
q , r $←− {0, 1}m, then (A,Ar)

is at negligible statistical distance from uniform distribution on Z
m×n
q × Z

n
q .

2.2 Delegation Functions

During different time periods, a signer will need to delegate some lattice trapdoor
from a previous period to a next one. We make use of the following lemmas.

Lemma 3 (Trapdoor extension [ABB10,MP12]). Let ∈ Z
n×m
q be a matrix

with trapdoor M−1
γ and N ∈ Z

n×p
q a matrix such that M = NS mod q where

S ∈ Z
p×m
q with s1(S) its largest singular value. Then we can use (M−1

γ ,S) to
sample from N−1

γ′ for any γ′ ≥ γ · s1(S).

Lemma 4 ([CHKP10, Lemma 3.2]). There is a deterministic polynomial-time
algorithm ExtBasis with the following properties: given an arbitrary A ∈ Z

n×m
q

whose columns generate the entire group Z
n
q , an arbitrary basis S ∈ Z

m×m of
Λ⊥(A), and an arbitrary Ā ∈ Z

n×m̄
q , ExtBasis(S,A′ = A‖Ā) outputs a basis

S′ of Λ⊥(A′) ⊆ Z
m+m̄ such that ‖S̃′‖ = ‖S̃‖. Moreover the same holds even for

any permutation of the columns of A′.

There exists a function RandBasis developed by [CHKP10], which verifies
the following lemma:
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Lemma 5 ([CHKP10, Lemma 3.3]). Let S be a basis of a m-dimensional inte-
ger lattice Λ and a parameter s ≥ ‖S̃‖·ω(

√
log n). The algorithm RandBasis(S, s)

outputs a new basis S′ of Λ such that, with overwhelming probability, S′ ver-
ifies ‖S′‖ � s · √

m. Moreover, for any two basis S0,S1 of the same lattice
and any s � max{‖S̃0‖, ‖S̃1‖} · ω(

√
log n), the outputs of RandBasis(S0, s) and

RandBasis(S1, s) are within negl(n) statistical distance.

We further need an important property of lattice trapdoors [ABB10,MP12]:

Lemma 6. For A ∈ Z
n×p
q and R ∈ Z

p×m
q with m = n�log q	, one can compute

[A‖AR + G]−1
γ for γ = O(

√
mp ‖R‖∞).

2.3 Evaluation Functions

In order to generate or check the validity of a signature, we need to execute
some evaluation of a function with a set of lattices as input. The output of this
evaluation is 1 if the function evaluated on an attribute x is not valid and 0 if
the evaluation is correct. We use the notations and definition of the evaluation
functions developed by Tsabary [Tsa17]. Moreover we denote [x1G| · · · |x�G] by
x ⊗ G with x = (x1, · · · , x�) ∈ {0, 1}�.

Theorem 1 ([Tsa17, Theorem 2.7]). There exist efficient deterministic algo-
rithms EvalF and EvalFX such that for all n, q, � ∈ N, m = n�log q	, and for any
sequence of matrices

−→
A = (A1, · · · ,Al) ∈ (Zn×m

q )�, for any depth d boolean
circuit f : {0, 1}� → {0, 1} and for every x = (x1, · · · , x�) ∈ {0, 1}�, the outputs
Hf = EvalF(f,

−→
A), and Hf,x = EvalFX(f,x,

−→
A) are in Z

(�m)×m and it holds that
‖Hf‖∞, ‖Hf,x‖∞ � (2m)d and (

−→
A − x ⊗ G) · Hf,x =

−→
A · Hf − f(x)G mod q.

2.4 Building Blocks for Our Construction

As in [KY19], we employ secret key encryption (SKE) and one-time signa-
ture (OTS), both from lattices, in order to build our group signature scheme. We
use the SKE scheme based on LWE from [KY19], which is a secret key variant
of [Reg05] and the OTS scheme from [Moh10]

Admissible hash functions represent a family of hash functions introduced
in [BB04], which allows to separate the input space into two sets, the challenge
set and the controlled set. In practice, in a simulation-based game, a simulator
owning a dummy key can answer to queries in the controlled set but not in the
challenge set, and the adversary is expected to make his forgery in the challenge
set, allowing the simulator to solve a hard problem.

We fit in the definition of admissible hash functions given in [KY19].

3 Forward-Secure Indexed Attribute-Based Signature
Scheme from Lattices

As already explained in the introduction, we replace the ABS scheme in the
general construction of [KY19] with a forward-secure indexed ABS. We start by
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giving the definition and the security requirements of a forward-secure indexed
attribute based signature. We note that the ABS scheme supports multiple users
since it is designed as a building block for group signature scheme.

The starting point of our scheme is the constrained signature of [Tsa17]. We
first adapt it into an indexed attribute-based signature, by including an index
i into the attribute x, following the idea of [KY19]. Moreover we extend this
construction to a forward-secure attribute-based signature scheme, by applying
a transformation similar to [LNWX19]. The idea of this transformation is that
we consider a pair of matrices Tb

j , b ∈ {0, 1} for every bit j of the time period
t considered. Then by concatenating these matrices Tb

j to the public key of
[Tsa17], we can include a time period t into the verification key and the signa-
tures. The technical difficulty that arises when using this transformation into
the Tsabary’s construction is simulating the secret keys for each period of time
and for each user, without possessing the master secret key. This can be done
by using “dummy” secret keys which vanish when the signature is made for an
identity and a time period chosen selectively by the adversary at the beginning
of the game, allowing the simulator to solve a hard problem (which is the SIS
problem). We then get a new forward-secure attribute-based signature scheme
which is independent of the number of users N , and only logarithmic on the
total number of periods T .

3.1 Framework and Security Properties

We denote {Cλ}λ∈N the set of circuits with domain {0, 1}k(λ) and range {0, 1}.
We bound the size of every circuit in {Cλ} by kc = poly(λ). We also denote
the space of messages as {Mλ}λ∈N, for which we bound the size elements by
km = poly(λ). Usually we simplify notation and just denote these spaces C and
M. We then define the forward-secure indexed attribute-based signature scheme
for the circuit class C:

Definition 2. A forward-secure indexed attribute-based signature (FSI-ABS)
scheme consists of the following algorithms:

ABS.Setup(1λ, 1N , 1T ) The setup algorithm takes as input λ the security param-
eter, N the size of the index space and T the number of time periods, given
in unary form, and it outputs a master public key mpk and a master secret
key msk.

ABS.KeyGen(msk, i, xi) The key generation algorithm takes as input the master
secret key msk, an index i ∈ [N ] and the attribute xi ∈ {0, 1}k. It outputs
skxi,0, the initial secret key associated to xi.

ABS.KeyUpdate(mpk, i, skxi,t, t + 1) The key update algorithm takes as input the
master secret key msk, an index of an user i as well as its secret key for the
time t, skxi,t. It updates this key skxi,t for the next time period t + 1 and
outputs skxi,t+1.

ABS.Sign(mpk, skxi,t, C,M, t) The signing algorithm takes as input the master
public key mpk, a secret key skxi,t for the current period of time t, a circuit
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C ∈ Cλ, a message M ∈ Mλ and a time period t and it outputs an attribute-
based signature σ if C(xi) = 0.

ABS.Verify(mpk, C,M, σ, t) The verification algorithm takes as input the master
public key mpk, the circuit C, the message M , the attribute-based signature σ
and the time period t. This algorithm outputs Valid if the signature σ is valid
for the time period t and Invalid otherwise.

For a FSI-ABS scheme, we require correctness and two security properties:
perfect-privacy and forward-secure policy-selective unforgeability. Perfect privacy
captures the idea that the attribute used to sign a message must remain anony-
mous. The unforgeability property says that even if users collude they can not
forge a signature on a message associated with a policy if none of the attributes
satisfies the policy. We note that we can not achieve selective unforgeability
directly, but we start from no-signing-query and apply a transformation using
admissible hash functions to obtain selective unforgeability. We explain this in
more detail at the end of this section.

3.2 Construction of FSI-ABS Scheme from Lattices

We adapt the constrained signature developed by Tsabary [Tsa17] to a forward-
secure attribute-based signature scheme. As explained by Katsumata and
Yamada [KY19], the signature scheme of Tsabary is not an attribute-based sig-
nature but a constrained signature. It means that in the constrained signature,
a user does not sign a circuit but an attribute. Then the role of the attribute
and the circuit are exchanged compared to an actual attribute-based signature
scheme. However, as explained in [KY19], we can turn a constrained signature
into an attribute-based signature: we consider a constraint space composed of all
d-depth bounded circuit Fd = {f : {0, 1}� → {0, 1}}, with � = poly(λ), then a
constraint f can be seen as a universal circuit U(·, ·, x) (that we denote Ux(·, ·)),
which takes as input the circuit-message pair (C,M) (seen as a string of size �).

Our contribution is to build a forward-secure attribute-based signature
scheme meaning that the lifetime of the scheme is divided into T = 2d discrete
periods. To represent the time periods we use a binary tree (Fig. 1), then each
time period t is associated with a leaf Bin(t). Following [BSSW06], for j ∈ [d+1],
we define a time period’s “second sibling at depth j”. Intuitively, it corresponds
to the right neighbour at depth j of each node on the path from the root to the
leaf Bin(t).

Sibling(j, t) =

⎧
⎪⎪⎨

⎪⎪⎩

(1) if j = 1 and Bin(t)[j] = 0
(Bin(t)[1], ...,Bin(t)[j − 1], 1) if 1 < j ≤ d and Bin(t)[j] = 0
⊥ if 1 � j ≤ d and Bin(t)[j] = 1
Bin(t) if j = d + 1

⎫
⎪⎪⎬

⎪⎪⎭

.

We also define node set Nodes(t→T−1) to be {Sibling(1, t), ...,Sibling(d+1, t)}.
The goal of this set is to uniquely define the path to each leaf of the tree.
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Time periods

Fig. 1. A binary tree with time periods T = 23. In order to fill the set Nodes(t→T−1)

we begin with the leaf Bin(t) that we add in the set Nodes(t→T−1), together with its
sibling (which is its right neighbour), if it exists. Then recursively, we go up in the
tree to the parent of the node considered (coloured in red), and we add its sibling
(coloured in orange) to the set Nodes(t→T−1) (still if it exists). We keep going this way,
until we reach the root of the binary tree. We stop then and output the corresponding
list Nodes(t→T−1). On the path from node ε to the leaf node (001) we then have
Nodes(1→7) = {(1), (01), ⊥, (001)}. (Color figure online)

We consider also a function called bitstr which takes as input a message-
circuit pair (C,M) and which outputs its input seen as a string of bits. Then
bitstr : {0, 1}kc × {0, 1}km �→ {0, 1}�, such that

bitstr(C,M) = {C1, · · · , Ckc
,M1, · · · ,Mkm

}.

Selection of Parameters. Given the security parameter λ, the parameters
m0, p, γ0 and τs are chosen according to TrapGen algorithm, T = 2d is cho-
sen as a power of 2, for d ∈ N, and is the number of time periods considered, and
� is the size of input of the circuit. We choose parameters τu and B by referring
to Theorem 1. Finally sj is dictated also by Lemma 3. Then we set:

– m = 4n�log q	, m0 = O(n log q) � 4n log q,
– p = max{m0, (n + 1)�log q	 + 2λ},
– γ0 = O(

√
n�log q	log n),

– τs = max{√p · � · 2dm1.5+d, γ0},
– τu = τs · √

� · 2dm0.5+d,
– B = τu

√
(1 + d) · p + � · m,

– sj = O(
√

nd log q)j+1 · ω(
√

log n)j+1 for j ∈ [d].

ABS.Setup(1λ, 1N , 1T ) On input the security parameter 1λ, 1N where N is
the number of indexes i ∈ [N ] and 1T where T is the number of time periods
T = 2d for some d ∈ N, it sets the parameters n,m, p, q, γ0 to be polynomial
in λ. Then, it generates:

• uniform matrix
−→
A = [A1‖...‖A�]

$←− Z
n×�m
q ,

• (A,A−1
γ0

) ← TrapGen(1n, 1p, q), with A ∈ Z
n×p
q and A−1

γ0
its trapdoor,
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• 2d matrices Tb
j

$←− Z
n×p
q for all j ∈ [d] and b ∈ {0, 1}.

The algorithm outputs: mpk = (A,
−→
A, {Tb

j}j∈[d],b∈{0,1}) and msk = (A−1
γ0

).
ABS.KeyGen(msk, i, xi) On input the master secret key msk, the index i ∈ [N ]

and the attribute xi ∈ {0, 1}k, it computes Uxi
, HUxi

= EvalF(Uxi
,
−→
A) ∈

Z
�m×m
q as defined in Theorem 1 and Axi

=
−→
A · HUxi

∈ Z
n×m
q . Then, it uses

A−1
γ0

to compute Rxi
= [A‖Axi

]−1. Then it determines the set Nodes(0→T−1)

and for z ∈ Nodes(0→T−1):
• if z =⊥, set skxi

[z] =⊥,
• else it denotes dz as the bit-length of z, with dz � d, and computes

the matrix: Axi,z = [A‖Axi
‖TBin(z)[1]

1 ‖ · · · ‖TBin(z)[dz]
dz

] ∈ Z
n×((dz+1)p+m)
q ,

then it computes: Rxi,z ← RandBasis(ExtBasis(Rxi
,Axi,z), sdz

), and set
skxi

[z] = Rxi,z,
Finally we get: skxi,0 = {skxi

[z], z ∈ Nodes(0→T−1)}.
ABS.KeyUpdate(mpk, i, skxi,t, t + 1) First parse the set skxi,t = {skxi

[z], z ∈
Nodes(t→T−1)} and determine the set Nodes(t+1→T−1).
For z′ ∈ Nodes(t+1→T−1):

• if z′ =⊥, set skxi
[z′] =⊥.

• Otherwise, there exists exactly one z ∈ Nodes(t→T−1) which is a prefix of
z′ i.e. z′ = z‖y. There are two possibilities here:
1. if z′ = z then skxi

[z′] = skxi
[z],

2. if z′ = z‖y for some non-empty y, then z is an ancestor of z′, and
from skxi

[z] = Rxi,z it can delegate a basis
Rxi,z′ ← RandBasis(ExtBasis(Rxi,z,Axi,z′), sdz′ ), and set
skxi

[z′] = Rxi,z′ .
Finally output skxi,t+1 = {skxi

[z′], z′ ∈ Nodes(t+1→T−1)}.
ABS.Sign(mpk, skxi,t, C,M, t) First compute x = bitstr(C,M). If Uxi

(x) =
C(xi) �= 0 output ⊥. Otherwise, first compute HUxi

,x = EvalFX(Uxi
,x,

−→
A) ∈

Z
�m×m
q , as defined in Theorem 1, such that (

−→
A − x ⊗ G) · HUxi

,x =
−→
A · HUxi

− Uxi
(x)G = Axi

as Uxi
(x) = 0.

Compute
−→
Bt = [A‖−→A−x⊗G‖TBin(t)[1]

1 ‖ · · · ‖TBin(t)[d]
d ] ∈ Z

n×((d+1)p+�m)
q , and

Si =

⎡

⎢
⎢
⎢
⎢
⎣

Ip

HUxi
,x

Ip

· · ·
Ip

⎤

⎥
⎥
⎥
⎥
⎦

∈ Z
((d+1)p+�m)×((d+1)p+m)
q .

We then have
−→
Bt · Si = [A‖Axi

‖TBin(t)[1]
1 ‖ · · · ‖TBin(t)[d]

d ] = Axi,t. Since skxi,t

contains a trapdoor for Axi,t, we can apply the trapdoor extension from
Lemma 3 to obtain B−1

τu
= [

−→
Bt]−1 = [A‖−→A−x⊗G‖TBin(t)[1]

1 ‖ · · · ‖TBin(t)[d]
d ]−1

τu
,

where A = Axi,t, B =
−→
Bt and S = Si using skxi,t = [Axi,t]

−1
τs

.

Then the signer has a trapdoor for
−→
Bt and he can compute σx,t

$←− −→
Bt

−1(0).
ABS.Verify(mpk, C,M, σx,t, t). First, compute x = bitstr(C,M) and then

check that:
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• [A‖−→A − x ⊗ G‖TBin(t)[1]
1 ‖ · · · ‖TBin(t)[d]

d ] · σx,t = 0,
• ‖σx,t‖∞ � B.

If the verification passes, then output Valid, if not, output Invalid.

3.3 Security Proofs

Lemma 7. Our ABS scheme is perfectly private.1

Lemma 8. Our ABS satisfies forward-secure no-signing-query unforgeability
assuming SISn,q,B′,m′ is hard, with B′ = (�(m+d)+1)B and m′ = (d+1)p+�·m.

What we prove in this theorem is a weak property of unforgeability, where
an attacker is prohibited to make signing queries. Indeed, we do not include the
message to be signed in the different steps of the signature process and note
that if the attacker would be able to perform some signature query on a circuit
message pair (C,M) and get σ, he could just output the valid signature σ but
on a pair (C,M ′) with M ′ �= M and win the unforgeability game.

However, in the context in which we intend to use the attribute-based signa-
ture, namely the group signature, this property of unforgeability is not enough.
We note that they face the same problem in [KY19] and introduce a reduction
from a (co-)selective unforgeable ABS to a no-signing-query ABS, using as a tool
the admissible hash function. Adapting in the same way as their construction,
we get a stronger unforgeability property, namely selective unforgeability.

With the above lemma and the no-signing to selective transformation of
[KY19], we prove that the attribute-based signature derived from the constrained
signature of Tsabary [Tsa17] is forward-secure policy-selective unforgeable where
the adversary chooses its target circuit-message pair (C∗,M∗) for the forgery at
the beginning of the game. But still this security notion is not enough for our
group signature scheme, we need adaptive security and we can only achieve it
by utilizing complexity leveraging as suggested in [KY19]. We have to randomly
guess (C∗,M∗) in the reduction from selective to adaptive security. Let us eval-
uate the reduction loss (as done in [KY19]): the length of the message M∗ is
bounded by poly(λ) and a circuit C∗ can be described by ovk and ct which can
be seen as binary strings with length poly(λ, log N) inducing a reduction loss
of 2−poly(λ,log N). To account for the loss in advantage we need to enlarge the
dimension n of the scheme to be poly(λ, log N)1/ε where ε is some constant in
(0, 1) requiring subexponential hardness of the SIS problem. As mentioned in
the introduction, co-selective unforgeability (where the adversary has to make
all the key queries at the beginning of the game but he can choose the target
policy adaptively) would be enough for our scheme but we can not achieve it
directly since in the unforgeability game we need to target policy associated to
the forgery to be chosen at the beginning of the game so that we can build the
public matrix for which we solve the SIS problem.

Lemma 9. Our ABS satisfies FS adaptive unforgeability under the subexponen-
tial hardness of SIS.
1 All the proofs can be found on the full version.



Constant-Size Lattice-Based Group Signature 39

4 Forward-Secure Group Signature Scheme

In this section we present the construction of our forward-secure group signature
(FS-GS) scheme from lattices.

We use the model of forward-secure group signature scheme formalized in
[NHF09] and [LNWX19] and we give the definition below.

Definition 3. A forward-secure group signature scheme consists of the following
algorithms:

GS.KeyGen(1λ, 1N , 1T ) is a randomized algorithm taking as input a security
parameter λ, number of users N and number of time periods T . Its output
consists of a group public key gpk, an opening key gok and a set of initial
user secret keys {gski,0}i∈[N ].

GS.KeyUpdate(gpk, gski,t, i, t + 1) is a randomized algorithm that takes as input
the group public key gpk, the secret key gski,t of user i at time t, a user i and
a time period t + 1 and outputs gski,t+1, the secret signing key of user i at
time t + 1.

GS.Sign(gpk, gski,t, i,M, t) takes as input the group public key gpk, the ith user
secret key gski,t at time t, the index i of the user, a message M ∈ {0, 1}∗ and
the current time interval t and outputs a group signature Σ.

GS.Verify(gpk,M,Σ, t) takes as input the group public key gpk, a message M ,
a signature Σ and the time period t. It outputs either Valid or Invalid. Valid
indicates that Σ is a valid signature on M at time period t w.r.t gpk.

GS.Open(gpk, gok,M,Σ, t) takes as input the group public key gpk, the opening
key gok, a message M , a signature Σ and time interval t and outputs an
identity or Invalid if it fails to identify the signer.

We require two security properties: forward-secure traceability and CCA-selfless
anonymity.

4.1 Forward-Secure Group Signature from Lattices

We now describe our lattice-based FS-GS scheme which employs the FSI-ABS
scheme given in the previous section and which satisfies CCA-selfless anonymity
and traceability. As the ABS used is forward-secure, we show that the group
signature is also forward-secure, so we consider that the lifetime of the scheme is
divided into T time periods. When entering a new period of time, a new secret
key is computed from the current one and afterwards the current key is deleted
promptly.

GS.KeyGen(1λ, 1N , 1T ) On input security parameter λ, the number of group
members N and the total number of time periods T = 2d, the algorithms
works as follows: First sample pp ← SKE.Setup(1λ) and (mpk,msk) ←
ABS.Setup(1λ, 1N , 1T ), then, for i ∈ [N ], sample Ki ← SKE.Gen(pp) and
compute skxi,0 as ski||Ki,0 ← ABS.KeyGen(msk, i, i||Ki)i∈[N ].
Output gpk = (pp,mpk), gok = {Ki}i∈[N ], gski,0 = (i,Ki, ski||Ki,0).
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GS.KeyUpdate(gpk, gski,t, i, t + 1) It calls the key update algorithm of the
ABS and returns gski,t+1 = (i,Ki,ABS.KeyUpdate(mpk, i, skt,i, t + 1)).

GS.Sign(gpk, gski,t, i,M, t) In order to sign a message, the user samples
(ovk, osk) ← OTS.KeyGen(1λ) and computes the encryption of his identity
under the key Ki as ct ← SKE.Enc(Ki, i||ovk). Then, he computes

σ ← ABS.Sign(mpk, ski||Ki
, C[ovk, ct],M, t),

where the circuit C[ovk, ct] is defined as follows:

C[ovk, ct](i||Ki)

Hardwired constants: a verification key ovk of OTS and
ciphertext ct of SKE

– Retrieve i ∈ [N ] and Ki from the input. If this is impossible, return 1.
– Compute SKE.Dec(Ki, ct) = i′||ovk′. If i′ = i and ovk′ = ovk output 0.

Otherwise, output 1.
Finally run τ ← OTS.Sign(osk,M‖σ).
The signature consists of Σ = (ct, ovk, σ, τ).

GS.Verify(gpk,M,Σ, t). On input gpk, a message M , a group signature Σ on
M and a period time t, check that ABS.Verify(mpk, C[ovk, ct],M, σ, t) = Valid
and OTS.Verify(ovk, τ,M‖σ) = Valid; if one of these verification condition
does not hold, return Invalid. Otherwise return Valid.

GS.Open(gpk, gok,M,Σ, t). First run GS.Verify(gpk,M,Σ, t) and return
Invalid if the verification result does not hold. Otherwise, parse Σ →
(ct, ovk, σ, τ). Since the manager does not know the identity of the user who
produced the signature, he has to find it by trial and error, i.e. he computes
di ← SKE.Dec(Ki, ct) for i ∈ [N ] and outputs the smallest index i such that
di �= Invalid. If there is no such i, return Invalid.

4.2 Security

Correctness. The correctness of the FS-GS scheme follows directly from the
correctness of OTS, ABS and SKE.

Theorem 2 (Traceability). If ABS is forward-secure (adaptively) unforgeable
and SKE has key-robustness then the group signature scheme constructed above
has the forward-secure traceability property.

The following theorem addresses the CCA-selfless anonymity of the above GS
scheme. We omit the proof and mention that it is a straightforward adaptation
of the CCA-selfless anonymity proof from [KY19, Th. 5].

Theorem 3 (CCA-selfless anonymity). If ABS is perfectly private and adap-
tive unforgeable, OTS is strongly unforgeable and SKE is IND-CCA secure and
key-robust, then GS constructed as above is CCA-selfless anonymous.
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Abstract. The multisignature schemes are attracted to utilize in some
cryptographic applications such as the blockchain. Though the lattice-
based constructions of multisignature schemes exist as quantum-secure
multisignature, a multisignature scheme whose security is proven in the
quantum random oracle model (QROM), rather than the classical ran-
dom oracle model (CROM), is not known.

In this paper, we propose a first lattice-based multisignature scheme
whose security is proven in QROM. The difficultly of proving the secu-
rity in QROM than CROM is how to program the random oracle in the
security proof. Although our proposed scheme is based on the Dilithium-
QROM signature whose security is proven in QROM, their proof tech-
nique cannot be directly applied to the multisignature setting. To solve
the problems in the security proof, we develop several proof techniques
in QROM. First, we employ the searching query technique by Targi and
Unruh to convert the Dilithium-QROM into the multisignature setting.
For the second, we develop a new programming technique in QROM,
since the conventional programming techniques seem not to work in the
multisignature setting of QROM. We combine the programming tech-
nique by Unruh with the one by Liu and Zhandry. The new technique
enables us to program the random oracle in QROM and to construct the
signing oracle in the security proof.

Keywords: Lattice cryptography · Multisigature · Quantum random
oracle model · CRYSTALS-Dilithium

1 Introduction

The multisignature scheme [16] is a variant of digital signature schemes in a
sense that a group of signers can prove their authenticity of a single message.
One of the advantages is that these can reduce the size of an issued multisignature
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compared with that of all signatures generated by each signer individually. This
property is suitable for IoT devices, and the multisignature schemes are recently
employed in the blockchain to realize a transaction by a multi-user.

Although many multisignature schemes were proposed, most of them are
based on the discrete logarithm assumption or the integer factoring assump-
tion. Such schemes have the threat by quantum computers, because Shor [24]
presented the quantum algorithm for breaking these assumptions. The lattice-
based multisignature schemes are one of the promising candidates for quantum-
resistant multisignature schemes. El Bansarkhani and Sturm [10] proposed the
first lattice-based multisignature scheme for the constant number of signers.
Their multisignature scheme is based on a lattice-based standard signature
scheme by Güneysu, Lyubashevsky and Pöppelmann (GLP) [15], which is a Fiat-
Shamir-type signature scheme [11], and its security is proven from the Ring Short
Integer Solution assumption. Fukumitsu and Hasegawa [13] recently enhanced
their multisignature scheme concerning the tightness of security reduction. The
main idea of their construction is replacing the GLP signature scheme part with
the Abdalla-Fouque-Lyubashevsky-Tibouchi (AFLT) signature scheme [1] which
is known as a tightly-secure Fiat-Shamir-type signature scheme from the Ring
Learning with Errors assumption.

The security of these lattice-based multisignature schemes was proven only in
the classical random oracle model (CROM). In CROM, an adversary is supposed
to obtain any hash value from the random oracle, but a classical query is only
allowed. In order to show that the schemes have the security against quantum
computers, an adversary should enable quantum queries to the random oracle.
Boneh, Dagdelen, Fischlin, Lehmann, Schaffner and Zhandry [5] proposed the
quantum random oracle model (QROM). In this model, an adversary can quan-
tum query to the random oracle. The security of several cryptographic schemes
e.g. [5,8,19,20,25–28] has been proven in this model, however, there is no mul-
tisignature scheme that is provably secure in QROM.

1.1 Our Contribution

Overview. We proposed a first multisignature scheme which is provably secure
in QROM. The construction of our scheme is started with replacing the AFLT
signature scheme part of the Fukumitsu-Hasegawa multisignature scheme with a
variant of the candidates of the post-quantum cryptographic standard [22], the
Dilithium-QROM [19]. The Dilithium-QROM achieves the provable security in
QROM under the Modulo-LWE assumption. We aim to prove the plain-public
key (ppk) security of our proposed scheme in QROM. The ppk security [4] con-
sidered as the standard security notion of the multisignature scheme, and it
means that on a given challenge public key pk∗, any probabilistic polynomial-
time (PPT), especially quantum polynomial-time (QPT), adversary A cannot
forge a new multisignature σ∗ under a group of signers which contains the signer
owning pk∗ beyond negligible probability. During that, A can adaptively obtain
multisignatures under an arbitrary chosen pairs of a message μ and a group of
signers which contains the signer owning pk∗ from the signing oracle simulated
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by a challenger, where the challenger plays the role of the signer owning pk∗

while A does that of the co-signers.

Proof Technique. The main idea of proving the security of our proposed mul-
tisignature scheme is employing the proof technique by Kiltz, Lyubashevsky
and Schaffner [19]. They proved the security of the Fiat-Shamir-type signature
scheme in QROM. Their main feature is to naturally extend the security proof
in CROM by [1,17], which is called a lossy ID technique, to the QROM case.
The result suggests that the security proof given in CROM by the lossy ID tech-
nique can be converted to the one in QROM. On the other hand, the security
of the original scheme [13] of our proposed scheme was proven by using the
lossy ID technique. Therefore, we expect that we can prove the security of our
multisignature scheme in QROM by extending the security proof by [19] to the
multisignature scheme case. However, such a natural extension of [19] seems not
to work well. We then describe the details of the problems and their solutions.

We first briefly recap the structure of Fiat-Shamir-type signature schemes
and the security proof by [19]. A signature generated by such types consists of
a pair (w, z) such that z is determined by using a hash value c = H2(w, μ) of
the first component w and a message μ and a secret key of a signer. Their proof
is divided into three steps. In the first step, the signing oracle in the security
game is replaced with a simulator that no longer uses a secret key. In order
to achieve the security in QROM, all signatures which are replied to A from
the signing oracle are determined at the beginning of the game by utilizing a
random function. In the second step, a public key given to A is switched into
a “lossy” one which intuitively means a public key that has no corresponding
secret key. In the third step, they evaluate the upper bound of the winning
probability of the “changed” game at the previous steps. Then, they convert
the challenger of the changed game into an unbounded algorithm that solves
the generic search problem with bounded probabilities (GSPB) [19]. They also
showed that any unbounded quantum algorithm solves GSPB with negligible
probability. These imply that the winning probability of the original security
game is almost bounded by the probability of distinguishing the distribution of
a regular public key and that of a lossy public key.

According to these steps, we attempt to prove the security of the proposed
multisignature scheme. Namely, we shall construct a simulator of the signing
oracle and evaluate the security game with respect to a lossy public key by
converting the challenger of the changed game into an algorithm for solving
GSPB. However, it turns out that two problems obstruct the naive application
of [19] to our multisignature case, and we have to overcome them to succeed in
the security proof.

The first one is how to search queries to the random oracle by A in the
QROM case. Intuitively says, a multisignature during our signing protocol con-
sists of the summation (w,z) =

∑
(wv,zv) of all solo signatures (wv,zv) of the

Dilithium-QROM issued by all signers individually. Following the signing proto-
cols by [10,13], each signer broadcasts the hash value gv = H0(wv) of wv to the
co-signers before broadcasting wv. By utilizing this process, we aims to construct
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a simulator which recovers each of wv from gv as in [10,13] before broadcasting
wv. In the CROM case, this is done by using the hash table of H0. However,
this technique cannot be immediately utilized in the QROM case as mentioned
in [5,28]. This is because hash queries and these responses in QROM are in
superposition, and then recording such values to the hash table is in general dif-
ficult. To solve this problem, we employ the technique by Targi and Unruh [25]
which is used to prove the security of a variant of the Fujisaki-Okamoto transfor-
mation [12] in QROM. They overcame the difficultly by simulating the random
oracle using an efficiently invertible function, i.e. a polynomial. Namely, it recov-
ers a hash query to the random oracle by computing the root of the polynomial.
Note that since the polynomial has multiple roots, to determine a hash query
from the multiple roots, they utilize a one-way injection of a public key encryp-
tion scheme under fixed public key and randomness. To employ their method,
we involve a one-way injective function in our signing protocol. We also note
that the post-quantum public-key encryption schemes and the one-way injective
functions such as [6,14,23] can be adapted as a one-way injective function.

The second one is how one can program the hash values in QROM. The
simulator of the signing oracle, which plays the role of the signer owning pk∗,
is required to issue a solo signature of the Dilithium-QROM without the secret
key corresponding to pk∗. Recall that [19] succeeded in constructing such a
simulator by determining the signatures of all messages queried by A at the
beginning of the game. However, this technique cannot be applied immediately
in our case. This is because in the signing protocol of the multisignature scheme,
a multisignature (w,z) is issued by combining each of solo signatures (wv,zv)
from all co-signers which are played by A, and hence the simulator no longer
issues all multisignatures up-front. In order to resolve this problem, we employ
a programing technique proposed by Unruh [26]. Their technique supports to
program a hash value on H2 of an input value which is known just before the
programming. Although their technique seems to be suitable in our case, it
requires that an input value to be hashed by H2 must be determined just before
the programming by using fresh random coins. On the other hand, the input
values w and μ are determined before broadcasting wv in our construction, and
hence these values include no fresh random coin. This is a new problem to be
addressed. For this new problem, we combine the programming technique by
Liu and Zhandry [20]. Their technique realizes the programming of an arbitrary
value as a hash value. By using the technique by [20], the fresh random coins
are programmed as a hash value given by employing a new hash function H1,
and then the technique by [26] can be applied to our multisignature case by
adding the fresh random coins as the input value of H2. Our new programming
technique which combines the two conventional techniques [20,26] enables us
to construct the simulator in the multisiganture case even in QROM, and then
realizes the natural extension of the security proof in CROM into the QROM.
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1.2 Future Works

We employ a new cryptographic assumption called the rMLWE assumption
which is a lattice analog of the rDCK assumption [3] to simulate the signing
oracle. Showing the validity of the new assumption or removing it from the
security proof is an important future work.

Another important future work is concerning the parameters of our multisig-
nature scheme. Although we will show the bound and the relationship among
the parameters in Table 1, the concrete recommended values have not been dis-
cussed. We will determine them so that our proposed scheme takes significance
in the real world.

2 Preliminaries

Let A be an algorithm. y ← A(x) means that A outputs y on input x when A
is deterministic. When A is probabilistic, we denote this by y ← A(x; r), where
r is an internal coin of A. And then, A(x) is a random variable over the choice
of r. For any Boolean formula B, ¬B means that B does not satisfied. Let N be
the set of natural numbers. A function ε in κ is said to be negligible if for any
polynomial p, there exists κ0 ∈ N such that ε(κ) < 1/p(κ) for any κ ≥ κ0.

Let Z, Zn and Fq be the ring of integers, that of residues and the finite field
over q respectively, where n ∈ N, and q is a prime or a power of 2. Consider a finite
set X. For a probabilistic distribution D over X, x ∈D X means that x is chosen
according to D. x ∈U X means that x is chosen uniformly at random from X. Let
Uni be a probabilistic algorithm that outputs x ∈U X on a given set X. Although
the length of the representation of X may be beyond polynomial in a security
parameter, we use Uni only in unbounded algorithms in this paper. For any real
number 0 ≤ λ ≤ 1, Bλ is the Bernoulli distribution, namely Prx∈Bλ

{0,1}[x =
1] = λ. For a set X, |X| stands for the number of elements in X, while |a| does
for the absolute value of a for any number a.

2.1 Quantum Computation

The state |ψ〉 of n qubits is expressed by |ψ〉 =
∑

s∈{0,1}n αs|s〉, where each

of αs is a complex number such that
∑

s∈{0,1}n |αs|2 = 1. And, {|s〉}s∈{0,1}n is
called computational basis. The qubit is said to be in superposition if there exists
s ∈ {0, 1}n such that 0 < |αs| < 1, whereas it is classical otherwise. Any string
s ∈ {0, 1}n can be measured in the computational basis with probability |αs|2.
The evolution of a quantum system in a state |ψ〉 is defined by using a unitary
matrix U of size 2n × 2n. For the detail, please refer to a textbook such as [21].

Consider an oracle O which returns an m-bit string on input n-bit string.
Following [5], the quantum access to O is expressed by a unitary matrix UO
which maps |x〉|ψ〉 to |x〉|ψ ⊕ O(x)〉, where x ∈ {0, 1}n, ψ ∈ {0, 1}m and ⊕
denotes the bitwise exclusive-or operation. For an quantum algorithm A, A|O〉

means that A is allowed to access the oracle O in superposition.
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We recall the generic search problem with bounded probabilities (GSPB)
which is defined in [19] (Fig. 1). Intuitively, the adversary A = (A1,A2) in the
GSPB game aims to find a string x ∈ X such that g(x) = 1. Here, A can declare
the probability λ(x) that g(x) = 1 for each x ∈ X under the constraint that
λ(x) < λ for some designated 0 ≤ λ ≤ 1, and then the challenge C determines
the function g(x) according to Bλ(x) for each x ∈ X.

ExpGSPB
λ,A (κ)

(1) {λ(x)}x∈X , st
) ← A1(1κ)

(2) return 0 if ∃x ∈ X s.t. λ(x) > λ.
(3) For each x ∈ X, set g(x) ∈Bλ(x) {0, 1}
(4) x ← A|g〉

2 (st)
(5) return g(x)

Fig. 1. The generic search problem with
bounded probabilities 0 ≤ λ ≤ 1

ExpReprog
D,R,b′,A(κ)

(1) H ∈U Fun(D,R).
(2) st0 ← A|H〉

0 (1κ).
(3) (w, stc) ← AC(st0).
(4) c = H(w) if b′ = 1, or c ∈U R and set

H(w) = c otherwise.
(5) return A|H〉

2 (c, stc).

Fig. 2. The reprogram problem in
QROM

Lemma 1 ([19, Lemma 2.1], Generic Search Problem with Bounded
Probabilities). For any real number 0 ≤ λ ≤ 1, and any unbounded quan-
tum algorithm A = (A1,A2) making at most Q queries to g : X → {0, 1}, we
have Pr

[
ExpGSPB

λ,A (κ) = 1
]

≤ 8λ(Q + 1)2.

2.2 Quantum Random Oracle Model

In this subsection, we explain the notion of the quantum random oracle model
and the ways to simulate it. Let Fun(D,R) be the set of all functions H : D → R.
Then, the quantum random oracle model (QROM) is a security model in which
any adversary A obtains hash values from the random oracle by accessing the
oracle in superposition. For a hash function H ∈ Fun(D,R), we write A|H〉 to
denote that A can access the random oracle H in superposition.

It is known that there are several ways to simulate the random oracle. We
recall the techniques of replacing the random oracle with several functions, and
that of involving the compressed oracle proposed by [28].

The first way to simulate the random oracle is to replace the random ora-
cle with a random function H ∈U Fun(D,R). In this way, a challenger selects
H at the beginning of the security game, and replies H(x) on a given query x
in superposition. The random oracle is simulated perfectly by this technique,
because the uniformly random choice of a function from Fun(D,R) implies that
the hash value H(x) is uniformly distributed over R for any value x. The fol-
lowing lemma says that we can replace a hash value with a random value even
in QROM. Namely, we can use the programming technique with random values
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in this simulation. The collision-entropy [26] of a random variable X is defined
by − log Pr [X = X ′], where X ′ is a random variable X ′ which is independent of
X, but has the same distribution.

Lemma 2 ([26]). Let D, R be finite sets, and let A = (A0,AC ,A2) be an algo-
rithm such that A0 and A2 are quantum algorithms which can access the random
oracle, and AC is a probabilistic classical algorithm. Assume that AC(st0) has
collision-entropy at least ι for any input st0. For ExpReprog

D,R,b′,A depicted in Fig. 2,
and the number qA of queries by A0, we have
∣
∣
∣Pr

[
ExpReprog

D,R,0,A(1κ) = 1
]

− Pr
[
ExpReprog

D,R,1,A(1κ) = 1
]∣
∣
∣ ≤ (4 +

√
2)

√
qA2−ι/4.

Moreover, the following lemma guarantees that H can be replaced with a
2Q-wise independent function in the simulation of the random oracle.

Lemma 3 ([27]). Let A be a quantum algorithm, which can access the random
oracle in superposition at most Q times. Then, a simulator of the random oracle
which uses a function H ∈U Fun({0, 1}n

, {0, 1}m) is perfectly indistinguishable
from the one which uses a 2Q-wise independent function from A. A random
polynomial f2Q of degree 2Q over the finite field F2m is 2Q-wise independent.

Note that the root of f2Q can be computed in polynomial-time.
The second way to replace the random oracle is the use of the compressed

oracle [28]. The concept of compressed oracles was introduced to simulate the
random oracle as in the case of the classical ROM. Namely, a database of all pairs
of a random oracle query and its hash value is utilized in the simulation. We now
briefly recall the notion of the compressed Fourier oracle and the compressed
phase oracle, respectively. For the detail, please refer to the papers such as
[20,28]. Consider that R = {0, 1}θ, and a superposition of databases D which
contains pairs (x, y) of an input and an output of a hash function H. Hence,
(x, y) ∈ D means that H(x) = y. At the beginning of a security game, D is
initialized to a pure state over empty databases. For each query, the compressed
Fourier oracle returns its hash value in superposition after operating D ⊕ (x, y).
The operation D ⊕ (x, y) is defined in the following way:

– D if y = 0,
– D ∪ {(x, y)} else if y �= 0 ∧ D(x) = ⊥,
– D \ {(x, y)} else if there exists x such that D(x) = y′ ∧ y + y′ ≡ 0 (mod 2θ),

or
– D \ {(x, y)} ∪ {(x, y + y′)} otherwise.

The compressed phase oracle is intuitively obtained by applying the quantum
Fourier transformation to D. And any QPT algorithm can simulate both the
compressed Fourier oracle and the compressed phase oracle in the straightfor-
ward way as follows.
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Lemma 4 ([28]). Let A be a quantum algorithm which makes queries to a
random oracle H : D → {0, 1}n, and outputs tuples (x1, . . . , xk, y1, . . . , yk, z).
Let R be a collection of such tuples. Suppose that with probability p, A outputs a
tuple such that (1) the tuple is in R and (2) for all i, H(xi) = yi. Now consider
running A with each of the compressed Fourier oracle and the compressed phase
oracle, and suppose that the database D is measured after A produces its output.
Let p′ be the probability that the conditions (1) and (2) hold in this running case.
Then, we have

√
p ≤ √

p′ +
√

k/2n.

Liu and Zhandry [20] recently introduced a new compressed oracle, which is
called almost compressed Fourier oracle, by combining the compressed Fourier
oracle with the compressed phase oracle. In the use of the almost compressed
Fourier oracle, some points are called special points, and they are dealt with the
(uncompressed) phase oracle. On the other hand, other points are dealt with
the compressed Fourier oracle. As a programming technique on the almost com-
pressed Fourier oracle, the following lemma holds. This lemma can be extended
to a case for several special points as noted in [20].

Lemma 5 ([20, Corollary 7]). Consider a random oracle which maps an ele-
ment in {0, 1}n into the one in {0, 1}n. Assume that an adversary A is interact-
ing with a simulator of an almost compressed phase oracle where the i-th oracle
query x∗ is regarded as the special point. Instead of appending

∑
y |y〉 into the

database for the i-th query, |r〉 for randomly chosen r is appended. Then, A and
the simulator continue the running, and eventually the simulator measures the
output registers. Then, A cannot distinguish such a replacement.

More precisely, consider the following situation. Let S be a set of all pos-
sible entire states w of A and compressed database D ∪ {(x∗, r)}. We define
a measurement P0 =

∑
(w,D∪{x∗,r})∈S |w,D ∪ {(x∗, r)}〉〈w,D ∪ {(x∗, r)}| and

P1 = I − P0. Let γ be the probability that the measurement gives 0 in the game
where

∑
y |y〉 is appended into D as the hash value of x∗, and γ′ be the one where

|r〉 is appended. Then, we have γ = γ′.

2.3 Lattice

Consider q, n ∈ N. Let R and Rq be the rings Z[X]/(Xn + 1) and Zq/(Xn +
1), respectively. An element a =

∑n−1
i=0 aix

i in R or Rq is represented by its
coefficients vector (a0, a1, . . . , an−1). Regular font letters stand for elements in
R or Rq, while bold font letters stand for vectors and matrices over R or Rq.

For α ∈ N, r = x mod +α denotes the ordinary residue of the division over
α, namely 0 ≤ r < α, while r = x mod ±α does the centered residue such that
−α/2 < r ≤ α/2 when α is even, or −(α − 1)/2 ≤ r ≤ (α − 1)/2 otherwise.
Hereafter, each element x in Zq including coefficients of a ∈ Rq is represented by
the centered residue instead of the ordinary one. For any r ∈ Zq, ||r||∞ is defined
by |r mod ±q|. By using this notation, any element r = x mod ±α satisfies that
||r||∞ ≤ α/2 for any natural number α ≤ q and integer x. The L∞-norm and
the L2-norm of a polynomial a = (a0, a1, . . . , an−1) ∈ Rq are represented by
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||a||∞ = max0≤i≤n−1 ||ai||∞ and ||a||2 =
√∑n−1

i=0 ||ai||2∞, respectively. The L∞-
norm and the L2-norm of a vector a = (a1, . . . , a�) ∈ R�

q for any 
 ∈ N are

represented by ||a||∞ = max1≤i≤� ||ai||∞ and ||a||2 =
√∑�

i=1 ||ai||2∞, respectively.
For any η ∈ N, let Sη be a set of all elements a ∈ R such that ||a||∞ ≤ η.

Consider k, 
 ∈ N, a probability distribution D over Rq. For any polynomial
TMLWE and any function εMLWE, the (TMLWE, εMLWE,D)-Modulo-LWE assump-
tion ((TMLWE, εMLWE,D)-MLWE assumption) states that for any QPT adver-
sary A whose running time is at most TMLWE, it holds that

∣
∣PMLWE

0 − PMLWE
1

∣
∣ ≤

εMLWE(κ) for any κ, where

PMLWE
0 = Pr

[A(A, t) = 1 : A ∈U Rk×�
q , s1,∈D R�

q, s2 ∈D Rk
q , t = As1 + s2

]
,

PMLWE
1 = Pr

[A(A, t) = 1 : A ∈U Rk×�
q , t ∈U Rk

q

]
.

We also consider another assumption which is an analog of the rejected-DCK
assumption [3] to the MLWE case. For any polynomial TrMLWE, any function
εrMLWE and any constants γ′ and β, the (TrMLWE, εrMLWE,D, γ′, β)-rejected-
MLWE assumption ((TrMLWE, εrMLWE,D, γ′, β)-rMLWE assumption) states that
for any QPT adversary A whose running time is at most TrMLWE, it holds that∣
∣P rMLWE

0 − P rMLWE
1

∣
∣ ≤ εrMLWE(κ) for any κ, where

P rMLWE
0 = Pr

⎡

⎣A(A,w, c) = 1 :
A ∈U Rk×�

q , s ∈D R�
q,

y ∈U S�
γ′−1,

w = Ay, c ∈U CH
| y + cs ≥ γ′ − β

⎤

⎦,

P rMLWE
1 = Pr

⎡

⎣A(A,w, c) = 1 :
A ∈U Rk×�

q , s ∈D R�
q,

y ∈U S�
γ′−1,

w ∈U Rk
q , c ∈U CH

| y + cs ≥ γ′ − β

⎤

⎦.

2.4 Multisignature Scheme

We now introduce the notion of the multisignature and its security. A mul-
tisignature scheme consists of the following four tuples (Setup,KGen,Sig,Ver).
Setup and KGen are PPT algorithms. Setup(1κ) returns a system parameter pp
on a security parameter κ. Each signer generates a pair (sk,pk) of a secret
key sk and a public key pk by KGen(pp). The signing process can be done by
running the designated multiparty protocol during multiple signers to issue a
signature σ on a message μ and a set PK of public keys. Each signer executes
the interactive polynomial-time algorithm Sig(pp, sk,PK, μ) in order to execute
this protocol. Ver is a deterministic polynomial-time algorithm which returns 1
on input (pp,PK, μ, σ) if σ is a valid signature for (PK, μ).

Correctness. Let MSig = (Setup,KGen,Sig,Ver) be a multisignature scheme.
For any pp ← Setup(1κ) and any message μ, consider the situation where for
each 1 ≤ v ≤ U , a v-th signer generates own key pair (skv,pkv) ← KGen(pp),
executes Sig(pp, skv,PK, μ) in order to run the protocol, and then obtains a
signature σ, where PK = {pku}U

u=1. MSig satisfies the correctness if it always
holds Ver(pp,PK, μ, σ) = 1.



54 M. Fukumitsu and S. Hasegawa

Init C generates pp ← Setup(1κ) and C’s key pair (pk∗, sk∗) ← KGen(pp). Then C
sends (pp,pk∗) to F .

Sign For a query (μ(i),PK(i)) of a message μ(i) and a public key set PK(i) ={
pk(i)

u

}U

u=1
including pk∗, C runs the protocol by playing the role of the signer

which generates pk∗ and then returns a multisignature σ(i) to F . We assume with-
out loss of generality that pk(i)

1 = pk∗. Here, F plays the role of the co-signers.
Challenge For a final output (PK∗, μ∗, σ∗) of F , F is said to win this game if the

following conditions hold:
(1) pk∗ ∈ PK∗,
(2) (μ∗,PK∗) is not queried in Sign phase, and
(3) Ver(pp,PK∗, μ∗, σ∗) = 1.

Fig. 3. The description of the ppk game

Security. The plain public key (ppk) security [4] for multisignatures is defined
by the ppk game between the challenger C and the forger F (Fig. 3).

Definition 6. Let T be a polynomial, ε be a function and U be the number of
signers. A multisignature scheme MSig with U signers is (T,U, ε,QS)-ppk secure
if for any forger F running in time T which makes at most QS queries in Sign
phase, the probability that F wins the ppk game is ε.

Especially, MSig is said to be (T,U, ε,QS , Q0, Q1, . . .)-ppk secure in QROM if
MSig is (T,U, ε,QS)-ppk secure and the number of queries to the random oracle
Hi is at most Qi for all i.

3 A Dilithium-Based Multisignature Scheme

We propose a multisignature scheme which is based on the Dilithium-QROM sig-
nature scheme [19]. In their scheme, several supporting algorithms are employed
to optimize efficiency. We start by introducing such several supporting algorithms
in the next subsection.

Table 1. Parameters of the proposed multisignature scheme, where A, t, wH, s1, s2

and H1 will be defined in Fig. 5.

U # of signers constant

q ring modulus q ≡ 5 (mod 8)

n ring dimension

(k, �) dimension of matrix A � ≤ k

d dropped bit from t 46 · 2d−1 ≤ γ, 2d < 4U(γ′ − β) − 4

γ max. coefficient of wH q > 4Uγ, q ≡ 1 (mod 2Uγ),
2β � 2γ ≤ √

q/2/U

γ′ ≈ max. sig. coefficient 2β � 2γ′ ≤ √
q/2

η max. coefficients of s1, s2

β β = 46η ∀c ∈ CH, ∀s ∈ Sη , ||cs||∞ < β

θ length of hash values of H1 polynomial
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3.1 Supporting Algorithms

The basic strategy of the Dilithium-QROM signature scheme to reduce the key
size and the signature size is to ignore the residues of values by dividing them
by some designated even number α < q. In order to apply such a strategy
to a signature scheme, the Dilithium-QROM signature scheme employs several
supporting algorithms which are summarized in Fig. 4.

Power2Roundq(r ∈ Zq, d ∈ N):
(1) r = r mod +q.
(2) rL = r mod ±2d.
(3) return (r − rL)/2d.

UseHintq(h ∈ {0, 1}, r ∈ Zq, α ∈ 2N):
(1) m = (q − 1)/α.
(2) (rH, rL) ← Decomposeq(r, α).
(3) return rH if h = 0.
(4) return (rH + 1) mod +m if rL > 0.
(5) return (rH − 1) mod +m if rL ≤ 0.

MakeHintq(z ∈ Zq, r ∈ Zq, α ∈ 2N):
(1) rH ← HighBitsq(r, α).
(2) vH ← HighBitsq(r + z, α).
(3) return 0 if rH = vH, or 1 otherwise.

Decomposeq(r ∈ Zq, α ∈ 2N):
(1) r = r mod +q.
(2) rL = r mod ±α.
(3) return (rH, rL) = (0, rL − 1) if r − rL =

q − 1.
(4) rH = (r − rL)/α.
(5) return (rH, rL).

HighBitsq(r ∈ Zq, α ∈ 2N):
(1) (rH, rL) ← Decomposeq(r, α)
(2) return rH

LowBitsq(r ∈ Zq, α ∈ 2N):
(1) (rH, rL) ← Decomposeq(r, α)
(2) return rL

Fig. 4. Supporting algorithms [9]

We note that the supporting algorithms can be applied to vectors or polyno-
mials rather than scalars, by applying each of these elements in the vectors.
For example, Decomposeq(a, α) for a = (a0, a1, . . . , an−1) ∈ Rq means that
Decomposeq is applied to each coefficients of a with the same modulus α. Namely,
Decomposeq(a, α) = (Decomposeq(a0, α), . . . ,Decomposeq(an−1, α)). We can
employ the same manner for a vector over Rq. For a vector h = (h0, . . . , hn−1) ∈
{0, 1}n, UseHintq(h, a, α) means (UseHintq(h0, a0, α), . . . ,UseHintq(hn−1,
an−1, α)). MakeHintq is also applied to the same manner.

3.2 Proposed Scheme

We present our Dilithium-based multisignature scheme in this subsection. We
set CH =

{
c ∈ R | ||c||∞ = 1 ∧ ||c||2 =

√
46

}
, and consider the number U of sign-

ers and parameters (q, n, k, 
, d, γ, γ′, η, β, θ) which are defined as Table 1. Let
Sam be an algorithm which outputs a matrix A ∈U Rk×�

q on input � ∈ {0, 1}256.
And, let H0,H1 and H2 be functions that H0 : D0 → R0, H1 : D1 → {0, 1}θ

and H2 : D2 → CH, respectively. We use a one-way injective function OW.
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Setup(1κ) returns � ∈U {0, 1}256.
KGen(�) returns a key pair (skv,pkv)

which is computed as follows:
(1) A = Sam(�).
(2) skv = (sv,1, sv,2) ∈U S�

η × Sk
η .

(3) tv = Asv,1 + sv,2.
(4) decomposite tv into (tv,H, tv,L)

according to Power2Roundq such
that tv = 2d · tv,H + tv,L.

(5) pkv = (tv,H, tv,L).

Ver(�,PK, μ, (wH, z,h)) returns 1 if the
following holds, where A = Sam(�),
PK = {pku}U

u=1, pku = (tu,H, tu,L),
τu = H1(pku,wH,PK, μ) and cu =
H2(pku,wH,PK \ {pku}, μ, τu), for
each 1 ≤ u ≤ U :

(a) ||z||∞ < U(γ′ − β).
(b) wH = UseHintq(h,x, 2Uγ), where

x = Az − 2d ∑U
u=1 cutu,H.

Sig(�,PK, skv, μ) returns σ = (wH, z,h) on the message μ under the public key set
PK = {pku}U

u=1 by running the following protocol, where pku = (tu,H, tu,L) for
each 1 ≤ u ≤ U . The following protocol is described in the viewpoint of the signer
owning the public key pkv which corresponds to skv. If the time of the iteration
exceeds E which is the expected time of the iteration, it returns σ = ⊥.
1st stage proceed to the followings, and then broadcast (gv,pv) to the co-signers:

(1.1) A = Sam(�); yv ∈U S�
γ′−1; wv = Ayv.

(1.2) gv = H0(wv); pv = OWgv (wv).
2nd stage After receiving {(gu,pu)}u �=v, broadcast wv to the co-signers.
3rd stage After receiving {wu}u �=v, proceed as follows, and then broadcast zv to

the co-signers:
(3.1) abort if ¬(gu = H0(wu) ∧ pu = OWgu(wu)) for some u �= v.
(3.2) w =

∑U
u=1 wu; wH = HighBitsq(w, 2Uγ).

(3.3) τv = H1(pkv,wH,PK, μ).
(3.4) cv = H2(pkv,wH,PK \ {pkv}, μ, τv).
(3.5) zv = yv + cvsv,1.
(3.6) restart if ¬ ||zv||∞ < γ′ − β

)
.

4th stage After receiving {zu}u �=v, proceed as follows:
(4.1) z =

∑U
u=1 zu.

(4.2) restart if ¬
(∣∣∣

∣∣∣LowBitsq
(
Az − ∑U

u=1 cutu, 2Uγ
)∣∣∣

∣∣∣
∞

< U(γ − β)
)
.

(4.3) h = MakeHintq
(
− ∑U

u=1 cutu,L,Az − 2d ∑U
u=1 cutu,H, 2Uγ

)
.

Fig. 5. Proposed multisignature scheme

The proposed multisignature scheme is given in Fig. 5. In the full version of this
paper, we show the correctness of our multisignature scheme, and evaluate the
expected time E of iterations. Especially, we estimate that the restart probabil-
ities ω1 and ω2 in (3.6) and (4.2) are 1 − e−n�β/γ′

and 1 − e−nkβ/γ , respectively.
This can be done in the same way as in [18, Lemma 4.4].

3.3 Security

We now show the security proof of the proposed multisignature scheme.

Theorem 7. Let (q, n, k, 
, d, γ, γ′, η, β, θ) be parameters as in Table 1, and
let OW be a one-way injective function such that any QPT adversary breaks
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the one-wayness with probability at most εOW. Assume that the (TMLWE,
εMLWE,Uni(Sη))-MLWE assumption and (TrMLWE, εrMLWE,Uni(Sη), γ′, β)-
rMLWE assumption hold. Then, the proposed multisignature signature scheme
is (T,U, ε,QS , Q0, Q1, Q2)-ppk secure in QROM, where

T = TMLWE − poly = TrMLWE − poly,

ε < εMLWE +
2
√

Q1

2θ/2
+

QSE(4 +
√

2)
√

Q2 + (QSE − 1)U

2θ/4
+ QSEεrMLWE

+ 8 ·
(

1

|CH| + 2|CH|2
(

32U2γ′γ
q

)kn
)

· (Q2 + QSUE + 1)2 + εwH + εOW + negl.

Here, εwH
denotes the probability that wH = HighBitsq

(
Ay +

∑U
u=2 wu, 2Uγ

)

over the choices of A ∈U Rk×�
q and y ∈U S�

γ′−1 for any wH which would be
output by HighBitsq(w, 2Uγ) and any fixed set {wu}U

u=2.

For the probability εwH
, the following lemma holds. The proof is given in the

full paper. This is shown as in that of [18, Lemma 4.7].

Lemma 8. It holds that

εwH
≤ 1

(2γ′ − 1)n�
+

(
(4Uγ + 1)(4γ′ + 1)

q

)nk

.

Proof (Theorem 7). The theorem is proven by the hybrid argument. Let F be a
forger against the proposed multisignature scheme. We denote by Wink the event
that F wins Gamek for each 0 ≤ k ≤ 6 except k = 5, and Win5,t the event that
F wins Game5,t for each 0 ≤ t ≤ QsE. Note that proofs of Lemma 9, 10 and 11,
which will be appeared in this proof, are given in the full version of this paper.

Game0 (ppk game with simulating the random oracles). This game coincides
with the ppk game of the proposed multisignature scheme as in Fig. 6. Here, the
hash functions H0 and H2 are simulated by random functions, whereas H1 is
done by the almost compressed Fourier oracle. As mentioned in Subsect. 2.2, the
random oracles are perfectly simulated by using random functions H0 and H2.
Since H1 is simulated by the almost compressed random oracle with the database
D, there is a possibility that some tuple (pk,wH,PK, μ) is not contained in D,
but H1(pk,wH,PK, μ) = τ for some τ in the case where H1 is a perfectly random
function. It follows from Lemma 4 and the (T,U, ε,QS , Q0, Q1, Q2)-ppk security
of the proposed multisignature scheme that

√
ε ≤ √

Pr [Win0] +
√

Q1/2θ. Since
ε ≤ 1, we have

Pr [Win0] ≥
(

√
ε −

√
Q1

2θ

)2

= ε +
Q1

2θ
− 2

√
Q1

2θ
· ε ≥ ε − 2

√
Q1

2θ
. (1)



58 M. Fukumitsu and S. Hasegawa

Init C proceeds as follows:

(1) H0 ∈UFun(D0,R0);
(2) H2 ∈UFun(D2, CH).
(3) � ← Setup(1κ).
(4) (sk∗,pk∗) ← KGen(�), where

sk∗ = (s∗
1, s

∗
2) and pk∗ = (t∗

H, t∗
L).

(5) send (�,pk∗) to F .

H0 oracle On |w〉|ψ〉, reply |w〉|ψ ⊕ H0(w)〉.
H1 oracle On |pk,wH,PK, μ〉|τ〉, reply

the hash value by using a database D.
H2 oracle On |χ〉|ψ〉, reply |χ〉|ψ ⊕ H2(χ)〉,

where χ = (pk,wH, P, μ, τ).

Challenge Given (PK∗, μ∗, σ∗) by F ,
C returns 1 if the followings hold,
where PK∗ = {pk∗

u}U
u=1, σ∗ =

(w∗
H, z∗,h∗), and for each 1 ≤

u ≤ U , pk∗
u = t∗

u,H, t∗
u,L

)
, τ∗

u =
H1(pk∗

u,w∗
H,PK∗, μ∗), and c∗

u =
H2(pk∗

u,w∗
H,PK∗ \ {pk∗

u}, μ∗, τ∗
u):

– pk∗ ∈ PK∗,
– (μ∗,PK∗) does not queried,
– σ∗ is valid, i.e.

(a) ||z∗||∞ < U(γ′ − β), and
(b) w∗

H = UseHintq(h∗,x∗, 2Uγ),
where
x∗ = Az∗ − 2d ∑U

u=1 c∗
ut

∗
u,H.

Sign When F makes an i-th query (PK(i), μ(i)) of a set PK(i) = {pk(i)
u }U

u=1 and a
message μ(i) such that pk(i)

1 = pk∗, C finally returns σ(i) = (w(i)
H , z(i),h(i)) after

running the following protocol, where pk(i)
u = (t(i)u,H, t

(i)
u,L) for each 2 ≤ u ≤ U :

1st stage proceed as follows, and then send (g(i)
1 ,p

(i)
1 ) to F :

(1.1) A = Sam(�); y
(i)
1 ∈U S�

γ′−1; w
(i)
1 = Ay

(i)
1 .

(1.2) g
(i)
1 = H0(w

(i)
1 ); p

(i)
1 = OW

g
(i)
1

(w(i)
1 ).

2nd stage After receiving {(g(i)
u ,p

(i)
u )}U

u=2, send w
(i)
1 to F .

3rd stage After receiving {w(i)
u }U

u=2, proceed as follows, and then send z
(i)
1 to F :

(3.1) abort if ¬(g(i)
u = H0(w

(i)
u ) ∧ p

(i)
u = OW

g
(i)
u

(w(i)
u )) for some 2 ≤ u ≤ U .

(3.2) w(i) =
∑U

u=1 w
(i)
u ; w

(i)
H = HighBitsq(w

(i), 2Uγ).
(3.3) τ

(i)
1 = H1(pk∗,w

(i)
H ,PK(i), μ(i)).

(3.4) c
(i)
1 = H2(pk∗,w

(i)
H ,PK(i) \ {pk∗}, μ(i), τ

(i)
1 ).

(3.5) z
(i)
1 = y

(i)
1 + c

(i)
1 s∗

1.
(3.6) restart if ¬(||z(i)

1 ||∞ < γ′ − β).

4th stage After receiving {z(i)
u }U

u=2, proceed as follows:
(4.1) z(i) =

∑U
u=1 z

(i)
u .

(4.2) restart if ¬(||LowBitsq(Az(i) − ∑U
u=1 c

(i)
u t

(i)
u , 2Uγ)||∞ < U(γ − β)).

(4.3) h(i) = MakeHintq(− ∑U
u=1 c

(i)
u t

(i)
u,L,Az(i) − 2d ∑U

u=1 c
(i)
u t

(i)
u,H, 2Uγ).

Fig. 6. Game0

Game1. At (1) of Init phase, C chooses H0 uniformly at random from a set of
all polynomials of degree 2(Q0 + QSUE), instead of H0 ∈U Fun(D0,R0). Since
F makes at most Q0 queries, and C computes at most UE hash values of H0 for
each signing oracle query, it follows from Lemma 3 that

Pr [Win1] = Pr [Win0]. (2)
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2nd stage After receiving {(g(i)
u ,p

(i)
u )}U

u=2,
proceed as follows, and then send w

(i)
1

to F :
(2.1) for each 2 ≤ u ≤ U ,

(2.1a) compute the roots {r(i)
u,j}j

of

H0 − g
(i)
u ,

(2.1b) find r
(i)
u ∈ {r(i)

u,j}j
such that

p
(i)
u = OW

g
(i)
u

(r(i)
u ), and

(2.1c) abort if there is no such r
(i)
u .

(2.2) w(i) = w
(i)
1 +

∑U
u=2 r

(i)
u .

(2.3) w
(i)
H = HighBitsq(w

(i), 2Uγ).

(2.4) τ
(i)
1 = H1(pk∗,w

(i)
H ,PK(i), μ(i)).

(2.5) c
(i)
1 =

H2(pk∗,w
(i)
H ,PK(i) \ {pk∗}, μ(i), τ

(i)
1 ).

3rd stage After receiving {w(i)
u }U

u=2,
proceed as follows, and then send z

(i)
1

to F :

(3.1) abort if ¬(r(i)
u = w

(i)
u ) for some

2 ≤ u ≤ U .
(3.2) z

(i)
1 = y

(i)
1 + c

(i)
1 s∗

1.

(3.3) restart if ¬(
∣∣∣
∣∣∣z(i)

1

∣∣∣
∣∣∣
∞

< γ′ − β).

Fig. 7. Description of Game2 changed from Game1

Game2. In this game, c
(i)
1 is computed at 2nd stage in Sign phase, instead of

3rd stage in Game1. In order to accomplish this change, w(i)
H is also required

to be computed at 2nd stage. Hence, 2nd stage and 3rd stage in Sign phase
are replaced with Fig. 7.

Before showing the relationship between Win1 and Win2, we note the pro-
cess (2.1a). As mentioned in Subsect. 2.2, the roots of the polynomials of degree
2(Q0 + QSUE) can be computed in polynomial time, and hence the process
(2.1a) can be done in polynomial time.

Assume that C does not abort at (2.1c) on Game2. In this case, the injectivity
of OW implies that the condition r

(i)
u = w

(i)
u checked in (3.1) on Game2 is

equivalent to the condition g
(i)
u = H0(w

(i)
u ) ∧ p

(i)
u = OW

g
(i)
u

(w(i)
u ) checked in

(3.1) on Game1. Thus we can consider that C also does not abort in (3.1) on
Game2 under the assumption that C does not abort at (2.1c).

We now evaluate the abort probability in (2.1c) on Game2. To proceed to

Sign phase, F must send a set
{(

g
(i)
u ,p

(i)
u

)}U

u=2
to C, such that there exist

w
(i)
u ’s which satisfy g

(i)
u = H0

(
w

(i)
u

)
and p

(i)
u = OW

g
(i)
u

(
w

(i)
u

)
. It follows from

the injectivity of OW that there is at most one w
(i)
u for each i and u. Therefore

there must exist r(i) which satisfies p
(i)
u = OW

g
(i)
u

(
r
(i)
u

)
, and hence we can

consider that C never abort in (2.1c).
We have

Pr [Win2] = Pr [Win1], (3)

Game3. At (2.4) during each execution of Sign in this game, C is changed to
abort if D have already contained the tuple

(
pk∗,w(i)

H ,PK(i), μ(i)
)
. Otherwise,

(
pk∗,w(i)

H ,PK(i), μ(i)
)

is regarded as a special point on the almost compressed
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Fourier oracle, and then C appends
∑

τ
(i)
1

∣
∣
∣τ

(i)
1

〉
into the database D as the hash

value of
(
pk∗,w(i)

H ,PK(i), μ(i)
)
.

In order to evaluate the abort probability due to the change in
Game3, we focus on the probability that F finds w

(i)
H before querying(

pk∗,w(i)
H ,PK(i), μ(i)

)
. There are two ways that F finds w

(i)
H .

The first one is to find it from g
(i)
1 and p

(i)
1 , because g(i)

1 and p
(i)
1 are computed

from w
(i)
1 . Since H0 is a polynomial of degree 2(Q0 +QSUE) and its coefficients

are hidden to F , it is difficult for F to determine w
(i)
1 from H0 [25]. Moreover, it

follows from the one-wayness of OW that such a vector also cannot be determined
from OW. Therefore, the abort probability due to these reasons is at most εOW +
negl.

The second one is that w(i)
H has been found at the process (2.3) for a randomly

chosen y
(i)
1 ∈U S�

γ′−1 and any
{
w

(i)
u

}U

u=2
given from F . This can be evaluated by

the probability εwH
that wH = HighBitsq

(
Ay +

∑U
u=2 wu, 2Uγ

)
holds for any

wH which would be output by HighBitsq(w, 2Uγ) and any fixed set {wu}U
u=2,

where the probability is taken over the choices of A ∈U Rk×�
q and y ∈U S�

γ′−1.
Then we have

|Pr [Win3] − Pr [Win2]| ≤ εOW + εwH
+ negl, (4)

Game4. At (2.4) during each execution of Sign in this game, C is changed
to appends

∣
∣
∣τ

(i)
1

〉
for τ

(i)
1 ∈U {0, 1}θ into the database as the hash value of

(
pk∗,w(i)

H ,PK(i), μ(i)
)
, instead of

∑
τ
(i)
1

∣
∣
∣τ

(i)
1

〉
in Game3. From Lemma 5, this

change does not affect the probability of the measurement of D. Then we have

Pr [Win4] = Pr [Win3]. (5)

Game5,t. In this game, we consider the process (2.5) of Sign. Sign phase is
queried at most Qs times by F . Moreover, for each query by F , the process
(2.5) is executed at most E times. Then the total number of the execution of
(2.5) during the game is at most QsE. Fix an index 0 ≤ t ≤ QsE. In Game5,t,
on the k-th execution of (2.5) for 1 ≤ k ≤ t, C sets the hash value c

(i)
1 as follows:

chooses c
(i)
1 ∈U CH and set H2

(
pk∗,w(i)

H ,PK(i) \ {pk∗}, μ(i), τ
(i)
1

)
= c

(i)
1 .

When t = 0, the replacement on c
(i)
1 does not happen, and hence we have

Pr [Win5,0] = Pr [Win4]. (6)

Otherwise, we employ Lemma 2 to evaluate the difference between the
probability of Win5,t and that of Win5,t+1. We construct an algorithm A =
(A0,AC ,A2) depicted in Fig. 8. Observe that ExpReprog

D2,CH,1,A and ExpReprog
D2,CH,0,A

coincide with Game5,t and Game5,t+1, respectively. Since F queries to H2 at
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A0(1κ) executes Game5,t by playing the role of C and interacting with F
just until the (t + 1)-th execution of (2.1c), and then returns st =(

H0, sk∗,pk∗,PK(i), μ(i),y
(i)
1 ,w

(i)
1 ,

{
g
(i)
u

}U

u=1
,
{
p
(i)
u

}U

u=1
,
{
r
(i)
u

}U

u=2

)
.

AC(st) executes (2.2), (2.3) and (2.4) on the (t + 1)-th execution, and then outputs(
pk∗,w

(i)
H ,PK(i) \ {pk∗}, μ(i), τ

(i)
1

)
and st.

A2(c
(i)
1 , st) executes Game5,t until the end, and then returns C’s final output.

Fig. 8. Adversary A of the reprogram problem from Game5,t

1st stage proceed as follows, and then
send (g(i)

1 ,p
(i)
1 ) to F :

(1.1) A = Sam(�).
(1.2) c

(i)
1 ∈U CH.

(1.3) z
(i)
1 ∈U S�

γ′−β−1.
(1.4) ν ∈Bω1

{0, 1}, where ω1 = 1 −
e−n�β/γ′

.
(1.5) w

(i)
1 = Az

(i)
1 − c

(i)
1 (t∗ − s∗

2) if
ν = 0, or w(i)

1 ∈U Rq otherwise.
(1.6) g

(i)
1 = H0(w

(i)
1 );

p
(i)
1 = OW

g
(i)
1

(w(i)
1 ).

2nd stage After receiving {(g(i)
u ,p

(i)
u )}U

u=2,
proceeds as follows, and then send
w

(i)
1 to F :

(2.1) for each 2 ≤ u ≤ U ,
(2.1a) compute the roots {r(i)

u,j}j
of

H0 − g
(i)
u ,

(2.1b) find r
(i)
u ∈ {r(i)

u,j}j
such that

p
(i)
u = OW

g
(i)
u

(r(i)
u ),

(2.1c) abort if there is no such r
(i)
u .

(2.2) w(i) = w
(i)
1 +

∑U
u=2 r

(i)
u .

(2.3) w
(i)
H = HighBitsq(w

(i), 2Uγ).
(2.4) abort if D has already contained

(pk∗,w
(i)
H ,PK(i), μ(i)).

(2.5) τ
(i)
1 ∈U {0, 1}θ;
append ((pk∗,w

(i)
H ,PK(i), μ(i)), τ (i)

1 )
to D.

(2.6) set
H2(pk∗,w

(i)
H ,PK(i) \ {pk∗}, μ(i), τ

(i)
1 ) =

c
(i)
1 .

3rd stage After receiving {w(i)
u }U

u=2,
proceed as follows, and then send z

(i)
1

to F :

(3.1) abort if ¬(r(i)
u = w

(i)
u ) for some

2 ≤ u ≤ U .
(3.2) restart if ν = 1.

Fig. 9. Description of Game6 changed from Game5,QSE

most Q2 times and C acted by A0 queries at most tU times, the number of access
H2 by A0 is at most Q2 + tU . The uniform choice of τ

(i)
1 over {0, 1}θ by AC at

(2.4) implies that the collision-entropy can be evaluated by θ.
Then, for 0 ≤ t ≤ QsE − 1, it follows from Lemma 2 that

|Pr [Win5,t+1] − Pr [Win5,t]| ≤ (4 +
√

2)
√

Q2 + tU2−θ/4. (7)

Game6. In this game, the way of generating
(
w

(i)
H , c

(i)
1 ,z

(i)
1

)
is changed. Con-

cretely, 1st stage, 2nd stage and 3rd stage in Sign phase are replaced with
Fig. 9. The following lemma shows the relationship between Win5,QsE and Win6.
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This proof is based on that of [18, Lemma 4.3] for the case ν = 0, and that of
[2, Theorem 5] for the case ν = 11.

Lemma 9. It holds that

|Pr [Win6] − Pr [Win5,QsE ]| ≤ QSEεrMLWE. (8)

Game7. In this game, (1.5) of 1st stage in Sign phase is replaced with w
(i)
1 =

Az
(i)
1 − c

(i)
1 (t∗ − s(i)) where s(i) ∈U Sk

η instead of w(i)
1 = Az

(i)
1 − c

(i)
1 (t∗ − s∗

2),
if ν = 0. The following lemma guarantees that this change does not affect.

Lemma 10. It holds that

Pr [Win7] = Pr [Win6]. (9)

Game8. In this game, pk∗ = (t∗1, t
∗
0) is generated in a way that t∗ = 2d · t∗1 + t∗0

for t∗ ∈U Rk
q , instead of t∗ = As∗

1 + s∗
2 in Init phase. Therefore, we have

|Pr [Win8] − Pr [Win7]| ≤ εMLWE. (10)

The Upper Bound of Winning Probability of Game8. We evaluate the upper
bound of the winning probability of Game8 by using the GSPB game. The win-
ning probability is evaluated by the following lemma. We can prove the lemma
by the combination of the proofs of [19, Theorem 3.4] and [18, Lemma 4.5].

Lemma 11. It holds that

Pr [Win8] < 8 ·
(

1
|CH| + 2|CH|2

(
32U2γ′γ

q

)kn
)

· (Q2 + QSUE + 1)2. (11)

Thus, we have

ε < εMLWE +
2
√

Q1

2θ/2
+

QSE(4 +
√

2)
√

Q2 + (QSE − 1)U

2θ/4
+ QSEεrMLWE

+ 8 ·
(

1

|CH| + 2|CH|2
(

32U2γ′γ
q

)kn
)

· (Q2 + QSUE + 1)2 + εwH + εOW + negl.

The proof is completed. ��
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1 [7] pointed out that w
(i)
1 in the case where C restarts should be simulated strictly.We

employ a method by [2,3] to deal with the case.
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Abstract. Most aggregate signature schemes are relying on pairings,
but high computational and storage costs of pairings limit the feasibility
of those schemes in practice. Zhao proposed the first pairing-free aggre-
gate signature scheme (AsiaCCS 2019). However, the security of Zhao’s
scheme is based on the hardness of a newly introduced non-standard com-
putational problem. The recent impossibility results of Drijvers et al.
(IEEE S&P 2019) on two-round pairing-free multi-signature schemes
whose security based on the standard discrete logarithm (DL) problem
has strengthened the view that constructing a pairing-free aggregate sig-
nature scheme which is proven secure based on standard problems such
as DL problem is indeed a challenging open problem.

In this paper, we offer a novel solution to this open problem. We intro-
duce a new paradigm of aggregate signatures, i.e., aggregate signatures
with an additional pre-communication stage. In the pre-communication
stage, each signer interacts with the aggregator to agree on a specific
random value before deciding messages to be signed. We also discover
that the impossibility results of Drijvers et al. apply if the adversary can
decide the whole randomness part of any individual signature. Based on
the new paradigm and our discovery of the applicability of the impossibil-
ity result, we propose a pairing-free aggregate signature scheme such that
any individual signature includes a random nonce which can be freely
generated by the signer. We prove the security of our scheme based on
the hardness of the standard DL problem. As a trade-off, in contrast to
the plain public-key model, which Zhao’s scheme uses, we employ a more
restricted key setup model, i.e., the knowledge of secret-key model.

Keywords: Aggregate Signatures · Pre-Communication · Knowledge
of Secret Key Model · Rogue-Key Attack

1 Introduction

Boneh et al. [8] introduced the concept of aggregate signatures, in which indi-
vidual signatures on different messages generated by n signers are combined by
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any party acting as an aggregator into a single signature with the length shorter
than the total length of n individual signatures. The aggregate signature scheme
proposed in [8] requires bilinear map computations using pairings in the ver-
ification step, and the security of the scheme is based on the hardness of the
pairing-based Diffie-Hellman assumption.

However, from the perspective of practical implementation and security guar-
antee, it is much preferable if we can avoid the pairings completely. First, the
pairing computation is still relatively quite costly. Since most pairing-based
schemes require pairing computations in verification, for the situation where the
verifiers are lightweight devices, such schemes might not be suitable. In addition,
recently, large cryptanalytic effort, such as [15,19], revealed a new weakness of
pairing based problems, and in a subsequent paper by Guillevic [15], it was
shown that we need to make the field size of the group used for pairing ≈ 75%
larger than the initial recommendation of the parameter for 128-bit security.

Recently, Zhao proposed an aggregate signature scheme based on the sigma
protocol which does not require pairing computation at all [32]. However, the
security of his scheme is based on the hardness of a non-standard computational
problem, i.e., the non-malleable discrete logarithm (NMDL) assumption, which
is newly introduced by Zhao in the same paper.

Therefore, constructing an aggregate signature scheme with the following
properties is a very important open problem from the practical and theoret-
ical points of view: (1) pairing-free, i.e., the scheme does not rely on pairing
computations or pairing-based assumption, and (2) provably secure based on
well-established standard assumptions, e.g., standard discrete logarithm prob-
lem. The aim of this paper is to propose a solution to this open problem. For
simplicity, we will focus only on pairing-free schemes here afterward.

1.1 Properties of Aggregate Signatures and Multi-signatures

Another cryptographic primitive which is closely related to aggregate signatures
is multi-signatures. In a multi-signature scheme, the combined signature must
be the combination of signatures on the same message, while in an aggregate
signature scheme, the combined signature can be the combination of signatures
on different messages. We will show below several properties related to the sig-
nature generating procedure and the security, which most aggregate signatures
and multi-signatures have in common.

Stages in Combining Signatures. Here, we unify the representation of signature
generating procedures in most (pairing-free) multi-signatures and aggregate sig-
natures into a sequence of three stages.1

– Stage I (Offline Stage). In this stage, each signer performs the necessary
interactive communication with other signers before deciding the message to
be signed.

1 It should be noted that an aggregate signature schemes or a multi-signature do not
have to have all the three stages.
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Table 1. Comparison among Pairing-Free Multi-signature and Aggregate Signature
Schemes

Multi signatures Aggregate signatures

BN(-IAS) [5] CoSi [10,29] mBCJ [2,10] Zhao [32] PCAS

#rounds in Stage I 0 0 0 0 1

Non-interactive message decision in

Stage II

No No No Yes Yes

#rounds in Stage III 3 2 2 1 1

#allowed concurrent signing queries poly(n) log(n) poly(n) poly(n) poly(n)

Security Assumption DL OMDL DL NMDL DL

Key-Setup Model plain PK KOSK KV plain PK KOSK
∗ PCAS is our proposed scheme. The first row and the third row indicate the number of interactive com-

munication between signers in Stage I and Stage III respectively. The second row indicates whether the

message decision in Stage II is carried without any interaction between signers. The fourth row indicates

the maximum number of concurrent signing queries which is allowed without breaking the security of the

scheme. Here, n indicates the number of signers. DL, OMDL, NMDL indicate the standard discrete loga-

rithm problem, one-more discrete logarithm problem, and non-malleable discrete logarithm problem [32],

respectively. We describe the notions of the key-setup model mentioned at the final row in the paragraph

Attacks and Key-Setup Model in Sect. 1.1.

– Stage II (Message Decision Stage). In this stage, signers decide the message
they will individually sign and eventually include in the final combined sig-
nature. In the case of multi-signatures, since all signatures to combine have
to be signatures on one single same message, it is almost natural that the
signers communicate to each other interactively to decide the message to be
signed in this stage. In the case of aggregate signatures, generally, a signer
does not need to share the message with other signers.

– Stage III (Online Stage). In this stage, signers share specific values related to
the messages decided in Stage II to others via interactive communication.

Research Question. We compare several pairing-free multi-signature and aggre-
gate signature schemes in Table 1. Notice that most pairing-free multi-signature
schemes require more than one communication round in the online stage (Stage
III), while they achieve provable security based on the hardness of standard
computational problems [2,5,29]. On the other hand, the pairing-free aggregate
signature scheme, Zhao’s scheme only requires a single communication round
in the online stage, while it achieves provable security using the hardness of
newly introduced non-standard computational problems. Our question here is
as follows.

“Is it possible to construct a new scheme which achieves the best of the
two worlds: (1) one communication round in Stage III, and (2) provable
security based on the hardness of standard computational problems ?”

Aggregate Signatures based on Multi-signatures. In a multi-signature scheme,
signatures on the same message are combined into the final signature. However,
one can easily tweak the scheme such that the combined signature will be a
signature on multiple different messages decided by different signers. In Stage
II, via an interactive message decision process, each signer can send an individual
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message to all other signers and then combine all different individual messages
into one single message by simple concatenation. This single message will be the
message to be signed which is agreed by all signers. In [5], Bellare and Neven
introduced this concept as Interactive Aggregate Signatures (IAS).

Attacks and Key-Setup Model. In both multi-signatures and aggregate signa-
tures, one should consider an attack scenario which is called the rogue-key attack.
In a rogue-key attack, an attacker generates public keys dishonestly and tries
to forge a combined signature involving such dishonest keys. In general, we can
guarantee the security of the scheme against the rogue-key attacks using the fol-
lowing two basic strategies. The first is (i) to prove directly that there exists no
rogue-key attack, and the second is (ii) to exclude rogue-key attacks by a specific
key registration protocol. These two approaches are formally modeled by (i) the
plain public-key (PK) model [5] and (ii) the knowledge of secret keys (KOSK)
model [6,21], respectively.

(i) The plain PK model is the model without any assumption in the key setup.
In the security model, an adversary can freely choose all cosigners’ public
keys excluding at least one honest signer’s key.

(ii) The KOSK model is the model where all signers need to prove the validity
of their public key. In the security model, an adversary can freely pick all
cosigners’ public keys, but it must output the secret keys corresponding
to these public keys. In practice, the KOSK model can be implemented
using one of the following models: (1) a trusted setup model [25], in which a
dedicated key registration protocol is needed to be executed by each signer,
(2) the key verification (KV) model [2], and (3) the proof-of-possession
(PoP) model [27], where each signer submits a certificate to prove possession
of a secret key.

1.2 Our Contributions

In this paper, we propose a new paradigm for constructing aggregate signature
which we call aggregate signatures with pre-communication (AS with PreCom).
We propose an aggregate signature scheme based on the new paradigm, which
we name PCAS, and proved its security based on the standard discrete loga-
rithm (DL) assumption in the KOSK model using a random oracle. We show
the comparison of PCAS with other pairing-free multi-signature and aggregate
signature schemes in Table 1 (We also show the performance comparison among
aggregate signature scheme and related schemes in Table 2 in Sect. 4).

Most aggregate signature schemes (either with pairings or without pairings)
do not have any interactive round between signers in Stage I. In contrast, an
aggregate signature scheme with pre-communication, have one interactive round
in Stage I before the message deciding stage (Stage II). We believe that this
drawback only has minor effects on the practical use. As shown in Table 1, PCAS
still keeps the most important feature of aggregate signatures, i.e., any signer is
allowed to choose their individual message to be signed without interacting with
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other signers in Stage II. Moreover, one should notice that the total number of
interactive rounds in PCAS, i.e., two, is the lowest number of interactive rounds
that the multi-signature schemes (either with pairing or without pairing) can
ever achieve in theory and these multi-signature schemes are being used widely
in real-world practice today [11].

Comparison to Zhao’s Aggregate Signature Scheme. As opposed to Zhao’s aggre-
gate signature scheme [32] which is proven based on a non-standard computa-
tional problem NMDL, our proposed aggregate signature scheme PCAS is proven
secure under the standard discrete-logarithm (DL) assumption. To prove the
security of our scheme, we assume the KOSK model as the key-setup model.2

Although the KOSK model is more costly compared to the plain PK model, there
are several practical methods for implementing the KOSK model as mentioned
in the previous section.

PCAS achieves a smaller signature size than the signature size in Zhao’s
scheme [32]. Concretely, let n be the number of individual signatures to com-
bine. For λ-bit security, in Zhao’s scheme the combined signature includes n
group elements whose total size is about 2λn bits, while in PCAS the combined
signature includes a random string with the total size of λn bits.

Circumventing Impossibility Results of Drijvers et al. [10]. In [10] Drijvers et al.
showed attacks against several two-round multi-signature schemes and also show
the impossibility of proving the security of those schemes. Since our proposed
aggregate signature scheme bears a resemblance to CoSi scheme [29], one of the
multi-signature schemes covered in [10], one may wonder whether the impossi-
bility results of Drijvers et al. are applicable to our proposed scheme. However,
as shown in a more detailed explanation at Sect. 5, the random value t which
is freshly chosen by the signer in every signature query, is actually sufficient for
our proposed scheme to avoid the impossibility results. Concretely, the root of
the impossibility results is the adversary’s ability to force the honest signer to
use a specific hash value c of the adversary’s choice in the response to a signa-
ture query. This ability is eliminated by the random value t, which makes the
adversary unable to predict the challenge c that the honest signer will use since
c is computed depending on the value of t in our scheme. For more detail, see
the full version of this paper.

1.3 Difficulty and Our Techniques

The Schnorr digital signature scheme [28] built from the Schnorr identification
by the Fiat-Shamir transform [12] is used in many applications as well as ours
because of the small computational complexity and well-established security.
Let q be a prime integer, g be a generator of a cyclic group G with order q,

2 The KOSK model is essential because there is a sub-exponential attack against this
scheme in the plain PK model by using k-sum algorithm as in [10]. For more detail
of this attack, see the full version of this paper.
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X be a public key, m be a message, (R, s) is a signature on m, and H be
a hash function H : {0, 1}∗ → Zq. The verification formula of the Schnorr
signature scheme is R = gsX−c where c is the value such that c = H(R,X,m).3

We can aggregate the formula because of the linearity. More specifically, for all
i = 1, . . . , n, when each signer Si (with public key Xi) submits a signature (Ri, si)
on a message mi, one can compress all signatures into ( ˜R, s̃) where ˜R =

∏n
i=1 Ri

and s̃ =
∑n

i=1 si mod q. Then the verification formula is ˜R = gs̃
∏n

i=1 Xci
i where

ci = H(Ri,Xi,mi).4

However, there are three difficulties in extending the Schnorr digital signature
scheme to multi-signatures or aggregate signatures by the above compression.

First, (I) all signers need to share ˜R before generating a signature. On the
Schnorr signature, a signer inputs Ri to the hash function to generate ci. If
an aggregator compresses all signers’ Ri into ˜R, a verifier cannot know Ri and
cannot compute ci. Thus we need to replace Ri with ˜R in the input of the hash
function, but in that case, then all signers require ˜R for generating signatures.

Second, (II) by sharing ˜R, a reduction fails to simulate the honest signer
in the security proof. In the Schnorr signature scheme, the reduction simulates
the signing oracle by the honest-verifier zero-knowledge property of the sigma
protocol and the random oracle. In detail, the reduction chooses s and c at
uniformly random from Zq, computes R ← gsX−c, sets H(R,X,m) ← c in the
random oracle table, and return (R, s) as a signature. If H(R,X,m) is predefined
by hash queries, the reduction cannot set H(R,X,m) ← c and cannot complete
this simulation. In the case that the input R of the hash function is changed to ˜R,
the reduction can compute ˜R only after an adversary outputs all cosigners’ Ri.
Thus an adversary can know ˜R before the reduction knows it, and can prevent
the reduction from setting H( ˜R,X,m) ← c in the random oracle table by making
a hash query ( ˜R,X,m).

Third, (III) it is hard to compute the solution of the DL problem from forg-
eries because of the term related to cosigners. Recall that the verification formula
is ˜R = gs̃

∏

i X−ci
i . Let X̄ be an instance of the DL problem the reduction tries

to solve. For simplicity, we assume the restricted case where the k-th signer is
the honest signer (Xk = X̄) and a forger assigns distinct group elements to
cosigners’ key. 5 The reduction uses the rewinding technique and obtains the
two formulae ˜R = gs̃

∏

i X−ci
i and ˜R′ = gs̃′ ∏

i X
−c′

i
i where ˜R = ˜R′, and ck �= c′

k.
When the reduction tries to extract the discrete logarithm of X̄ by dividing the
above two formulae, it can obtain

X̄ck−c′
k = gs̃−s̃′ ∏

i�=k

X
−ci+c′

i
i . (1)

3 For the convenience of considering multiple users, we added the public key to the
input of the hash function.

4 If we set m1 = m2 = · · · = mn, then we can see it as multi-signatures.
5 In [5], Bellare and Neven consider the case where there are several public keys with

the same values.
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However, notice here that the term
∏

i�=k X
−ci+c′

i
i related to cosigners becomes

the barrier for the reduction to extract the discrete logarithm of X̄.
Next, we show how Bellare-Neven multi-signature scheme [5] circumvents

the above difficulties. First, note that in a multi-signature scheme, all signers
who participate will generate signatures on the same message and are allowed
to interact with each other in the signing procedure. For (I), all signers share
{Ri}i in the signing protocol and compute ˜R. For (II), each signer generates a
commitment to Ri by using a hash function and sends the commitment to all
other signers, before it sends Ri. By this, in the security proof, when the reduc-
tion receives all cosigners’ commitments to {Ri}i, it can compute ˜R by searching
all cosigners’ Ri in the random oracle table simulating the hash function before
the adversary knows ˜R. For (III), the reduction programs the random oracle
carefully as follows. For the hash query ( ˜R,Xk, L,m) where L is the list of the
signers’ public keys, the reduction fixes H( ˜R,Xi, L,m) to the random value for
all i �= k before it defines H( ˜R,Xk, L,m). By this careful programming of a
random oracle, the reduction can make the situation that ci = c′

i holds for i �= k

in Eq. (1) and can cancel out the term
∏

i�=k X
−ci+c′

i
i related to cosigners. Then

it can extract the solution to the problem as (s̃ − s̃′)/(ck − c′
k) mod q without

cosigners’ secret key. Thus, this scheme can be proved secure in the plain PK
model.

Unfortunately, these techniques to circumvent the three difficulties (I)-(III)
are effective only for multi-signatures, not for aggregate signatures. Recall that
the techniques to circumvent (I) and (II) require the communication in the sign-
ing phase. Applying them to aggregate signatures will automatically destroy
the advantage of aggregate signatures over multi-signatures, i.e., the freedom
of the signers to sign their own chosen message individually without sharing it
with other signers beforehand. And the technique to circumvent (III) is simply
impossible to apply on aggregate signatures. This technique works only if all
messages in the signatures to be combined are fixed before the rewinding point
in the security proof. However, in aggregate signatures, the cosigners controlled
by the adversary always have the freedom to change the messages in the sig-
natures to be combined any time, even after the rewinding point. Therefore,
we need to explore other approaches to overcome the above three difficulties in
aggregate signatures.

We overcome the three difficulties as follows. For (I), noticing that ˜R is
pre-communicable, we introduce the pre-communication and exclude the com-
munication in the signing protocol. For (II), we resolve the difficulty by adding
the random value ti generated by the signer in the signing phase to the input
of the hash function to produce ci. In more details, each ci is computed as
ci ← H( ˜R,Xi, ti,mi) and a set of ti is included in a aggregate signature as
( ˜R, s̃, {ti}i). Consequently, thanks to ti, the reduction can succeed in simulating
the honest signer no matter how cleverly the adversary behaves, because the
adversary should guess the random value ti. For (III), we use the KOSK model.
By this, the reduction can obtain cosigners’ secret keys xi for i �= k and com-
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pute the discrete logarithm of
∏

i�=k X
−ci+c′

i
i in Eq. (1). Therefore it can extract

a solution to the DL problem as (s̃ − s̃′ − ∑

i�=k xi(ci − c′
i))/(ck − c′

k) mod q.6

1.4 Related Work

Boneh et al. suggested the idea of aggregate signatures and proposed the first
aggregate signature scheme using pairing [8]. Bellare et al. showed that the
aggregate signature scheme [8] is secure even if the restriction of different pairs
of a public key and a message between all signers is eliminated [4]. There are
many pairing-based aggregate signature schemes [1,7,16,17,21,23,26].

Lysyanskaya et al. introduced a notion of sequential aggregate signatures,
where signers sequentially generate a signature on his message by using previ-
ous signers’ messages and signatures and provided the first sequential aggregate
signature scheme built from the RSA assumption [22]. After that, pairing-based
sequential aggregate signature schemes [13,20,21] and pairing-free sequential
aggregate signature schemes [3,9,26] were proposed.

Gentry and Ramzan proposed the first aggregate signature in the synchro-
nized setting [14], and Ahn et al. formalized the synchronized aggregate sig-
natures, in which signatures generated in the same period can be compressed
into an aggregate signature. Hohenberger and Waters provided an RSA-based
synchronized aggregate signature scheme [18]. We can implement an AS with
PreCom scheme using a synchronized aggregate signature scheme as follows. In
a PreCom phase, the signers can agree on the time period by pre-communication.
A restriction of this approach is that the number of the signatures the signers
can issue is bounded at the setup time. Our proposed scheme does not have such
a restriction.

Identity-based aggregate signatures [7,14,17,30] are the aggregate signatures
in which each signer is assigned an ID and creates a signature by using a secret
key that a private key generator generates by the master secret key and the
signer’s ID. Bellare and Neven proposed a DL-based multi-signature scheme
and mentioned the applicability of multi-signatures to (interactive) aggregates
signature [5]. This application presupposes that signers can share messages.

Zhao proposed an aggregate signature scheme for blockchain applica-
tions [32]. This scheme is asynchronous and constructed from general elliptic
curves. He stated that the proposed scheme is more applicable to blockchain
applications than pairing-based aggregate signatures for the system complexity
and the verification speed. His scheme is an extension of the Γ-signature [31] to
aggregate signatures. Though the signature size linearly depends on the number
of signers, this scheme is proved secure in the plain PK model and requires no
communication between signers for signing. The security of this scheme is based
on the non-malleable discrete logarithm (NMDL) assumption. This assumption

6 Here, we implicitly assumed the same restriction as we assumed in Sect. 1.3 for
discussing Bellare-Neven’s approach to the difficulty (III). However, this restriction
can be removed in the actual proof of this proposed scheme. For detail, see the
security model in Sect. 3.1.
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is only justified in the generic group model [24] with random oracles, where an
adversary is allowed to query both of the random oracle and the generic group
oracle.

2 Preliminaries

2.1 Notation

For a prime integer q, we denote the ring of integers modulo q by Zq and the
multiplicative group of Zq by Z∗

q . Let G be a cyclic group of order q and let g be a

generator of G. For a set A, we write a
$←− A to mean that a is chosen at uniformly

random from A. For a probabilistic algorithm B, we write b ← B(β1, . . . ; ρ) to

mean that B on inputs β1, . . . and random tape ρ outputs b, and b
$←− B(β1, . . .)

to mean that ρ is chosen at uniformly random and let b ← B(β1, . . . ; ρ).

2.2 Hardness Assumption

We now recall the definition of the discrete logarithm assumption.

Definition 1 (Discrete Logarithm Assumption). For (G, g, q), let E be a
PPT algorithm that is given y chosen at uniformly random from G. We say that
E (t, ε)-breaks DL if E runs in time at most t and outputs x such that y = gx

with probability at least ε.

3 Aggregate Signatures with Pre-Communication

3.1 Definition

In this paper, particularly, we introduce a model where, before signing, each
signer communicates with the aggregator and shares information in advance,
which we hereafter call helper information. Note that communication in this
model is the one-to-one communication between a signer and the aggregator. We
now describe the definition of aggregate signature (AS) with pre-communication
(PreCom) below. We illustrate pre-communication and aggregation in Fig. 1.

Definition 2 (AS with PreCom). An AS with PreCom consists of the fol-
lowing five algorithms and one protocol. Let n be the number of signers and let
i be the index of a signer.

Setup(1λ) → pp. The public parameter generation algorithm takes as input a
security parameter 1λ, then outputs a public parameter pp.

KeyGen(pp) → (pk , sk). The key generation algorithm takes as input a public
parameter pp, then outputs a public key pk and a secret key sk.
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Fig. 1. Aggregate Signature with Pre-Communication: The arrows that denote the
communication are simplified to one round communication as in the proposed scheme
in this paper. In our model, we do not restrict the number of rounds to one.

PreCom〈S1(pk1, sk1), . . . ,Sn(pkn, skn),AG({pki}n
i=1)〉 → (h̃1, . . . , h̃n, z). The

pre-communication protocol is executed between each signer Si with input a
public key pk i and a secret key sk i and an aggregator AG with input all the
signers’ public keys {pk i}n

i=1. After the protocol terminates, each Si and AG
obtain h̃i and z as helper information, respectively.

Sign(pp, pk , sk , h̃,m) → σ. The signing algorithm takes as input a public param-
eter pp, a public key pk, a secret key sk, helper information h̃, and a message
m, then outputs a signature σ.

Agg(pp, z, {(pk i,mi, σi)}n
i=1) → σa. The aggregation algorithm takes as input

a public parameter pp, helper information z, and a set of all signers’ public
keys, messages, and signatures {(pk i,mi, σi)}n

i=1, then outputs an aggregate
signature σa.

AggVer(pp, {(pk i,mi)}n
i=1, σa) → {0, 1}. The aggregate signature verification

algorithm takes as input a public parameter pp, a set of all signers’ public keys
and messages {(pk i,mi)}n

i=1, and an aggregate signature σa, then outputs 0
(REJECT) or 1 (ACCEPT).

For any set of messages {mi}n
i=1, if all signers and an aggregator behave honestly,

then Pr[AggVer(pp, {(pk i,mi)}n
i=1, σa) = 1] = 1 holds.

Security Model of AS with PreCom. Below, we show the definition of existen-
tial unforgeability under the chosen-message attack to AS with PreCom in the
random oracle model and knowledge of secret key (KOSK) model [6,21]. This
security definition requires that it be infeasible to forge aggregate signatures
involving at least one honest signer. In the security model here, as a forger F ,
we consider aggregators who corrupt signers except for one honest signer. Also
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the forger F can execute the pre-communication and the aggregation protocols
with an honest signer several times, and after that, it tries to output a forgery.
Then the forger F can arbitrarily choose the corrupted cosigners’ public keys
even though it must output secret keys corresponding to these public keys. This
restriction is called the KOSK model.

Formally, the security model here is defined by the three-phase game of the
following.

Setup. The challenger chooses the parameter pp $←− Setup(1λ) and the key pair

(pk , sk) $←− KeyGen(pp). It runs a forger F on input pk and pp.
Signing Queries. The challenger receives (j, ij) as a PreCom signing query.

The challenger and F execute the pre-communication protocol PreCom
〈S1(pk1, sk1), . . . ,Sn(pkn, skn),AG({pki}n

i=1)〉 → (h̃1, . . . , h̃n, z) where the
challenger behaves as Sij (pk , sk) and all the other parties are controlled
by F . Then, the challenger obtains the helper information h̃ij and stores
this information with the PreCom signing query. The challenger receives
(j,m′) as a message signing query. It reads out h̃ij and computes σ′

j ←
Sign(pp, pk , sk , h̃ij ,m

′). The challenger returns σ′
j to F . F is allowed to con-

currently make any number of above queries where it is allowed to make only
one message signing query per one PreCom signing query.7

Output. After F terminates, it outputs n key pairs {(pki, ski)}n
i=1, a set of

messages {m∗
i }n

i=1, and a forgery σ∗
a where the following holds.

– {pki}n
i=1 is distinct to each other.

– pk ∈ {pki}n
i=1.

– skk is ⊥ where k is such that pkk = pk.
If AggVer(pp, {(pk i,m

∗
i )}n

i=1, σ
∗
a) = 1 is true and m∗

i has never been queried
where i is such that pki = pk, then F is said to succeed in forgery.

Definition 3 (Unforgeability in KOSK Model for AS with PreCom).
Let N be a maximum number of cosigners being involved in the forgery. We say
that F (t, qS , qH , N, ε)-break AS with PreCom if F runs in at most t time, makes
at most qS signing queries and at most qH random oracle queries, and succeeds
in forgery in the above game with probability at least ε. For an AS scheme with
PreCom, if there are no F that (t, qS , qH , N, ε)-breaks it, we say the scheme is
(t, qS , qH , N, ε)-secure.

3.2 Our AS Scheme with PreCom (PCAS)

In this section, we propose the AS scheme with PreCom PCAS based on the dis-
crete logarithm assumption in the random oracle model and the KOSK model.
This scheme is an extension of the Schnorr signature scheme to aggregate signa-
tures. We introduce the pre-communication to solve the difficulty (I) in Sect. 1.3
without the communication in the signing phase.
7 This restriction is essential. If this restriction is omitted, there is an attack against

our proposed scheme. See Remark 1 for more detail.
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The Algorithms and Protocol of PCAS. Below, we now show the algorithms
and protocol of PCAS.

Setup(1λ) → pp. It chooses (G, q, g), a hash function H : {0, 1}∗ → Zq, and a
parameter κ, then outputs pp = (G, q, g,H, κ).

KeyGen(pp) → (pk , sk). It computes x
$←− Zq and X ← gx, then outputs the

public key pk = X and the secret key sk = x.
PreCom〈S1(pk1, sk1), . . . ,Sn(pkn, skn),AG({pki}n

i=1)〉 → (h̃1, . . . , h̃n, z). For

all i ∈ [1, n], firstly, each signer Si computes ri
$←− Zq and Ri ← gri and sends

Ri to the aggregator. The aggregator generates ˜R ← ∏n
i=1 Ri from given

{Ri}n
i=1, and returns ˜R to all the signers. Each signer Si and the aggregator

store h̃i = (ri, ˜R) and z = ˜R as the helper information, respectively.

Sign(pp, pk , sk , h̃,m) → σ. It chooses a value t
$←− {0, 1}κ at uniformly random,

computes c ← H( ˜R,X, t,m) and s ← cx + r mod q, then outputs σ = (s, t)
as a signature.

Agg(pp, z, {(pk i,mi, σi)}n
i=1) → σa. It computes s̃ ← ∑n

i=1 si mod q, then
outputs the aggregate signature σa = (s̃, {ti}n

i=1,
˜R).

AggVer(pp, {(pk i,mi)}n
i=1, σa) → {0, 1}. If {pki}n

i=1 are not distinct to each
other, it outputs 0. For all i ∈ [1, n], it computes ci ← H( ˜R,Xi, ti,mi). If
˜R = gs̃

∏n
i=1 X−ci

i holds, then outputs 1. Otherwise outputs 0.

For the verification formula, it holds that gs̃
∏n

i=1 X−ci
i = g

∑
xici+rig

∑ −xici =
g

∑
ri = ˜R. Thus, an aggregate signature is accepted with probability 1 when it

is generated honestly.

Remark 1. Note that already used helper information cannot be reused because
the adversary can obtain two distinct signatures generated from the same helper
information and extract a secret key by exploiting the special soundness prop-
erty. Moreover, in the aggregation phase, if several signers fail to participate
in this phase, the protocol terminates, and it should be restarted from pre-
communication.

The Security of PCAS. We should overcome two difficulty (II) and (III) in
Sect. 1.3 to prove PCAS secure. (For more detail, see Sect. 1.3).

To overcome the difficulty (II), we add the random value t to the input of a
hash function which produces c. We explain how this t enables us to simulate
the signing oracle. Towards this end, let us review how to simulate the honest
signer for the Schnorr signature. Firstly, the reduction receives m′ from a forger
as a signing query, randomly chooses (c, s) and computes R ← gsX−c where
X is the honest signer’s public key. After that, it sets H(R,X,m′) ← c in the
random oracle table and return (R, s) as a valid signature to a forger. In this
case, H(R,X,m′) is not predefined with overwhelming probability because R is
a fresh random value generated by the reduction. For PCAS, the reduction needs
to set H( ˜R,X, t,m′) ← c in the random oracle table. Although a forger can
decide ˜R and m′, it cannot obtain t until the reduction return (s, t). Therefore,
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the reduction can set H( ˜R,X, t,m′) ← c between receiving ˜R and m′ from a
forger and returning (s, t).

To overcome the difficulty (III), we consider the KOSK model. By this, the
reduction can make use of the cosigners’ secret keys to extract the solution to
the DL problem. Moreover, the KOSK model is essential for PCAS because there
is a rogue-key attack in the plain PK model. We describe this attack in the full
version of this paper.

The following theorem states that PCAS is secure under the discrete loga-
rithm assumption in the random oracle model and the KOSK model.

Theorem 1. If there is a forger F that (t, qS , qH , N, ε)-breaks PCAS, then there
is an algorithm B that (t′, ε′)-breaks DL such that

ε′ � ε2

qH + 1
− 2qS(2qH + qS − 1)

(qH + 1)2κ+1
− 1

q
, t′ � 2t + 2qStexp + O(qH + qS + 1),

where texp is the time for an exponentiation in G and we assume that κ = λ.

Proof. We first show the construction of the algorithm B which can solve the
DL problem using the forger F . B is given an instance of the DL problem Y and
a parameter (G, q, g).

To construct B, let A be the algorithm as follows. On inputs (G, q, g, Y ),
h1, . . . , hqH+1 ∈ Zq, and a random tape ρ, A runs F on inputs (G, q, g) and Y
as an honest signer’s public key. It initializes counters ctr1 = 1, ctr2 = 0 and
tables T [·], L[·] to be empty, where T [·] is a random oracle table and L[·] is a
table that stores helper information of PreCom for signing queries. It responds
to F ’s hash queries and signing queries as follows.

Hash Query H(Q). A query Q is parsed as Q = ( ˜R,X, t,m). In the case that
X = Y , A lets T [Q] = hctr1 and ctr1 ← ctr1 + 1 if T [Q] is undefined. In the

case that X �= Y , A lets c
$←− Zq, T [Q] ← c if T [Q] is undefined. It returns

T [Q].
Signing Query. Firstly, when A receives the signal to start PreCom, it sets

ctr2 ← ctr2 + 1, chooses s′, c′ $←− Zq, computes R′ ← gs′
X−c′

k , and sends R′

to F . After that, when A is given ˜R′ from F , A assigns L[ctr2] ← (s′, c′, ˜R′).
When receiving a query (m′, J), A sets M ′ ← M ′ ∪ {m′} and reads L[J ].

It returns ⊥ to F if L[J ] is empty. A chooses t′ $←− {0, 1}κ and sets Q′ =
( ˜R′, Y, t′,m′). It sets bad ← true and halts with output ⊥ if T [Q′] is already
defined. Otherwise it assigns T [Q′] ← c′, empties L[J ] and returns (s′, t′)
to F .

Finally, F outputs {X∗
i }n∗

i=1 which is the set of public keys including Y ,
{x∗

i }i∈[1,n∗]\{k} which is the set of secret keys corresponding to the public keys
except Xk such that Y = Xk, the set of messages {m∗

i }n∗
i=1, and a forgery

(s̃∗, {t∗i }n∗
i=1,

˜R∗). A checks whether m∗
k /∈ M ′ and AggVer(pp, {(X∗

i ,mi)}n∗
i=1,

(s̃∗, {t∗i }n∗
i=1,

˜R∗)) = 1 holds, and it outputs ⊥ if not. Otherwise A outputs
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(I, {(Xi, xi)}i∈[1,n]\{k}, (s̃∗, {c∗
i }n∗

i=1,
˜R∗)) where c∗

i = T [ ˜R∗,Xi, t
∗
i ,m

∗
i ] and I is

the index such that hI = T [ ˜R∗, Y, t∗k,m∗
k].

B obtains the following two sequences by rewinding A according to the
Bellare-Neven general forking Lemma [5].

(I(1), {(X(1)
i , x

(1)
i )}i∈[1,n(1)]\{k(1)}, (s̃

(1), {c
(1)
i }n(1)

i=1 , ˜R(1)))

(I(2), {(X(2)
i , x

(2)
i )}i∈[1,n(2)]\{k(2)}, (s̃

(2), {c
(2)
i }n(2)

i=1 , ˜R(2)))

s.t. ˜R(1) = ˜R(2) ∧ I(1) = I(2) ∧ c
(1)

k(1) �= c
(2)

k(2)

Since the above sequences satisfy the verification formula, we have

˜R(1) = gs̃(1)
n(1)
∏

i=1

X
(1)
i

−c
(1)
i and ˜R(2) = gs̃(2)

n(2)
∏

i=1

X
(2)
i

−c
(2)
i

.

By ˜R(1) = ˜R(2), dividing the above two equations gives

Y c
(1)
1 −c

(2)
1 = gs̃(1)−s̃(2) ∏

i∈[1,n(1)]\{k(1)}
X

(1)
i

−c
(1)
i

∏

i∈[1,n(2)]\{k(2)}
X

(2)
i

c
(2)
i

.

Therefore, finally B outputs the following as the solution to the instance Y of
the DL problem.

y ← s̃(1) − s̃(2) − ∑

i∈[1,n(1)]\{k(1)} x
(1)
i c

(1)
i +

∑

i∈[1,n(2)]\{k(2)} x
(2)
i c

(2)
i

c
(1)

k(1) − c
(2)

k(2)

mod q

(2)

B succeeds in outputting y if and only if it succeeds in forking A. Let frk be
the probability of succeeding in forking A, and then the success probability ε′

of B is equal to frk . Let acc be the probability that A outputs the sequence. We
have

acc = Pr[bad �= true ∧ Fsucceed ] � Pr[Fsucceed ] − Pr[bad = true].

The event bad = true happens when A cannot set H( ˜R′,X, t′,m′) ← c′ in the
random oracle table due to a predefined H( ˜R′,X, t′,m′). F can cause this event
by guessing t′ which is the part of a signature that the signing oracle returns.
How F maximizes the probability of causing this event is as follows. Firstly, for
a hash query Qk = ( ˜R′,X, t′,m′), F fixes ˜R′,X, and m′ and queries qH times
with t′ different from each other. After that, F makes qS signing queries by using
˜R′,X, and m′. Let Hitf be the event that bad = true is happened in the fth
time signing query. Note that one new row in the random oracle table is created
every time F makes signing query. Then Pr[bad = true] is bounded as follows.

Pr[bad = true] = Pr[Hit1 ∨ Hit2 ∨ . . . ∨ HitqS ]
� Pr[Hit1] + Pr[Hit2] + . . . + Pr[HitqS ]

� qH

2κ
+

qH + 1
2κ

+ . . . +
qH + qS − 1

2κ
=

qS(2qH + qS − 1)
2κ+1

.
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Thus we obtain

acc � ε − qS(2qH + qS − 1)
2κ+1

.

By the Bellare-Neven general forking lemma [5], we have

ε′ = frk � acc
(

acc
qH + 1

− 1
q

)

� acc2

qH + 1
− 1

q

=
1

qH + 1

(

ε − qS(2qH + qS − 1)
2κ+1

)2

− 1
q

� ε2

qH + 1
− 2qS(2qH + qS − 1)

(qH + 1)2κ+1
− 1

q
.

The running time t′ of B is twice as the running time t of F plus O(qH+qS+1)
time needed to answer hash queries plus 2qStexp time because each signing query
involves two exponentiation in G. �

The Restriction on the Public Keys. For PCAS, all signers’ public keys need
to be distinct from each other. The reason is as follows: in the security proof,
if several cosigners are having the same public key as an honest signer, the
denominator of Eq. (2) is

∑

i∈[1,n(1)] s.t. Y =X
(1)
i

c
(1)
i −∑

i∈[1,n(2)] s.t. Y =X
(2)
i

c
(2)
i . In

this situation, we cannot know whether this denominator is not equal to 0 only
from condition c

(1)
1 �= c

(2)
1 .

On the KOSK Model and Its Implementation. We used the KOSK model
in the security proof for simplicity and necessity. In practice, a possible way to
implement the KOSK model is to use a proof-of-possession (PoP). The security
of this implementation depends on the security of PoP. For example, we may
consider the case of using the Schnorr signature [28] as PoP. More specifically,
if a signer is required to include the PoP signed by his secret key in his public
key, then, in the security game, a forger outputs the PoP signed by the secret
keys behind the cosigners’ public keys, not the secret keys. Since the set of the
cosigners’ secret keys is necessary for the proof of Theorem 1, proving the security
of PCAS with this PoP is not trivial. A possible way to prove such a scheme secure
is applying Bagherzandi-Cheon-Jarecki generalized forking lemma [2].

4 Performance Comparison among Aggregate Signature
Scheme and Related Schemes

In this section, we compare the proposed aggregate signature scheme with pre-
communication PCAS with the Zhao’s aggregate signature scheme [32] and the
Bellare-Neven interactive aggregate signature scheme BN-IAS [5]. These schemes
are constructed based on the Schnorr signature scheme [28]. Note that we sup-
pose the situation that these schemes are used for the same purpose of compress-
ing signatures on different messages into a compact signature. Then, we focus on
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Table 2. Performance Comparison among Aggregate Signature Scheme and Related
Schemes

Scheme BN-IAS [5] Zhao [32] PCAS

Type IAS standard AS AS with PreCom

No sharing Messages No Yes Yes

Communication

Complexity

(|M| + l0 + |G| + |Zq |)
×n(n − 1)

2n|Zq| n(2|G| + |Zq| + κ)

Signature Size |Zq| + |G| |Zq| + n|G| |Zq | + |G| + nκ

Assumption DL NMDL DL

Key Setup plain PK plain PK KOSK

Restriction

in Aggregation
No Restriction Distinct (pk ,m) Distinct pk

Withdrawal No Yes No
∗ The row 1 and 2 indicate pairing-free aggregate signature (AS) scheme and
related schemes. In row 4 and 5, |M |, |Zq| and |G| indicate the size of a element
in |M |, Zq , and G. Also. n denotes the number of signers, and �0 and κ are
specific parameters on each scheme. Especially, the bit-length of κ is as same as
the security parameter in general. The row 6 and 7 show that the assumption and
the key-setup model (cf., the notion of models in Sect. 1.1) in which each scheme is
proved secure, where DL and NMDL indicate the discrete logarithm assumption
and non-malleable DL assumption [32]. The row 8 shows the restriction of all
signers’ public keys and/or messages to be accepted in the verification. The final
row shows the possibility of a continuation of the procedure in the case where
signers disappear before the aggregation phase.

sharing messages, communication complexity, withdrawal, the key setup model,
assumptions, and the size of the aggregate signature for the comparison. Table 2
summarizes this comparison.

Necessity of Sharing Messages. On the above purpose, BN-IAS is the multi-
signature scheme used as an aggregate signature scheme. More detail, this scheme
generates a combined signature on different messages by seeing a set of signers’
messages as one message. Then, all players need to execute the interactive pro-
tocols in Stage II in Sect. 1.1.

PCAS and Zhao’s scheme need not share messages between all signers. Espe-
cially, PCAS requires interactive protocol as PreCom, however, this interaction
is executed in Stage I. Thus, it achieves no sharing messages. Zhao’s scheme has
the standard construction of the aggregate signature, so it has no interaction
protocol.

Communication Complexity. Firstly, let n be the number of signers, and |M | be
the size of a message M . Moreover, we consider the communication complexity
including the cost of one-shot communication from signers to an aggregator for
submitting a signature.

For BN-IAS, all signers need to share messages before the signing phase.
Also, the signing protocol requires three-round communication between every
two signers. Therefore, this scheme requires n(n − 1)/2 channels, and the total
communication complexity per channel is 2|M | + 2l0 + 2|G| + 2|Zq| where l0 is
the bit-length of the range of the hash function to produce the commitment to
commitment element on the Schnorr signature scheme. The total communication
complexity in aggregation protocol is n(n − 1)(|M | + l0 + |G| + |Zq|).
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PCAS needs one bidirectional communication to share helper information
between signers and the aggregator in the pre-communication phase. Hence this
scheme requires n channels, and the total communication complexity per channel
is 2|G|+ |Zq|+κ. Then the total communication complexity is n(2|G|+ |Zq|+κ).

Zhao’s scheme has no interactive protocol, so there are only communications
for submitting signatures. Then this scheme requires n channels, and the total
communication complexity is 2n|Zq|.

The Size of an Aggregate Signature. The size of a signature of BN-IAS is |Zq|+|G|,
and hence it is independent of n. The signature size of PCAS is |Zq| + |G| + nκ
and the signature size of Zhao’s scheme is |Zq|+n|G|. Notably, both sizes depend
on n. We can pick κ to be equal to the security parameter λ because we should
consider only target collisions for the hash function in the proof of Theorem 1.
Also, We can have κ � |G| because the order of G is about 22λ in general.
Therefore PCAS can achieve a smaller signature size than Zhao’s scheme.

Key Setup Model, Assumptions, and Acceptable Condition. We proved PCAS
secure under the DL assumption in the KOSK model and the random oracle
model. This scheme needs to use a PoP to prove the correct generation of a
public key in practical due to the KOSK model. BN-IAS was proved secure under
the DL assumption in the random oracle model and the plain PK model. Zhao’s
scheme was proved secure under the NMDL assumption in the random oracle
model and the plain PK model. Zhao also showed the hardness of the NMDL
problem in the generic group model [24] and the random oracle model.

BN-IAS has no restrictions on public keys and messages, namely, we may
include duplicate public keys and messages in aggregation. In Zhao’s scheme, an
aggregate signature is not accepted when all signers’ pairs of a public key and a
message are not distinct to each other. In PCAS, the aggregate signature can be
accepted at least every public keys should be distinct.

Withdrawal. BN-IAS must halt and restart a signing protocol when some signers
disappear in the signing phase. Also, PCAS must halt and restart a signing
protocol when some signers fail to participate in an aggregation phase. On the
other hand, Zhao’s scheme can continue the process in such a situation because
each signer generates a signature without any communication.

5 How to Avoid Drijvers et al.’s Impossibility

Drijvers et al. showed that several multi-signature schemes claimed to be secure
are in fact insecure by both concrete attacks and meta-reductions demonstrating
the impossibility of proving their security [10]. Because all of such schemes are
based on the Schnorr identification or extensions thereof, one may wonder if their
attacks or meta-reduction arguments are applicable or not to our schemes and, if
not, may want to know the reason for the inapplicability. In particular, the CoSi
scheme [29], which is one of the targets of these attacks and meta-reductions is
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quite similar to our PCAS scheme and is essentially the PCAS scheme without
t. Therefore, it seems to be reasonable that our PCAS scheme is a target of (a
natural extension of) these attacks and meta-reductions.

We discover that the meta-reductions of Drijvers et al. apply to any multi-
signature or aggregate signature scheme based on sigma protocol, e.g., Schnorr
identification scheme, with the following properties: (1) the challenge of each
signer depends solely on the message to be signed and the combined commit-
ment, and (2) a malicious aggregator can control the values of the combined
commitment. Exploiting the above properties, a meta-reduction algorithm can
somehow rewind any reduction algorithm which simulates an honest signer and
force the honest signer to use different challenges of the malicious aggregator’s
choice. Thus, if the reduction simulates the honest signer perfectly, the meta-
reduction algorithm obtains two distinct individual signatures based on two dif-
ferent combined commitments but the same fixed individual commitment from
the honest signer. The special soundness property of sigma protocol enables the
meta-reduction algorithm to break the hardness of underlying computational
problem and thus the impossibility holds.

For the PCAS scheme, this structure is eliminated by introducing a random
value of t. The point is that t is chosen by the honest signer after an aggregator
broadcasting the combined commitment. Due to this t, a malicious aggregator
cannot force the honest signer to use the challenge of the malicious aggregator’s
choice.

In the full version of this paper, we elaborate more on the above-outlined
weakness of the PCAS scheme without t from the viewpoints of both concrete
attacks and meta-reduction arguments. Furthermore, we explain how this weak-
ness was overcome by the introduction of the random value t.

6 Conclusion

In this paper, we propose a new paradigm pre-communication and the PCAS
scheme which is constructed based on this new paradigm and proved secure under
the standard DL assumption and the KOSK model. By presenting the concrete
rogue-key attack, we state that the KOSK model is essential for PCAS. Moreover,
we explain that we avoided Drijvers et al.’s attacks and impossibility results.

In practice, PCAS need proof-of-possession (PoP) because of their security in
the KOSK model. Therefore to analyze the security of schemes equipped with a
concrete PoP is an important open question.
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Abstract. We propose new short signature schemes under the ring-SIS
assumption in the standard model. Specifically, by revisiting an existing
construction in [Ducas and Micciancio, CRYPTO 2014], we demonstrate
efficient lattice-based signatures with improved tag generation. We firstly
construct a scheme under mild security condition that is existentially
unforgeable against random message attack with auxiliary information.
We then convert the mildly secure scheme to a fully secure scheme by
applying a trapdoor commitment scheme. Our schemes enable the gen-
eration of tags from messages and the collision of multiple tags, which
improves reduction loss. Our schemes have short signature sizes of O(1)
and achieves tighter reduction loss than that of Ducas et al.’s scheme.
In accordance with two kinds of parameter set for tag generation, we
get two signature schemes with different properties of reduction loss and
verification key size. One of our schemes has tighter reduction and as the
same size verification key of O(log n) as that of Ducas et al.’s scheme,
where n is the security parameter. Another scheme achieves much tighter
reduction loss of O(Q

n
) for the sake of verification size of O(n), where Q

is the number of signing queries.

Keywords: Digital signatures · Ring-SIS assumption · Security
reduction · Trapdoor commitment

1 Introduction

1.1 Background

Digital signatures are one of the most fundamental cryptographic primitives that
guarantee authenticity of electronic documents and are an indispensable compo-
nent of our digital infrastructure. When using digital signatures, each signer has
a pair of keys consisting of one secret (signing) and one public (verification) key.
A signer signs a document with the secret key, and the document’s authenticity
is publicly verifiable with the public key.
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The performance of cryptographic primitives, such as digital signatures, can
be evaluated using reduction loss relative to a difficult problem. Reduction loss
is the gap in difficulty between breaking the cryptographic primitive and solving
the difficult problem. When there is approximately no reduction loss (i.e., when
breaking the cryptographic primitive is at least as difficult as solving the difficult
problem), the digital signature scheme is called tightly secure. The reduction loss
can have a dramatic impact on the scheme’s parameters. Lowering the reduction
loss of a cryptosystem is important because this enables security parameters to
be made as small as necessary without compromising security.

The model of signature schemes with a random oracle is called the random
oracle model. It is an ideal framework for discussing the security of cryptosys-
tems, replacing the execution of the hash function H(·) with a query to a random
oracle, whose output is uniformly random. In general, a signature scheme in the
standard model (i.e., without a random oracle) is superior to that in the random
oracle model under the same condition. Here, we now discuss digital signature
schemes in the standard model.

In 1994, Peter Shor showed that quantum computers can efficiently solve
the integer factorization problem and the discrete logarithm problem [20]. Post-
Quantum Cryptography (PQC), which is believed to be resistant to an attack
from a quantum computer, is studied around the world. Lattice-based cryp-
tography is one type of PQC. Cryptosystems based on lattice problems have
been increasing since the original work of Ajtai [2,3]. One great concern in this
area is the need for a more efficient post-quantum digital signature scheme. The
construction of an efficient lattice-based scheme under the standard assumption
(i.e., general assumption such as the one-wayness of trapdoor permutation or
more specific assumption such as the RSA assumption, the CDH assumption, or
the Short Integer Solution assumption) with tight reduction loss in the standard
model is desirable.

1.2 Related Works

The direct constructions of lattice signatures were presented by Lyubashevsky
et al. [16] and Gentry et al. [13]. Lyubashevsky proposed a provably secure
one-time signature scheme in the standard model. Gentry et al. constructed a
signature scheme in the random oracle model that employs a sampling algorithm
from Gaussian distribution. Both schemes achieved short signatures consisting
of a single lattice vector.

We give a comparison of post-quantum signature schemes in the standard
model in Table 1. In 2010, Cash et al. [9] provides with the first lattice-based
signature scheme in the standard model applying chameleon hash function with
reduction loss of O(nQ) in reduction, where n is the security parameter and
Q is the number of signing queries. Boyen [7] proposed the vanishing trapdoor
technique and constructed a short signature scheme in the standard model with
reduction loss of O(nQ) in reduction. In 2013, Böhl et al. [6] formulated the
confined guessing technique. Their scheme has verification and signing keys of
size O(1) in the standard model with reduction loss of O(nQ) in reduction,
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Table 1. Signature schemes under the (ring) SIS assumption in the standard model: n is
the security parameter; β is the SIS parameter: Q is the number of signing queries; and
ε, δ, �, α, and c are parameters for each scheme. For proposed scheme 1, the parameter

for tag generation is Ci = 2�αci�, and that for proposed scheme 2 is Ci = 2i. The unit
of size in SIS assumption is Z

n
q and that in the ring-SIS assumption is Rq.

Scheme |vk| |sk| |sig| Reduction loss Assumption β

CHKP10 [9] O(n) O(n) O(n) O(nQ) SIS Ω(n2)

Boyen10 [7] O(n) O(1) O(1) O(nQ) SIS Ω(n7/2)

BHJKSS13 [6] O(1) O(1) O(logn) O(nQ) SIS Ω(n5/2)

BKKP15 [5] O(1) O(1) O(n) O(1) SIS Ω(n3/2)

Alperin15 [4] O(1) O(1) O(1) O(nQ) SIS Ω(n11/2δ2δ)

BL16 [8] O(n) O(1) O(1) O(n) SIS+PRF Ω(n7/2�4c)

DM14 [11] O(logn) O(1) O(1) O
((

Q2

ε

)c)
ring-SIS Ω(n7/2)

Proposed scheme 1 O(logn) O(1) O(1) O
((

Q
n

)c)
ring-SIS Ω(n7/2)

Proposed scheme 2 O(n) O(1) O(1) O
(

Q
n

)
ring-SIS Ω(n7/2)

but longer signatures, of size O(log n). In 2014, a new short-signature framework
using the confined guessing and vanishing trapdoor techniques was proposed by
Ducas et al. [11]. Ducas et al.’s scheme has relatively short verification keys of

O(log n) with reduction loss of O(
(

Q2

ε

)c

) for an arbitrary constant c > 1 and
adversarial advantage ε.

Ducas et al. focus on a certain tag set and adjust the size of tag set so that
one tag collision occurs. In the confined guessing technique, the simulator can
solve a difficult problem by embedding the problem in the tag where the collision
occurs, so the size of the tag set greatly affects the efficiency of the reduction
loss. Therefore, efficient tag generation is important in signature schemes that
use confined guessing. A short-signature scheme with almost tight security in the
standard model using pseudorandom functions was proposed by Boyen et al. [8]
in 2016. Their signature scheme eliminates the reduction loss’s dependency on
the number of adversary’s queries, but their verification key is large, and a
pseudorandom function is used in their scheme. A tightly secure signature scheme
with short keys in the standard model was proposed by Blazy et al. [5], but its
signature size is large. A signature scheme that has short signatures and keys
was proposed by Alperin [4], but their reduction loss is loose.

Despite these outstanding works, lattice-based signature schemes that have
short signatures and keys and tight reduction loss in the standard model remain
unknown.

1.3 Contributions

We revisit Ducas et al. signature scheme [11] which employs the confined guess-
ing technique [6]. We improve the tag generation method of [6,11]. Regarding a
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monotonically increasing parameter Ci for tag generation, each tag set is con-
structed as {0, 1}Ci in [11]. The number of elements in the tag sets directly lead
to reduction loss in the security proof when using confined guessing because a
challenger embeds a challenge problem into a certain target tag and hopes an
adversary forges a signature with corresponding the target tag. We consider mul-
tiple tag collisions, which enable tag sets to be made smaller and to enhance the
probability that a tag from a forged signature corresponds with the target tag.

In addition, we consider a security model, existential unforgeability against
extended random message attack (EUF-XRMA), which enables us to generate
tags from random messages. Each tag can be related to a single message, so our
signature scheme is regarded as a non-rerandomizable signature [14]. Hofheinz et
al. shows that re-randomizable signatures has a bound of reduction loss of O(Q)
[14]. We then achieve a fully secure model, existential unforgeability against
chosen message attacks (EUF-CMA), which secures signatures by applying the
conversion technique proposed by Abe et al. [1] using trapdoor commitments. As
a result, our construction (proposed scheme 1 in Table 1) has a tighter reduction

loss of O
((

Q
n

)c)
than that of Ducas et al.’s signatures, where n is the security

parameter, which has the same size of verification key as that of Ducas et al.’s
signatures.

Moreover, by choosing parameter Ci carefully, we achieve tighter reduction
loss of O(Q

n ) at the cost of verification key size of O(n) (proposed scheme 2
in Table 1). Our signature schemes can be easily switched between proposed
scheme 1 and 2 changing the value of tag-generation parameter Ci.

As a result, our signature scheme has a short signature size of O(1) and
achieves a relatively short verification key size of O(log n) and reduction loss of

O
((

Q
n

)c)
in reduction when Ci = �αci�, where c > 1 and α ≥ 1

c−1 , or achieves

a verification key size of O(n) and reduction loss of O(Q
n ) in reduction when

Ci = i.

2 Preliminaries

Notation: If S is a set, a
$←− S denotes sampling a at uniformly random from S.

negl(n) denotes an unspecified function f(n) such that f(n) = n−ω(1), meaning
that such a function is negligible in n. For a probabilistic polynomial-time (PPT)
algorithm A, we write y ← A(x) to denote the experiment of running A for a
given x, selecting an inner coin r uniformly from an appropriate domain, and
assigning the results of this experiment to the variable y, i.e. y = A(x; r). Let
X = {Xn}n∈N and Y = {Yn}n∈N be probability ensembles such that each Xn

and Yn are random variables over {0, 1}n. The statistical distance between Xn

and Yn is Dist(Xn, Yn) := 1
2

∑
s∈{0,1}n |Pr[Xn = s] − Pr[Yn = s]|. We write

X ≡ Y if Dist(Xn, Yn) = 0. We sometimes use a short notation (A,B) for the
result of vertically stacking two matrices A and B. We write # to denote the
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number of elements. Let g be real valued functions, we sometimes use a notation
of Õ = O(g(n) logk g(n)) for some k. We denote ||x|| =

√∑
i x2

i as the Euclidean
norm.

ExptEUF-CMA
SIG,A (n):

(vk, sk) ← KGen(1n);
(m∗, σ∗) ← ASignsk(·)(vk)

If m∗ ∈ Qm, then return 0
Return Vrfy(vk, m∗, σ∗).

Fig. 1. Experiment with EUF-CMA.

ExptEUF-XRMA
SIG,A (n):

(vk, sk) ← KGen(1n);
gk ← Setup(1n)

For ∀i ∈ [Q],
(mi, ρi) ← MsgGen(gk);

σi ← Signsk(mi)
(m∗, σ∗) ← A(vk, {mi, σi, ρi}Q

i=1)
If m∗ ∈ Qm, then return 0
Return Vrfy(vk, m∗, σ∗).

Fig. 2. Experiment with EUF-XRMA.
The Setup algorithm is a PPT algorithm
that takes as input a security parameter
1n and outputs gk.

2.1 Digital Signatures

A digital signature scheme is given by a triple, SIG = (KGen,Sign,Vrfy), of PPT
Turing machines, where for every sufficiently large n ∈ N, the key-generation
algorithm KGen takes as input security parameter 1n and outputs a pair of
verification and signing keys, (vk, sk). Here, let Mn be message space. The
signing algorithm Sign takes as input (vk, sk) and a message m ∈ Mn and
produces a signature σ. The verification algorithm Vrfy takes as input vk, m,
and σ, and outputs a verification result bit. For correctness, Vrfy(vk,m, σ) = 1,
where σ = Sign(sk,m), must hold for any (vk, sk) pair generated with KGen(1n)
and for any m ∈ Mn.

2.2 Security Classes

EUF-CMA: A digital signature scheme SIG is considered existentially unforge-
able against adaptively chosen-message attack (EUF-CMA) [12] if for any
adversary A, AdvEUF-CMA

SIG,A (n) := Pr[ExptEUF-CMA
SIG,A (n) = 1] = negl(n), where

ExptEUF-CMA
SIG,A (n) is defined in Fig. 1. Signsk(·) is a signing oracle with respect

to sk that takes as input m, returns σ ← Signsk(m) and records m to a message
list Qm, which is initially an empty list.

EUF-XRMA: A SIG is considered existentially unforgeable against extended
random-message attack (EUF-XRMA) [1] with respect to the message gen-
erator MsgGen, a PPT algorithm that takes as input a message-generation
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key gk and outputs m and ρ, if for any A and any positive inte-
ger Q, AdvEUF-XRMA

SIG,A (n) := Pr[ExptEUF-XRMA
SIG,A (n) = 1] = negl(n), where

ExptEUF-XRMA
SIG,A (n) is defined in Fig. 2, and Qm = {m1, . . . ,mQ}.

2.3 Lattice and Gaussian

A full-rank n-dimensional lattice is the set Λ = {Bz : z ∈ Z
n} of all integers

combinations of n basis vectors B = [b1, . . . ,bn] ∈ Z
n×n
q . For positive integers n

and q, let A ∈ Z
n×n
q be arbitrary and define the following full-rank n-dimensional

q-ary lattices:

Λ⊥(A) = {z ∈ Z
n : Az = 0 mod q},

Λ(A) = {z ∈ Z
n : ∃s ∈ Z

n
q s.t. z = Ats mod q}.

For any u ∈ Z
n
q , define the coset (or shifted lattice) Λ⊥

u (A) = {z ∈ Z
n : Az = u

mod q}.
We consider lattice problems restricted to ideal lattices [18]. We focus on

rings of the form R = Z[X]/Φn(X) or Rq = (R/qR), where n is a power of
2, q is an integer, and Φn(X) = Xn + 1 is the cyclotomic polynomial of degree
n [17]. For our construction, we require that Φn(X) does not split into low degree
polynomials modulo the prime factors of q. More specifically, we choose q = 3k.
Note that the lattice dimensions and polynomial orders are the same for the sake
of simplicity. The geometric quality of a matrix A ∈ R

m×n is measured by its
spectral norm s1 = supx ||Ax||/||x|| for every x ∈ Λ.

The n-dimensional Gaussian function ρs : Rn → (0, 1] is defined as ρs(x) =
exp(−π · ||x/s||2) for a variance s. For any countable X ⊂ Rn, let ρ(X) =∑

x∈X ρs(x). The discrete Gaussian distribution DΛ,s over a lattice Λ is defined
as DΛ,s(x) = ρs(x)/ρs(Λ) for all x ∈ Λ. The discrete Gaussian distribution over
n-dimensional row vectors of ring DR,s := Dn

Z,s is defined by identifying the ring
R with Z

n under the coefficient embedding. The discrete Gaussian distribution
over the ring x ← DR,s is sub-Gaussian of parameter s.

Then we define the ring-SIS problem as follows.

Definition 1. In the small integer solution over rings problem (ring-SISw,q,β),
one is given a matrix A ∈ R1×w

q and asked to find a non-zero vector x ∈ Λ⊥
q (A)

such that ||x|| ≤ β.

2.4 Lattice Trapdoor

W define lattice trapdoors as follows on the basis of Ducas et al.’s signature
[11]. For modulus q = 3k and n × n identity matrix In, we define the gadget
matrix G = [In|3In| . . . |3k−1In] ∈ Z

n×kn
q . Because In corresponds with the ring

element 1 ∈ Rq, the gadget matrix G can be regarded as a row vector of the
ring elements: G = [1, 3, . . . 3k−1] ∈ R1×k

q .
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Definition 2. For any A ∈ R1×(w+k)
q , and invertible H ∈ R1×1

q , a G-trapdoor

for A with H is a matrix S ∈ Rw×k
q such that A

[
S
Ik

]
= HG.

The quality of a G-trapdoor S is measured by the spectral norm s1(S).
If S ← Dw×k

R,s , then we have s1(S) = s
√

n · O(
√

w +
√

k + ω(
√

log n)) with
overwhelming probability. Let Uw be the uniform distribution over w-dimensional
ring elements. We introduce the following theorem.

Theorem 1 ([11]). There is a polynomial time algorithm GenTrap(A′,H, s) that
on inputting a matrix A′ ∈ R1×w

q , H ∈ Rq, with parameter s > ω(
√

ln nw),
outputs a matrix A′′ ∈ R1×k

q and a G-trapdoor S ∈ Rw×k
q for A = [A′,A′′]

with H ∈ Rq such that s1(S) = s · O(
√

w +
√

k + ω(
√

log n)). In addition,
if w ≥ 2(log2 q� + 1), then with overwhelming probability over the choice of
A′ ← Uw, the distribution of A′′ is statistically close to uniform.

We introduce the following lemma that any linear combination of S is also
G-trapdoor. For any matrix X ∈ R, we write the sub-matrix as X[i].

Lemma 1 ([11]). For i = 0, . . . , d, let S[i] ∈ Rw×k
q be a G-trapdoor for [A,A[i]]

with H[i] ∈ Rq, where A[i] ∈ R1×k
q . Then, any linear combination S =

∑
i yi ·S[i]

with yi ∈ Rq is a G-trapdoor for [A,
∑

i yiA[i]] with H =
∑

i yiH[i].

Let us introduce a sampling algorithm from [19].

Definition 3. There is an efficient algorithm SampleD(A,u0,S, s) that, on
inputting a matrix A ∈ R1×(w+k)

q , a syndrome u0 ∈ Rq, a G-trapdoor S ∈ Rw×k
q

for A with invertible H ∈ Rq, and parameter s = ω(
√

log n) · s1(S), produces
a sample statistically close to the distribution DΛ⊥

u0
(A),s, where DΛ⊥

u0
(A),s is the

discrete Gaussian distribution whose variance is s and center is u0.

2.5 Trapdoor Commitments

We define a trapdoor commitment scheme [10]. Let TCOM = (KGentc,Comtc,
TComtc,TColtc) be a tuple of the following four algorithms. KGentc is a PPT
algorithm that takes as a input security parameter 1n and outputs a pair of keys,
one public and one trapdoor (pk, tk) ← KGentc(1n). Comtc is a PPT algorithm
that takes as input pk and m, selects a random r ← COIN, in which r ∈ Zq,
and outputs a commitment μ = Comtc

pk(m; r). TComtc is a PPT algorithm that
takes as input 1n and tk, and outputs (μ, χ) ← TComtc

tk(1n), where χ is auxiliary
information. TColtc is a deterministic polynomial-time algorithm that takes as
input tk, μ, χ and m, and outputs r such that μ = Comtc

pk(m; r). The construction
of lattice-based commitment schemes [15] is used implicitly in this paper.

3 Mildly Secure Scheme

We firstly demonstrate the generation method of tag to construct EUF-XRMA
secure signature scheme.
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3.1 Tags

We define the sets of tag prefixes Ti = {0, 1}Ci , where Ci is a monotonically
increasing constant for i = {1, . . . , d} and d < n. In our proposed scheme 1,
the parameter Ci is the same as Ducas et al.’s, Ci = �αci�, where c > 1 and
α ≥ 1

c−1 . On the other hand, in our proposed scheme 2, Ci = i.
We identify each tag prefix t = [t0, . . . , ti−1] ∈ Ti with a corresponding

ring element t(X) =
∑

j<i tjX
j ∈ Rq with binary coefficients tj ∈ {0, 1}. We

demonstrate the following lemma to prove the security of our signature scheme
later in this paper.

Lemma 2. Let Q = 2O(n) and ψ = Ω(n). If #T > 2eQ
ψ+1 ,

Pr[(ψ + 1)-fold] := Pr[∃i1 , . . . , iψ+1 ∈ [Q ]s.t.ti1 = · · · = tiψ+1 ]

is exponentially small in n, where t1, . . . , tQ are independently and uniformly
chosen from T and e denotes the base of the natural logarithm.

Proof. We compute the probability of Pr[(ψ+1)-fold] where ψ+1 tags are same
from Q elements. We then apply the Stirling’s approximation and asymptotically
estimate the probability.

Pr[∃i1, . . . , iψ+1 ∈ [Q] s.t ti1 = · · · = tiψ+1 ]

≤
(

Q
ψ + 1

) (
1

#T

)ψ

=
Q · (Q − 1) · · · (Q − ψ)

(ψ + 1)!

(
1

#T

)ψ

≤ Qψ+1

(ψ + 1)!

(
1

#T

)ψ

≤ Qψ+1

√
2π(ψ + 1)

(
e

ψ + 1

)ψ+1 (
1

#T

)ψ

· · · (∗)

=
e · Q√

2π(ψ + 1) · (ψ + 1)

(
e · Q

#T (ψ + 1)

)ψ

.

Inequality (∗) holds by Stirling’s approximation
√

2πx
(x

e

)x

≤ x! ≤ e
√

x
(x

e

)x

.

From ψ = O(n) and Q = 2O(n),

e · Q√
2π(ψ + 1) · (ψ + 1)

=
2O(n)

O(n3/2)

Now, we set #T > 2eQ
ψ+1 and e·Q

n(ψ+1) < 1
2 . e·Q√

2π(ψ+1)·(ψ+1)
is a power of 2

order in n. Hence, Pr[(ψ + 1)-fold] is exponentially small in n. ��
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The lemma above is a generalized birthday bound lemma, which often
appears in the literature with ψ as a constant number, including [6]. In this case,
ψ is not constant and Q is an exponential number, which lead to somewhat dif-
ferent results than those in [6,11]. In addition, by using Stirling’s approximation
with suitable parameter selection, we obtain the results given above.

3.2 Construction

We propose a signature scheme SIG0. We prove later in this paper that SIG0

is EUF-XRMA secure with respect to MsgGen under the ring-SIS assump-
tion. SIG0 is similar to the non-adaptively secure signature scheme in [11]. The
main differences between SIG0 and Ducas et al.’s scheme are the generation
of tags from messages and the enabling of multiple tag collisions in SIG0. In
an EUF-XRMA game, it is supposed that random messages are given. The
EUF-XRMA game does not enables tags to be sent with signatures because all
tags can be generated from messages when generating the signature. We describe
our signature scheme SIG0 in Fig. 4. Let k be an arbitrary system parameter. We
let w = 2log2 q� + 2, q = 3k, and s = n3/2 · ω(log n)3/2 for system parameters.

Fig. 3. An example of tags when Ci = i

For any full tag t ∈ T = Td and
i < d, we write t≤i ∈ Ti for its prefix
of length i, and t[i] for the (ring) dif-
ference t≤i(X) − t≤i−1(X) ∈ Rq. Let
the algorithm BtoR in Sign be a func-
tion that converts an nk bits string into
a k-dimension vector in Rq. We note
that to sign a message m, SIG0 generates
{t≤1, . . . , t≤d} and {t[1], . . . , t[d]}, from
m. Figure 3 is an example that shows
mod operations t≤i = m mod Ci when
Ci = i. Then t[i] is obtained by com-
puted the difference t≤i(X) − t≤i−1(X).
Both our schemes and Ducas et al. signa-
ture scheme employ the confined guess-
ing technique proposed by Böhl et al. by embedding tags, whose each domain
varies in size, into public keys.

Correctness: The correctness of the scheme is verified as follows. Because
s = n3/2 · ω(log n)3/2, the signature σ produced during the signature gener-
ation process follows the distribution DΛ⊥

u (At),s and has a length of at most
s
√

n(w × k) with overwhelming probability. Thus, the signature σ is accepted
by the verification algorithm.

Two Results of Efficiency: We propose two results of efficiency by altering
parameter Ci for the tag set Ti = {0, 1}Ci . If Ci = �αci�, i.e. the same as Ducas
et al.’s signatures, we achieve slightly tighter reduction of O((Q

n )c) in reduction
with verification keys of O(log n). If Ci = i, we achieve tighter reduction of O(Q

n )
at the cost of verification key size of O(n).
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KGen(n) Sign(vk, sk, m ∈ {0, 1}nk) Vrfy(vk, m, σ)
H ← Rq m = BtoR(m) m = BtoR(m)
U ← R1×k

q t≤0 = 1 t≤0 = 1
v0 ← Rq For i = 1 to d do For i = 1 to d
A′ ← R1×w

q t≤i = m mod Ci t≤i = m mod Ci

(A,S) ← GenTrap(A′,H, s) t[i] = (t≤i − t≤i−1)Xi−1 t[i] = (t≤i − t≤i−1)Xi−1

for i = 0 to d do At = [A|A0 +
∑d

i=1 t[i]A[i]] compute At,u0

A[i] ← R1×k
q u0 = Um+ v0 if ||σ| | ≤ s

√
n(w + k)

vk = (A,A[0], . . . ,A[d], σ ← SampleD(At,u0,S, s) and Atσ = u0

U,v0,H) return σ return 1
sk = S else
return (vk, sk) return 0

Fig. 4. SIG0: EUF-XRMA secure signature scheme under ring-SIS assumption.

3.3 Security Analysis

To prove our theorems later in this paper, we define (m,χ) ← MsgGen in
the EUF-XRMA experiment using a standard trapdoor commitment scheme
based on lattices. Let (m,χ) ← MsgGen be the algorithm that runs (μ, χ) ←
TComtc

tk(1n) and outputs a commitment μ as a message m.

Theorem 2. Under the ring-SISw,q,β assumption for β = Õ(n7/2), the signature
scheme SIG0 for Ci = �αci� is EUF-XRMA secure. More precisely, if there
exists an attacker A against EUF-XRMASIG0 that runs in time T , makes at
most Q queries where Q = 2O(n) and succeeds with probability ε ≥ 2−O(n), then
there exists an algorithm B that runs in time T ′ = T + poly(n), and solves
ring-SISw,q,β with probability ε′ = Ω((ψ+1

4eQ )c) · ε, where ψ is the number of tag-
collision and e denotes the base of the natural logarithm.

The security proof of Theorem 2 is approximately the same as Ducas et al.’s
security proof without the tag generation method and adversary’s condition. We
give the full proof of Theorem 2 in Appendix A. Here, we give its sketch.

Proof Sketch. The simulator B receives a ring-SIS challenge and gets Q messages
from MsgGen. Then, B generates tags from the messages: t

(j)
≤i = m(j) mod 2�αci�

for j = 1, . . . , Q. First, B sets the target tag set Ti∗ . We denote the event (ψ+1)-
fold happening be Pr[(ψ + 1)-foldreal]. Here, Pr[(ψ + 1)-foldreal] and Pr[(ψ +

1)-foldideal] are statistically indistinguishable. B randomly chooses t∗≤i∗
$←− Ti∗ ,

set M′ := {m|t∗≤i∗ = t
(j)
≤i∗}. If #M′ ≥ ψ + 1, B aborts. In accordance with

Lemma 2, B chooses #Ti∗ such that #Ti∗−1 < 2eQ
ψ+1 < #Ti∗ . From Ci = �αci�

for c > 1 and α ≥ 1
c−1 , αci ≤ Ci + 1 holds. Then,

Ci∗ ≤ αci∗
= cαci∗−1 ≤ c(Ci∗−1 + 1).
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B sets #Ti∗ as

#Ti∗ = 2Ci∗ ≤ 2c(Ci∗−1+1) = (2 · 2Ci∗−1)
c ≤

(
4eQ

ψ + 1

)c

.

Let t∗ in Ti∗ be the target tag and embed the hint for solving the ring-SIS
challenge in it. After B feeds all information, messages, signatures, and tags as
auxiliary information, the adversary A returns the forgery σ
 for a fresh message
m
. If the tag t
 for the forgery corresponds the target tag t∗, B can solve the
ring-SIS challenge. Therefore, the success probability ε′ ≥ 1

#Ti∗ ε = Ω(
(

ψ+1
4eQ

)c

)ε.
If Ci = i, the following theorem holds.

Theorem 3. Under the ring-SISw,q,β assumption for β = Õ(n7/2), the signature
scheme SIG0 for Ci = i is EUF-XRMA secure. More precisely, if there exists
an attacker A against EUF-XRMASIG0 that runs in time T , makes at most Q
queries where Q = 2O(n), and succeeds with probability ε = 2−O(n), then there
exists an algorithm B that runs in time T ′ = T +poly(n), and solves ring-SISw,q,β

with probability ε′ = Ω( ψ
Q ) · ε, where ψ is the number of tag collisions.

The proof of Theorem 3 is the same as that of Theorem 2 without the tag
set’s parameter. B sets #Ti∗ = 2i∗ ≤ 2 · 2i∗−1 = 2Ti∗−1 ≤ 4eQ

ψ+1 . After all
simulation, B can solve the ring-SIS challenge with success probability ε′ ≥

1
#Ti∗ ε = Ω

(
ψ+1
4eQ

)
ε.

4 Fully Secure Scheme

In this section, we demonstrate the construction of a fully EUF-CMA secure
scheme from SIG0 by applying the trapdoor commitment TCOM. We call TCOM
a trapdoor commitment scheme if the following conditions hold.

4.1 Conditions of TCOM

Hiding. For the pk generated with KGentc(1n), and any m,m′ ∈ Mn, statistical
hiding holds if the following ensembles are statistically indistinguishable in n:

{
(μ,m, r) |μ = Comtc

pk(m; r); r ← COIN,
}

s≈
{

(μ′,m′, r′) |μ′ = Comtc
pk(m′; r′); r′ ← COIN,

}
.

Computational Binding. For any polynomial-time adversary A,

εbind :=Pr

⎡
⎣
(m1,m2, r1, r2) ← A(pk);
(pk, tk) ← KGentc(1n) :
Comtc

pk(m1; r1)=Comtc
pk(m2; r2)∧(m1 �=m2)

⎤
⎦

= negl(n).
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KGen(n) Sign(vk, sk, m ∈ {0, 1}nk) Vrfy(vk, m, σ, r)
H ← Rq r ← COINcom μ = Comtc

pk(m; r)
U ← R1×k

q μ = Comtc
pk(m; r) μ = BtoR(μ)

v0 ← Rq μ = BtoR(μ) t≤0 = 1
A′ ← R1×w

q t≤0 = 1 For i = 1 to d
(A,S) ← GenTrap(A′,H, s) For i = 1 to d do t≤i = μ mod Ci

for i = 0 to d do t≤i = μ mod Ci t[i] = (t≤i − t≤i−1)Xi−1

A[i] ← R1×k
q t[i] = (t≤i − t≤i−1)Xi−1 Compute At,u0

(tk, pk) ← KGentc(n) At = [A|A0 +
∑d

i=1 t[i]A[i]] if ||σ| | ≤ s
√

n(w + k)
vk = (A,A[0], . . . ,A[d], u0 = Uμ + v0 and Atσ = u0

U,v0,H) σ ← SampleD(At,u0,S, s) return 1
sk = S return (σ, r) else
return (vk, sk, pk, tk) return 0

Fig. 5. SIG1: EUF-CMA-secure signature scheme with TCOM

Trapdoor Property. The algorithm KGentc for generating pk also outputs a trap-
door tk. There is an efficient algorithm TComtc that, on inputting tk, pk, outputs
a commitment μ, and an algorithm TColtc that, on inputting any m, produces
r such that μ = Comtc

pk(m; r). The distribution of μ computed by TComtc is
statistically indistinguishable from that of commitments computed by Comtc,

{
(μ,m, r) |μ = Comtc

pk(m; r); r ← COIN,
}

s≈
{

(μ,m, r) | (μ, χ) ← TComtc
tk(1n); r = TColtctk(μ, χ,m)

}
.

4.2 Construction

Let SIG1 be a signature scheme constructed by applying TCOM to SIG0. We
describe it in Fig. 5. In the signing and verification algorithms of SIG1, commit-
ments μ are regarded as messages. The correctness of the signature scheme SIG1

can be demonstrated in the same way as that of SIG0.

4.3 Security Analysis

We demonstrate that SIG1 is EUF-CMA secure with TCOM by constructing
the adversary Bbind which breaks the computational binding of TCOM, or the
adversary Beuf−xrma

SIG0
which breaks the EUF-XRMA security.

Theorem 4. If TCOM = (KGentc,Comtc,TComtc, TColtc) is a trapdoor com-
mitment and SIG0 is EUF-XRMA secure, then SIG1 is EUF-CMA secure.
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Proof. Let BEUF-XRMA
SIG0

be the adversary that can break EUF-XRMA security
of SIG0, and let Bbind be the adversary that can break computational binding
for TCOM. Let AEUF-CMA

SIG1
be the adversary that can break EUF-CMA secu-

rity of SIG1. Let εEUF-XRMA
SIG0

= AdvEUF-XRMA
SIG0,B (n) be an advantage of BEUF-XRMA

SIG0
,

εbind be an advantage of Bbind, and εEUF-CMA
SIG1

= AdvEUF-CMA
SIG1,A (n) be an advan-

tage of AEUF-CMA
SIG1

. We write BEUF-XRMAwithTCOM
SIG0

as the adversary against
EUF-XRMA security with TCOM of SIG0. We write the verification key and
signing key of SIG1 as (vk, sk) and those of SIG0 as (vk0, sk0). From the view
of AEUF-CMA

SIG1
, BEUF-XRMA

SIG0
and Bbind are statistically indistinguishable. Now, we

show that if AEUF-CMA
SIG1

that can break EUF-CMA security of SIG1 exists, then
BEUF-XRMAwithTCOM
SIG0

or Bbind exists.

Setup: We consider TComtc
tk as MsgGen of EUF-XRMA. Then, commitments

are generated with auxiliary information such that (μi, r
′
i) ← TComtc

tk(1n). The
adversary BEUF-XRMAwithTCOM

SIG0
receives the verification key vk0, commitments

μi, and signatures σi of SIG0 for 1 ≤ i ≤ Q and auxiliary information ρi =
(pk, tk, r′

i), where pk is the public key, tk is the trapdoor key for TCOM, and
commitment μi satisfies μi = Compk(xi; r′

i) for xi ∈ Mn. BEUF-XRMAwithTCOM
SIG0

sets vk = (vk0, pk) and sends vk to AEUF-CMA
SIG1

.

Signing: AEUF-CMA
SIG1

makes Q signing queries. For 1 ≤ i ≤ Q, AEUF-CMA
SIG1

gives
a message mi to BEUF-XRMAwithTCOM

SIG0
. Then BEUF-XRMAwithTCOM

SIG0
computes

ri = TColtctk(μi, χi,mi), where ri satisfies μi = Comtc
pk(mi; ri). According to the

statistical hiding property of trapdoor commitments, from the view of AEUF-CMA
SIG1

,
the r that is generated by both COIN, and TColtctk are statistically indistinguish-
able. BEUF-XRMAwithTCOM

SIG0
then returns (σi, ri) corresponding to mi. Here, the

signatures that BEUF-XRMAwithTCOM
SIG0

first received as input are regarded as that
of SIG1 since messages can be just replaced by commitments.

Forgery of AEUF-CMA
SIG1

: BEUF-XRMAwithTCOM
SIG0

receives a forgery (m∗,σ∗, r∗) of
SIG1 from AEUF-CMA

SIG1
, where m∗ �∈ {m1, . . . ,mq}. BEUF-XRMAwithTCOM

SIG0
then com-

putes commitment μ∗ = Comtc
pk(m∗; r∗).

Case 1: breaking EUF-XRMA security of SIG0. In this case that μ∗ �∈ {μ1, . . .,
μQ}, BEUF-XRMAwithTCOM

SIG0
outputs (μ∗,σ∗). This means the adversary succeeds

in breaking EUF-XRMA with TCOM security of SIG0. This goes against the
fact that any adversary who breaks the EUF-XRMA security of SIG0 does not
exists in Theorem 2.

Case 2: breaking computational binding. In this case that μ∗ ∈ {μ1, . . . , μQ},
Bbind outputs (m∗, r∗,mi, ri) such that (μ∗ = μi) ∩ (m∗ �= mi) for 1 ≤ i ≤ Q.
This means BEUF-XRMAwithTCOM

SIG0
succeeds in breaking computational binding for

trapdoor commitment as Bbind.

Analysis: Supposed that SIG1 is EUF-CMA secure. Then BEUF-XRMAwithTCOM
SIG0

breaks EUF-XRMA security when μ∗ �∈ {μ1, . . . , μq} or Bbind breaks compu-
tational binding for trapdoor commitments when μ∗ ∈ {μ1, . . . , μQ}. Therefore
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εEUF-CMA
SIG1

is bounded by sum of εEUF-XRMA
SIG0

and εbind. Hence,

εEUF-CMA
SIG1

≤ εbind + εEUF-XRMA
SIG0

.

��

Table 2. The comparison between Proposed scheme and DM14

Scheme Tag collisions |Ti| d |vk| Reduction loss

DM14 1 2�αci� �logc(log2(
2Q2

ε
))� O(log n) ( 4Q2

ε
)c

Proposed scheme 1 ψ 2�αci� �logc(log2(
2eQ
ψ+1

))� O(log n) ( 4eQ
ψ+1

)c

Proposed scheme 2 ψ 2i �log2( 2eQ
ψ+1

)� O(n) 4eQ
ψ+1

5 Reduction Loss

We discuss the reduction loss in this section. We denote εm, εnur, εt�=t∗ , and
εw=0 as follows: εm is the probability that events #M′ ≥ ψ + 1 occur and is
exponentially small; εnur = 1/2Ω(n) is the advantage of A that distinguishes
between uniformly random distributed tags and simulated tags; εt�=t∗ is the
probability that t
 corresponds to the the target tag t∗, that is, 1/#Ti∗ ; and
εw=0 is the probability that the ring-SIS solution w = 0.

For the advantage of the ring-SIS problem εring−SIS, in accordance with to
Theorems 2 and 3,

εring−SIS ≥ (1 − εm − εnur) · ε · εt�=t∗(1 − εz=0).

Therefore, because ε ≥ εeuf-cma − εbind from Theorem 4, where εeuf-cma is the
advantage of EUF-CMA security of SIG1 of,

εring−SIS = O
(

1
#T (j∗)

)
· ε = O

(
1

#T (j∗)

)
·
(
εeuf-cma − εbind

)
.

If Ci = �αci�,

εeuf-cma = O
((

Q

n

)c)
· εring−SIS + εbind,

if Ci = i,

εeuf-cma = O
(

Q

ψ

)
· εring−SIS + εbind.

The advantage of computational binding can be reduced to the ring-SIS problem.
The whole reduction loss to the ring-SIS problem is O

(
Q
ψ

)
if Ci = i or O

((
Q
ψ

)c)

if Ci = �αci�. The reduction loss is related to ψ and Q. There is an asymptotic
relation between them, ψ = log(Q). The modification of tag generation and
evaluation of the probability of tag collisions can eliminate the parameter ε from
the reduction loss of Ducas et al.’s signature scheme, O

((
Q2

ε

)c)
. We show the

detailed comparison in Table 2.
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6 Conclusion

We have developed signature schemes that have a tighter reduction loss than
that of Ducas et al.’s signature [11] and have small signing keys and signatures
under the standard assumption in the standard model. Our proposed methods
are based on [11]. In Ducas et al.’s signatures, tags are used, but the tag con-
struction method uses a random value unrelated to the message. In our method,
tags are associated with messages because we consider the EUF-XRMA game
where random messages are given with auxiliary information. We then convert
our scheme with EUF-XRMA security to a scheme with EUF-CMA security
applying trapdoor commitments to auxiliary information. Our signature schemes
can be easily switched between proposed scheme 1 and 2 changing the value of
tag-generation parameter Ci. Because the reduction loss can have a dramatic
impact on the scheme’s parameters, the tighter reduction loss is, the faster com-
putations of signature generation and verification are.

As a result, our signature scheme has a short signature size of O(1), achieves a

relatively short verification key size of O(log n), and reduction loss of O
((

Q2

ε

)c)

in reduction when the parameter for tag generation Ci = �αci� (proposed scheme
1). Alternately, it achieves a verification key size of O(n) and reduction loss of
O

(
Q
n

)
in reduction when Ci = i (proposed scheme 2).

A Proof of Theorem 2

Proof. Suppose that there exists a PPT A against SIG0 and MsgGen. We demon-
strate that we can construct an algorithm B that uses A as an internal sub-
algorithm to solve the ring-SIS problem.

Setup: B receives a ring-SIS challenge A′ ∈ R1×w
q . B then runs MsgGen to receive

{m(j), {t
(j)
[i] }d

i=0}
Q
j=1 ← MsgGen(1n) as follows. Let us define M := {m(j)}Q

j=1

and Ti := {0, 1}Ci for i = 0, . . . , d. For j = 1, . . . , Q, B chooses message m(j) ∈
{0, 1}nk uniformly at random. Then, for i = 0, . . . , d and c > 1, let

t
(j)
≤i =

{
0 if i = 0
m(j) mod Ci if i ≥ 1

t
(j)
[i] = t

(j)
≤i (X) − t

(j)
≤i−1(X) ∈ Rq

B sets i∗ to be as small as possible such that i∗ > �(2eQ)/(ψ + 1)�. If
#Ti∗ > �(2eQ)/(ψ + 1)�, the probability that event (ψ + 1)-fold occurs is expo-
nentially small if Q tags are independently and uniformly chosen from Ti∗ , due
to Lemma 2. Let us denote by (ψ + 1)-foldreal the event that (ψ + 1)-fold hap-
pens on some tag in Ti∗ when t

(j)
≤i∗ are chosen according to the distribution of

MsgGen. Here we show that the statistical distance between the distribution of
tags computed by the signed message and the uniform distribution is negligible.
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Claim. Pr[(ψ + 1)-foldreal] = Pr[(ψ + 1)-foldideal] + 2−O(n).

Proof of Claim. Let m be a message outputted by MsgGen, which is distributed
over Rq. By construction , the distribution of t∗ = m mod Ci is statistically
close to the uniform distribution over Ti∗ , where Ci is the tag generation param-
eter, e.g., Ci = 2i. Its distance is bounded by 2−O(n). Although independent Q
messages are considered, the distance should be still 2−O(n). ��

B randomly chooses t∗≤i∗
$←− Ti∗ . B can solve the ring-SIS problem when A

outputs a forged pair (m
,σ
) such that t∗≤i∗ = m
 mod Ci∗ . Let

M′ := {m ∈ M|t∗≤i∗ = t
(j)
≤i∗}.

If #M′ ≥ ψ + 1, B aborts; otherwise, it sets the verification key parameters as
follows:

H[i] =

⎧
⎪⎨
⎪⎩

0 ∈ Rq if i > i∗,
1 ∈ Rq if 1 ≤ i ≤ i∗,
−t∗≤i∗ if i = 0.

For s′ = ω(
√

log n), B runs (A[i],S[i]) ← GenTrap(A′,H[i], s
′). From Lemma 1,

because we have Ht = H[0] +
∑d

i=1 t[i]H[i] = −t∗[i∗] +
∑i∗

i=1 t[i] = −t∗≤i∗ + t≤i∗ ,

At

[
St

I

]
= HtG holds for

St = S[0] +
d∑

i=1

t[i]S[i],

Ht = −t∗≤i∗ + t≤i∗ ,

At = [A′|A[0] +
d∑

i=1

t[i]A[i]].

Simulation of Signatures: If t∗≤i∗ �= t
(j)
≤i∗ , B can run the signing algorithm σ(j) ←

Sign(sk,m(j)) because Ht = −t∗≤i∗ + t≤i∗ �= 0. Otherwise, because Ht = −t∗≤i∗ +
t≤i∗ = 0 holds, B chooses σ(j) ← Dw+k

Rq,s. Then B chooses m(j∗) at random from
M′ and sets m∗ = m(j∗). For the chosen j∗, B sets σ∗ = σ(j∗).

Generation of Verification Key: To exploit a forgery, B chooses SU ← Dw×k
R,s′ .

The spectrum norm of SU satisfies s1(SU) =
√

n · ω(log n). Then we have U =
A′SU. In addition, B chooses v0 ← Rq and sets vk = (A′,A[0], . . . ,A[d],U,v0).
Here, these simulated keys are indistinguishable from real keys.

B feeds (vk, {m(j),σ(j), {t
(j)
[i] }d

i=0}
Q
j=1) to A.

A’s Forgery: Given (vk, {m(j),σ(j), {t
(j)
[i] }d

i=0}
Q
j=1) from B, A generates a forged

signature (m
,σ
) and feeds it to B.
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Exploiting the Forgery: A outputs a forgery σ
 for some message m
 of its
choice with a probability of at least ε. The simulator hope that t
≤i∗ = t∗≤i∗ is
fulfilled with probability 1/|Ti∗ |. If t
≤i∗ �= t∗≤i∗ , B aborts. Otherwise, B computes
A


t , u

0 and gets σ ← SampleD(At, u0,S, s). Because At�σ
 = u


0 holds, B
has v0 = At�σ
 − u


0. Similarly for σ∗, B has v0 = At∗σ∗
1 − u∗

0. Therefore,
At∗σ∗ − u∗

0 = At�σ
 − u

0. Because the condition t
≤i∗ = t∗≤i∗ ensures Ht∗ =

Ht� = 0, we derive

[A| − ASt∗ | − ASU] ·

⎡
⎣

σ∗
u

σ∗



m∗

⎤
⎦ = v0 = [A| − ASt� | − ASU] ·

⎡
⎣

σ

u

σ




m


⎤
⎦ ,

where σ = (σu,σ
) for the computation. In particular we obtain Aw = 0 for

w = (σ∗
u − σ∗


 − (St∗ · σ

u − St� · σ



 ) − SU(m∗ − m
)).

Because w has at least ω(n) min-entropy, the probability of w = 0 is 2−Ω(n).

Size of the Extracted Ring-SIS Solution: Because s∗ and s
 are valid signatures,

||s∗||, ||s♦|| ≤ n2w · ω(log n)3/2.

Additionally, s1(St) ≤ n3/2 · ω(log n) for any tag t ∈ T , and

||m∗||, ||m♦|| ≤ O(
√

nk)
SU ≤

√
n · ω(log n).

Combining all these bounds, we obtain

||w|| ≤ n7/2 · log n · ω(log n)3/2.

��
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One-Time Delegation of Unlinkable
Signing Rights and Its Application
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Abstract. Delegation of signing rights can be useful to promote effec-
tive resource sharing and smooth cooperation among participants in dis-
tributed systems, and in many situations, we often need restricted dele-
gation such as one-timeness and unlinkability rather than simple full del-
egation. Particularly, one-timesness cannot be achieved just by deploy-
ing cryptographic measures, and one needs to resort to some form of
tamper-proofness or the assistance from external cloud servers for “key-
disabling”. In this work, we extend the latter such that a delegatee can
sign a message without the delegator’s involvement with the assumption
that there exists at least one honest cloud server with secure erasure to
achieve one-timeness. In this setting, if the delegator just shares their
signing key between the delegatee and cloud servers, it may be problem-
atic. It is because in the worst case, the delegator cannot know whether
or not a signing key theft occurred because the signatures generated ille-
gally are indistinguishable from the ones generated legally. To solve this,
first we propose an efficient one-time delegation scheme of Okamoto-
Schnorr signing. Further we combine the basic delegation scheme with
anonymous credentials such that the delegator can detect the signing key
theft even if one-time delegation is broken while also achieving unlink-
ability for both the delegator and cloud servers. Further we show its
application to an e-cash scheme, which can prevent double-spending.

Keywords: Signature · Delegation · Anonymous credential · E-cash

1 Introduction

Delegation of rights to services and resources is old (e.g., [10]), but still relevant
in distributed applications (e.g., [36,40]), and it can often be realized via del-
egation of signing rights. Signing rights are unlinkable if a delegatee can sign
a message unlinkably, where “unlinkably” means that when a delegator dele-
gated their signing rights to multiple delegatees, no entities including the del-
egator can know which delegatee signed a message from its resulting signature
as in group signatures [6]. This type of delegation is useful in applications need-
ing privacy-preserving access control. Further we consider one-time delegation,
where “one-time” means that a delegator outsources their one-time signing capa-
bility. More specifically, after the delegator outsources their signing capability to
c© Springer Nature Switzerland AG 2020
K. Nguyen et al. (Eds.): ProvSec 2020, LNCS 12505, pp. 103–123, 2020.
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the delegatee, the following properties hold without the delegator’s involvement:
(1) a delegatee can sign a message, (2) the verifier can verify the signature,
and (3) the delegatee is prevented from signing more than once rather than
detected after the fact. This type of one-timeness is often useful for electronic
one-show tokens such as e-cash. In this work, we aim for such one-time dele-
gation of unlinkable signing rights. In general, we cannot achieve one-timeness
just by deploying cryptographic measures, and one viable approach is to resort
to tamper-proofness such as smartcards (e.g., [12,27],[13, Sect. 6.3],[8]), one-time
programs (OTPs) [33], or trusted execution environments (TEEs) (e.g., [35,40]).
However, such hardware-based solutions may sometimes be undesirable due to
various side-channel attacks or cumbersome to use or deploy in practice (e.g., as
pointed out in [17]). As a practical alternative to achieve one-timeness (except a
feasibility result using quantum objects [2]), there is another line of research, e.g.,
[17,29,38,39] (called password-authenticated server-aided signatures in [17]). In
this line of research, roughly speaking, signing operations are made more secure
by employing threshold signing and external clouds (or hardware devices), so
that signatures can be generated only when the original signer authenticates to
the clouds and cooperate with the clouds having shares of a signing key. Such
a technique can make one-time delegation possible by letting a delegator secret-
share the signing key between a delegatee and clouds, and the clouds erase the
shares (i.e., key-disabling or rate-limiting the signing requests) after the del-
egatee accessed the clouds for signing operations. However, such an existing
approach may be insufficient in the context of delegation (where a delegatee is
also a potential adversary) due to the following: When one-timeness is broken in
the worst case (i.e., a delegatee signed more than once illegally, given only the
one-time signing right, e.g., via cloud breaches), it would be desirable for the del-
egator to be able to detect the fact from the generated and collected signatures.
However, the existing works do not enable the delegator to detect it because
all the signing rights use the same key and the signatures generated illegally
are indistinguishable from the legal ones. This drawback may deter the delega-
tors from relying on such delegation because no perfect protection against cloud
breaches exists. Further, simply using different signing keys for each delegation
may make it difficult to realize delegation of unlinkable signing rights.

Our Contributions. We propose efficient delegation of signing rights such that
it is one-time, unlinkable for clouds as well as the delegator and multi-run-
detectable even if one-timeness is broken, which means that the delegator can
know the fact that one-time signing right was exerted more than once illegally
from the generated and collected signatures1. To this end, we extend the existing
approach using one cloud (e.g., [17,29]) to the setting with multiple clouds and
Okamoto-Schnorr blind signatures, and combine it with anonymous credentials
such that no master signing key needs to be shared among the delegatee and
the clouds. In the setting of one cloud, the delegatee does not need to check the
validity of the response from the cloud because it can be checked by verifying
1 As in e-cash schemes, we believe that it is a natural assumption that the signatures

generated by the delegatees are eventually collected by the delegator.
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the resulting signature, but in our setting of multiple clouds, we need an efficient
way of checking the validity of each response, and for that, we use a variant of
the MACs based on secret sharing in [28]. Further we show a natural application
of our one-time delegation to e-cash where double-spending is prevented and
even if one-timeness is broken, double-spenders are identified. Our scheme does
not require clouds to interact with each other, so will enjoy easy deployment as
well.

Other Related Work . Group signatures (e.g., [6,34]) and its generalized
version (also called anonymous proxy signatures, e.g., [31]2) can also be
viewed as delegation of unlinkable signing rights, but one-timeness has not
been much explored. In the area of (delegatable) anonymous credentials (e.g.,
[9,21,23,31,42]), there exists a notion called k-times credential (e.g., [3,14,43]),
which allows a user to show a credential unlinkably up to k times, but the user
is not prevented from showing the same credential more than k times (although
identified after k +1 showings). Revocation of anonymous credentials is possible
(e.g., [1,16]). For example, in [1], revocation is realized with accumulators that
maintain non-revoked or revoked users in an anonymous way efficiently, and in
[16], an attribute in the credential corresponds to an expiration date, and the cre-
dential issuer puts update values for each non-revoked user on a public bulletin
board periodically such that only a non-revoked user can retrieve their corre-
sponding value and update their credential for the new time period. Although
this kind of revocation is useful in many situations, it will be insufficient for
our purpose because we need revocation immediately after one showing of the
credential.

The systems like [36,40] also address delegation of credentials such as pass-
words and signing keys with TEEs3. In, e.g., [40], a delegator just sends their cre-
dential to a TEE residing on the delegatee’s computer (or TEE on the centrally
brokered system) such that the delegatee can later use the delegated credential
inside the TEE with appropriate authentication. Compared with [36,40], our
approach (1) avoids putting the (master) signing key of a delegator directly in
clouds, and (2) tries to reduce the reliance on TEEs by using distributed clouds
such that the security is guaranteed even if part of clouds are corrupted.

We construct e-cash by applying our one-time delegation scheme. In the
offline e-cash model [26], a bank does not need to be involved in the payment,
but double-spending can only be detected without being prevented. In the online
e-cash model [22–24], double-spending is prevented by the bank being online to
be involved in the payment. Our e-cash scheme based on one-time delegation can
also prevent double-spending without the online bank in the payment, but with

2 In anonymous proxy signatures, anyone can act as a group manager by delegating
its signing rights to others who can then unlinkably sign, and in addition, received
rights can be re-delegated.

3 One-timeness is not a main theme in [36,40], but it will be possible if the delegator
specifies a delegation policy enforcing one-timeness for TEEs.
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the increased communication overhead due to payers’ access to clouds4, which
we believe can be alleviated, e.g., by the emerging 5G technology. In the e-cash
scheme of [12,13], a tamper-proof device such as smartcards (sometimes called
observer [25]) is issued and delivered to a user by the bank. Roughly speaking,
one-timeness is realized by the fact that spending e-cash needs the assistance
of the device (i.e., part of computation needs to be done by the device holding
partial secret values, and the device is supposed to refuse to reuse the same
e-cash). Although the scheme in [12,13] is efficient, as pointed out in e.g., [5], its
core building block, blind signature, does not have a proof of security, and the
exculpability property is not achieved when applied to e-cash.

2 Preliminaries

Notation . We use λ ∈ N as a security parameter. We assume a random ora-
cle (RO) which can be viewed as an idealized hash function, and denote it by
H : {0, 1}∗ → {0, 1}2λ (actually the range varies according to the context). We
denote string concatenation by ‖.

Bilinear Groups. Bilinear groups consist of three cyclic groupsG1,G2, andGT of
prime order p, and have a bilinear pairing e : G1 × G2 → GT with the properties:
(1) ∀g ∈ G1, g̃ ∈ G2 and a, b ∈ Zp, e(ga, g̃ b) = e(g, g̃)ab, (2) ∀g �= 1

G1
and

g̃ �= 1
G2

, e(g, g̃) �= 1
GT

, (3) the pairing e can be computed efficiently. In this work,
we use type-3 pairings where DDH holds in both G1 and G2 [32]5.

Okamoto-Schnorr (OS) Signature . The OS signature scheme [41] is obtained
by applying the Fiat-Shamir transform [30] to the OS proof of knowledge, and
the OS scheme enjoys witness indistinguishability6. The construction is given
in Fig. 1. We also show the OS blind signatures used in Sect. 3. In the OS
blind signature scheme, OS.KeyGen and OS.Vrfy remain the same, but OS.Sign
is replaced with OS.SigIssue protocol between a signer S and user U (Fig. 1).

Proof of Knowledge for Pedersen Commitment . We show a proof of
knowledge (PK) of the discrete logarithm representation in a Pedersen commit-
ment in Fig. 2, which is a Σ protocol and can be viewed as a generalization of the
Schnorr proof of knowledge. We assume that the protocol in Fig. 2 is made non-
interactive in the RO model by applying the Fiat-Shamir transform [30], and use
the Camenisch-Stadler [18] notation such as PK{(x1, . . . , xk) : h = g

x1
1 · · · gxk

k }
to denote this non-interactive zero-knowledge proof of knowledge of (x1, . . . , xk).
Similarly we use the notation SPK{(x1, . . . , xk) : h = g

x1
1 · · · gxk

k }(m) to denote
the signature on m (i.e., signature based on a PK like OS signatures).

It is well known that, for this PK, there exist a knowledge extractor EΣ

able to extract witnesses and zero-knowledge simulator SΣ able to generate
indistinguishable views by controlling the RO, which are used in security proofs.
4 In the context of online e-cash, our approach can be viewed as the bank’s outsourcing

double-spending checks securely to the clouds.
5 Type-3 pairings are considered to be the most efficient [32,42].
6 We need this property in the proof of Theorem 2, and this is why we need OS instead

of plain “Schnorr”.



One-Time Delegation of Unlinkable Signing Rights and Its Application 107

− OS.KeyGen(1λ) → (sk, pk): Choose a prime p, cyclic group G of order p, and
generators g, h ∈ G. The secret (signing) key sk is (x1, x2) ∈ Z

2
p, and public key

is pk = (g, h, p, y) where y = gx1hx2 .
− OS.Sign(sk, m ∈ {0, 1}∗) → (c, z1, z2): Choose random r1, r2 ∈ Zp, and compute

s ← gr1hr2 , c ← H(s m), zi ← ri − c · xi mod p for i = 1, 2
where H : {0, 1}∗ → Zp is modeled as an RO. The signature is (c, z1, z2).

− OS.Vrfy(pk, m, (c, z1, z2)): Check whether c
?= H(gz1hz2yc m), and if it holds,

the output is 1, and otherwise 0.
− OS.SigIssue(S(x1, x2), U(pk, m)) : // for blind signatures

1. S chooses random r1, r2 ∈ Zp, and sends s ← gr1hr2 to U .
2. U computes c ← H(s · gα1hα2yβ m) with random α1, α2, β ∈ Zp, and

sends c ← c − β mod p to S 6).
3. S sends zi ← ri − c · xi mod p (for i = 1, 2) to U .
4. If s = gz1hz2yc does not hold, U aborts, and otherwise U computes zi ←

zi + αi mod p for i = 1, 2, and the signature on m is (c , z1, z2).

Fig. 1. Okamoto-Schnorr (Blind) Signature (6Here we can see that U randomizes gr1hr2

and c′(= H(s · gα1hα2yβ ‖ m)). We note that the hash function is computed by U
instead of S in OS blind signatures.)

Authenticated Secret Sharing . We explain the MACs we use in the context
of secret sharing (see Sect. 3.1). This was proposed in [28], and it enables us to
efficiently check whether a reconstructed secret is correct. In Fig. 3, we show the
case where parties P1, P2 additively secret-share two secrets r, x, and reconstruct
a linear combination z = c′r + cx mod p of r and x (where c′, c are known to
P1, P2). In Sect. 3.1, we use a variant of this where first the delegator distributes
the shares of secrets, MAC key, and MAC tags, and later the delegatee can check
whether the shares sent by clouds are correct in reconstructing a secret.

− Inputs: A prover P has commitment h =
∏k

i=1 g
xi
i and gives the zero-knowledge

proof of knowledge of {xi ∈ Zp}1≤i≤k to a verifier V.
− Auxiliary inputs: The commitment h and generators g1, . . . , gk are public in-

formation and known to V.
− The protocol:

1. P chooses random ri ∈ Zp and sends R ← ∏k
i=1 g

ri
i to V.

2. V sends random c ∈ Zp to P.
3. P computes and sends zi ← ri + c · xi mod p to V.
4. If Rhc =

∏k
i=1 g

zi
i holds, V accepts the proof, and otherwise rejects.

Fig. 2. Proof of knowledge for Pedersen commitment

Anonymous Credential . An anonymous credential scheme (e.g., [5,42]) con-
sists of the following algorithms:
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− Inputs: The secrets r, x, MAC key α, and MAC tags αr, αx are additively
secret-shared as
r = r1 + r2 mod p, x = x1 + x2 mod p, α = α1 + α2 mod p,
α · r = m

(r)
1 + m

(r)
2 mod p, α · x = m

(x)
1 + m

(x)
2 mod p where p is a prime and

the shares with subscript i are held by Pi.
− Output: P1 and P2 reconstruct z = c′r + cx mod p if the MAC verification is

successful, and otherwise abort.
− The protocol:

1. Each Pi publishes its share zi = c′ri +cxi mod p of z (we note that malicious
Pi may publish incorrect zi).

2. Each Pi computes a candidate value z′ = z1 + z2 mod p of z.
3. Each Pi computes vi = αiz

′ − (c′m(r)
i + cm

(x)
i ) mod p, and publishes the

commitment of vi, Com(vi).
4. Each Pi publishes the opening of Com(vi), and checks whether v1 + v2

?=
0 mod p. If v1+v2 = 0 mod p, each Pi accepts z′ as a correctly reconstructed
value, and otherwise aborts.

Fig. 3. Reconstruction of secret in authenticated secret sharing [28]

– AC.Setup(1λ) → params: Generate public parameters params.
– AC.IKeyGen(params, w) → (pkI , skI): Generate a public key pkI and secret

key skI of the credential issuer I where w is the number of attributes. We
implicitly assume that pkI includes params, and skI includes pkI .

– AC.CredIssue(I(skI), U(attU )) is an issuance protocol between I and U . At
the end of the protocol, U obtains the credential crU on attributes attU .

– AC.CredShow(U(attU , crU ), V(pkI)) is a show protocol between U and a ver-
ifier V. At the end of the protocol, if the crU is a valid credential on attU
issued by I, V accepts the fact that U possesses the valid crU . If necessary, U
can also disclose part of attU to V in this protocol.

Ideal Functionality Fca. We assume a public key infrastructure where the
delegator and clouds register their public keys, modeled by Fca [20].

Ideal Functionality Fauth. We assume parties communicate via authenticated
(but public) channels modeled by Fauth [19].

3 One-Time Delegation of Okamoto-Schnorr Signing

Basic Idea . We consider one-time delegation of Okamoto-Schnorr (OS) signing.
Here the OS signing key itself is shared among the delegatee and clouds, so it is
not multi-run-detectable, but this serves as an important building block for one-
time multi-run-detectable delegation scheme in Sect. 4. Conceptually one-time
delegation can be viewed as if a delegator hands a delegatee a signing program
that can be run only once with a message to be signed. Making abstraction of how
such a signing program is implemented for now, we call it an OS signing one-time
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Algorithm 1. [OS.BSign(x1, x2, r1, r2, m̄)]otp
Require: m ∈ {0, 1}∗, 〈g, h, y = gx1hx2 , p, s = gr1hr2 , {[ri − c̄ · xi mod p]otp}2

i=1〉
Ensure: signature (c′, z′

1, z′
2) on m specified by Eotp under the public key y

1: Eotp chooses random α1, α2, β ∈ Zp, and computes c′ ← H(s · gα1hα2yβ ‖ m)
2: Eotp computes c ← c′ − β mod p
3: Eotp runs zi ← [ri − c̄ · xi mod p]otp with clouds by substituting c for c̄ for i = 1, 2
4: Eotp computes z′

i ← zi + αi mod p for i = 1, 2, and obtains (c′, z′
1, z′

2)

program (OTP), and running the OTP actually involves interaction between the
delegatee and clouds, but does not need interaction with the delegator (i.e., the
delegator can be offline when the OTP is run). In this context, we call a delegator
an OTP generator Gotp, and a delegatee an OTP executor Eotp. We consider how
to construct the OS signing OTP (sOTP) from the algorithm OS.Sign(sk,m)
(Fig. 1). To make the computation performed in the OTP as small as possible,
we avoid simply embedding the whole computation of OS.Sign(sk,m) including
the hash function into the OTP, and embed only the computation part zi ←
ri−cxi mod p into the OTP, thus leading to much better efficiency. Here an input
variable of an OTP specified by Eotp is denoted by, e.g., m̄, and a hardcoded
secret variable is denoted as is. If we let [f ]otp denote the OTP of f , the OTP
of OS.Sign(sk,m) can be like a tuple [OS.Sign(sk, m̄)]otp = 〈g, h, y, p, s, {[ri −
c̄ · xi mod p]otp}2i=1〉 where y = gx1hx2 , s = gr1hr2 , c̄ ← H(s ‖ m̄). I.e., Eotp

specifies the variable m̄ and obtains the output by: (1) compute c ← H(s ‖ m),
(2) run [ri− c̄·xi mod p]otp by substituting c for c̄ for i = 1, 2. We can notice that
actually this can be viewed as an OS blind signing operation because the hash
calculation is not done by the signer (OTP). Therefore, the randomization of s =
gr1hr2 and the hash value c is also possible as U does in OS.SigIssue (Fig. 1). As
a result, the basic building block for an OS sOTP [OS.BSign(x1, x2, r1, r2, m̄)]otp
is Algorithm 1.

3.1 Instantiating OS Signing OTP with Clouds

Now we focus on [ri − c̄ · xi mod p]otp in the OS signing OTP (sOTP), and
consider how to instantiate this OTP with clouds. The basic idea is simple and
efficient. The main part [ri − c̄ · xi mod p]otp is just computing ri − cxi mod p
with input c specified later by Eotp, so Gotp can secret-share {ri, xi}2i=1 with the
delegatee Eotp and clouds, and let them compute ri − cxi mod p distributively7

with the shares and let the clouds erase the shares later. Although corrupted
clouds will not erase the shares correctly, one-timesness can be achieved if there
exists at least one honest cloud with secure erasure. We construct our protocol
such that Eotp needs to authenticate to clouds by using a password in running
an sOTP. First we define the ideal functionality FBOS

otp (Fig. 4) corresponding to
our real protocol, which allows Eotp to specify c and compute ri − cxi mod p for
i = 1, 2 only once, and for FBOS

otp , we assume the following:

7 No interaction among clouds is needed here thanks to the simplicity of OS signing.
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1. OTP Generation Request. On input (OTP-GENREQ, sid, Gotp, pwd) from Eotp:
− Record (otpgen-req, sid, Eotp,Gotp, pwd).
− Send (OTP-GENREQ, sid, Eotp,Gotp) to S. Upon receiving ok from S, output

(OTP-GENREQ, sid, Eotp) to Gotp.
2. OTP Generation. On input (OTP-GEN, sid, Eotp, g, h, p, x1, x2) from Gotp:

− Look up a record (otp-genreq, sid, Eotp,Gotp, pwd)8).
− Choose random r1, r2 ∈ Zp and record (otp, sid,Eotp,Gotp, pwd, p, x1, x2, r1,

r2, run-flg), where run-flg = not-run. Delete (otp-genreq, sid,Eotp,Gotp, pwd).
− If Eotp is corrupted, send (OTP-GEN-LEAK1, sid,Gotp,Eotp, g, h, p, gx1hx2 ,

gr1hr2 ) to S. If at least one Sj is corrupted, send (OTP-GEN-LEAK2, sid,
Gotp, p) to S.

− Send (OTP-GEN, sid, Gotp, Eotp) to S. Upon receiving ok from S, output
(OTP, sid, Gotp) to Eotp. For each Sj , send (OTP-GEN, sid, Gotp, Sj) to S.
Upon receiving ok from S, output (OTP-SHARE, sid, Gotp) to each Sj .

3. Running OTP. On input (OTP-RUN, sid, {qidj}m
j=1, pwd’, c′) from Eotp:

− Look up records (otp, sid, Eotp, ∗, pwd, p, x1, x2, r1, r2, run-flg).
− If the record (otp-running, sid, Eotp) already exists, wait until it is deleted.
− Record (otp-running, sid, Eotp).
− Set ath-flg ← pwdok, rslti ← ri − c′xi mod p for i = 1, 2 if pwd = pwd’, and

otherwise ath-flg ← pwdwrong, rslti ← ⊥. Initialize otp-finish ← true.
− // OTP was already run

If run-flg = run, output (OTP-RUN, sid, {qidj}m
j=1, ⊥) to Eotp

− Else, if Eotp is corrupted, output (OTP-RUN, sid, {qidj}m
j=1, {rslti}2

i=1) to
Eotp // OTP can be run

− Else, if no Sj is corrupted, // Eotp is honest
• send (OTP-RUN, sid, {qidj}m

j=1, Eotp) to S. Upon receiving ok from S,
output (OTP-RUN, sid, {qidj}m

j=1, {rslti}2
i=1) to Eotp

− Else, send (OTP-RUN-LEAK, sid, {qidj}m
j=1, Eotp, c′, ath-flg) to S9), set

otp-finish ← false, and record (otp-running-wait-share, sid, {qidj}m
j=1, Eotp,

c′, ath-flg). // Eotp is honest and at least one of {Sj}m
j=1 is corrupted

− If otp-finish = true and ath-flg = pwdok, update the record
(otp, sid, Eotp, ∗, pwd, p, x1, x2, r1, r2, run-flg) such that run-flg ← run.

− If otp-finish = true, delete (otp-running, sid, Eotp).
4. Corrupted Server Proceeds. On input (OTP-SH-PROC, sid, {qidj}m

j=1, Eotp,
sh-flg) from S where sh-flg ∈ {correct-sh, ⊥}:
− Look up records (otp, sid,Eotp, ∗, pwd, p, x1, x2, r1, r2, run-flg), (otp-running,

sid,Eotp), (otp-running-wait-share, sid, {qidj}m
j=1,Eotp, c′, ath-flg).

− Initialize rslti ← ⊥ for i = 1, 2.
− // At least one Sj is honest, so if the password is wrong, Eotp cannot

// obtain the correct result. Note that S can ignore ath-flg if it wants.
If ath-flg = pwdok and sh-flg = correct-sh, rslti ← ri −c′xi mod p for i = 1, 2.

− Send (OTP-RUN, sid, {qidj}m
j=1, Eotp) to S. Upon receiving ok from S, out-

put (OTP-RUN, sid, {qidj}m
j=1, {rslti}2

i=1) to Eotp.
− If ath-flg = pwdok, update the record (otp, sid, Eotp, ∗, pwd, p, x1, x2, r1,

r2, run-flg) such that run-flg ← run. Delete (otp-running-wait-share, sid,
{qidj}m

j=1,Eotp, c′, ath-flg), (otp-running, sid,Eotp).

Fig. 4. FBOS
otp for OS Signing OTP (“//” means comments and “∗” is a

wildcard)(8When we say that a functionality “looks up a record”, we mean that if
the record is not found, the functionality just ignores the input. 9In this case, S can
only prevent Eotp from obtaining correct shares by responding with incorrect shares.)
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– The existence of clouds {Sj}m
j=1 is public information.

– An (ideal) adversary (i.e., simulator) S is static (i.e., non-adaptive).
– sid is a common globally unique session ID both Gotp and Eotp have previously

agreed upon (i.e., each OTP has its own unique sid) as in [17].
– qidj is a common globally unique query ID both Sj and Eotp have previously

agreed upon each time Eotp tries to retrieve a share from Sj as in [17].

Then we give the full description of OTP generation and OTP execution in
Fig. 5, 6 respectively. For password authentication, we extend the method in [17]
such that Eotp can specify the password for multiple clouds. To let the simulation-
based security proof go through, here we need to use additive secret sharing
rather than Shamir’s secret sharing8 as in [17,38,39]. We explain the overview
of how to adapt and embed the MAC scheme in [28] into our construction such
that Eotp can check the correctness of the shares sent by the clouds. Suppose
the cloud Sj holds the shares {r′

i,j , x′
i,j}2i=1, and sends {r′

i,j − c′x′
i,j mod p}2i=1

to Eotp in response to c′ specified by Eotp. First we outline the process for Gotp.

1. Gotp chooses a random MAC key α(j) ∈ Zp and prepares its additive sharing

α(j) = α
(j)
Eotp

+ α
(j)
Sj

mod p.

2. Gotp prepares the additive sharings of MAC tags {α(j)r′
i,j , α(j)x′

i,j}2i=1

{α(j)r′
i,j = m

(j,r′
i)

Eotp
+ m

(j,r′
i)

Sj
mod p, α(j)x′

i,j = m
(j,x′

i)
Eotp

+ m
(j,x′

i)
Sj

mod p}2i=1

3. Gotp sends 〈α(j)
Sj

, {r′
i,j , x′

i,j , m
(j,r′

i)
Sj

, m
(j,x′

i)
Sj

}2i=1〉 to Sj , and 〈α(j)
Eotp

, {m
(j,r′

i)
Eotp

,

m
(j,x′

i)
Eotp

}2i=1〉 to Eotp.

Next we outline the protocol between Sj and Eotp running an sOTP.

1. Given c′ by Eotp
9, for i = 1, 2, Sj computes z′

i,j = r′
i,j − c′x′

i,j mod p and

similarly vi,Sj
= α

(j)
Sj

z′
i,j−(m(j,r′

i)
Sj

−c′·m(j,x′
i)

Sj
) mod p, and sends {z′

i,j , vi,Sj
}2i=1

to Eotp.

2. For i = 1, 2, Eotp computes v
(j)
i,Eotp

= α
(j)
Eotp

z′
i,j − (m(j,r′

i)
Eotp

− c′ · m
(j,x′

i)
Eotp

), and

checks whether v
(j)
i,Eotp

+ vi,Sj

?= 0 mod p. If 0, Eotp accepts {z′
i,j}2i=1, and

otherwise aborts.

For malicious Sj to cheat here such that Eotp accepts z′
i,j + Δ = r′

i,j − c′x′
i,j +

Δ (where Δ �= 0), Sj needs to compute the following v∗
i,Sj

by guessing α
(j)
Eotp

8 The adversarial Eotp can send different c’s to {Sj}m
j=1 in Step 3 of Fig. 6 maliciously

because we do not require {Sj}m
j=1 to coordinate with each other to reject such

requests (because we tried to keep the protocol as simple as possible). This makes
the use of Shamir’s secret sharing non-trivial in terms of the simulation in the proof.

9 We note that the value c′ does not need to be hidden from {Sj}m
j=1 because it is

randomized in OS blind signing.



112 T. Nishide

We assume the following:
− Gotp has a signing key (x1, x2) ∈ Z

2
p and public key y = gx1hx2 with a group G

of prime order p and generator g, h ∈ G.
− Each cloud is denoted by Sj where 1 ≤ j ≤ m.
− Gotp and each Sj register their public keys pkGotp

, pkSj
with Fca at the beginning

of the protocol.
− Gotp and Eotp have already agreed upon generating an sOTP.
− The communication between parties is done via Fauth.

1. On input (OTP-GENREQ, sid, Gotp, pwd), Eotp chooses random seed ∈ {0, 1}λ,
and generates {saltj , hj}m

j=1 such that
saltj ← H(seed ‖ Sj), hj ← H(saltj ‖ pwd).
Eotp obtains pkGotp

, {pkSj
}m

j=1 from Fca, and sends
(sid, Enc(pkGotp

, pkEotp
, {Enc(pkSj

, hj)}m
j=1)) to Gotp where Enc(pk, m) de-

notes the ciphertext of m under the key pk.
2. Gotp decrypts and receives (sid, pkEotp

, {Enc(pkSj
, hj)}m

j=1) from Eotp and out-
puts (OTP-GENREQ, sid, Eotp).
On input (OTP-GEN, sid, Eotp, g, h, p, x1, x2), Gotp chooses random r1, r1 ∈ Zp,
generates s = gr1hr2 , and splits {ri, xi}2

i=1 into ri = r′
i + r′′

i mod p, xi = x′
i +

x′′
i mod p at random.

3. To (m, m)-secret-share {r′
i, x′

i}2
i=1 among {Sj}m

j=1, Gotp generates the random
shares {r′

i,j , x′
i,j}1≤j≤m

i=1,2 such that

r′
i =

m∑
j=1

r′
i,j mod p and x′

i =
m∑

j=1

x′
i,j mod p for i = 1, 2.

4. For 1 ≤ j ≤ m, Gotp chooses random MAC keys {α(j) ∈ Zp}m
j=1, and prepares

the following additive sharings at random:
α(j) = α

(j)
Eotp

+ α
(j)
Sj

mod p,

α(j)r′
i,j = m

(j,r′
i)

Eotp
+ m

(j,r′
i)

Sj
mod p, α(j)x′

i,j = m
(j,x′

i)

Eotp
+ m

(j,x′
i)

Sj
mod p for i = 1, 2.

5. Gotp obtains {pkSj
}m

j=1 from Fca, and sends to each Sj

(sid, Enc(pkSj
, hj), Enc(pkSj

, 〈α(j)
Sj

, {r′
i,j , x′

i,j , m
(j,r′

i)

Sj
, m

(j,x′
i)

Sj
}2

i=1〉)).
6. An OS sOTP P is as follows:

P = 〈sid, g, h, y
︸︷︷︸

gx1hx2

, p, s
︸︷︷︸

gr1hr2

, {r′′
i , x′′

i }2i=1, {α
(j)
Eotp

}m
j=1, {m

(j,r′
i)

Eotp
, m

(j,x′
i)

Eotp
}1≤j≤m

i=1,2 〉

Gotp sends (sid, Enc(pkEotp
, P )) to Eotp.

7. Sj receives (sid, Enc(pkSj
, hj), Enc(pkSj

, 〈α(j)
Sj

, {r′
i,j , x′

i,j , m
(j,r′

i)

Sj
, m

(j,x′
i)

Sj
}2

i=1〉))
from Gotp, stores 〈sid, hj , α

(j)
Sj

, {r′
i,j , x′

i,j , m
(j,r′

i)

Sj
, m

(j,x′
i)

Sj
}2

i=1〉, and outputs

(OTP-SHARE, sid, Gotp).
8. Eotp receives (sid, Enc(pkEotp

, P )) from Gotp, stores (seed, P )12), and outputs
(OTP, sid, Gotp).

Fig. 5. Protocol for Generating an OS Signing OTP (12We assume that pwd exists only
in Eotp’s brain (not stored in Eotp’s computer).)
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unknown to Sj , but the probability that the guess is correct is only 1/p.

v∗
i,Sj

= −v
(j)
i,Eotp

= −(α(j)
Eotp

(r′
i,j − c′x′

i,j + Δ) − (m(j,r′
i)

Eotp
− c′ · m

(j,x′
i)

Eotp
))

= −α
(j)
Eotp

Δ + α
(j)
Sj

(r′
i,j − c′x′

i,j) − (m(j,r′
i)

Sj
− c′m(j,x′

i)
Sj

)

Although discrete-log based commitments can also be used to check the response
{z′

i,j}2i=1 from Sj here, the above MACs are much more efficient in that Eotp

needs only modular addition/multiplication rather than exponentiations.

− In this protocol for running an OS sOTP, Eotp interacts with each Sj .
− Eotp has an OS sOTP P (Fig. 5) and is given input c′ where c′ is computed as

c ← H(s·gα1hα2yβ ‖ m), c′ ← c−β mod p with s in P , random α1, α2, β ∈ Zp
14),

and message m ∈ {0, 1}∗ to be signed.

1. On input (OTP-RUN, sid, {qidj}m
j=1, pwd, c′), to retrieve a share from each Sj ,

Eotp computes, for authentication,

athj ← H(sid ‖ qidj ‖
hj︷ ︸︸ ︷

H(H(seed ‖ Sj)︸ ︷︷ ︸
saltj

‖ pwd)),

and sends (sid, qidj , Enc(pkSj
, pkEotp

, c′, athj)) to each Sj .
2. Each Sj decrypts and obtains (sid, qidj , pkEotp

, c′, athj) from Eotp. If Sj does not
have a data tuple corresponding to sid or it does not hold that athj = H(sid ‖
qidj ‖ hj), Sj sets rslti ← ⊥ for i = 1, 2. Otherwise Sj computes, for i = 1, 2,

z′
i,j ← r′

i,j − c′ · x′
i,j mod p, vi,Sj

← α
(j)
Sj

z′
i,j − (m(j,r′

i)

Sj
− c′ · m

(j,x′
i)

Sj
) mod p,

erases 〈sid, hj , α
(j)
Sj

, {r′
i,j , x′

i,j , m
(j,r′

i)

Sj
, m

(j,x′
i)

Sj
}2

i=1〉 15)since it is no longer needed,

and sets rslti ← 〈z′
i,j , vi,Sj

〉. Sj sends (sid, qidj , Enc(pkEotp
, {rslti}2

i=1)) to Eotp.

3. If Eotp decrypts and receives {rslti}2
i=1 from Sj and rslti �= ⊥, Eotp computes

v
(j)
i,Eotp

= α
(j)
Eotp

z′
i,j − (m(j,r′

i)

Eotp
− c′ · m

(j,x′
i)

Eotp
) mod p,

and verifies v
(j)
i,Eotp

+ vi,Sj

?= 0 mod p for i = 1, 2. If the verification fails or
rslti = ⊥, Eotp outputs (OTP-RUN, sid, {qidj}m

j=1, ⊥).
Otherwise Eotp has {z′

i,j}1≤j≤m
i=1,2 , computes, for i = 1, 2,

z′
i = ri − c′xi = (

∑m
j=1 z′

i,j) + (r′′
i − c′x′′

i ) mod p,
and outputs (OTP-RUN, sid, {qidj}m

j=1, {z′
i}2

i=1).

Fig. 6. Protocol for Running an OS Signing OTP (14This randomizability makes the
resulting signature unlinkable even for the clouds as well as the delegator because c′

(visible to the clouds) is independent of the signature. 15We assume that while a thread

running in Sj is accessing a data tuple 〈sid, hj , α
(j)
Sj

, {r′
i,j , x′

i,j , m
(j,r′

i)

Sj
, m

(j,x′
i)

Sj
}2

i=1〉,
the access to this tuple (with tuple ID sid) by other threads is prevented with appro-
priate mutual exclusion.)
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Theorem 1. The protocol in Fig. 5, 6 securely realizes the functionality FBOS
otp

(Fig. 4) in the (Fca, Fauth)-hybrid and RO model, assuming that the static
adversary corrupts Eotp and at most (m − 1) clouds and the unforgeability of
the MAC scheme based on authenticated secret sharing.

We prove the above theorem in the full version by following the ideal/real simu-
lation paradigm. In the proof, basically we show that there exists a simulator S
that interacts with FBOS

otp and the adversary A and can generate an indistinguish-
able view for A by using only leakage from FBOS

otp without knowing {ri, xi}2i=1.

4 One-Time Multi-Run-Detectable Delegation Based
on Anonymous Credentials

Now we construct a one-time multi-run-detectable delegation scheme of unlink-
able signing rights with OS sOTPs and anonymous credentials (ACs) such that
a delegator does not need to embed their master signing key directly into the
OTP. First we construct a one-time AC (OAC) scheme, in which the credential
issuer can issue a one-time unlinkable credential which can be shown to a veri-
fier only once based on our OTPs. As an underlying AC scheme, we use the PS
scheme [42], which consists of the following:
− randomizable blind signatures with the message space of multiple attributes,
− zero-knowledge proof of knowledge of a signature.

Key Idea to combine OS sOTP and PS scheme: In the PS scheme, the
credential requestor U obtains a blind signature on the commitment to attU in
the issuance protocol, and in the show protocol, gives a zero-knowledge proof
of knowledge of attU . In our OAC scheme, the issuer adds hidden extra random
attributes a1,otp, a2,otp ∈ Zp to the commitment before signing it, and also hands
an OS sOTP including {ai,otp}2i=1 to U10. As a result, U is forced to use the sOTP
to prove knowledge of a signature in the show protocol because U cannot know
{ai,otp}2i=1 directly, and thus it leads to a one-time credential.

Building on the PS scheme and the above idea, our construction is given in Fig.
7. The main differences between the PS scheme and ours are:

– how to issue a credential in OAC.CredIssueotp,
– part of the prover’s process

is replaced with a run of an OS sOTP.
Although an OS sOTP is run in OAC.CredShowotp, the prover’s process is
the same as that of the PS scheme. Thus it is sufficient for us to prove that
OAC.CredIssueotp is a blind signature scheme, i.e., its blindness and unforgeabil-
ity with the following theorem (the proof is given in the full version).
10 {ai,otp}2

i=1 corresponding to a signing key in the OS scheme are fresh random and
used only once in our OAC, so the attack [7] on OS blind signatures does not apply
here because [7] needs concurrent polylog(λ) signing queries with the same signing
key.
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− OAC.Setupotp(1
λ): generate public parameters params = (p, G1, G2, GT , e) of a

type-3 bilinear group.
− OAC.IKeyGenotp(params, w): choose generators g ∈ G1, g̃ ∈ G2 and random

values (x, y1, . . . , yw, y1,otp, y2,otp, ys) ∈ Z
w+4
p , and compute

(X, Y1, . . . , Yw, Y1,otp, Y2,otp, Ys) ← (gx, gy1 , . . . , gyw , gy1,otp , gy2,otp , gys),
(X̃, Ỹ1, . . . , Ỹw, Ỹ1,otp, Ỹ2,otp, Ỹs) ← (g̃ x, g̃ y1 , . . . , g̃ yw , g̃ y1,otp , g̃ y2,otp , g̃ ys)
where pkI = (g, {Yi}w

i=1, Y1,otp, Y2,otp, Ys, g̃, X̃, {Ỹi}w
i=1, Ỹ1,otp, Ỹ2,otp, Ỹs) and

skI = X. The values (Yi, Ỹi) are related to attribute i, and (g, g̃) are said to be
related to dummy attribute 0.

− OAC.CredIssueotp(I(skI), U(attU )) is the following protocol between I and U .
1. To obtain a signature on the attributes attU = (a1, . . . , aw) ∈ Z

w
p , U generates

C ← gr · Y
sU
s · ∏w

i=1 Y
ai

i with random r, sU ∈ Zp, and sends C to I.
2. U gives to I the following proof of knowledge PK (Fig. 2) regarding C 16),

PK{(r, sU , a1, . . . , aw) : C = gr · Y
sU
s · ∏w

i=1 Y
ai

i }.
3. If the PK regarding C is valid, I chooses random values

u, a1,otp, a2,otp, r1,otp, r2,otp sI ∈ Zp, and sends U the following:
σ′ = (σ′

1, σ′
2) = (gu, (X · C · Y

a1,otp
1,otp · Y

a2,otp
2,otp · Y

sI
s )u),

OTP, P = 〈{Ỹi,otp}2
i=1, Ỹ

a1,otp
1,otp · Ỹ

a2,otp
2,otp , sI , p, Ỹ

r1,otp
1,otp · Ỹ

r2,otp
2,otp ,

{[ri,otp − c̄ · ai,otp mod p]otp}2
i=1〉

4. U obtains the signature σ on (attU , a1,otp, a2,otp, sn) where sn = sU + sI as

σ = (σ1, σ2) = σ′
1, σ′

2/σ′
1

r) = (gu, (X · Y
a1,otp
1,otp · Y

a2,otp
2,otp · Y sn

s ·
w∏

i=1

Y
ai

i )u).

The signature on (attU , a1,otp, a2,otp, sn) can be verified as

σ1 �= 1G1
and e(σ1, X̃ · Ỹ

a1,otp
1,otp · Ỹ

a2,otp
2,otp · Ỹ sn

s · ∏w
i=1 Ỹ

ai
i ) ?= e(σ2, g̃).

By viewing σ = (σ1, σ2) as a signature on (0, attU , a1,otp, a2,otp, sn) where the
first entry is the value of dummy attribute 0, U can randomize σ to obtain
another fresh signature on (t, attU , a1,otp, a2,otp, sn) by computing new σ ←
(σs

1, (σt
1 · σ2)s) with random s, t ∈ Zp. We note that the portion corresponding

to (attU , a1,otp, a2,otp, sn) cannot be changed.
〈σ, (t, attU , a1,otp, a2,otp, sn), P 〉 corresponds to the credential crU .

− OAC.CredShowotp(V(pkI , σ, sn), U(crU )) is a show protocol between U and
verifier V. What U does is to prove knowledge of a (randomized) signa-
ture σ. Since the verification of the randomized signature σ = (σ1, σ2) on
(t, attU , a1,otp, a2,otp, sn) can be done as

e(σ1, X̃ · g̃ t · Ỹ
a1,otp
1,otp · Ỹ

a2,otp
2,otp · Ỹ sn

s · ∏w
i=1 Ỹ

ai
i ) ?= e(σ2, g̃),

this verification can also be viewed as

e(σ1, g̃)t ·
2∏

i=1

e(σ1, Ỹi,otp)
ai,otp · e(σ1, Ỹs)

sn ·
w∏

i=1

e(σ1, Ỹi)
ai

?=
e(σ2, g̃)
e(σ1, X̃)

,

so with bases {e(σ1, g̃), {e(σ1, Ỹi,otp)}2
i=1, e(σ1, Ỹs), {e(σ1, Ỹi)}w

i=1}, giving the
following PK leads to proving knowledge of a signature:
PK

{
(t, a1, . . . , aw, a1,otp, a2,otp, sn) : e(σ2, g̃)/{e(σ1, X̃) · e(σ1, Ỹs)

sn} =

e(σ1, g̃)t ·
w∏

i=1

e(σ1, Ỹi)
ai ·

2∏
i=1

e(σ1, Ỹi,otp)
ai,otp

}
.

Here V requires U to disclose sn, and U runs the OS sOTP P 17).

Fig. 7. One-Time Anonymous Credential Scheme (16Depending on applications, U can
send part of attU in the clear to I, and I will judge that U is qualified as the portion
of attU . In the underlying non-blind PS multi-message signature [42, Sect. 4.2], these
clear attU corresponds to multiple messages. 17The details of how running an OTP is
combined with a (signature based on a) PK can be found in Fig. 10, which is similar
to this PK of a signature. )
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Theorem 2. The OAC scheme in Fig. 7 is one-time, blind, and unforgeable
based on the security of OTPs and the underlying PS scheme in the RO model.

Now we can see that the OAC scheme in Fig. 7 can be turned into an sOTP
because the PK in OAC.CredShowotp can be turned into an SPK as OS sig-
natures by using the Fiat-Shamir transform. Thus the credential issuer and
holder can be viewed as a delegator and delegatee respectively. The value sn
in OAC.CredIssueotp cannot be changed by U in OAC.CredShowotp because of the
unforgeability of the PS scheme, and needs to be disclosed in the resulting signa-
ture, so if the delegator finds more than one same sn in the collected signatures,
the delegator can detect the fact that an sOTP was run more than once, thus
achieving multi-run-detectability (if necessary, the delegator can announce that
sn is blocked). The PS scheme and OS sOTPs are unlinkable because of random-
izability, so our resulting sOTP also enjoys unlinkability for both the delegator
and clouds.

5 E-Cash Based on Signing OTPs

Building on our sOTPs based on OACs (Fig. 7), we construct an e-cash scheme.
In the traditional e-cash originating from [22], the following protocols exist:

– Withdraw protocol: A user U communicates with bank B, and receives elec-
tronic data (called e-coin), and B debits U ’s account the corresponding value.

– Spend protocol: U spends an e-coin by sending it to a merchant M.
– Deposit protocol: M deposits the e-coin spent by U to B, and B credits the

corresponding amount to the M’s account.

Employing our sOTP, our EC (Fig. 8, 9) prevents double-spending11 and fur-
ther identifies a double-spender even if sOTPs are broken. We adopt the elegant
framework [15] such that B can issue an e-coin including an sOTP and user’s ID
in the Withdraw protocol without embedding its master signing key, and two sig-
natures originating from the same e-coin (collected in the Deposit protocol) can
reveal the user’s ID. The scheme in [13, Sect. 6.3] takes a similar approach, but
the double-spender’s secret key is revealed, so “exculpability” is not achieved
(i.e., B can frame users), while ours reveals only the double-spender’s public
key according to [15], thus achieving exculpability. Following the e-cash security
model [11,15,37], we give the proofs in the full version, and discuss the addi-
tional possible extensions.

Batch Spending . What happens in the Spend protocol can be viewed as:
– Ui has an e-coin that can be viewed as a kind of public key certified by B.
– Ui signs the message from Mj with e-coin, and sends the signature to Mj .
– Then the value of the e-coin is transferred to Mj .

11 Our e-cash is somewhat incomparable to existing e-cash since we assume there exist
distributed partially trusted clouds as in [17,29], while other schemes do not.
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− EC.Setup(1λ) is the same as OAC.Setupotp(1
λ), and B obtains params =

(p, G1, G2, GT , e).
− EC.BKeyGen(params): first run OAC.IKeyGen(params, 3), and B obtain the signing

key skB = X, and partial public key
ppkB = (params, g, gv, gu, fu, g1,otp, g2,otp, gs, g̃, X̃, g̃v, g̃u, f̃u, g̃1,otp, g̃2,otp, g̃s).
Next B computes an additional key H(ppkB) → gu′ ∈ G1 with an appropriate
hash function H : {0, 1}∗ → G1,and lets pkB = (ppkB, gu′).

− EC.UKeyGen(params, pkB): Ui chooses their secret key skUi
∈ Zp for EC and resul-

tant public keys (pkUi
= g

skU
i

u , pk′
Ui

= g
skU

i
u′ ). Moreover Ui generates PK{(skUi

) :

pkUi
= g

skU
i

u ∧ pk′
Ui

= g
skU

i
u′ } and a signature σ(pkUi

, pk′
Ui

) on (pkUi
, pk′

Ui
) under

their PKI key pk(pki)Ui
, and sends (pkUi

, pk′
Ui

, pk(pki)Ui
, σ(pkUi

, pk′
Ui

), PK) to B 19),
which stores them in the user DB.

− EC.Withdraw(B(skB, pkUi
), Ui(skUi

, pkB)) is the following protocol between B
and Ui where Ui obtains an e-coin corresponding to v dollars 20).

1. Ui sends v, pkUi
, pk′

Ui
to B, and also gives PK{(skUi

) : pkUi
= g

skU
i

u } (Fig.

2) 21). B rejects the request if pkUi
is not found in the user DB.

2. Ui chooses random r, sUi
, ωu ∈ Zp, computes the following commitment C,

and gives the following PK to B.
PK{(r, sUi

, ωu) : C = gr · g
sU

i
s · f

ωu
u }

3. If the PK is valid, B chooses random u, sB, x1,otp, x2,otp, r1,otp, r2,otp ∈ Zp,
computes

C′ ← C ·pkUi
·gv

v ·gsB
s ·gx1,otp

1,otp ·gx2,otp
2,otp = gr ·gv

v ·g
sB+sUi
s ·g

skUi
u ·fωu

u ·gx1,otp
1,otp ·gx2,otp

2,otp ,

σ′ ← (σ′
1, σ′

2) = (gu, (X · C′)u),
and generates the OTP P as follows
P = 〈g̃1,otp, g̃2,otp, g̃

x1,otp
1,otp · g̃

x2,otp
2,otp , p, g̃

r2,otp
2,otp · g̃

r2,otp
2,otp ,

{[ri,otp − c̄ · xi,otp mod p]otp}2
i=1〉.

B sends σ′, sB, P to Ui, and debits Ui’s account v dollars.
4. Ui obtains the signature σ′′ on (v, sn, skUi

, ωu, x1,otp, x2,otp) where sn =
sB + sUi

(called serial number) as
σ′′ = (σ′′

1 , σ′′
2 ) = (σ′

1, σ′
2/σ′

1
r), which can be verified as

e(σ′′
1 , X̃ · g̃ v

v · g̃ sn
s · g̃

skU
i

u · f̃
ωu
u · g̃

x1,otp
1,otp · g̃

x2,otp
2,otp ) ?= e(σ′′

2 , g̃).
Ui can obtain a randomized signature σco on (t, v, sn, skUi

, ωu, x1,otp, x2,otp)
with random s, t ∈ Zp and computing, σco = (σs

1, (σt
1 · σ2)

s).
The obtained e-coin co consists of (σco, t, v, sn, skUi

, ωu, P ).

Fig. 8. E-Cash based on signing OTPs (1/2) (19We take the approach similar to group
signatures in [42]. This is needed to identify the user in the real world when disputes
related to double-spending occur. 20We define EC.Withdraw such that Ui can specify
v, but in practice, v may be a constant or chosen from a set of predefined e-coin
denominations to reduce linkability.)
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− EC.Spend(Mj(pkB, σco, v, sn), Ui(pkB, co)) is the following protocol between a
merchant Mj who has a signing key pair (skMj

, pkMj
) and Ui where Ui spends

an e-coin co corresponding to v dollars.
1. Mj sends pkMj

, infoj to Ui where infoj is a random bit string.
2. Ui computes cds ← H(pkMj

‖ infoj) called double-spending challenge where
H is a hash function (modeled as an RO), and the following commitments
Comco ← e(σ2, g̃)/e(σ1, X̃ · g̃ v

v · g̃ sn
s ) (for proof of knowledge of a signature)

= e(σ1, g̃)t · e(σ1, g̃u)
skU

i · e(σ1, f̃u)
ωu · e(σ1, g̃1,otp)

x1,otp · e(σ1, g̃2,otp)
x2,otp ,

Comds ← g
skU

i
u′ · (g ωu

u′ )cds = g
skU

i
u′ · (g cds

u′ )ωu (called double-spending tag)
and generates the following signature σ(σco, v, sn, Comds, pkMj

, infoj) on
(σco, v, sn, Comds, pkMj

, infoj) (Sect. 2) by using the OTP P as well, and
sends (σco, v, sn, σ(σco, v, sn, Comds, pkMj

, infoj)) to Mj :
σ(σco, v, sn,Comds, pkMj

, infoj) = SPK{(t, skUi
, ωu, x1,otp, x2,otp) :

Comco = e(σ1, g̃)te(σ1, g̃u)
skUi e(σ1, f̃u)

ωue(σ1, g̃1,otp)
x1,otpe(σ1, g̃2,otp)

x2,otp

∧Comds = g
skU

i
u′ · (g cds

u′ )ωu}(σco, v, sn,Comds, pkMj
, infoj). 22)

3. Mj accepts the e-coin if σ(σco, v, sn, Comds, pkMj
, infoj) is a valid signature,

and stores the following tuple which will be deposited later
dpst = 〈σco, v, sn, Comds, pkMj

, infoj , σ(σco, v, sn, Comds, pkMj
, infoj)〉

where sn is the serial number of this e-coin.
− EC.Deposit(dpst): B does the following after receiving from Mj , dpst =

〈σco, v, sn, Comds, pkMj
, infoj , σ(σco, v, sn, Comds, pkMj

, infoj)〉.
1. If σ(σco, v, sn, Comds, pkMj

, infoj) in dpst is invalid, B rejects the deposit.
2. If the verification is successful and the serial number sn is fresh in the

deposit DB, B requires Mj to send a signature σMj
(dpst) on dpst under

pkMj
. If σMj

(dpst) is invalid, B rejects the deposit, and otherwise B stores
(dpst, σMj

(dpst)) in the deposit DB, and credits v dollars to Mj ’s account.
3. If a tuple exists in the deposit DB which has the same sn, pkMj

, infoj as
dpst, B rejects this invalid deposit (i.e., Mj is cheating).

4. If dpst′ = 〈σ′
co, v′, sn, Com′

ds, pkM′
j
, info′

j , σ(σ′
co, v

′, sn, Com′
ds, pkM′

j
, info′

j)〉
exists in the deposit DB which has the same sn as dpst, but different pkM′

j

or info′
j

23), then B can have the proof Πds = (dpst, dpst′) which can be used
to identify the double-spender’s public key in EC.Identify.

− EC.Identify(params, pkB, Πds): B identifies a double-spender as follows:
1. If dpst and dpst′ in Πds have the same serial number, B obtains the double-

spending tags (Comds, cds), (Com′
ds, c′

ds) from Πds.
2. The double-spender’s public key pk′

ds can be computed as

pk′
ds = (Comc′

ds
ds /Com′

ds
cds)1/(c′

ds−cds).
− EC.VrfyGuilt(params, pkB, sn, pk′

ds, Πds): anyone can publicly verify the proof Πds

that the user with pk′
ds is guilty of double-spending the e-coin whose serial number

is sn. The verification can be done by EC.Identify(params, pkB, Πds)
?= pk′

ds.

Fig. 9. E-Cash based on signing OTPs (2/2) (22This includes proofs of knowledge of
equality of discrete logs (skUi

, ωu) [27], and its full description is given in Fig. 10.
23If this occurs, it means the adversary ran an OTP more than once by breaking the
security of OTPs. In this case, it is possible to distribute a list of blocked sn.)
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Hence, e.g., if Ui has e-coins σco1
, σco2

corresponding to v1, v2 dollars respec-
tively, and signs σco1

by σco2
, then we can think that the value v2 in σco2

is
transferred to σco1

, and that signing a message with σco1
yields v1 + v2 dollars.

This way of thinking can reduce the number of signatures that need to be gener-
ated during the Spend protocol, and we give the overview of this method (which
we call batch spending) as follows:

– Suppose Ui has e-coins, e.g., σco1
, σco2

, σco3
corresponding to v1, v2, v3 dollars

respectively, and wants to spend v1 + v2 + v3 dollars for Mj .
– Then Ui signs σco1

with σco2
, σco3

in advance, obtaining 2 signatures on σco1
.

– In the Spend protocol with Mj , Ui signs the message from Mj with σco1
, and

sends 3 signatures to Mj .
– Mj verifies the 2 signatures on σco1

, and another signature generated by
σco1

12. If all the verifications are successful and the amount of e-coins suffices,
Mj accepts the e-coins.

– Similarly B also verifies all the signatures in the Deposit protocol, and checks
freshness of all the serial numbers.

As we can see, Ui has only to generate 1 signature during the Spend protocol
although actually it spends 3 e-coins. To sign σco1

with σco, as in Step 2 of
EC.Spend (Fig. 9), a double-spending challenge cds ∈ Zp is necessary, for which
H(σco1

) can be used here. To make the difference clear between the signature
on the double-spending tag (i.e., σ(σco, v, sn, Comds, pkMj

, infoj) in Fig. 9) and
signature on the e-coin, we modify the hash calculation of (∗) (Fig. 10) by adding
a simple tag as

c = H(R1 ‖ R2 ‖ σco ‖ v ‖ sn ‖ Comds ‖ 0 ‖ pkMj
‖ infoj)

(case of signature on (σco, v, sn, Comds, pkMj
, infoj)),

c = H(R1 ‖ R2 ‖ σco ‖ v ‖ sn ‖ Comds ‖ 1 ‖ σco1
)

(case with additional e-coin σco1
).

Thus if B or Mj receives a signature with H(R1 ‖ R2 ‖ σco ‖ v ‖ sn ‖ Comds ‖
1 ‖ σco1

), B or Mj also requires another signature by σco1
to accept the e-coins.

Transferring E-Coin . By further extending batch spending, Ui can trans-
fer an e-coin to another, but with somewhat less anonymity as mentioned later.
In batch spending, Ui signs its own e-coins, whereas, in transferring Ui’s e-coin
σcoi

to another e-coin σcoj
of Uj , Ui signs σcoj

with σcoi
, and the value of σcoi

is transferred to σcoj
. Here the value of σcoj

can be zero. To receive the transfer
of many e-coins, we assume that Uj can obtain e-coins whose values are zero
(i.e., they function as placeholders of the transferred e-coins) from B for free in
advance. In this case, however, we have incomplete anonymity in the following
sense: Suppose Ui transferred σcoi

to σcoj
, and the several transfers continued,

and the e-coin originating from σcoi
returned to Ui, then Ui can recognize that

12 More exactly Mj will also need to check that the serial numbers of σco1
, σco2

, σco3
are all different.
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Ui used to hold the e-coin. To obtain complete anonymity, the technique from
[4] may be applicable, but its efficient instantiation will be non-trivial.

− In Fig. 9, Ui generates the following SPK in spending v dollars with serial number
sn by running sOTP P ,
σ(σco, v, sn, Comds, pkMj

, infoj) = SPK{(t, skUi
, ωu, x1,otp, x2,otp) :

Comco = e(σ1, g)te(σ1, gu)
skU

i e(σ1, fu)ωue(σ1, g1,otp)
x1,otpe(σ1, g2,otp)

x2,otp

∧ Comds = g
skU

i
u · (g cds

u )ωu}(σco, v, sn, Comds, pkMj
, infoj),

where cds = H(pkMj
infoj),

P = g1,otp, g2,otp, g
x1,otp
1,otp · g

x2,otp
2,otp , p, g

r1,otp
1,otp · g

r2,otp
2,otp ,

{[ri,otp − c̄ · xi,otp mod p]otp}2
i=1 .

1. Ui chooses random α1, α2, β, β1, β2, β3 ∈ Zp and computes
R ← g

r1,otp
1,otp · g

r2,otp
2,otp · g

α1
1,otp · g

α2
2,otp · (g

x1,otp
1,otp · g

x2,otp
2,otp )β

R1 ← e(σ1, g)β1 ·e(σ1, gu)β2 ·e(σ1, fu)β3 ·e(σ1, R) (= e(σ1, g β1 ·g β2
u ·f β3

u ·R))
R2 ← g

β2
u · (g cds

u )β3 (here gu and g
cds
u are bases of the commitment)

c ← H(R1 R2 σco v sn Comds pkMj
infoj) (∗)

z1 ← β1 − c · t mod p, z2 ← β2 − c · skUi
mod p, z3 ← β3 − c · ωu mod p

z4 ← r1,otp − (c − β) · x1,otp + α1 mod p (run with sOTP P )
z5 ← r2,otp − (c − β) · x2,otp + α2 mod p (run with sOTP P )

where {ri,otp − (c−β) ·xi,otp}2
i=1 can be obtained from P by inputting c−β (this

is the same randomization as OS.BSign of Algorithm 1).
2. The signature σ(σco, v, sn, Comds, pkMj

, infoj) consists of (c, z1, z2, z3, z4, z5)
and can be verified by
c

?= H(e(σ1, g)z1 · e(σ1, gu)z2 · e(σ1, fu)z3 · e(σ1, g1,otp)z4 · e(σ1, g2,otp)z5 · Comc
co

g
z2
u · (g cds

u )z3 · Comc
ds σco v sn Comds pkMj

infoj).

Fig. 10. Signature based on Proof of Knowledge (SPK) in Our E-Cash
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Abstract. Software watermarking enables one to embed some infor-
mation called “mark” into a program while preserving its functionality,
and to read it from the program. As a definition of function preserv-
ing, Cohen et al. (STOC 2016) proposed statistical function preserving
which requires that the input/output behavior of the marked circuit is
identical almost everywhere to that of the original unmarked circuit.
They showed how to construct watermarkable cryptographic primitives
with statistical function preserving, including pseudorandom functions
(PRFs) and public-key encryption from indistinguishability obfuscation.
Recently, Goyal et al. (CRYPTO 2019) introduced more relaxed defini-
tion of function preserving for watermarkable signature. Watermarkable
signature embeds a mark into a signing circuit of digital signature. The
relaxed function preserving only requires that the marked signing circuit
outputs valid signatures. They provide watermarkable signature with the
relaxed function preserving only based on (standard) digital signature.

In this work, we introduce an intermediate notion of function preserv-
ing for watermarkable signature, which is called computational function
preserving. Then, we examine the relationship among our computational
function preserving, relaxed function preserving by Goyal et al., and sta-
tistical function preserving by Cohen et al. Furthermore, we propose a
generic construction of watermarkable signature scheme satisfying com-
putational function preserving based on public key encryption and (stan-
dard) digital signature.

1 Introduction

1.1 Backgrounds

Digital Watermarking. Digital watermarking is a technology to embed some
special information called a mark into digital objects such as images, movies,
music files, or programs. Digital watermarking is required to satisfy two basic
requirements. One is function preserving that guarantees a marked object should
not be significantly different from the original object. The other is unremovability
c© Springer Nature Switzerland AG 2020
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that guarantees it should be difficult for malicious entities to remove the mark
from a marked object without damaging the object itself.

A critical application of digital watermarking is copyright protection. Let us
consider a situation where we distribute a digital object to unspecified users. In
order to prevent the users from distributing the digital object illegally, we can
embed user’s name in the digital object by using digital watermarking. Due to
the function preserving of digital watermarking, it is ensured that the marked
object has almost same functionality with the original unmarked object. If we
find a digital object copied by some user, we can extract the embedded mark
from the marked object to identify the user.

In cryptography, watermarking schemes were proposed for pseudorandom
functions [4,6,10,11,16–18], encryption schemes [6,8,18], and digital signature
schemes [6,8,18]. In particular, these studies treat an algorithm as a circuit
and aim to embed a mark in the function evaluation circuit for watermarkable
pseudorandom functions, in the decryption circuit for watermarkable encryption
schemes, and in the signing circuit for watermarkable signature schemes.

In particular, a watermarkable signature consists of setup, mark, and extrac-
tion algorithm, in addition to the usual key-generation, signing, and verification
algorithm of digital signature. The mark algorithm embeds a mark to the signing
circuit determined by a signing key. The extraction algorithm extracts the mark
from the marked circuit.

Variation of Function Preserving. The first formal definition for watermarking
was given by Barak, Goldreich, Impagliazzo, Rudich, Sahai, Vadhan, and Yang
[2,3]. They proposed a security notion called perfect function preserving which
requires that the input/output behavior of the marked circuit is identical to
that of the original unmarked circuit. They showed an impossibility result that
assuming indistinguishability obfuscation (iO), a watermarking scheme which
satisfies perfect function preserving cannot exist.

Cohen, Holmgren, Nishimaki, Vaikuntanathan, and Wichs[6,7,15] relaxed
perfect function preserving and proposed statistical function preserving which
requires that the input/output behavior of the marked circuit is identical almost
everywhere to that of the original unmarked circuit. They constructed water-
markable pseudorandom functions with statistical function preserving by using
indistinguishability obfuscation (iO). They mentioned the existence of a water-
markable encryption scheme and signature scheme with statistical function pre-
serving under the existence of iO and injective one-way functions. These con-
structions were presented in [15] which are based on the public key encryption
scheme and the signature scheme constructed from iO.

The recent work by Goyal, Kim, Manohar, Waters, and Wu [8] further relaxed
the requirement of function preserving for watermarkable signature and encryp-
tion. For watermarkable signature, the function preserving by Goyal et al. only
requires that a marked circuit still produces valid signatures. This requirement
allows signatures output by the original signing circuit and by a marked sign-
ing circuit to be apparently different. For a watermarkable encryption scheme,
the function preserving by Goyal et al. only requires that a marked circuit
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can decrypt ciphertexts. This requirement allows the output of decryption by a
marked decryption circuit to differ from the output of decryption by the original
decryption circuit on invalid ciphertexts. These relaxations for function preserv-
ing allow us to obtain various watermarkable public key primitives from more
reasonable assumptions. Actually, they constructed a watermarkable signature
scheme from digital signature and a watermarkable (attribute-based) encryp-
tion scheme from delegatable attribute-based encryption and mixed functional
encryption.

Motivation. Watermarkable schemes are expected to make the marked objects
as similar as possible to the original. From this perspective, function preserv-
ing by Goyal et al. seems to be too relaxed since this property allows that
input/output behavior of the marked circuits and that of the original circuits to
be distinguishable. Here, a natural question arises:

Is there a reasonable definition of function preserving between statistical
function preserving and function preserving by Goyal et al. ?

1.2 Our Contributions

Based on the above motivation, we firstly define computational function preserv-
ing, which requires the input/output behavior of the marked object is computa-
tionally indistinguishable to that of the original object.

Secondly, we study the relationship between our definition for watermark-
able signature and that of Goyal et al. [8]. Moreover, we extend the definition
of computational function preserving into general watermarkable primitive, and
investigate the relations between our computational function preserving and sta-
tistical function preserving proposed by Cohen et al. [6].

Finally, we construct watermarkable signature satisfying computational func-
tion preserving based on public key encryption and (standard) digital signature.

Computational Function Preserving for Watermarkable Signature. As the most
important difference from previous works, we introduce computational function
preserving for watermarkable signature. Informally, computational function pre-
serving requires that “the input/output behavior of marked and original circuits
are computationally indistinguishable”. See Sect. 2 for the details.

In order to see the usefulness of computational function preserving, let us
consider the following typical application of watermarkable signature. When the
original signer wishes to delegate his/her signing rights to others, the original
signer puts the delegated signer’s identity as a part of the mark embedded into
the signing circuit, and gives the marked circuits to the delegated signers. When
a marked signing circuit leaked illegally, the source of the leak can be identified
from the extracted mark.

If the watermarkable signature only satisfies the function preserving by Goyal
et al., even identities of the honest delegated signers may be revealed from sig-
natures generated by the marked signing circuits. Actually, their watermarkable
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signature scheme allows anyone to see the mark from signatures. This seems
undesirable for honest delegated signers. Computational function preserving
guarantees delegated signer’s privacy.

Note that it seems difficult to achieve computational function preserving
with public extraction. Because, in watermarkable cryptographic primitives, the
embedded mark is extracted from outputs of the marked circuit. If a watermark-
ing scheme supports public extraction, anyone can see the mark from the marked
circuit.

In Sect. 4, we see the relations on function preserving of watermarkable prim-
itives. Firstly, we focus on watermarkable signature and examine the relations
between our computational function preserving of watermarkable signature and
the function preserving by Goyal et al. [8]. There, we see that our computational
function preserving implies function preserving by Goyal et al.

Next, we investigate the relations on function preserving for general water-
markable primitives. Cohen et al. [6] gave a statistical function preserving for
general watermarkable primitives. In order to see the relations, we abstract our
computational function preserving for watermarkable signature to one support-
ing general watermarkable primitives. Then, we provide the relations between
this computational function preserving and statistical function preserving of gen-
eral watermarkable primitive by Cohen et al. As a result, we show that our
computational function preserving is incomparable with the statistical function
preserving by Cohen et al.

Redefining Watermarkable Signature. We replace the extraction algorithm with
an opening algorithm. The extraction algorithm takes an extract key, a verifi-
cation key and a marked circuit, and outputs a mark that is embedded in the
circuit. The difference between these algorithms, an opening algorithm only takes
as input the output of the marked circuit instead of circuit itself. Remember the
application of watermarkable signature we mentioned above, the original signer
puts the delegated signer’s identity as a part of the mark embedded into the sign-
ing circuit. The opening algorithm do not require the leaked circuit itself. The
source of the leak can be identified only from the output of the leaked circuit.
Note that the extraction algorithm can be made from the opening algorithm. In
Sect. 4 we see the relations among our definition, definition by Cohen et al. [6],
and Goyal et al. [8] which we recall in Appendix B.

In previous works, unremovability is defined with the extraction algorithm.
Due to the modification of the syntax, we also modify the definition of unremov-
ability. In our definition, similar to the definition by Goyal et al., we consider
collusion of parties. That is, an adversary is allowed to collect polynomial num-
ber of marked circuits. Additionally, we allow the adversary to get signatures
generated by marked circuits that are not corrupted. It almost covers the security
of unforgeability, which ensures that the watermarkable signature is unforgeable
as a digital signature. Unlike the existing definitions of watermarkable signa-
ture, our definition does not explicitly require unforgeability. See discussions on
unforgeability in Sect. 4 for the details.
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Our Construction. We give an overview of our construction of watermarkable
signature satisfying computational function preserving in Sect. 3. Our construc-
tion of watermarkable signature is based on the watermarkable signature scheme
by Goyal et al. [8]. The construction by Goyal et al. is in the public extraction
setting where anyone can extract a mark from a marked circuit. In contrast, our
construction is in the secret extraction setting that requires an extract key is
needed to extract a mark from a marked circuit.

Now, we briefly explain an overview of our construction. Let M be a
message space and T a mark space for a watermarkable signature scheme,
PKE = (PKE.Gen,PKE.Enc,PKE.Dec) a public key encryption scheme and
DS = (DS.Gen,DS.Sign,DS.Verify) a digital signature scheme.

– As a setup, we generate (ek, dk) by running PKE.Gen. ek is used to encrypt a
mark and dk is needed to extract a mark. ek is published and dk is sent to a
party who allowed to extract a mark from a marked circuit.

– The original signing key skWM and verification key vkWM consist of skWM =
(ek, sk1, sk2, w = (vk2, c, σ1)) and vkWM = vk1. ek is generated by a setup
procedure, (vk1, sk1) and (vk2, sk2) is generated by DS.Gen. c is a ciphertext
of a symbol ⊥ which represents “unmarked”. σ1 is a signature computed by
σ1 ← DS.Sign(sk1, (vk2, c)). We explain roles of elements of skWM. sk2 is used
to sign a message. w = (vk2, c, σ1) is a certificate that links vk2 and c. This
implies that ⊥ and vk2 are linked. sk1 is used to generate a marked circuit.
More specifically, sk1 is used to generate certificates.

– By using skWM, a signature σ on a message m ∈ M is computed as σ = (w, σ2)
where σ2 ← DS.Sign(sk2,m).

– A circuit Cτ with an embedded mark τ ∈ T is generated from skWM as
follows. First, compute (vk′

2, sk
′
2) by running DS.Gen and a ciphertext c′ ←

PKE.Enc(ek, τ). Then, generate a new certificate w′ = (vk′
2, c

′, σ′
1) where σ′

1 ←
DS.Sign(sk1, (vk′

2, c
′)). w′ links τ and vk′

2. Finally, generate a marked circuit
Cτ (·) := (w′ = (vk′

2, c
′, σ′

1),DS.Sign(sk′
2, ·)).

– A verification of a pair m and σ = (vk2, c, σ1, σ2) can be done by checking
DS.Verify(vk1, (vk2, c), σ1) = 1 and DS.Verify(vk2,m, σ2) = 1.

– Extraction of a mark from σ = (vk2, c, σ1, σ2) can be done by compute a mark
τ = PKE.Dec(dk, c).

Computational function preserving of our scheme is followed by the indistin-
guishability of PKE. We explain intuition why our construction satisfies unre-
movability. To simplify our explanation, we consider a non-collusion setting.
That is, we consider the case where an adversary has only one marked circuit
and tries to change or remove the embedded mark in the marked circuit with-
out breaking its functionality. We assume that the adversary can get a valid
signature on any message output by any marked circuit and the original signing
circuit via oracle queries. To change or remove the embedded mark, the adver-
sary changes a certificate w embedded in the marked circuit. We can consider
two strategies for the adversary. One strategy is that the adversary forges a new
certificate and embeds it into a forged circuit. However, by the unforgeability
of DS, it is hard for the adversary to generate such a new certificate. The other
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strategy is that the adversary queries a message m̃ for the original signing circuit
or marked circuits, gets a signature σ̃ = (w̃, σ̃2) = ((ṽk2, c̃, σ̃1), σ̃2), embeds w̃
into a forged circuit. However, the adversary does not know s̃k2. Therefore, it is
hard to change or remove the embedded mark from the marked circuit without
breaking its functionality.

Our construction also supports unremovability in a collusion setting where
the adversary can get marked circuits by oracle queries. See Sect. 2 for definition
of unremovability in the collusion setting.

1.3 Related Works

We briefly review several studies related to watermarking. One of the earli-
est works related to watermarking is due to Naccache, Shamir, and Stern [12].
They treated the problem of “copy-righting” public-key encryption schemes in
a setting that is similar to traitor tracing [5]. They gave a method for track-
ing different copies of functionally equivalent algorithms containing a sort of
marks. However, this security is not sufficient for watermarking since it does not
guarantee unremovability.

Barak et al. [2,3] firstly formalize a watermarking scheme and its secu-
rity definition in a simulation based manner. Then, they gave an impossibility
result for general-purpose program watermarking by using impossibility results
of general-purpose program obfuscation [2,3]. General-purpose program water-
marking (resp. obfuscation) is a watermarking scheme (resp., obfuscation) that
can be applied to any program.

Hopper, Molnar, and Wagner [9] proposed a game-based security for water-
marking schemes. They also introduce a notion of secret extraction watermark-
ing. In this setting, to extract the embedded mark the marked object, we need
secret information called an extract key. However, they did not provide any
concrete constructions.

Nishimaki [13,14] proposed watermarking schemes for lossy trapdoor func-
tions. Security of a construction in [13] (resp., [14]) is based on the decisional
linear (DLIN) (resp., the symmetric external Diffie-Hellman (SXDH)) assump-
tion. However, the author considered weaker security and restrictions on the
adversary’s capabilities.

Cohen et al. [6] formalized a notion of statistical function preserving. They
also formalized a watermarkable signature and watermarkable encryption. They
gave a construction of watermarkable pseudorandom functions by using iO in the
public extraction setting. They also showed an impossibility result that water-
marking is impossible for any class of learnable functions.

After the work of Cohen et al., one of main line of watermarking researches
is how to build watermarkable pseudorandom functions with statistical function
preserving scheme from weaker assumptions such as lattice-based assumptions
by Kim and Wu [10,11] or an existence of CCA-secure encryption by Quach,
Wichs, and Zirdelis [16].

Another line of watermarking researches is how to build watermarkable prim-
itives with stronger security.
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Yang, Au, Lai, Xu, and Yu [17] improved watermarkable pseudorandom func-
tions in [6]. They achieved public extraction and security which require that only
an entity who holds the mark key should be able to embed a mark into a pro-
gram.

They also proposed a collusion resistant watermarking scheme for pseudo-
random functions and encryption scheme in [18]. They mentioned the existence
of a collusion resistant watermarkable signature scheme. They did not provide a
concrete collusion resistant watermarkable signature scheme in [18].

Some studies focus on watermarking for public key primitives. Baldimtsi,
Kiayias, and Samari [1] showed how to watermark public key cryptographic prim-
itives. However, they consider a stateful setting and a modified security model
where a trusted watermarking authority generates both original and marked cir-
cuits. Watermarkable signature schemes and (attribute) encryption schemes has
been proposed in [8]. These constructions achieves collusion resistance security.

1.4 Road Map

In Sect. 2, we describe our definition of watermarkable signature. In Sect. 3, we
construct a watermarkable signature scheme and give brief security proofs. In
Sect. 4, we explain features of our definition in comparison with previous works.
In Appendix A, we recall the definition of public encryption and digital signature.
In Appendix B, we provide existing definitions of watermarkable signature.

1.5 Notations

In this paper, we use the following notations. Let λ be the security parameter. A
function f : N → R

+ is negligible in λ if f(λ) ≤ 2−ω(log λ). If function f is neg-
ligible in λ, we denote f(λ) ≤ negl(λ). PPT stands for probabilistic polynomial
time. For a finite set S, s ← S denotes choosing an element s from S uniformly
at random. For an integer n, [n] denotes the set {1, . . . , n}. For an algorithm A,
y ← A(x) denotes that the algorithm A outputs y on input x.

2 Watermarkable Signature

We introduce a new definition of watermarkable signature. A watermarkable
signature scheme consists of a setup algorithm, mark algorithm, and opening
algorithm, in addition to the usual key-generation, signing, and verification algo-
rithm of digital signature. The mark algorithm embeds a mark to the signing
circuit determined by a signing key. Instead of a extraction algorithm, the open-
ing algorithm extracts the mark from an output of the marked circuit. We discuss
features of this definition in Sect. 4.

Definition 1 (Watermarkable Signature). A watermarkable signature
scheme WMSS with a message space M and a mark space T is a tuple of PPT
algorithms (WMSetup,SigSetup,Sign,Verify,Mark,Open).
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– WMSetup(1λ) → (wpp,mk, xk) : Given a security parameter 1λ as input, the
watermark setup algorithm outputs a watermark public parameter wpp, a
mark key mk, and an extract key xk.

– SigSetup(wpp) → (vk, sk) : Given a watermark public parameter wpp as input,
the signing setup algorithm outputs a verification key vk and signing key sk.

– Sign(sk,m) → σ : Given a signing key sk and a message m as input, the
signing algorithm outputs a signature σ.

– Verify(vk,m, σ) → 0/1 : Given a verification key vk, a message m, and a
signature σ as input, the verification algorithm outputs 0 or 1.

– Mark(mk, sk, τ) → Cτ : Given a mark key mk, a signing key sk, and a mark
τ , the marking algorithm outputs a marked circuit Cτ .

– Open(xk, vk, σ) → τ/⊥ : Given an extract key xk, a verification key vk and
a signature σ as input, the opening algorithm outputs a mark or the invalid
symbol ⊥.

For functionality and security of WMSS, we define correctness, meaningful-
ness, function preserving, and unremovability.

WMSS is correct if it is correct as a digital signature scheme.

Definition 2 (Correctness). WMSS satisfies correctness if for any public
parameter wpp and message m ∈ M,

Pr

[
Verify(vk,m, σ) = 1 :

(vk, sk) ← SigSetup(wpp),
σ ← Sign(sk,m)

]
= 1

holds.

If WMSS is meaningful, when opening a signature generated by the unmarked
signing algorithm, its output should be invalid.

Definition 3 (Meaningfulness). WMSS satisfies meaningfulness if for all
m ∈ M,

Pr

⎡
⎢⎣Open(xk, vk, σ) = ⊥ :

(wpp,mk, xk) ← WMSetup(1λ),
(vk, sk) ← SigSetup(wpp),
σ ← Sign(sk,m)

⎤
⎥⎦ = 1

holds.

In WMSS, marked circuits should preserve the functionality of the original
signing algorithm. We interpret this requirement as “marking circuits does not
change how their behavior looks like”. In other words, marked circuits work as
indistinguishably the same as unmarked circuits.

Definition 4 (Computational Function Preserving). We define the com-
putational function preserving for WMSS by the following game between a chal-
lenger and a PPT adversary A.
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1. The challenger runs (wpp,mk, xk) ← WMSetup(1λ), (vk, sk) ←
SigSetup(wpp), and gives (wpp, vk) to A. Then, A outputs a mark τ .

2. The challenger runs Cτ ← Mark(mk, sk, τ), samples b ← {0, 1}, and sets
Cb := Cτ (·), Cb⊕1 := Sign(sk, ·).

3. The adversary A, given oracle access to the signing circuits C0(·), C1(·), and
the marking oracle Mark(mk, sk, ·), outputs a bit b′.

A WMSS satisfies the function preserving if for all PPT adversaries A,

AdvfuncWMSS,A(λ) :=
∣∣∣∣Pr[b = b′] − 1

2

∣∣∣∣ ≤ negl(λ)

holds.

Computational function preserving is hard to be compatible with public
extraction. As far as we know, in watermarking schemes, embedded mark is
extracted by outputs of the marked circuit. If a watermarking scheme supports
public extraction, anyone can extract embedded mark from the marked circuit.
Due to the reason above, we consider WMSS in the secret extraction setting.

Intuitively, unremovability of WMSS guarantees that it is hard to remove a
mark from a signature while remaining valid. The following definition satisfies
collusion resistance since the adversary can obtain multiple marked circuits.
Furthermore, the adversary is allowed to carry out chosen message attacks on
not only the unmarked signing circuits but also marked circuits.

Definition 5 (Unremovability). The unremovability for WMSS is defined by
the following game between a challenger and a PPT adversary A.

1. The challenger runs (wpp,mk, xk) ← WMSetup(1λ), (vk, sk) ← SigSetup(wpp)
and initializes a list Qsign ← {}, Qmark ← {}, an array A, a counter i := 0.
The challenger gives (wpp,mk, xk, vk) to A.

2. Throughout the entire game, A is given access to the following oracles.
– Signing oracle Sign(sk, ·): Given an input m, the signing oracle runs σ ←

Sign(sk,m), updates Qsign ← Qsign ∪ {(m,σ)}, Qmark ← Qmark ∪ {⊥},
and returns σ to A.

– Make circuit oracle MakeCircuit(·): Given an input τ , the make circuit
oracle runs Cτ ← Mark(mk, sk, τ), updates A[i][1] ← τ , A[i][2] ← Cτ ,
i := i + 1. This oracle returns nothing to A.

– Watermark-signing oracle WMSign(·, ·): Given an input (i,m), the
watermark-signing oracle gets C ← A[i][2] and runs σ ← C(m), updates
Qsign ← Qsign ∪ {(m,σ)}, and returns σ to A.

– Reveal circuit oracle RevealCircuit(·): Given an input i, the watermark-
sining oracle gets τ ← A[i][1], Cτ ← A[i][2], updates Qmark ← Qmark ∪
{τ}, and returns Cτ to A.

3. A outputs a forgery (m∗, σ∗).
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A WMSS satisfies the unremovability if for all PPT adversaries A,

AdvunrWMSS,A(λ)

:= Pr

[
Open(xk, vk, σ∗) /∈ Qmark ∧ Verify(vk,m∗, σ∗) = 1
∧ (m∗, σ∗) /∈ Qsign

]
≤ negl(λ)

holds.

Remark 1. If WMSS satisfies unremovability, then the algorithm Open satisfies
correctness. Specifically, for any τ ∈ T and m ∈ M, the following holds.

Pr

⎡
⎢⎣Open(xk, vk, C(m)) 	= τ :

(wpp,mk, xk) ← WMSetup(1λ),

(sk, vk) ← SigSetup(1λ,wpp),
C ← Mark(mk, sk, τ)

⎤
⎥⎦ ≤ negl(λ)

3 Construction

In this section, we show how to construct a watermark signature scheme from
a digital signature scheme and public-key encryption scheme. We show the con-
struction of our watermarkable signature scheme WMSS in Fig. 1.

3.1 Correctness and Security Proof

In this section, we show that our watermarkable signature scheme WMSS satisfies
correctness and security properties.

Theorem 1. If DS satisfies correctness, then WMSS satisfies correctness.

By construction, it is easy to see that correctness of WMSS is followed by
correctness of DS.

Theorem 2. If PKE satisfies correctness, then WMSS satisfies meaningfulness.

By construction, it is easy to see that meaningfulness of WMSS is followed
by correctness of PKE.

Theorem 3. If PKE satisfies IND-CPA security, then WMSS satisfies compu-
tational function preserving.

Proof of Theorem 3. Let A be any PPT adversary that attacks the com-
putational function preserving of WMSS. Then, by using A, we construct a
PPT adversary B that attacks the variant of IND-CPA security described in
Appendix A.1 of PKE as follows.

1. Upon receiving a public key ek from the challenger, B sets wpp = ek, generates
(vk1, sk1) ← DS.Gen(1λ), and gives a security parameter 1λ, wpp, and vkWM =
vk1 to A.
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WMSetup(1λ) :
(ek, dk) ← PKE.Gen(1λ)
Output (wpp,mk, xk) = (ek, ⊥, dk)

SigSetup(wpp) :
Parse wpp as ek
(sk1, vk1) ← DS.Gen(1λ)
(sk2, vk2) ← DS.Gen(1λ)
c ← PKE.Enc(ek, ⊥)
σ1 ← DS.Sign(sk1, (vk2, c))
Output (skWM, vkWM) =

((ek, sk1, sk2, vk2, c, σ1), vk1)
Mark(mk, skWM, τ) :

Parse skWM as ((ek, sk1, sk2, vk2, c), σ1)
(sk′

2, vk
′
2) ← DS.Gen(1λ)

c′ ← PKE.Enc(ek, τ)
σ′
1 ← DS.Sign(sk1, (vk′

2, c
′))

sk′
WM := (sk′

2, vk
′
2, c

′, σ′
1)

Output the following circuit C(sk′
WM, ·)

C(sk′
WM, m) :

Parse sk′
WM as (sk′

2, vk
′
2, c

′, σ′
1)

σ′
2 ← DS.Sign(sk′

2, m)
Output σ = (vk′

2, c
′, σ′

1, σ
′
2)

Sign(skWM, m) :
Parse skWM as ((ek, sk1, sk2, vk2, c), σ1)
σ2 ← DS.Sign(sk2, m)
Output σ = (vk2, c, σ1, σ2)

Open(xk, vkWM, σ) :
Parse σ as (vk2, c, σ1, σ2)
τ ← PKE.Dec(dk, c)
Output τ

Verify(vkWM, m, σ) :
Parse vkWM as vk1
Parse σ as (vk2, c, σ1, σ2)
If DS.Verify(vk1, (vk2, c), σ1) = 1
and DS.Verify(vk2, m, σ2) = 1,

Output 1
else Output 0

Fig. 1. Construction of watermarkable signature scheme.

2. When A outputs a mark τ , B makes a challenge query (m0,m1) = (τ,⊥)
and gets a challenge ciphertext (c0, c1). Then, B generates (vk2, sk2) ←
DS.Gen(1λ) and (vk′

2, sk
′
2) ← DS.Gen(1λ), and computes σ1 ← DS.Sign(sk1,

(vk2, c0)) and σ′
1 ← DS.Sign(sk1, (vk′

2, c1)).
3. B answers an A’s oracle query as follows.

– When A makes a query m for a signing circuit C0(resp., C1), B computes
σ2(resp., σ′

2) ← DS.Sign(sk2(resp., sk′
2),m) and returns (vk2, c0, σ1, σ2)

(resp., (vk′
2, c1, σ

′
1, σ

′
2)) to A.

– When A makes a circuit generation query τ , B generates (ṽk2, s̃k2) ←
DS.Gen(1λ) and computes c ← PKE.Enc(ek, τ) and σ ← DS.Sign(sk1,
(ṽk2, c)). Then, B sets skWM = (s̃k2, ṽk2, c, σ) and returns C(skWM, ·) :=
(ṽk2, c, σ,DS.Sign(s̃k2, ·)) to A.

4. When A finally outputs a bit b′ ∈ {0, 1}, B returns b′ to its challenger.

We can see that B perfectly simulates the game of computational function
preserving in which the challenge bit for A is the same as that in the game
between the challenger and B. Moreover, B just finally returns A’s output b′.



Watermarkable Signature with Computational Function Preserving 135

Therefore, AdvfuncWMSS,A(λ) = Advind-cpavPKE,B (λ) holds. Since PKE satisfies IND-CPA
security, we have AdvfuncWMSS,A(λ) = negl(λ), and thus WMSS satisfies computa-
tional function preserving. 
�
(Theorem 3)

Theorem 4. If DS satisfies sEUF-CMA security and PKE satisfies correctness,
then WMSS satisfies unremovability.

Due to the space limitation, we now give only an intuition of this proof here.
The formal proof will be given in the full version of this paper.

Let A be an adversary of unremovability for WMSS and (m∗, σ∗) be a forgery
output by A. To satisfy (m∗, σ∗) /∈ Qsign, A is not allowed to output an answer of
the signing oracle or watermark-signing oracle. When A queries to reveal circuit
oracle and gets a marked circuit C, by correctness of PKE, A is not allowed
to output (m∗, C(m∗)) such that satisfying Open(xk, vk, σ∗) /∈ Qmark. In this
setting, A has three strategies.

One is reusing a verification key, a ciphertext of mark and their signature
from signing oracle, and forging signature of m∗. Namely, A queries m to its
signing or watermark-signing oracle and gives an answer (vk, c, σ1, σ2), outputs
(m∗, (vk, c, σ1, σ

∗
2))((m

∗, σ∗
2) 	= (m,σ2)). In this case, by the sEUF-CMA security

of DS, the advantage of A is negligible.
Another one is reusing a verification key, a ciphertext of mark and their

signature from watermark-signing oracle, and forging signature of m∗. In this
case, as the first one, by the sEUF-CMA security of DS, the advantage of A is
negligible.

The other is computing a verification key, a ciphertext of mark and sig-
nature of m∗, and forging signature of a verification key and a ciphertext.
Namely, A computes (vk, sk) ← DS.Gen(1λ), c ← PKE.Enc(ek, τ)(wpp = ek),
signs σ2 ← DS.Sign(sk,m∗), and outputs (m∗, (vk, c, σ∗

1 , σ2)). Also in this case,
by the sEUF-CMA security of DS, the advantage of A is negligible.

4 Relation with Previous Definitions of Watermarking

In this section, to clarify the features of our definition, we discuss the relationship
between our definition and that of Cohen et al. [6] and Goyal et al. [8] which we
recall in Appendix B.

On the Syntax. Our definition of watermarkable signature is basically based
on Definition 9 proposed by Goyal et al. [8] in which we can mark a signing
circuit with multiple marks by the marking algorithm. This is in contrast to
Definition 15 proposed by Cohen et al. [6], in which no marking algorithm is
employed, instead, a mark is embedded into a circuit when generating signing
and verification keys.

The most characteristic point of our definition is that we introduced the
opening algorithm instead of extraction algorithm. Previous definitions of water-
marking schemes have an extraction algorithm which on input a marked circuit,
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output the embedded mark. Clearly, we can construct a trivial extraction algo-
rithm from an opening algorithm just by running the circuit for some input
message and execute the opening for the output of the circuit.

On the Correctness and Meaningfulness. As for the functionality of water-
markable signature, we defined correctness and meaningfulness. These proper-
ties ensure that “signatures generated by unmarked signing key are valid” and
“opening a signature output by (unmarked) signing algorithm should be invalid”
respectively.

Previous works explicitly require “when extracting a marked circuit, the mark
should be correctly extracted” as a part of the correctness (Definition 10, 16)
and “no mark can be extracted from any circuit chosen independently of the
public parameter or mark key” as a part of the meaningfulness (Definition 11).
We do not require correctness for the Open algorithm like the former property
because unremovability implies this correctness. Unremovability also implies fol-
lowing property. For any fixed set, a message m and a signature σ, choosing
independently from watermarking or signature parameters, the provability that
σ is a valid signature for m and Open(xk, vk, σ) outputs any marks except ⊥ is
negligible.

On the Unremovability. Due to the modification of the syntax, our definition of
unremovability differs from that of previous works. Originally, unremovability is
defined with the extraction algorithm, where the goal of the adversary is to work
out a ε-good circuit from which a novel mark is extracted. ε-good means that,
for ε fraction of the domain, behavior of the circuit is the same as the unmarked
signing algorithm (Definition 18), or output of the circuit is valid (Definition 14).
If the watermarkable signature scheme, which has sufficient large message space,
satisfies our unremovability, then it satisfies the unremovability defined with the
trivial extraction algorithm, for any small but noticeable ε-good in the latter
sense, which is the best we can hope for a watermarkable primitive.

Similar to Goyal et al., we consider collusion of adversaries in the definition
of unremovability. Specifically, Goyal et al. give the adversary access to the mark
oracle so that the adversary can collect multiple marked circuits. In our defini-
tion, the adversary can collect marked circuits through access to the make-circuit
and the reveal-circuit oracles. Moreover, our definition allows the adversary to
see signatures generated by marked circuits that are not corrupted. This makes
the definition of unremovability stronger so that it almost covers the security of
unforgeability as explained next.

On (Omission of) Unforgeability. Unlike the existing definitions of watermark-
able signature, our definition does not explicitly require unforgeability which
ensures that the watermarkable signature is unforgeable as a digital signature.
This is because our definition of unremovability almost captures such unforge-
ability. Specifically, when the adversary does not use the reveal-circuit oracle in
the game of unremovability, the game corresponds to that of unforgeability.
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Cohen et al. defined a selective unforgeability (Definition 17), that is, the
adversary chooses a message on which try to forge a signature at the first step
of the game. Definition 13 by Goyal et al. as well as ours captures strongly
existential unforgeability (sEUF) where the adversary output the target message
at the last step.

A shortcoming of Definition 13 is that only the signing oracle is provided to
the adversary. In our definition, the adversary has access to not only the signing
oracle but also the make-circuit oracle and the watermark signing oracle. Thus
we can capture the situations where the adversary can see signatures generated
from not only the unmarked circuit but also marked circuits.

In Definition 13, the watermark authority could be malicious, which means
that the adversary can choose the public parameter, mark-key, and extract-key.
Only this feature is not covered by our definition of unremovability, however, we
can explicitly add such a definition of unforgeability. We can prove our scheme
to be unforgeable in a very similar way as the case of the unremovability.

On the Function Preserving of Watermarkable Signatures. On the function pre-
serving, we firstly examine the relations between the function preserving of our
watermarkable signature and one of Goyal et al.’s watermarkable signature [8]. At
first, we recall the definition of function preserving for Goyal et al.’s watermark-
able signature [8]. Informally, their definition requires only that a marked signing
key still produces valid signatures which verify with respect to the original veri-
fication key. In other words, this definition does not guarantee an input/output
behavior with respect to watermarked signing keys. The formal definition is
described in Appendix B. We can see that our computational function preserv-
ing defined in Sect. 2 is stronger than the Goyal et al.’s function preserving.
Specifically, we have the following statement.

Theorem 5. If watermarkable signature satisfies correctness and computational
function preserving, then it satisfies function preserving.

On the Function Preserving of General Watermarkable Primitives. Next, we
investigate the relations about function preserving on general watermarkable
primitives. Based on our definition for watermarkable signature, we firstly intro-
duce the definition of computational function preserving for general watermark-
able primitives.

A (general) watermarkable primitive with a mark space T is a tuple of the
following four PPT algorithms (WMSetup,Gen,Mark,Extract).

– WMSetup(1λ) → (wpp,mk, xk) : Given a security parameter 1λ as input, the
watermark setup algorithm outputs a watermark public parameter wpp, a
mark key mk, and an extract key xk.

– Gen(wpp) → (pk, C) : Given a watermark public parameter wpp as input, the
circuit generation algorithm outputs a public key pk and a circuit C.

– Mark(mk, C, τ) → Cτ : Given a mark key mk, a circuit C, and a mark τ as
input, the marking algorithm outputs a marked circuit Cτ .
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– Extract(xk, pk, Cτ ) → τ/⊥ : Given an extract key xk, a public key pk, and a
marked circuit Cτ , the extraction algorithm outputs a mark τ or ⊥.

We define the computational function preserving for a watermarkable prim-
itive as follows.

Definition 6 (Computational Function Preserving for a Watermark-
able Primitive). A watermarkable primitive (WMSetup,Gen,Mark,Extract)
satisfies computational function preserving if there exists a negligible function
negl(·) for any PPT adversary A = (A1,A2),∣∣∣∣∣∣∣∣∣∣∣∣

Pr

⎡
⎢⎢⎢⎢⎢⎢⎣

b = b′ :

(wpp,mk, xk) ← WMSetup(1λ),
(pk, C) ← Gen(wpp), (τ, st1) ← A1(wpp, pk),
Cτ ← Mark(mk, C, τ), b ← {0, 1},

Cb := Cτ , Cb⊕1 := C

b′ ← AC0(·),C1(·),Mark(mk,C,·)
2 (st1)

⎤
⎥⎥⎥⎥⎥⎥⎦

− 1
2

∣∣∣∣∣∣∣∣∣∣∣∣
≤ negl(λ),

where C0(·)(resp., C1(·)) is a circuit evaluation oracle that, given an input x,
outputs C0(x) (resp., C1(x)) and Mark(mk, C, ·) is a circuit generation oracle
that, given a mark τ as input, outputs a marked circuit Cτ (·) ← Mark(mk, C, τ).

Then, we see the relations between this computational function preserving
and statistical function preserving of Cohen et al.’s general watermarkable prim-
itive [6]. Next, we recall the definition of statistical function preserving for a gen-
eral watermarkable primitive defined in [6]. Intuitively, their definition captures
a situation where the input/output behavior of the marked circuit is statistically
close to that of the original circuit when we embed any mark into a circuit over
the honest setup. The formal definition is given as follows.

Definition 7 (Statistical Function Preserving for a Watermarkable
Primitive). A watermarkable primitive satisfies statistical function preserving
for a circuit class {C}λ if there exists a negligible function negl(·) for any circuit
C ∈ {C}λ, input x, and τ ∈ T ,

Pr

[
C(x) = Cτ (x) :

(wpp,mk, xk) ← WMSetup(1λ),
Cτ ← Mark(mk, C, τ)

]
≥ 1 − negl(λ).

At first glance, since their definition satisfies a statistical property while our
definition only satisfies a computational property, it seems that their definition
implies ours. However, we can see that the above statistical function preserv-
ing does not imply our computational function preserving. This is because,
in our definition, a marked circuit can be chosen after generating a water-
mark public parameter, a mark key, and an extract key, and an adversary can
choose a challenge mark after seeing a watermarkable public parameter. In gen-
eral, it is important to consider such an adaptive security for cryptographic
primitives capturing a standard security requirement in real-world applications.
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(For example, in a signature setting, our definition can capture an existential
unforgeability while the above definition only captures weak existential unforge-
ability.) Actually, we can extend the above statistical function preserving into
ideal one supporting an adaptive security as follows.

Definition 8 (“Ideal” Statistical Function Preserving). A watermarkable
primitive satisfies “ideal” statistical function preserving if there exists a negligible
function negl(·) for any computationally unbounded adversary A = (A1,A2),

Pr

⎡
⎢⎢⎢⎢⎣C(x′) = Cτ (x′) :

(wpp,mk, xk) ← WMSetup(1λ),
(pk, C) ← Gen(wpp), (τ, st1) ← A1(wpp),
Cτ ← Mark(mk, C, τ),

x′ ← AC(·),Cτ (·),Mark(mk,C,·)
2 (st1)

⎤
⎥⎥⎥⎥⎦ ≥ 1 − negl(λ),

where C(·)(resp., Cτ (·)) is a circuit evaluation oracle that, given an input x,
outputs C(x)(resp., Cτ (x)). A is allowed to access C(·)(resp., Cτ (·)) only poly-
nomial times. Mark(mk, C, ·) is a circuit generation oracle that, given a mark τ
as input, outputs a marked circuit Cτ (·) ← Mark(mk, C, τ).

It is easy to see that the above ideal statistical function preserving implies our
computational function preserving. However, we do not know how to obtain a
watermarkable primitive satisfying this ideal statistical function preserving. On
the other hand, as shown in Sect. 3, we can obtain a watermarkable signature
scheme satisfying computational function preserving by requiring only PKE and
(standard) signature both of which are basic cryptographic primitives.

5 Conclusions

We reorganize the definition of watermarkable signature recently proposed by
Goyal et al. [8] and introduce a new security notion called computational function
preserving for it. Then, we can see that our computational function preserving
defined in Sect. 2 is stronger than the function preserving by Goyal et al. . More-
over, we extend the definition of computational function preserving into general
watermarkable primitive setting, then also investigate the relationships between
our computational function preserving and statistical function preserving pro-
posed by Cohen et al. [6]. In addition, we propose a watermarkable signature
scheme satisfying computational function preserving based on public key encryp-
tion and (standard) digital signature.
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A Basic Cryptographic Primitives

A.1 Public Key Encryption

A public key encryption scheme PKE with a message space M is a tuple of PPT
algorithms (PKE.Gen,PKE.Enc,PKE.Dec).

– PKE.Gen(1λ) → (ek, dk) : Given a security parameter 1λ as input, the key
generation algorithm outputs a encryption/decryption key pair (ek, dk).

– PKE.Enc(ek,m) → c : Given an encryption key ek and a plaintext m as input,
the encryption algorithm outputs a ciphertext c.

– PKE.Dec(dk, c) → m/⊥ : Given a decryption key dk and a ciphertext c as
input, the decryption algorithm outputs a message m or invalid symbol ⊥.

Correctness PKE satisfies correctness if for all m ∈ M, Pr[PKE.Dec(dk, c) =
m : (ek, dk) ← PKE.Gen(1λ), c ← PKE.Enc(ek,m)] = 1 holds.

variant of IND-CPA For any PPT adversary A,

Advind-cpavPKE,A :=

∣∣∣∣∣∣∣Pr

⎡
⎢⎣b = b′ :

(ek, dk) ← PKE.Gen(1λ), (m0,m1) ← A(ek),
b ← {0, 1}, cb ← PKE.Enc(ek,m0),
cb ⊕ 1 ← PKE.Enc(ek,m1), b′ ← A(c0, c1)

⎤
⎥⎦ − 1

2

∣∣∣∣∣∣∣
is negl(λ). This security is equivalent to the general one.

A.2 Digital Signature

A digital signature scheme DS with a message space M is a tuple of PPT algo-
rithms (DS.Gen,DS.Sign,DS.Verify).

– DS.Gen(1λ) → (vk, sk) : Given a security parameter 1λ as input, the key
generation algorithm outputs a verification/signing key pair (vk, sk).

– DS.Sign(sk,m) → σ : Given a signing key sk and a message m as input, the
signing algorithm outputs a signature σ.

– DS.Verify(vk,m, σ) → 0/1 : Given a verification key vk, a message m, and a
signature σ as input, the verification algorithm outputs 0 or 1.

Correctness DS satisfies correctness if for all m ∈ M, Pr[DS.Verify(vk,m, σ) =
1 : (vk, sk) ← DS.Gen(1λ), σ ← DS.Sign(sk,m)] = 1

sEUF-CMA The sEUF-CMA security for DS is defined by the following game
between a challenger and a PPT adversary A.
1. The challenger runs (vk, sk) ← DS.Gen(1λ), initializes a list Q ← {}, and

gives vk to A.
2. Throughout the entire game, A is given access to signing ora-

cle DS.Sign(sk, ·). Given an input m, the signing oracle runs σ ←
DS.Sign(sk,m), updates Q ← Q ∪ {(m,σ)}, and returns σ to A

3. A outputs a forgery (m∗, σ∗).
DS satisfies the sEUF-CMA security if for all PPT adversaries A,
AdvunfDS,A := Pr[DS.Verify(vk,m∗, σ∗) = 1 ∧ (m∗, σ∗) /∈ Q] ≤ negl(λ) holds.
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B Watermarkable Signature in Previous Works

To compare with watermarkable signature in previous works, we describe for-
mal definitions of watermarkable signature proposed by Goyal et al. [8] and
Cohen et al. [6].

B.1 Definition by Goyal et al. [8]

Definition 9 (Watermarkable Signature). A watermarkable signature
scheme with a message space M and a mark space T is a tuple of PPT algo-
rithms (WMSetup,SigSetup,Sign,Verify,Mark,Extract).

– WMSetup(1λ) → (wpp,mk, xk)
– SigSetup(1λ,wpp) → C
– Sign(sk,m) → σ

– Verify(vk,m, σ) → 0/1
– Mark(mk, sk, τ) → Cτ

– Extract(xk, vk, Cτ ) → τ/⊥

Definition 10 (Correctness). For any m ∈ M and τ ∈ T ,

Pr

⎡
⎢⎣Verify(vk,m,C(m)) 	= 1∨
Extract(xk, vk, C) 	= τ

:

(wpp,mk, xk) ← WMSetup(1λ),

(sk, vk) ← SigSetup(1λ,wpp),
C ← Mark(mk, sk, τ)

⎤
⎥⎦ ≤ negl(λ)

holds.

Definition 11 (Meaningfulness). Meaningfulness requires the following two
properties holds.

1. For all fixed circuits C : M → SIG
1,

Pr

[
Extract(xk, vk, C) 	= ⊥ :

(wpp,mk, xk) ← WMSetup(1λ),

(sk, vk) ← SigSetup(1λ,wpp)

]
≤ negl(λ)

2.

Pr

[
Extract(xk, vk, Sign(sk, ·)) �= ⊥ :

(wpp,mk, xk) ← WMSetup(1λ),

(sk, vk) ← SigSetup(1λ,wpp)

]
≤ negl(λ)

Definition 12 (Function Preserving). For any m ∈ M and τ ∈ T ,

Pr

⎡
⎢⎣Verify(vk,m,C(m)) = 0 :

(wpp,mk, xk) ← WMSetup(1λ),

(sk, vk) ← SigSetup(1λ,wpp),
C ← Mark(mk, sk, τ)

⎤
⎥⎦ ≤ negl(λ)

holds.

1
SIG is a signature space for the watermarkable signature scheme.
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Definition 13 (Unforgeability). For any PPT adversary A,

Pr

⎡
⎢⎣Verify(vk,m∗, σ∗) = 1 ∧ m ∈ Q :

wpp ← A(1λ),

(vk, sk) ← SigSetup(1λ,wpp),

(m∗, σ∗) ← ASign(sk,·)(vk)

⎤
⎥⎦ ≤ negl(λ)

holds, where Q ⊆ M is the set of messages A submitted to the signing oracle.

Definition 14 (Unremovability). For any PPT adversary A,

Pr

⎡
⎢⎣Extract(xk, vk, C∗) /∈ Q :

(wpp,mk, xk) ← WMSetup(1λ),

(vk, sk) ← SigSetup(1λ,wpp),

C∗ ← ASign(sk,·)Mark(mk,vk,·)(1λ,wpp, vk)

⎤
⎥⎦ ≤ negl(λ)

holds, where Q ⊆ M is the set of messages A submitted to the Mark oracle. A
is said to be ε-unremovable admissible if the circuit C∗ it outputs is an ε-good
signer for key vk. Here we say that C∗ is an ε-good signer circuit for key vk if
the following Pr [Verify(vk,m,C∗(m)) = 1 : m ← M] ≥ ε holds.

B.2 Definition by Cohen et al. [6]

Definition 15 (Watermarkable Signature). A watermarkable signature
scheme with a message space M and a mark space T is tuple of PPT algorithms
(WMSetup,SigSetup,Sign,Verify,Extract).

– WMSetup(1λ) → (mk, xk)
– SigSetup(1λ,mk, τ) → (vk, sk)
– Sign(sk,m) → σ

– Verify(vk,m, σ) → 0/1

– Extract(xk, vk,DS.Signsk) → τ/⊥

Definition 16 (Correctness). For any λ ∈ N, m ∈ M, and τ ∈ T ,

Pr

⎡
⎢⎣Verify(vk,m,C(m)) 	= 1∨
Extract(xk, vk, C) 	= τ

:

(wpp,mk, xk) ← WMSetup(1λ),

(sk, vk) ← SigSetup(1λ,wpp),
C ← Mark(mk, sk, τ)

⎤
⎥⎦ ≤ negl(λ)

holds.

Definition 17 ((Selective) Unforgeability). For any PPT adversary A,

Pr

⎡
⎢⎣Verify(vk,m∗, σ∗) = 1 :

m∗ ← A(1λ), (mk, xk) ← WMSetup(1λ),

(vk, sk) ← SigSetup(1λ,mk, τ),

σ∗ ← ASignm∗ (sk,·)(vk, xk)

⎤
⎥⎦ ≤ negl(λ)

holds where Signm∗(sk, ·) is an oracle that signs any message except for m∗.
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Definition 18 (Unremovability). For any PPT adversary A and for any
mark τ ,

Pr

⎡
⎢⎣ C∗ ≈ε Signsk ∧
Extract(xk, vk, C∗) 	= τ

:

(mk, xk) ← WMSetup(1λ),

(vk, sk) ← SigSetup(1λ,mk, τ),

C∗ ← A(1λ, sk, xk)

⎤
⎥⎦ ≤ negl(λ)

holds, where C∗ ≈ε Signsk denotes C∗ and Signsk agree on ε fraction of their
inputs.
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Abstract. Nowadays, the use of database outsourcing is on the rise.
Since the service provider may not be fully trusted, a crucial requirement
in outsourced data sharing is therefore to ensure that users can verify the
integrity and authenticity of their query results. In outsourced healthcare
data sharing, because the data contains sensitive information, an equally
significant issue is to guarantee that the sharing process does not lead to
any information leakages. Though some privacy-preserving authentica-
tion solutions have been presented to address these issues, unfortunately,
none of them consider the risk of privacy leakage during the dissemina-
tion of authenticated healthcare data. That is, the queried data may be
leaked by the user since any third party getting hold of a signed data
would be convinced of its validity. In other words, for privacy concerns,
we need a secure mechanism to ensure that only a specific receiver can
check the integrity and authenticity of shared outsourced data.

To address the these concerns, in our work, we propose a privacy-
preserving authentication scheme with designated verification for tree-
structured data (i.e., XML-based healthcare records). We provide the
formal definition and related security properties of our scheme. We fur-
ther put forward our concrete construction and prove its security under
the standard cryptographic assumption in the random oracle model. The
comparison analysis of theory and practice shows that our scheme pro-
vides stronger privacy protection than existing schemes while having the
shortest key length and signature size. Therefore, our construction is
efficient and practical for outsourced environments.
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c© Springer Nature Switzerland AG 2020
K. Nguyen et al. (Eds.): ProvSec 2020, LNCS 12505, pp. 145–165, 2020.
https://doi.org/10.1007/978-3-030-62576-4_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62576-4_8&domain=pdf
https://doi.org/10.1007/978-3-030-62576-4_8


146 F. Zhu et al.

1 Introduction

Database outsourcing [25] is a popular trend in the fast-growing cloud comput-
ing paradigm. In a typical outsourced database (ODB) model, the data owner
outsources his local data to the powerful cloud service provider (SP), and the
SP answers users’ queries on behalf of the data owner. The ODB model not
only provides a flexible solution for resource-constrained users to maintain their
database services, but also enables the SP to take advantage of the concentration
on professional resources. Although this promising service model has numerous
advantages, it poses many challenges to data security and privacy since the SP
may not be fully trusted and may tamper with the contents of the database
for some purpose. The situation is further aggravated if the outsourced data
(such as healthcare, biological, and financial data) contains sensitive informa-
tion that cannot be disclosed. Therefore, in addition to the need for an effec-
tive data authentication scheme to guarantee that users can verify the integrity
and authenticity of their query results, a significant requirement is to make
sure that the authentication process does not lead to any information leakages.
Because tree structure (such as XML-based example) [2,9,13,15,17] is one of
the most extensively used data organization structures, a fundamental but vital
requirement is to design the specific authentication techniques for trees in the
ODB model. Moreover, as shown in Fig. 1, since anyone who obtains the signed
query result can easily verify its authenticity [23], the user can simply send the
tree-signature pair to any interested third-party verifier (i.e., the external entity
beyond the OBD model). What’s even worse is this signed query result can be
further leaked to an unlimited number of third party verifiers [27], thus posing a
serious privacy threat to the data owner. For privacy concerns, how to prevent
the authenticated query result from being leaked by the user is also crucial.

Fig. 1. Data Leakage in the ODB model.

Take the following scenario borrowed from [2,13,15] as an example. As shown
in Fig. 2, the tree T stands for an individual’s XML-based healthcare record; the
tree structure may be publicly known, and the record is signed by the individual
(i.e., the data owner Alice) and remotely stored in a database server. Suppose
that siblings nodes a6, a7 and a8 refer to some different diseases such as cancer,
HIV test, and kidney failure she has suffered from during her life, and the order
between them represents the temporal order in which she suffered from the
diseases. Assume that a researcher (i.e., the user Bob) makes a query for the
healthcare database on a specific group of diseases (see the shaded part) that
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Fig. 2. The tree representation of a XML-based healthcare record for an individual.

an individual may have suffered from, and the query result returned by the SP
is represented as Tδ. Traditionally, the Merkle hash technique (MHT) [18] is
used to assure the integrity of Tδ. However, the verification process needs some
information (at least the hash value) about a7. Here, we refer the reader to [14]
for the detailed example and related consequence of inference attacks. In all,
because a7 is not part of Tδ, for privacy concerns, Bob cannot be allowed to
infer any information about a7 in the received information. In the meantime,
Bob should be capable of verifying the integrity and authenticity of Tδ.

Motivation. To address this issue, many researchers have deployed redactable
signature schemes (RSSs) [10] into the area of authenticating tree-structured
data [2,11–13,15–17,21]. This is due to the fact that an RSS allows the SP to
delete some portions of the signed data and generate a valid signature for the
remaining data without the signer’s secret key. This homomorphic property in
the RSS makes it differ from the traditional signature scheme on which any
edit operation will destroy the integrity and authenticity of the retained data.
Notably, in an RSS, the retained data and its signature do not leak any con-
tent information about deleted parts. Unfortunately, simply using an RSS is not
enough in the aforementioned scenario. This is because it cannot prevent users
from leaking the authenticated query result to an interested third party.

In the above scenario, for example, since the query result contains some
sensitive information and Alice does not wish Bob to convince any third party
(say Dave) the truth of the result (i.e., might reliably learn her disease), he is
therefore not allowed to let Dave know this fact. Hence, what is needed is a
designated verifier (DV) for the redacted version of the healthcare record. In
other words, when redacting the healthcare record, Alice should be capable of
defining the specified receiver Bob. In this case, although anyone can verify the
integrity and authenticity of a leaked record, only Bob can be sure of its validity.
This can be achieved by constructing the scheme in the following way: The DV



148 F. Zhu et al.

Bob has the ability to forge a signature that is indistinguishable from the real
signature. Thus, the above problem is how does Alice sign a tree-structured data
once (i.e., saving bandwidth), so that the subtree’s integrity and authenticity can
be verified by a designated user Bob without leaking any information about the
removed data. Such requirements call for the need of developing a security model
for ‘privacy-preserving authentication with designated verification’ of trees. Also,
we should be aware that, considering the actual application requirements, the
solution should not sacrifice much performance when providing stronger privacy
protection.

The work in [5] firstly introduced the DV into an RSS. However, RSSs are
usually designed for specific data structures, such as sets, lists, trees, or graphs.
The scheme presented in [5] is mainly designed for sets (a modified version can
be used for lists) but cannot be suitable for trees. This is because the integrity of
sets only refers to content integrity, while trees also involve structural integrity.
Motivated by these observations, in this work, we make use of the concept of
universal designated verifier signatures (UDVSs) [23,27] and propose a practical
privacy-preserving authentication scheme for trees with designated verification
in outsourced healthcare data sharing.

Contributions. Previous solutions of RSS for trees cannot address the above
privacy concern in outsourced healthcare data sharing. To achieve the aforemen-
tioned security and privacy protection requirements, in our work, we put forward
an efficient privacy-preserving authentication scheme for trees with designated
verification (DV-PPAT). More concretely, the scheme supports the integrity and
authenticity verification of tree-structured data returned from the SP with des-
ignated verification. The framework of our DV-PPAT is described as follows: The
data owner signs the original tree-structured data and uploads the tree-signature
pair to a remote database server. Each time when a user wants to make a query
for the stored data, the SP deletes some portions of the signed tree and generates
a valid signature for the retained subtree independently. On this basis, the SP
further computes a DV signature for the subtree and returns the new subtree-
signature pair to the user. After receiving the subtree, only the user himself can
verify its integrity and authenticity, and the verification process reveals noth-
ing about the pruned nodes in the original tree. Our main contributions are as
follows:

1. Existing tree-structured data authentication schemes (such as [12,16]) are
inefficient and have the problem that the authenticated query result may be
leaked by the user (i.e., the requester). We therefore propose a practical DV-
PPAT scheme that can (i) support the integrity and authenticity verification
of the retained subtree (i.e., the query result) returned by the SP without
disclosing any sensitive information about the deleted part, and (ii) prevent
the user from leaking the authenticated query result to any third party, mak-
ing the third party believe that the user holds a valid signature. Notably, our
scheme allows one to redact leaves and inner nodes.

2. Kundu et al. [12] presented the security definition of RSS for trees. We
note that their definition does not appropriately capture the desired security
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properties. For the first time, we formally define DV-PPAT and related security
properties, including unforgeability and privacy-preserving properties such as
privacy, transparency, and non-transferability. We further present the rigorous
security proofs of our scheme under the standard cryptographic assumption
in the random oracle (RO) model.

3. Our DV-PPAT scheme achieves stronger privacy protection (i.e., the non-
transferability as defined in Sect. 4.2) than that of state-of-the-art schemes.
In the meantime, our scheme does not sacrifice much performance. Instead,
it has a shorter key length and signature size. Specifically, our signature size
for the original tree T is similar to the scheme in [16], and it is about 23.4%
of that of the scheme in [12]. Our signature size for the redacted tree Tδ is
about 66.6% of that of the scheme in [16] and 93.7% of that of the scheme
in [12]. Therefore, our proposed scheme is practical for outsourced healthcare
data sharing.

1.1 Organization

The remaining paper is organized as the following: We describe the related work
in Sect. 2 and give some required preliminaries in Sect. 3. Sect. 4 presents related
definitions and security models of DV-PPAT. Section 5 presents our concrete
construction and its security proofs. Section 6 evaluates the performance of our
scheme and we conclude the paper in Sect. 7.

2 Related Work

Tree-structured data sharing over an untrusted server requires that both
integrity and authenticity must be assured. To address this concern, many
authentication techniques have been proposed in the literature. Assuring the
integrity of tree-structured data is mainly carried by the MHT [18] introduced
by Merkle in 1989. A drawback of such a technique is that a user who receives a
shared subtree will also need to receive some private information about unshared
nodes (such as the hash value) for verification [26]. Therefore, the schemes of the
authenticated data structure (ADS) [7] derived from the MHT technology cannot
also achieve confidentiality-preserving. Groß [8] proposed a third-party auditing
system based on zero-knowledge (ZK) proof for topology graphs; however, the
scheme cannot be used for data sharing and therefore cannot solve our problem.
In 2008, Kundu and Bertino [13] firstly presented an RSS for trees and claimed
that it guarantees both confidentiality and integrity. However, the scheme lacks
formal security definitions and proofs. Subsequently, Brzuska et al. [2] revis-
ited the work in [13], gave definitions and security models for RSS for trees,
and also proposed a provably secure construction under standard cryptographic
assumptions. Unfortunately, the scheme presented in [2] only allows to redact
leaf nodes. Samelin et al. [22] proposed an RSS allowing to independently redact
structure and content. It is worth mention that Samelin et al. [21] presented new
attacks with respect to unforgeability, privacy, and transparency on the RSSs in
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[2,13,21], and gave a flexible construction based on the initial idea in [13]. Kundu
et al. [11,12] introduced the concept of secure names and proposed the secure
naming scheme (SNS) in 2012. The SNS can assign ‘secure names’ to nodes such
that these secure names can be used for verifying the order between the nodes
efficiently without revealing any information about other nodes. On this basis,
they used the underlying condensed-RSA scheme [20] and proposed an RSS for
trees. However, their scheme requires a long signature size and a high commu-
nication cost. More importantly, as mentioned before, it cannot prevent users
from sharing the authenticated query result to an external third party, which
may cause the privacy of the data owner to be leaked. In 2018, the work in [12]
was further extended by Liu et al. [16] to achieve redaction control. However,
their construction is inefficient. At present, numerous integrity and authenticity
authentication schemes with privacy protection have been proposed for trees in
outsourced healthcare data sharing; however, none of them consider the risk that
the shared data would be leaked by the user which will lead to severe privacy
problems.

3 Preliminaries

We define some preliminaries used by our paper in this section.

General Notations. The set of positive integers {1, 2, . . .} is denoted as N. We
say a function ξ : N → R is negligible if for any positive polynomial pol(·) there
exists λ0 ∈ N for every λ > λ0, the inequality ξ(λ) < 1/p(λ) holds. We use the

notation x
$←S to represent that the element x is chosen uniformly and randomly

from the set S.

Trees. A tree T = (V,E) consists of a set of nodes V ∈ N and a set of edges
E ⊆ V × V . We use cui

and e(ui, uj) to denote the content of an atomic data
unit ui and an edge from ui to uj respectively. Note that all edges in our scheme
are directed. The fact that uj precedes one of its siblings uk in T is referred as
uj ≺ uk. We use Tδ = (Vδ, Eδ) ⊆ T = (V,E) to represent a subtree of T .

3.1 Complexity Assumption

Bilinear Mapping. Let G1 =< g1 > and G2 =< g2 > be two q-order cyclic
groups, and GT be a group with the same order. Let ê: G1 × G2 → GT be a
pairing with the following three properties:

1. Bilinearity: ê(g1α, g2
β) = ê(g1, g2)αβ for every α, β ∈ Zq.

2. Efficiency: For every α, β ∈ Zq, ê(g1α, g2
β) is efficiently computable.

3. Non-degeneracy: ê(g1, g2) �= 1.

Following [3,24], in this paper, we use the so called Type-2 pairing which
exists an efficiently-computable isomorphism ψ : G2 → G1.

Bilinear Diffie-Hellman (BDH) problem [19]: Given g2, g2
α, g2

β ∈ G2, and

g1
γ ∈ G1, where α, β, γ

$← Z
∗
q , compute ê(g1, g2)αβγ ∈ GT .
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Let a BDH parameter generator G(1λ) be a probabilistic polynomial time
(p.p.t.) algorithm that taking as input 1λ, and outputs a prime q and an admis-
sible bilinear mapping ê: G1 × G2 → GT .

Definition 1. (BDH assumption). For a p.p.t. adversary F , we define his prob-
ability in solving the BDH problem as

PrBDH
F = Pr

⎡
⎢⎣F

(
q,G1,G2, ê

g2, g2
α, g2

β , g1
γ

)
= ê(g1, g2)

αβγ

∣∣∣∣∣
(q,G1,G2, ê) ← G(1λ),

g1
$← G1, g2

$← G2,

α, β, γ
$← Z

∗
q

⎤
⎥⎦ .

We say that the BDH problem is hard if for any p.p.t. adversary F with negligible
function ξ, PrBDH

F ≤ ξ(λ).

3.2 Secure Naming Scheme

In order to protect the order of siblings of a node in an ordered tree, similar
to [16], we use an underlying secure naming scheme SNS=(NaGen, NaVerify),
described as usual through its p.p.t. name generation and verification algorithms.
Introduced by Kundu et al. in [11,12], the SNS can traverse an ordered tree
T = (V,E) bottom-up and assign secure names θui

to all nodes ui ∈ T . The
aim of using secure names is to prove/disprove the order between a pair of
nodes without leaking anything else about T (such as whether they are adjacent
siblings, how many other siblings are between them).

Remark 1. In the early work of Kundu et al. such as in [13], they used the
randomized traversal numbers as a building block to construct RSSs for trees.
These works were further proven to be insecure in [2,21,22]. Later, Kundu et al.
designed the SNS scheme and proposed new RSSs for trees. To the best of our
knowledge, the SNS scheme has not been cracked so far. As stated by [22], it is
a completely new construction not related to the original idea.

Definition 2. (SNS). A SNS=(NaGen, NaVerify) is defined via the following two
polynomial-time algorithms:

– Θ ← NaGen(1λ, V ): On input the security parameter 1λ, and nodes V =
{ui|1 ≤ i ≤ n}, the algorithm outputs Θ = {θui

|1 ≤ i ≤ n}, where θui
is the

probabilistic secure name of ui.
– {0, 1} ← NaVerify(1λ, (ui, θui

), (uj , θuj
)): On input the security parameter

1λ, and two pairs (ui, θui
) and (uj , θuj

), the algorithm outputs a verification
decision d ∈ {0, 1}.

A SNS achieves name-transparency, i.e., anyone who has been given an ordered
set of secure names Θδ ⊆ Θ, can not infer whether Θδ = Θ or Θδ �= Θ. Please
refer to [11,12] for its concrete construction and security proof.
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4 Definitions of Our DV-PPAT

In previous work, Kundu et al. presented the definitions of RSS for trees in [12].
However, their model cannot capture the case where the authenticated query
result should not be leaked by the verifier during the process of dissemination.
To overcome this shortcoming, we propose the desirable model of DV-PPAT.

This section will devote to the formal definitions of DV-PPAT, including its
syntax and security properties, such as unforgeability, privacy, transparency, and
non-transferability.

4.1 Syntax of DV-PPAT

A DV-PPAT scheme consists of eight polynomial time algorithms, i.e., DV-PPAT=
(ParaG, SigKG, VerKG, Sign, Verify, Redact, DeSign, DeVerify). Among them,
ParaG, SigKG, and VerKG are used to generate system parameters, key pairs for
the signer (i.e., the data owner) and the DV respectively. Sign is used by the
signer to authentication a given tree T , and Verify is used to verify whether the
received signature is valid. The SP uses Redact to obtain a signature for the
subtree Tδ (i.e., the query result) and then uses DeSign to generate a DV signa-
ture for Tδ. DeVerify is used by the verifier to check whether the DV signature
is valid. Following is the detailed syntax of DV-PPAT:

– para ← ParaG(1λ): On input security parameter 1λ, the probabilistic algo-
rithm outputs common parameters para.

– (xs, ys) ← SigKG(para): On input common parameters para, the probabilistic
algorithm returns a secret/public key pair (xs, ys) for the signer.

– (xv, yv) ← VerKG(para): On input common parameters para, the probabilistic
algorithm returns a secret/public key pair (xv, yv) for the DV.

– σT ← Sign(xs, T ): The algorithm takes as input xs and a tree T = (V,E). It
returns σT as the signature for T .

– {0, 1} ← Verify(ys, T, σT ): The algorithm takes as input ys, a tree T and its
signature σT as input. It outputs a verification decision d ∈ {0, 1}.

– σTδ
← Redact(ys, T, σT , T ′

δ): The algorithm takes as input ys, an original
authenticated tree T and its signature σT , and a redaction subtree T ′

δ =
(V ′

δ , E′
δ). It outputs a signature σTδ

for a retained tree Tδ = (Vδ, Eδ).
– σds

Tδ
← DeSign(ys, yv, Tδ, σTδ

): The algorithm takes as input ys and yv, a
retained tree Tδ and its signature σTδ

. It outputs a DV signature σds
Tδ

for Tδ.
– {0, 1} ← DeVerify(ys, xv, Tδ, σ

ds
Tδ

): The algorithm takes as input ys, xv, a tree
T and its DV signature σds

Tδ
. The algorithm firstly generates a DV signature

σd̄s
Tδ

for Tδ. To check whether σd̄s
Tδ

=σds
Tδ

holds or not, it outputs a verification
decision d ∈ {0, 1}.

Consistency of DV-PPAT: In general, we require a DV-PPAT scheme should
satisfy two consistency properties:
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– Verify Consistency of Sign: The signature generated by Sign is accepted as
valid by Verify. Thus, we have: Pr[Verify(ys, T,Sign(xs, T )) = 1] = 1.

– DeVerify Consistency
of DeSign: The DV signature produced by DeSign is accepted as valid by
DeVerify. That is: Pr[DeVerify(ys, xv, Tδ,DeSign(ys, yv, Tδ, σTδ

)) = 1] = 1.

4.2 Notions of Security for DV-PPAT

This section will define some security properties for DV-PPAT, including unforge-
ability and privacy-preserving properties such as privacy, transparency, and non-
transferability.

Unforgeability. We define two types of unforgeability properties in DV-PPAT,
i.e., σT -unforgeability and σds

Tδ
-unforgeability. Intuitively, the former requires

that no adaptive p.p.t. adversary has the ability to forge a valid signature σT

for the original tree T under adaptive chosen message attack. The latter refers
that without σT , no adaptive p.p.t. adversary can forge a valid DV signature
σds

Tδ
for the redacted tree Tδ to convince any third party of this fact (i.e., holding

such a valid σds
Tδ

). It is clear that, since anyone who possesses (ys, yv, T, σT , T ′
δ)

is able to use Redact and DeSign to get σds
Tδ

, the σds
Tδ

-unforgeability implies the
σT -unforgeability. Hence, we only formalize the property of σds

Tδ
-unforgeability.

Let A be an adaptive chosen message p.p.t. adversary. The goal of A is to forge
a valid DV signature σds

Tδ

∗ for a redacted tree Tδ
∗ = (Vδ

∗, Eδ
∗). The security

model of DV-PPAT is defined via the following Unforgeability Experiment 4.2.1
between A and a challenger C:

– Setup Phase: C runs ParaG to generate the common parameters para, then
runs SigKG and VerKG to obtain the signer’s secret/public key pair (xs, ys)
and DV’s secret/public key pair (xv, yv) respectively. C further provides A
with (para, ys, yv).

– Query Phase: Proceeding adaptively, A can request signatures with ys on trees
Ti = (Vi, Ei) (1 ≤ i ≤ n) of his choice. Each time when C responds to A’s
query, he runs the oracle Sign to obtain the signature σTi

for Ti and forwards
(Ti, σTi

) to A.
– Output Phase: Finally, A either concedes failure or forges a DV signature

σds
Tδ

∗ for a redacted tree Tδ
∗ = (Vδ

∗, Eδ
∗). A wins the above experiment if:

(1) DeVerify(ys, xv, Tδ
∗, σds

Tδ

∗) = 1, and (2) Tδ
∗ is not a subtree of any tree

that has been submitted as one of queries in Query Phase.

We define the advantage of A in winning the experiment 4.2.1 as
Adveuf−cma

A,DV−PPAT(1λ).

Definition 3. A scheme DV-PPAT=(ParaG, SigKG, VerKG, Sign, Verify, Redact,
DeSign, DeVerify) is existentially unforgeable under adaptive chosen message
attack (EUF-CMA) if Adveuf−cma

A,DV−PPAT(1λ) is negligible for any p.p.t. adversary
A, where 1λ is the security parameter.
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Privacy and Transparency. There are three privacy-preserving properties,
i.e., privacy, transparency, and non-transferability in DV-PPAT. Similar to the
indistinguishability notion for an encryption scheme, the privacy for DV-PPAT
refers that the DV should not be able to gain any knowledge about redacted parts
without having access to them. The transparency for DV-PPAT requires that the
DV cannot decide whether the received tree is the original one or the redacted
version. As stated by Brzuska et al. in [2], this property is a stronger notion and
subsumes privacy which only covers the contents of the deleted nodes. To avoid
duplicate work, we only formally define transparency. Let D1 be an adaptive
chosen message p.p.t. adversary. D1’s goal is to decide whether a given signature
σT for tree T is directly generated by Sign or obtained by Redact. The trans-
parency of DV-PPAT is defined via the following Transparency Experiment 4.2.2
between D1 and a challenger C:

– Setup Phase: This step is similar to the Setup Phase in experiment 4.2.1, but
eventually, C provides D1 with (para, ys, yv, xv).

– Query Phase 1: This step is the same as the Query Phase 1 in experiment 4.2.1.
– Challenge:

(1) At the end of Query Phase 1, D1 selects two trees T0 = (V0, E0) and
T1 = (V1, E1) such that T0 ⊆ T1 and sends them to C.

(2) C randomly flips a coin c ∈ {0, 1}. He runs Sign to generate the signature
σT0 for T0 in the case of c = 0. Otherwise, he uses Sign to obtain the
signature σT1 for T1 and runs Redact to produce the signature σT0 for T0.
C then forwards the challenge pair (T0, σT0) to D1.

– Query Phase 2: During this phase, D1 can make oracles Sign, Verify, and Redact
queries as the same as in the Query Phase 1.

– Output Phase: At the end of this experiment, D1 outputs his guess c′ and
wins the experiment if c′ = c.

We define the advantage of D1 in winning the experiment 4.2.2 as
Adveuf−cma

D1,DV−PPAT(1λ) = |Pr[c′ = c] − 1/2|.
Definition 4. A scheme DV-PPAT=(ParaG, SigKG, VerKG, Sign, Verify, Redact,
DeSign, DeVerify) achieves the property of transparency if Adveuf−cma

D1,DV−PPAT(1λ)
is negligible for any p.p.t. adversary D1, where 1λ is the security parameter.

Non-transferability. The non-transferability for DV-PPAT refers that no DV
can use the signature σds

Tδ
to convince a third party that the tree Tδ was originally

signed by the signer. This property can be achieved because the DV has the
ability to produce the signature σds

Tδ
by using his secret key. That is, even if

he publishes his secret key to a third party, the third party cannot distinguish
whether the σds

Tδ
was generated by the original signer or forged by the DV. Let D2

be an adaptive chosen message p.p.t. adversary. D2’s goal is to decide whether
a given DV signature σds

Tδ
for tree Tδ is signed by the real signer or generated by

the DV. The non-transferability of DV-PPAT is defined via the following Non-
transferability Experiment 4.2.3 between D2 and a challenger C:
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– Setup Phase: This step is similar to the Setup Phase in experiment 4.2.2.
– Query Phase 1: Proceeding adaptively, D2 can make oracles Sign, Verify,

Redact, DeSign, and DeVerify queries as his wish. Each time when responds
to D2’s query, C proceeds as the real scheme to obtain the related value.

– Challenge:
(1) At the end of Query Phase 1, D2 selects a tree Tδ and sends it to C.
(2) C randomly flips a coin c ∈ {0, 1}. If c = 0, he executes DeSign to gen-

erate the DV signature σds
Tδ

for Tδ. Otherwise, he proceeds as DeVerify to
generate a signature σd̄s

Tδ
. C further provides D2 with the pair (Tδ, σ

ds
Tδ

) or
(Tδ, σ

d̄s
Tδ

) accordingly.
– Query Phase 2: During this phase, D2 can also make oracles queries as the

same as in the Query Phase 1.
– Output Phase: At the end of this experiment, D1 outputs his guess c′ and

wins the experiment if c′ = c.

We define the advantage of D2 in winning the experiment 4.2.3 as
Adveuf−cma

D2,DV−PPAT(1λ) = |Pr[c′ = c] − 1/2|.
Definition 5. A scheme DV-PPAT=(ParaG, SigKG, VerKG, Sign, Verify, Redact,
DeSign, DeVerify) achieves non-transferability if Adveuf−cma

D2,DV−PPAT(1λ) is negligible
for any p.p.t. adversary D2, where 1λ is the security parameter.

5 Our Construction

This section provides a concrete DV-PPAT scheme by integrating the concept of
RSS and UDVS. The scheme deploys the BGLS scheme in [1] and the work in [19]
as building blocks. Similar to [11,12,16], we also make use of the efficient scheme
SNS=(NaGen, NaVerify) as a primitive. However, to avoid duplication work, we
omit its concrete description. Later, we give the detailed security analysis to DV-
PPAT in a model where the hash function is a RO. For simplicity, let n and k be
the number of nodes in the original tree T and the redacted tree Tδ respectively.

– ParaG(1λ): Given a security parameter 1λ, the algorithm chooses a Type-2
pairing ê: G1 × G2 → GT such that all groups have the same order q. Let g1
and g2 be the generator of G1 and G2 respectively. Denote by ψ : G2 → G1 the
isomorphism satisfying ψ(g2) = g1 and H(·) : {0, 1}∗ → G1 the cryptographic
hash function. The parameters are para = (ê, q, g1, g2, ψ, h(·)).

– SigKG(para): Given para, the signer chooses xs
$←− Zq, and computes ys ←

g2
xs ∈ G2. The signer’s secret/public key pair is (xs, ys).

– VerKG(para): Given para, the verifier chooses xv
$←− Zq, and computes yv ←

g2
xv ∈ G2. The verifier’s secret/public key pair is (xv, yv).

– Sign(xs, T ): The signer uses this algorithm to sign a tree. The algorithm takes
the signer’s secret key xs and a tree T = (V,E) as input. It proceeds as the
following:
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1. Carry out a traversal on T and let cui
be the content of a node ui ∈ V .

Let θui
∈ Zq and θpui

∈ Zq denote the secure names of ui and its parent
that are generated by NaGen.

2. For all ui ∈ V (1 ≤ i ≤ n), it computes hui
← H(θpui

||θui
||cui

) and node
signatures σui

← (hui
)xs ∈ G1.

3. It computes σ′
T ← ∏n

i=1 σui
, and returns σT ← (σ′

T , σui
, ΘT ) as the

signature for T , where ΘT ← {(θui
, θpui

)|ui ∈ V } is the set of secure
names of nodes and their respective parents in T .

– Verify(ys, T, σT ): The algorithm is processed by the SP. It takes the signer’s
public key ys, a tree T = (V,E) and its signature σT as input. It proceeds as
follows:
1. It parses σT as (σ′

T , σui
, ΘT ).

2. It computes hui
← H(θpui

||θui
||cui

) for each ui ∈ V , and ensures ê(g2, σ′
T )

= ê(
∏n

i=1 hui
, ys) holds and rejects otherwise.

3. It verifies the structural relationship of T : (i) Let ui be the parent of
uj . It ensures θui

= θpuj
holds and rejects otherwise. (ii) Let uj and uk

are children of ui, and let uj ≺ uk. It ensures uj ≺ uk holds and rejects
otherwise by using NaVerify.

– Redact(ys, T, σT , T ′
δ): The SP executes this algorithm to obtain a signature for

the redacted tree. The algorithm takes as input the signer’s public key ys, a
tree T and its signature σT , and a subtree T ′

δ to be removed. Let Tδ = (Vδ, Eδ)
be the redacted tree. To cut a subtree T ′

δ = (V ′
δ , E′

δ) from T and generate a
signature σTδ

for Tδ, it proceeds as follows:
1. It parses σT as (σ′

T , σui
, ΘT ).

2. If T ′
δ = (V ′

δ , E′
δ) �⊆ T = (V,E), it returns ⊥ to indicate failure.

3. Let ΘTδ
← {(θui

, θpui
)|ui ∈ Vδ} be the set of secure names of nodes and

their respective parents in Tδ.
4. It cuts the subtree T ′

δ = (V ′
δ , E′

δ) from T and computes σ′
Tδ

← ∏k
i=1 σui

.
5. It returns σTδ

← (σ′
Tδ

, ΘTδ
) as the signature for Tδ.

– DeSign(ys, yv, Tδ, σTδ
): The SP uses this algorithm to generate a DV signature

for the redacted tree. The algorithm takes as input the signer’s public key ys,
the verifier’s public key yv, a redacted tree Tδ and its signature σTδ

. It parses
σTδ

as (σ′
Tδ

, ΘTδ
), computes σds′

Tδ
← ê(yv, σ′

Tδ
), and returns σds

Tδ
← (σds′

Tδ
, ΘTδ

)
as the DV signature for Tδ.

– DeVerify(ys, xv, Tδ, σ
ds
Tδ
): The algorithm is operated by the DV. It takes as

input the signer’s public key ys, the DV’s secret key xv, a redacted tree Tδ

and its DV signature σds
Tδ

and operates as follows:
1. It parses σds

Tδ
as (σds′

Tδ
, ΘTδ

).
2. It computes hui

← H(θpui
||θui

||cui
) for each ui ∈ Vδ, computes σd̄s

Tδ
←

ê(ys
xv ,

∏k
i=1 hui

), and ensures σds′
Tδ

=σd̄s
Tδ

holds and rejects otherwise.
3. It operates as the step 3 in Verify to check the structural relationship of

Tδ.

Remark 2. Following previous work on RSSs for trees, the Redact is directly
designed for deriving a signature for the retained subtree. This might be a limi-
tation when the output is a forest. One possible approach is to slightly modify
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the Sign: It computes H(θui
||θuj

) for all edges e(ui, uj) in T , signs these values,
and sets them as part of our signature. In this way, the secure name of a parent
node is no need to be included in the computation of the integrity verifier of
a node ui, because we directly sign the edge relationships. That is, hui

can be
computed as H(θui

||cui
). However, this will sacrifice some performance for both

the signing and verification of our scheme.

Consistency of DV-PPAT: Obviously, there are two consistency properties
achieved by our proposed DV-PPAT scheme.

– Verify Consistency of Sign: To demonstrate the Verify consistency property of
Sign, we note that if σT

def
=

∏n
i=1 σui

, and σui

def
= (hui

)xs , then

ê(g2, σ′
T ) = ê(g2,

n∏

i=1

σui
) = ê(g2,

n∏

i=1

(hui
)xs)

= ê(g2xs ,

n∏

i=1

hui
) = ê(ys,

n∏

i=1

hui
).

– DeVerify Consistency of DeSign: To demonstrate the DeVerify consistency
property of DeSign, we note that if σds′

Tδ

def
= ê(yv, σ′

Tδ
), σ′

Tδ

def
=

∏k
i=1 σui

, σui

def
=

(hui
)xs , and σd̄s

Tδ

def
= ê(ys

xv ,
∏k

i=1 hui
), then

σds′
Tδ

= ê(yv, σ′
Tδ

) = ê(yv,

k∏

i=1

σui
) = ê(g2xv ,

k∏

i=1

(hui
)xs)

= ê(g2xsxv ,

k∏

i=1

hui
) = ê(ys

xv ,

k∏

i=1

hui
) = σd̄s

Tδ
.

5.1 Security Results

We analyze the security of our DV-PPAT scheme in this section.

Theorem 1. (Unforgeability of DV-PPAT). Let A be a p.p.t. forger who
can forge a valid signature of our scheme in the RO model with success prob-
ability Advuf−cma

A,DV−PPAT(1λ) under the security parameter 1λ. In some polyno-
mial time, he can make at most qH hash queries to H(·) and qS signing
queries, then there exists another adversary B who can utilize A to solve an
instance of BDH problem in (G1,G2) with the success probability AdvBDH

B (1λ)
≥ 1/e(nqS + n) · Advuf−cma

A,DV−PPAT(1λ), where e is the base of natural logarithms.

Proof. The proof is presented in Appendix A.

Theorem 2. (Transparency of DV-PPAT). The proposed DV-PPAT is trans-
parent against an adaptive chosen message p.p.t. adversary D1.
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Proof. We will show that the DV-PPAT is transparent via an experiment as
defined in the Transparency Experiment 4.2.2, which is carried out by the
interaction between an adaptive chosen message p.p.t. adversary D1 and a
challenger C.

At the beginning, C runs ParaG(1λ) to generate the common parameters para,
and runs SigKG and VerKG to obtain the secret/public key pairs (xs, ys) and
(xv, yv) for the signer and the DV respectively. C then sends (para, ys, xv, yv) to
D1. Note that in D1’s view, all the distributions are equal to the real construction.
The subsequent experimental processes, i.e., Query Phase 1, Challenge, Query
Phase 2, and Output Phase, are the same as the per defined experiment, thus
omitted here for simplicity. Recall that D1’s goal is to decide whether a given
signature σT0 for tree T0 is directly generated by Sign or obtained by Redact.

Observe that the signing algorithm Sign in our scheme firstly computes can-
didate signatures for all nodes ui in a tree and then compresses them into a single
signature for the tree. This signing process is similar to generating an aggregate
signature [1]. Also, note that our scheme deploys an underlying SNS proposed
by Kundu et al. in [11] as a primitive; the scheme is efficient and proven to be
name-transparent in the RO model. In SNS, random numbers are assigned to
the secure names of ui in Tc, where c is chosen uniformly and randomly from
{0, 1}. These properties ensure that our Sign generates a uniformly distributed
aggregate signature for Tc. Besides, deleting a random number from a uniformly
distributed aggregate through the Redact will result in a uniformly distributed
signature again. In such a case, D1 cannot output his guess for c better than at
random, hence the probability for c′ = c is infinitely close to 1/2. In addition,
if the redacted tree would have been signed directly, the distributions are still
uniform, and D1 can also not output his guess c′ = c with a probability non-
negligibly larger than 1/2. Therefore, in the information-theoretical sense, we
have Adveuf−cma

D1,DV−PPAT(1λ) = |Pr[c′ = c] − 1/2| = ξ. ��
Theorem 3. (Non-transferability of DV-PPAT). Our DV-PPAT scheme is non-
transferable against an adaptive chosen message p.p.t. adversary D2.

Proof. We will show that our DV-PPAT scheme is perfectly non-transferable
via an experiment as defined in the Non-transferability Experiment 4.2.3. The
experiment is carried out by the interaction between an adaptive chosen message
p.p.t. adversary D2 and a challenger C.

At the beginning, C uses ParaG(1λ) to generate the common parameters para,
and runs SigKG and VerKG to produce the secret/public key pairs (xs, ys) and
(xv, yv) for the signer and the DV respectively. C then sends (para, ys, xv, yv) to
D2. Note that in D2’s view, all the distributions are equal to the real construction.
The subsequent experimental processes, i.e., Query Phase 1, Challenge, Query
Phase 2, and Output Phase, are the same as the per defined experiment, thus
omitted here for simplicity. Recall that D2’s goal is to decide whether a given
DV signature σds

Tδ
for tree Tδ is directly generated by the signer or the DV.

Observe that the DeVerify Consistency of DeSign in the proposed scheme
ensures that the signature σds

Tδ
generated by DeSign is computational indistin-
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guishable from the signature σd̄s
Tδ

generated by DeVerify, hence Pr[σds
Tδ

= σd̄s
Tδ

] = 1.
That is, D2 can also not output his guess c′ = c with a probability non-
negligibly larger than 1/2. Therefore, in the information-theoretical sense, we
have Adveuf−cma

D2,DV−PPAT(1λ) = |Pr[c′ = c] − 1/2|=ξ. ��

6 Performance Evaluation

This section evaluates the practical efficiency of our scheme.

Comparison of Computational Costs. Let n and k be the number of nodes
in the original tree T and the redacted tree Tδ respectively. Let notations tm, te,
td, ti, th, and tp be the time cost for a single modular multiplication, exponen-
tiation, division, inversion, map-to-point hash, and pairing operations respec-
tively. Both our scheme and the schemes in [12,16] are using the underlying SNS
scheme which mainly involves some general hash operations and XOR opera-
tions, thus omitted. We summarize the evaluation of DV-PPAT and other related
schemes [12,16] in the following Table 1.

Table 1. Comparison of computational costs

Scheme Sign Verify Redact DeSign DeVerify

[12] O(n(te+tm)) O(k(tm)+te) O(ntm) \ \
[16] O(n(th+te+tm)+tp) O(n(th+te+tm+tp)) O(n(th+tm+tp)+td) \ \
Our O(n(th+te+tm)) O(n(th+tm)+tp) O(ktm) O(tp) O(k(th+tm)+te+tp)

We also built an experiment to roughly compare the time cost of our DV-
PPAT with the other pairing-based scheme in [16]. We firstly quantify the time
cost of serval cryptographic operations by using the PBC library (https://crypto.
stanford.edu/pbc/, version 0.5.14) under the Ubuntu 18.04.4 LTS operating sys-
tem with C programming language. Other information for the experiment envi-
ronment are: Intel(R) Core(TM) i5 − 8250U CPU @ 1.60 GHz and 2.7 GB of
RAM. As stated in [4], any Type 2 scheme can be converted to a Type 3 setting
without loss of functionality, security, or efficiency. For the sake of simplicity, our
tests use the MNT224 curve (providing an 96-bit security level) for pairings since
it is the best Type 3 curve in PBC internals. Table 2 shows the average execution
time of various operations after running 10 times. Due to space limits, we simply
evaluate the time costs when n = 1000, k = 500 and n = 2000, k = 1000 respec-
tively. The final result of our approximate comparison is presented in Table 3.

Table 2. Average time cost for serval cryptographic operations (in ms)

Operation th te tm td tp

Time 0.123 8.074 0.023 0.027 9.375

https://crypto.stanford.edu/pbc/
https://crypto.stanford.edu/pbc/
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Table 3. Comparison of time costs (in s)

Scheme Sign Verify Redact DeSign DeVerify

n = 1000 [16] 16.343 17.641 4.761 \ \
k = 500 Our 8.220 0.165 0.011 0.009 0.090

n = 2000 [16] 32.660 35.236 9.521 \ \
k = 1000 Our 16.440 0.311 0.023 0.009 0.163

Table 4. Comparison of features

Scheme Secret key

length

Signature for

T

Signature for

Tδ

Complexity

Problem

Structural

Integrity

Non-leaves

Redaction

Non-

transferability

Privacy

Kundu

et al. [12]

≈ 1024-bit (2n+2)|N|
≈ 2050048-bit

(2k+2)|N|
≈ 1026048-bit

RSA yes yes no

Liu

et al. [16]

≈ 160-bit (3n+2)|G1|
≈ 480320-bit

(3k+2)|GT |
≈ 1441920-bit

co-CDH yes yes no

Our scheme ≈ 160-bit (3n+1)|G1|
≈ 480160-bit

(2k+1)|GT |
≈ 960960-bit

BDH yes yes yes

As shown in these tables, the computation time of these two schemes increases
linearly with the values of n and k, but overall, the time cost of our scheme
is smaller than the scheme in [16]. Note that pairing operation is the most
time-consuming operation of all operations. As we can see, to generate a DV
signature σds

Tδ
for the redacted tree Tδ, the SP only needs one pairing operation.

This is desirable since our DV-PPAT scheme can address privacy issues in the
dissemination of tree-structured data without sacrificing much performance.

Comparison of Features. We also compare some features of the DV-PPAT with
other related schemes [12,16] in terms of lengths of secret keys and signatures,
the complexity problem, and functionality in Table 4. We use |G1|, |GT |, and |N |
to denote the length of groups G1, GT , and the RSA modulus N respectively.
Recall that the 1024-bit key of RSA provides an 80-bit security level. To make
a fair comparison, we here use the MNT160 curve (with embedding degree 6),
which also provides an 80-bit security level. Based on this curve, the approximate
number of bits to optimally represent an element of the group G1 and GT are 160-
bit and 960-bit respectively [6]. The table also shows the bit length of signatures
for T and Tδ respectively when n = 1000 and k = 500.

As we can see, our signature size for T is similar to the scheme in [16], and
it is about 23.4% of that of the scheme in [12]. In the meantime, our signature
size for Tδ is about 66.6% of that of the scheme in [16] and 93.7% of that of the
scheme in [12]. That is, our scheme has a shorter key length and signature size.
It therefore saves substantial communication costs than others. Moreover, our
scheme is the only one that can achieve the non-transferability privacy which
provides stronger privacy protection.
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In terms of security and efficiency, from the above analysis, we can see that
our scheme is more desirable than related works for tree-structured data sharing
in outsourced environments.

7 Conclusions

In this paper, we explore the issue of integrity and authenticity verification and
privacy protection in the outsourced database model associated with the dissem-
ination of authenticated tree-structured health data. To address this issue, we
introduced a scheme DV-PPAT which allows the SP to share part of the authen-
ticated tree-structured data to users on behalf of the data owner. Our scheme
not only ensures the user can verify the integrity and authenticity of his queried
results without disclosing any privacy of the data owner but also prevents the
user from leaking the query results to any external third party. We prove that
our scheme satisfies three privacy-preserving properties and is unforgeable under
adaptive chosen message attack in the RO model, assuming that the BDH prob-
lem is hard. Finally, the performance evaluation demonstrates that our privacy-
preserving authentication scheme is an efficient and practical solution for trees
with designated verification in outsourced healthcare data sharing.

The problem of constructing a practical DV-PPAT scheme in multi-user set-
ting is an interesting topic for future work.

Acknowledgment. We have no conflicts of interest to this work. We would like to
thank the anonymous reviewers for their valuable comments.

Appendix A

Proof of Theorem 1. The proof is similar to [16,19]. Given w ∈ G1 and g2, u, v ∈
G2, where u = g2

a, v = g2
b and w = g1

c for some unknown a, b, c ∈ Zq, we
will reveal how the adversary B can utilize the forger A to obtain the value
ê(g1, g2)abc.

– Setup Phase: B randomly chooses r1, r2
$←− Zq, and sets ys = u · g2

r1 ∈ G2

and yv = v · g2
r2 ∈ G2 as the signer’s public key and the DV’s public key

respectively. B returns (g2, ys, yv) to A.
– Hash Queries: In this process, A has access to a hash oracle H(·) at any time.

Note that B will act the oracle in our proof. To respond to A’s queries, B
maintains a list of tuples L(m,h, d, c) (initially, L(·, ·, ·, ·) = φ) as explained
below. Each time when A queries the hash oracle H(·) at a point m ∈ {0, 1}∗,
B responds as the following:
1. If m already exists in the L-list in some tuple (mi, hi, di, ci) then B looks

up on the list and responds with H(mi) = hi ∈ G1.
2. Otherwise, B randomly flips a coin ci ∈ {0, 1}, so that Pr[c = 0] =

1/(nqS + n).
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3. B randomly chooses di
$←− Zq. If ci = 0 holds, he computes hi ← wi ·

ψ(g2)di ∈ G1; otherwise, he computes hi ← ψ(g2)di ∈ G1.
4. B adds the item (mi, hi, di, ci) into the L-list and answering A’s query as

H(mi) = hi.
Note that each time from the perspective of A, hi is uniform in G2 and hence
its distribution is identical to the real construction.

– Signature Queries: Assume that a tree T = (V,E) be a signing query requested
by A under the signer’s public key ys. To respond to the query, B does as
follows:
1. Similar to our Sign, B carries out a traversal on T and generates secure

names θui
and θpui

for each node ui ∈ V and its parent respectively.
2. B operates as Hash Queries to obtain a hi ∈ G1 such that H(mi) = hi.

Here we assume that (mi, hi, di, ci) be the item in L-list corresponding
to each node ui. If ci = 0 holds, B returns ⊥ to indicate failure and
terminates.

3. If ci = 1 for all ui ∈ V holds and hence hi ← ψ(g2)di ∈ G1, B defines
σi = ψ(u)di · ψ(g2)r1di ∈ G1. Observe that σi = hi

a+r1 and hence that σi

is a valid signature on mi under the public key ys = g2
a+r1 .

4. B computes σ′
T =

∏n
i=1 σi and returns σT ← (σ′

T , ΘT ) to A, where ΘT ←
{(θui

, θpui
)|ui ∈ V }.

– Output Phase: Eventually, A halts. A either outputs ⊥ to indicate failure
or forges a valid DV signature σds′

Tδ

∗
for a tree T ∗

δ = (V ∗
δ , E∗

δ ) such that no
node ui ∈ V ∗

δ (1 ≤ i ≤ k) has been queried during the process of Signature
Queries. Note that if there is no item (mi, hi, di, ci) in the L-list containing
nodes in V ∗

δ , then B can easily operate as the Hash Queries to obtain these
corresponding items by himself. Again, we stress that σds′

Tδ

∗
must be a valid

signature; otherwise, B returns ⊥ to indicate failure and terminates.
B will not abort when c1 = 0 and ci = 1 (2 ≤ i ≤ k). If c1 = 0, we have
h1 = w ·ψ(g2)

d1 . For 2 ≤ i ≤ k, since ci = 1, we have hi = ψ(g2)
di . Note that

the signature σds′
Tδ

∗
must be successful verified by the DeVerify. That is, the

equation σds′
Tδ

∗
= ê(ys

xv ,
∏k

i=1 hi) holds. B, therefore, computes

σds′
Tδ

∗
= ê(ys

xv , h1) · ê(ys
xv ,

k∏

i=2

hi) = ê(ys
xv , w · ψ(g2)

d1) · ê(ys
xv ,

k∏

i=2

ψ(g2)
di)

= ê(ys
xv , w · g1

d1) · ê(ys
xv ,

k∏

i=2

g1
di).

B now constructs a value Δ = {ê(ys
xv ,

∏k
i=2 g1

di) · ê(w, ur2 · vr1 · g2
r1r2) ·

ê(ud1 , ψ(yv)) · ê(v · g2
r2 , ψ(g2)

d1r1)}−1 and computes the required value
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ê(g1, g2)abc as σds′
Tδ

∗ · Δ. This can be easily verified because:

σds′
Tδ

∗ · Δ =ê(ys
xv , w · g1

d1) · ê(ys
xv ,

k∏

i=2

g1
di) · Δ

=ê(ys
xv , w · g1

d1) · {ê(w, ur2 · vr1 · g2
r1r2) · ê(ud1 ,

ψ(yv)) · ê(v · g2
r2 , ψ(g2)

d1r1)}−1

=ê(g1, g2)abc.

This completes the description of B. The running time needed for B consists
of three parts, i.e., the running time needed for A, B’s responds to Hash Queries
and Signature Queries, and the time for computing the final BDH solution.

We now analyze B’s probability in solving the given instance of BDH prob-
lem in (G1,G2) with the success probability AdvBDH

B (1λ). B will succeed if the
following three events occur: (1) B does not abort in the Signature Queries

phase (remark as Ev1), (2) A successfully forges a valid DV signature σds′
Tδ

∗

for tree T ∗
δ = (V ∗

δ , E∗
δ ) (remark as Ev2), and (3) Event Ev2 occurs, and

c1 = 0 and ci = 1 (2 ≤ i ≤ k), where ci is the c-component of the item
containing mi in the L-list (remark as Ev1). Consequently, the success prob-
ability for B is AdvBDH

B (1λ)= Pr[Ev1 ∧ Ev3]. It further can be decomposed as
Pr[Ev1 ∧ Ev3] = Pr[Ev1] · Pr[Ev2|Ev1] · Pr[Ev3|Ev1 ∧ Ev2].

W.l.o.g., we assume that A queries the hash oracle H(·) and the signature
of each message only once. Because the c-component of the item in the L-list
is independent of A’s view; when A makes qS signature queries, the probability
of Ev1 occurs is Pr[Ev1] ≥ 1 − 1/(nqS + n)nqS . Recall that in A’s view, all the
settings in our simulation are identical to the real construction. Since B did not
abort in the simulation, all his responses to A’s queries are valid. That is, the
probability of A’s forgery output in our RO model is at least Advuf−cma

A,DV−PPAT(1λ)=
ξ. Therefore, we have Pr[Ev2|Ev1] ≥ ξ. Note that ci (1 ≤ i ≤ k) are all inde-
pendent of each other. If the event Ev1 and Ev2 happen, and A generates his
forgery in the case that c1 = 0 and ci = 1 (2 ≤ i ≤ k), then the probability
Pr[Ev3|Ev1 ∧ Ev2] ≥ (1 − 1/(nqS + n))n−1 · 1/(nqS + n). Clearly, we have

AdvBDH
B (1λ) =Pr[Ev1 ∧ Ev3] = Pr[Ev1] · Pr[Ev2|Ev1] · Pr[Ev3|Ev1 ∧ Ev2]

≥(1 − 1/(nqS + n)nqS ) · ξ · (1 − 1/(nqS + n))n−1·
1/(nqS + n) ≥ 1/e(nqS + n) · ξ

=1/e(nqS + n) · Advuf−cma
A,DV−PPAT(1λ),

as required, and hence completes the proof. ��
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Abstract. In this work, we introduce the notion of puncturable witness
pseudorandom function (pWPRF) which is a stronger variant of WPRF
proposed by Zhandry, TCC 2016. The punctured technique is similar to
what we have seen for puncturable PRFs and is capable of extending the
applications of WPRF. Specifically, we construct a semi-adaptively secure
offline witness encryption (OWE) scheme using a pWPRF, an indistin-
guishability obfuscation (iO) and a symmetric-key encryption (SKE),
which enables us to encrypt messages along with NP statements. We
show that replacing iO with extractability obfuscation, the OWE turns
out to be an extractable offline witness encryption scheme. To gain finer
control over data, we further demonstrate how to convert our OWEs into
offline functional witness encryption (OFWE) and extractable OFWE. All
of our OWEs and OFWEs produce an optimal size ciphertext, in partic-
ular, encryption of a message is as small as the size of the message plus
the security parameter multiplied with a constant, which is optimal for
any public-key encryption scheme. On the other hand, in any previous
OWE, the size of a ciphertext increases polynomially with the size of
messages. Finally, we show that the WPRF of Pal et al. (ACISP 2019)
can be extended to a pWPRF and an extractable pWPRF.

Keywords: Puncturable witness pseudorandom function · Offline
witness encryption · Offline functional witness encryption · Obfuscation

1 Introduction

Witness Pseudorandom Function. The purpose of a pseudorandom func-
tion is to generate a pseudorandom value for an input x ∈ X using a secret-key.
Zhandry [26] proposed an enhanced primitive called witness pseudorandom func-
tion (WPRF) which enables us to produce pseudorandom values corresponding
to statements of an NP language L with a relation R : X ×W → {0, 1}. If x ∈ L
then there exists a witness w ∈ W such that R(x,w) = 1, otherwise R maps to 0.
In the setup of WPRF, we generate two keys: a secret function key fk and a pub-
lic evaluation key ek. To compute a pseudorandom value y ∈ Y corresponding to
c© Springer Nature Switzerland AG 2020
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a statement x ∈ X , we use the secret function key fk. The same pseudorandom
value y can only be recovered using the public evaluation key ek if we have a
witness w such that R(x,w) = 1. The security of pseudorandomness is ensured
by the fact that y is completely uniform over Y if x �∈ L. In extractable WPRF,
we relax the requirement by allowing x to be in L. However, in such a scenario, if
an adversary can distinguish the honestly computed y from a uniformly chosen
element of Y then we can extract a valid witness of x using an efficient extractor.

A list of cryptographic primitives have been realized from WPRF in [26] such
as multiparty non-interactive key exchange without trusted setup, poly-many
hardcore bits for one-way functions and secret sharing for monotone NP lan-
guages. More interestingly, WPRF directly implies a modern primitive called wit-
ness encryption (WE) [18] which encrypts messages with respect to a NP state-
ment and a valid witness for the statement is capable of decrypting the ciphertext
to the original message. Furthermore, one can construct a more refined variant
of WE, termed as reusable WE [26], using WPRF. The main goal of reusable
WE was to make the encryption algorithm relatively efficient and ciphertext size
optimal, besides it provides security in chosen ciphertext attack model. On the
other hand, extractable WPRF was used to build a fully distributed broadcast
encryption [26] where the size of secret-keys, public-keys and ciphertexts are all
poly-logarithmic in the number of users.

Our Contribution. Inspired by the applications of WPRF in [26], we are keen
to build more advanced primitives from WPRF. It is desirable to begin with a rel-
atively closer primitive such as offline witness encryption (OWE) [1] maintaining
the same encryption efficiency of the reusable WE. An OWE is more preferable
over the normal WE because the computationally hard work is shifted from the
encryption algorithm by introducing an additional setup phase. Unfortunately,
WPRF does not immediately achieve OWE or offline functional WE [8]. Existing
OWEs [1,12,24] do not have optimal ciphertext size as in reusable WE of [26].

In this work, we extend the applications of WPRF by introducing a puncturing
technique akin to puncturable pseudorandom function (pPRF) [25]. In the secu-
rity model of normal WPRF, an adversary A is given access to an oracle F(fk, ·)
which on input x ∈ X of A’s choice outputs a pseudorandom value corresponding
to x. Naturally, A is restricted to query on the challenge statement x∗ which is not
in L. In our setting, instead of giving access to F(fk, ·), A is provided with a punc-
tured key fkx∗ which enables A to learn the pseudorandom value corresponding to
any x except x∗. The WPRF is secure if A is unable to distinguish F(fk, x∗) from
a random element. We call this variant of WPRF a puncturable WPRF (pWPRF).
In extractable pWPRF, we allow x∗ to be in L. In that case, there exists an extrac-
tor E which outputs a witness of x∗ with high probability and the run time of E
depends on the distinguishing advantage of A between F(fk, x∗) and a random ele-
ment. A pWPRF having this extractability property is called puncturable witness-
extractable pseudorandom function (pWEPRF).

Both WE and WPRF have been realized using various assumptions on multi-
linear maps [18,26], but recent attacks on multilinear maps [11,13] introduce
threats on the security of those schemes. We bring the punctured program
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technique of PRF [25] in case of WPRF. The main idea is to build two equivalent
programs P and P′ where P uses the secret-key oblivious to the adversary and
P′ uses a punctured key available to the adversary. An important tool in this
setup is indistinguishability obfuscation (iO) [16]. We build following primitives
using the additional punctured technique of WPRF:

– We build a semi-adaptively secure OWE scheme (Sect. 3) using a pWPRF,
an iO, a pseudorandom generator (PRG) and a symmetric key encryption
(SKE) scheme. Our OWE is the first to achieve optimal ciphertext-size, namely
|m|+poly(λ) where |m| is the size of message and λ is the security parameter.

– Replacing iO with extractability obfuscation (eO) [8], we convert the OWE
into an extractable OWE (EOWE) in Sect. 3. The ciphertext-size remains the
same which is optimal for any public-key encryption scheme.

– In a plain OWE, a user having a valid witness can learn the whole message.
This all-or-nothing type encryption may not be sufficient for applications
where we need fine-grained access control over the data. In such a scenario,
offline functional WE (OFWE), introduced by Boyle et al. [8], can be utilized
as the user having a valid witness can now learn a function of the message
and witness. In this work, we show that our techniques of achieving OWE can
be extended to realize semi-adaptively secure OFWE and selectively secure
extractable OFWE schemes (Sect. 4).

Finally, we show that the WPRF of [24] satisfies our definition of pWPRF
(Sect. 5). In particular, we can construct pWPRF using a pPRF and an iO.
Furthermore, a pWEPRF can be achieved by replacing the iO with an eO. We
emphasize the implausibility results of [9,17] on eO or extractable WE do not
have any impact on our eO-based constructions as the results can only be applied
for circuits with specific auxiliary inputs.

Feasibility of iO. A natural question is why we build cryptographic primitives
based on iO which is not yet realized from standard assumptions. Recent attacks
on multilinear maps bring cryptographers attention to find new techniques to
build iO. Bitansky and Vaikunthanathan [7] and Ananth and Jain [3] developed
a transformation that achieves iO assuming just functional encryption. Achiev-
ing such functional encryptions from smaller constant degree multilinear maps
and special pseudorandom generators with certain locality properties has been
discussed in [5,22,23]. New ideas were formalized in [2,4] to construct iO from
bilinear maps and specific pseudorandom tools that are conjectured to be secure.

Recently, a very interesting and simple approach is developed by Brakerski et
al. [10] that utilizes fully-homomorphic encryption (FHE) schemes [19,20] to get
full fledge iO. In particular, they proposed a new primitive called split FHE and
showed that split FHE is sufficient for constructing iO. The transformation is
provably secure and relies on (heuristic but) appropriately defined oracle model.
Note that, split FHE can be realized from existing FHEs (based on learning with
errors problem [19,20]) and linearly homomorphic encryption schemes (such as
Damg̊ard-Jurik encryption scheme based on decisional composite residues prob-
lem [14]). In the view of recent developments, it is believed that the community
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will arrive at a practical construction of iO in the near future. On the other
hand, we note that all existing constructions of WPRF and OWE are either built
from multilinear maps vulnerable to practical attacks or depend on iO.

Related Works. Zhandry [26] constructed WPRF from subset-sum Diffie-
Hellman assumption related to multilinear maps. Getting a pseudorandom value
using an evaluation key is computationally expensive as one need to apply a mul-
tilinear map with linearity much larger than the size of the NP relation. On the
other hand, we extend the iO-based WPRF of [24] into a puncturable WPRF
to enhance the field of application. We note that, although obfuscation itself is
a powerful assumption, a wide range of functionalities, including the function
classes required in this work, can be efficiently realized using Trusted Execution
Environments (TEEs), Intel’s Software Guard Extensions (SGXs) [6,15].

Abusalah et al. [1] introduced OWE with the purpose of making encryption
much more efficient than the existing WEs. However, the OWE of [1] is selectively
secure and the size of ciphertexts are not promising as it contains a simulation
sound non-interactive zero-knowledge proof along with two (public-key) encryp-
tions of the same message. OWE with semi-adaptive security is built in [12]
relying on iO, but the size of ciphertext is not as compact as one would have
wanted for lightweight devices. Our OWEs deliver semi-adaptive security with
an optimal size ciphertext similar to the reusable WE of [26].

2 Preliminaries

Notations. We denote λ ∈ N by a security parameter. If x ∈ {0, 1}∗, then we
denote |x| by size of the string x. For any set S, the notation x ← S denotes
the process of sampling x uniformly at random from the set S. Let Algo be a
probabilistic polynomial time (PPT) algorithm, then y ← Algo(x) denotes the
execution of Algo with an input x using a fresh randomness and assign the
output to y. If the randomness, say r, is provided externally then we denote
this execution by y ← Algo(x; r). We call {Cλ} as a family of polynomial sized
circuits if there exists a fixed polynomial p such that |C| < p(λ) for any C ∈ Cλ.
We say negl: N → R be a negligible function of λ if for every positive polynomial
p, there exists an integer np ∈ N such that negl(λ) < 1/p(λ) for all n > np.

2.1 Pseudorandom Generator

Definition 1. A pseudorandom generator (PRG) is a deterministic polynomial
time algorithm PRG that on input a seed s ∈ {0, 1}λ outputs a string of length
�(λ) such that the following holds:

– expansion: For every λ it holds that �(λ) > λ.
– pseudorandomness: For all PPT adversary A and s ← {0, 1}λ, r ← {0, 1}�(λ)

there exists a negligible function negl such that

AdvPRGA (λ) = |Pr[A(1λ,PRG(s)) = 1] − Pr[A(1λ, r) = 1]| < negl(λ).
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2.2 Puncturable Pseudorandom Function

Definition 2. A puncturable pseudorandom function (pPRF) is a tuple of PPT
algorithms (Gen, PuncKey, Eval, PuncEval) defined as follows:

• K ← Gen(1λ) : on input a security parameter λ, returns a secret-key K.
• Kx ← PuncKey(K, x) : returns Kx, a punctured key for an element x ∈ X .
• y ← Eval(K, x) : returns a pseudorandom value y ∈ Y for x ∈ X .
• PuncEval(Kx, x′) ∈ Y ∪ {⊥} : on input a punctured key Kx and an element

x′ ∈ X , returns a pseudorandom value y ∈ Y if x �= x′, otherwise returns ⊥.

We note that, each of the above algorithms except Gen is a deterministic algo-
rithm. The pPRF is said to be correct if the following holds:

– correctness: For all distinct pair of elements x, x′ ∈ X 2, K ← Gen(1λ), we
require that Pr[Eval(K, x′) = PuncEval(PuncKey(K, x), x′)] = 1.

Definition 3. A puncturable pseudorandom function (pPRF) is said to be
secure (or preserves pseudorandomness at punctured point) if, for all PPT adver-
sary A and any x ∈ X , K ← Gen(1λ), Kx ← PuncKey(K, x) there exists a negli-
gible function negl such that

AdvpPRFA (λ) = |Pr[A(1λ,Kx,Eval(K, x)) = 1] −
Pr[A(1λ,Kx, y ← Y) = 1]| < negl(λ).

2.3 Symmetric Key Encryption

Definition 4. A symmetric key encryption (SKE) scheme is a tuple of PPT
algorithms (Gen, Enc, Dec) defined as follows:

• K ← Gen(1λ) : on input a security parameter λ, returns a key K.
• c ← Enc(K,m) : a deterministic algorithm that returns c, an encryption of

the message m ∈ M.
• Dec(K, c) ∈ M∪{⊥} : a deterministic algorithm that decrypts the ciphertext

c and returns a message m ∈ M, or ⊥ if it fails.

The SKE is said to be correct if the following holds:

– correctness: For all m ∈ M and K ← Gen(1λ), we require that

Pr[Dec(K,Enc(K,m)) = m] = 1

Definition 5. A symmetric key encryption SKE is said to satisfy ciphertext
indistinguishability (CIND) security if, for all PPT adversary A and any pair of
equal length messages (m0,m1) there exists a negligible function negl such that

AdvSKEA (λ) = |Pr[A(1λ,Enc(K, m0)) = 1] −
Pr[A(1λ,Enc(K, m1)) = 1]| < negl(λ)
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1. x∗ ← A(1λ)
2. (fk, ek) ← Gen(1λ, R)
3. fkx∗ ← PuncKey(fk, x∗)
4. y0 ← F(fk, x∗), y1 ← Y
5. b ← {0, 1}
6. b′ ← A(ek, fkx∗ , yb)
7. return 1 if (b′ = b) ∧ (x∗ �∈ L)

Fig. 1. ExptpWPRF,R
A (1λ)

1. x∗ ← A(1λ)
2. (ppe, ppd) ← Setup(1λ, R)
3. (m0,m1) ← A(ppe, ppd)
4. b ← {0, 1}
5. c ← Enc(ppe, x∗,mb)
6. b′ ← A(c)
7. return 1 if (b′ = b)∧(x∗ �∈ L)∧(|m0| = |m1|)

Fig. 2. ExptOWE,R
A (1λ)

2.4 Puncturable Witness Pseudorandom Function

Definition 6. A puncturable witness pseudorandom function (pWPRF) for an
NP language L with a relation R is a tuple of PPT algorithms (Gen, F, PuncKey,
PuncF, Eval) defined as follows:

• (fk, ek) ← Gen(1λ, R) : on input a security parameter λ and a relation circuit
R : X × W → {0, 1}, returns a secret function key fk and a public evaluation
key ek.

• y ← F(fk, x) : returns a pseudorandom value y ∈ Y for x ∈ X .
• fkx ← PuncKey(fk, x) : returns fkx, a punctured key for an element x ∈ X .
• PuncF(fkx, x′) ∈ Y ∪ {⊥} : on input a punctured key fkx and an element

x′ ∈ X , returns a pseudorandom value y ∈ Y if x �= x′, otherwise returns ⊥.
• Eval(ek, x, w) ∈ Y ∪ {⊥} : on input an evaluation key ek, an element x ∈ X

and a witness w ∈ W, returns an element y ∈ Y, or ⊥ if it fails.

We note that, each of the above algorithms except Gen is a deterministic
algorithm. The pWPRF is said to be correct if the following properties hold:

– correctness of Eval: For all x ∈ X , w ∈ W and (fk, ek) ← Gen(1λ, R), we
require that

Eval(ek, x, w) =
{
F(fk, x) if R(x,w) = 1
⊥ if R(x,w) = 0

– correctness of PuncF: For all distinct pair of elements x, x′ ∈ X 2 and
(fk, ek) ← Gen(1λ, R), we require that

Pr[F(fk, x′) = PuncF(PuncKey(fk, x), x′)] = 1.

Note that, our definition of pWPRF is crafted in a similar fashion like Sahai and
Waters [25] formalized pPRF from PRF. Instead of providing an oracle to learn
F(fk, x′) as in the case of normal WPRF given by Zhandry [26], the adversary
A can use a punctured key fkx to compute the pseudorandom value F(fk, x′)
by itself if x �= x′. The security experiment ExptpWPRF,R

A (1λ) of our pWPRF is
defined in Fig. 1. We consider the selective model for our applications. At the
last step of the experiment, the challenger verifies that x∗ �∈ L which means
our challenger is not efficient. In this context, we note that WEs, OWEs and
WPRFs are defined in the same way and the definition has been proven useful
in developing many interesting cryptographic primitives [1,18,21,26].
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Definition 7. A puncturable witness pseudorandom function pWPRF for an
NP language L with a relation R is said to be selectively secure if, for all PPT
adversary A, there exists a negligible function negl such that

AdvpWPRF,R
A (λ) = |Pr[ExptpWPRF,R

A (1λ) = 1] − 1
2
| < negl(λ)

In extractable pWPRF, we allow the challenge statement x∗ to be in L.
Accordingly, we modify the security experiment defined in Fig. 1 (in particu-
lar, line 7) and rename it as ExptpWEPRF,R

A (1λ).

Definition 8. A puncturable witness pseudorandom function is said to
be extractable or puncturable witness-extractable pseudorandom function
(pWEPRF) for an NP language L with a relation R, if for any PPT adversary A
and any polynomial pA(λ) there exists a PPT extractor E and a polynomial pE
such that

AdvpWEPRF,R
A (λ) = |Pr[ExptpWEPRF,R

A (1λ) = 1] − 1
2
| ≥ 1

pA(λ)

⇒Pr[w∗ ← E(1λ, x∗) : R(x∗, w∗) = 1] ≥ 1
pE(λ)

The extractability says that when the adversary can distinguish the honestly
computed y = F(fk, x∗) from a uniformly chosen element, then it must know a
witness w∗ satisfying R(x∗, w∗) = 1.

2.5 Offline Witness Encryption

Definition 9. An offline witness encryption (OWE) scheme for an NP language
L with a relation R is a tuple of PPT algorithms (Setup, Enc, Dec) defined as
follows:

• (ppe, ppd) ← Setup(1λ, R) : on input a security parameter λ and a relation
R : X × W → {0, 1}, returns two public parameters ppe for encryption and
ppd for decryption.

• c ← Enc(ppe, x,m) : returns c, an encryption of the message m ∈ M with
respect to the statement x ∈ X .

• Dec(ppd, c, w) ∈ M ∪ {⊥} : a deterministic algorithm that decrypts the
ciphertext c using a witness w ∈ W and returns a message m ∈ M, or ⊥.

The OWE scheme is said to be correct if the following holds:

– correctness: For all x ∈ X , w ∈ W, m ∈ M and (ppe, ppd) ← Setup(1λ, R),
we require that

Pr[Dec(ppd,Enc(ppe, x,m), w) = m : R(x,w) = 1] = 1

The semi-adaptive security experiment ExptOWE,R
A (1λ) is defined in Fig. 2.
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Definition 10. An offline witness encryption OWE for an NP language L with
a relation R is said to be semi-adaptively secure if, for all PPT adversary A,
there exists a negligible function negl such that

AdvOWE,R
A (λ) = |Pr[ExptOWE,R

A (1λ) = 1] − 1
2
| < negl(λ)

For extractable offline witness encryption we modify the experiment defined
in Fig. 2 so that x∗ may belong to L and rename it as ExptEOWE,R

A (1λ).

Definition 11. An offline witness encryption OWE is said to be semi-adaptively
secure extractable offline witness encryption (EOWE) for an NP language L with
a relation R, if for any PPT adversary A and any polynomial pA(λ) there exists
a PPT extractor E and a polynomial pE such that

AdvEOWE,R
A (λ) = |Pr[ExptEOWE,R

A (1λ) = 1] − 1
2
| ≥ 1

pA(λ)

⇒Pr[w∗ ← E(1λ, x∗) : R(x∗, w∗) = 1] ≥ 1
pE(λ)

2.6 Obfuscation

Definition 12. A PPT algorithm iO is said to be an indistinguishability obfus-
cator for a class of circuits {Cλ}, if it satisfies the following properties:

– Functionality : For all security parameter λ ∈ N, for all C ∈ Cλ, for all inputs
x, we require that

Pr[C̃(x) = C(x) : C̃ ← iO(1λ, C)] = 1

– Indistinguishability : For any PPT distinguisher D, there exists a negligible
function negl such that for all pair of circuits C0, C1 ∈ Cλ that compute the
same function and are of same size, we require that

AdviO
D (λ) = |Pr[b ← {0, 1}, C̃ ← iO(1λ, Cb) : D(C̃, C0, C1) = b]− 1

2
| < negl(λ)

Definition 13. A PPT algorithm eO is said to be an extractability obfuscator
for a class of circuits {Cλ}, if it satisfies the following properties:

– Functionality : For all security parameter λ ∈ N, for all C ∈ Cλ, for all inputs
x, we require that

Pr[C̃(x) = C(x) : C̃ ← eO(1λ, C)] = 1
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– Extractability : For any PPT distinguisher D and polynomial pD(λ), there
exists an extractor E and a polynomial pE such that for all pair of circuits
C0, C1 ∈ Cλ that are of same size, for all auxiliary input z ∈ {0, 1}∗, we
require that

AdveO
D (λ) =

∣
∣Pr

[
b ← {0, 1}, C̃ ← eO(1λ, Cb) : D(C̃, C0, C1, z) = b

] − 1
2

∣
∣ ≥ 1

pD(λ)

⇒ Pr[x ← E(1λ, C0, C1, z) : C0(x) �= C1(x)] ≥ 1
pE (λ)

3 Construction: (Extractable) Offline Witness Encryption

In this section, we describe our construction of OWE = (Setup, Enc, Dec) for an
NP language L and a relation R : X × W → {0, 1}. We consider the statement
space X to be {0, 1}λ (containing L) and W = {0, 1}n where n is a polyno-
mial in the security parameter λ. The following primitives are utilized in our
construction:

– A pseudorandom generator PRG : {0, 1}λ → {0, 1}2λ.
– A CIND secure symmetric key encryption SKE = (Gen, Enc, Dec).
– A pWPRF = (Gen, F, PuncKey, PuncF, Eval) for the NP language L′ = {(x, v) :

∃u ∈ {0, 1}λ such that PRG(x⊕u) = v} with a relation R′ : X ′×W ′ → {0, 1}.
So, R′((x, v), u) = 1 if PRG(x ⊕ u) = v, 0 otherwise.

– An obfuscator O for the class of circuits Cλ required in the constructions.
The only difference between the constructions of OWE and extractable OWE
(EOWE) is that: O is an indistinguishability obfuscator (iO) for OWE whereas
O is an extractability obfuscator (eO) for EOWE.

Our OWE construction is shown in Fig. 3 where we assume that the circuit
C[fk] ∈ Cλ and O is an iO. For correctness, we need to verify that the same key
K ← SKE.Gen(1λ; y) is generated during encryption and decryption of OWE. In
particular, the same randomness y should be utilized in Enc as well as in Dec.
Note that, we compute y using the pWPRF.Eval(ek, (x, v), ·) with a witness u
corresponding to the relation R′. While decrypting, by the correctness of Eval, we
generate the same y inside the circuit C̃ using pWPRF.F(fk, (x, v)) extracted from
the ciphertext. Therefore, SKE.Dec(K, cs) returns the same message that was
encrypted in Enc if R(x,w) = 1. Finally, we conclude the correctness by observing
that C[fk] and C̃ compute the same function because of the functionality of iO.
We skip the correctness of EOWE as it can be argued similarly.

Comparison: The ciphertext size of our OWEs is as compact as one can desire:
excluding the instance, it is only |cs| + |v| = |m| + 2λ which is optimal for any
public-key encryption. More precisely, the bit size of a ciphertext encrypting a
λ-bit message is 3λ. Let us compare our ciphertext size with all existing OWEs
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Setup(1λ, R):
1. (fk, ek) ← pWPRF.Gen(1λ, R′)
2. ˜C ← O(1λ, C[fk])
3. set ppe = ek, ppd = ˜C
4. return (ppe, ppd)

Enc(ppe, x,m):
1. parse ppe = ek
2. u ← {0, 1}λ, v ← PRG(x ⊕ u)
3. y ← pWPRF.Eval(ek, (x, v), u)
4. K ← SKE.Gen(1λ; y)
5. cs ← SKE.Enc(K,m)
6. return c = (cs, x, v)

C[fk](c, w)

1. parse c = (cs, x, v)
2. if R(x,w) = 1
3. y ← pWPRF.F(fk, (x, v))
4. K ← SKE.Gen(1λ; y)
5. return SKE.Dec(K, cs)
6. else
7. return ⊥

Dec(ppd, c, w):

1. parse ppd = ˜C
2. return ˜C(c, w)

Fig. 3. Construction of OWEs with optimal ciphertexts where O is either iO for normal
OWE or eO for extractable OWE (EOWE)

when encrypting a λ-bit message. The iO and SSS-NIZK based construction of
Abusalah et al. [1] delivers a ciphertext size of at least 64λ-bit (assuming a group
element is of size 2λ-bit [1]). Both the OWE constructions of Pal et al. [24] and
Chvojka et al. [12] achieve a ciphertext of size at least 10λ-bit. The encryption
process of [12] uses a puncturable public-key encryption scheme to produce a
ciphertext corresponding to the pair (x,m). We shift the computation power in
the setup phase as much as possible to accomplish a more compact ciphertext
size for our OWE than any other OWEs. This reduces the communication cost
in practical applications. All existing OWEs utilize iO during the setup phase.
This implies either ppe or ppd (or both) contains an obfuscated circuit the size
of which depends on the simplicity of the circuit. The size of the public param-
eter for encryption ek (or ppe) is proportional to the size of the relation R′. We
observe that the relation R′ is as simple as checking a PRG computation, which
means the evaluation key ek is independent of the relation R, and hence our
OWE encryptions are more efficient than the reusable WE of Zhandry [26]. Fur-
thermore, the notion of functional WE cannot be directly achieved from reusable
WE whereas we extend our OWE to OFWE.

Theorem 1. The OWE = (Setup, Enc, Dec) described in Fig. 3 with O = iO is
a semi-adaptively secure offline witness encryption if PRG is a secure pseudo-
random generator, pWPRF is a selectively secure puncturable witness pseudoran-
dom function, iO is an indistinguishability obfuscator for the circuit class Cλ and
SKE is a CIND secure symmetric key encryption. More specifically, for any PPT
adversary A, there exist PPT adversaries B1, B2, B3 and a PPT distinguisher
D such that:

AdvOWE,R
A (λ) ≤ AdvPRGB1

(λ) + AdvpWPRF,R′
B2

(λ) + AdvSKEB3
(λ) + AdviO

D (λ)
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Proof. We prove the theorem using the following sequence of games. We start
with Game 0 which is the standard security experiment ExptOWE,R

A (1λ) as defined
in Fig. 2. For Game i, we denote by Gi the event b = b′. In each game, we assume
that A submits two messages of equal length and that x∗ �∈ L as otherwise the
challenger always returns 0. The circuits used in the proof are assumed to be
padded to a maximum size.

Game 0 ⇒ Game 1: In Game 0, we compute the encryption key as K ←
SKE.Gen(1λ; y) where y ← pWPRF.Eval(ek, (x∗, v), u). But, Game 1 (Fig. 4) sets
y ← pWPRF.F(fk, (x∗, v)) without using the witness u. By the correctness Eval:

pWPRF.Eval(ek, (x∗, v), u) = pWPRF.F(fk, (x∗, v)) as R′((x∗, v), u) = 1.

Therefore, the distribution of ciphertexts in both the games are identical and
hence they are indistinguishable from A’s view. We have Pr[G0] = Pr[G1].

Game 1 ⇒ Game 2: In Game 2, described in Fig. 5, we pick v uniformly at random
from {0, 1}2λ instead of setting it as v ← PRG(x∗ ⊕ u). Note that, given x∗, the
distribution of x∗ ⊕ u is uniform over {0, 1}λ for u ← {0, 1}λ. Let, B1 is a
PRG-adversary. Then, by the security of PRG (Definition 1), the distinguishing
advantage of A between Game 1 and Game 2 can be written as

|Pr[G1] − Pr[G2]| = AdvPRGB1
(λ).

1. x∗ ← A(1λ)
2. (fk, ek) ← pWPRF.Gen(1λ, R′)
3. ˜C ← iO(1λ, C[fk])
4. set ppe = ek, ppd = ˜C
5. (m0,m1) ← A(ppe, ppd)
6. u ← {0, 1}λ, v ← PRG(x∗ ⊕ u)

7. y ← pWPRF.F(fk, (x∗
, v))

8. K ← SKE.Gen(1λ; y)
9. b ← {0, 1}

10. cs ← SKE.Enc(K,mb)
11. set c = (cs, x

∗, v)
12. b′ ← A(c)
13. return 1 if (b = b′)

Fig. 4. Game 1

1. x∗ ← A(1λ)
2. (fk, ek) ← pWPRF.Gen(1λ, R′)
3. ˜C ← iO(1λ, C[fk])
4. set ppe = ek, ppd = ˜C
5. (m0,m1) ← A(ppe, ppd)

6. v ← {0, 1}2λ

7. y ← pWPRF.F(fk, (x∗, v))
8. K ← SKE.Gen(1λ; y)
9. b ← {0, 1}

10. cs ← SKE.Enc(K,mb)
11. set c = (cs, x

∗, v)
12. b′ ← A(c)
13. return 1 if (b = b′)

Fig. 5. Game 2

Game 2 ⇒ Game 3: In Game 3, described in Fig. 6, we replace the circuit C[fk]
by a new circuit C[fkz∗ , x∗] and set the public parameter for decryption ppd ←
iO(1λ, C[fkz∗ , x∗]). The new circuit C[fkz∗ , x∗] is defined as follows:
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C[fkz∗ , x∗](c, w)

1. parse c = (cs, x, v)
2. if x = x∗

3. return ⊥
4. else if R(x,w) = 1
5. y ← pWPRF.PuncF(fkz∗ , (x, v))
6. K ← SKE.Gen(1λ; y)
7. return SKE.Dec(K, cs)
8. else
9. return ⊥
Note that, the two circuits C[fk] and C[fkz∗ , x∗] are functionally equivalent. Let
(c̄, w̄) be any arbitrary input where c̄ = (c̄s, x̄, v̄). If x̄ = x∗, then C[fk](c̄, w̄)
outputs ⊥ since x∗ �∈ L implies that R(x∗, w̄) = 0 for any w̄ ∈ W, and
C[fkz∗ , x∗](c̄, w̄) outputs ⊥ because of the check in line 2 of the circuit. If x̄ �= x∗,
then z∗ �= (x̄, v̄) and by the correctness of PuncF we have

pWPRF.F(fk, (x̄, v̄)) = pWPRF.PuncF(fkz∗ , (x̄, v̄))

and hence C[fk](c̄, w̄) = C[fkz∗ , x∗](c̄, w̄). Considering D as a PPT distinguisher
for iO, the indistinguishability property of iO (Definition 12) implies that

|Pr[G2] − Pr[G3]| = AdviO
D (λ)

1. x∗ ← A(1λ)
2. (fk, ek) ← pWPRF.Gen(1λ, R′)
3. v ← {0, 1}2λ, set z∗ = (x∗, v)
4. fkz∗ ← pWPRF.PuncKey(fk, z∗)

5. ˜C ← iO(1λ
, C[fkz∗ , x∗])

6. set ppe = ek, ppd = ˜C
7. (m0,m1) ← A(ppe, ppd)
8. y ← pWPRF.F(fk, (x∗, v))
9. K ← SKE.Gen(1λ; y)

10. b ← {0, 1}
11. cs ← SKE.Enc(K,mb)
12. set c = (cs, x

∗, v)
13. b′ ← A(c)
14. return 1 if (b = b′)

Fig. 6. Game 3

1. x∗ ← A(1λ)
2. (fk, ek) ← pWPRF.Gen(1λ, R′)
3. v ← {0, 1}2λ, set z∗ = (x∗, v)
4. fkz∗ ← pWPRF.PuncKey(fk, z∗)
5. ˜C ← iO(1λ, C[fkz∗ , x∗])
6. set ppe = ek, ppd = ˜C
7. (m0,m1) ← A(ppe, ppd)

8. y ← Y
9. K ← SKE.Gen(1λ; y)

10. b ← {0, 1}
11. cs ← SKE.Enc(K,mb)
12. set c = (cs, x

∗, v)
13. b′ ← A(c)
14. return 1 if (b = b′)

Fig. 7. Game 4

Game 3 ⇒ Game 4: In Game 4, described in Fig. 7, we pick y uniformly at ran-
dom from Y which is the co-domain of pWPRF.F(fk, ·). We show that if A can
distinguish between these two games, then there is an adversary B2 which will
break the selective security of pWPRF (defined in Fig. 1). Let z∗ = (x∗, v) be
the challenge statement of B2 for a random v ← {0, 1}2λ.
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B2(1λ, z∗):

1. send z∗ to its challenger
2. The pWPRF-challenger does the following:

(a) generate (fk, ek) ← pWPRF.Gen(1λ, R′)
(b) compute a punctured key fkz∗ ← pWPRF.PuncKey(fk, z∗)
(c) set y0 ← pWPRF.F(fk, z∗) and y1 ← Y
(d) pick b̃ ← {0, 1}
(e) return (ek, fkz∗ , yb̃) to B2

3. compute C̃ ← iO(1λ, C[fkz∗ , x∗]) and set ppe = ek, ppd = C̃
4. receive (m0,m1) ← A(ppe, ppd)
5. compute the encryption key as K ← SKE.Gen(1λ; yb̃)
6. pick b ← {0, 1}
7. compute the ciphertext as cs ← SKE.Enc(K,mb)
8. set c = (cs, x

∗, v)
9. get b′ ← A(c)

10. return 1 if (b = b′)

First, we note that z∗ = (x∗, v) �∈ L′ with overwhelming probability. Since
v ← {0, 1}2λ, the probability that PRG(x∗ ⊕ u) = v for some u ∈ {0, 1}λ is at
most 2−λ which is negligible in λ. So, B2 is a legitimate pWPRF-adversary. If
the pWPRF-challenger picks b̃ = 0 then B2 simulates Game 3, and if it chooses
b̃ = 1 then B2 simulates Game 4. Therefore, the advantage of A in distinguishing
between Game 3 and Game 4 is the same as the advantage of B2 in breaking the
selective security of pWPRF. Hence the following holds:

|Pr[G3] − Pr[G4]| = AdvpWPRF,R′
B2

(λ)

Next, we note that in Game 4, the encryption key is computed as K ←
SKE.Gen(1λ; y) with a fresh randomness y which is independent of the challenge
statement x∗. Therefore, by the CIND security of SKE (Definition 5) we have

|Pr[G4] − 1
2
| = AdvSKEB3

(λ)

where B3 is an adversary of CIND security game. Finally, we conclude the proof
by combining all the probabilities.

In the next theorem, we proof the security of EOWE (Fig. 3 with O = eO)
utilizing the extractor of eO.

Theorem 2. The EOWE = (Setup, Enc, Dec) described in Fig. 3 with O =
eO is a semi-adaptively secure extractable offline witness encryption if PRG is
a secure pseudorandom generator, pWPRF is a selectively secure puncturable
witness pseudorandom function, eO is an extractability obfuscator for the circuit
class Cλ and SKE is a CIND secure symmetric key encryption.

Proof. We start with the standard EOWE experiment ExptEOWE,R
A (1λ)

(Definition 11). We call it as EGame 0. Here, we denote the security games
by EGame i and for each EGame i, let EGi be the event b = b′. We assume that
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A submits two messages of equal length in each game and all the circuits used
in the proof are padded to a maximum size.

EGame 0 ⇒ EGame 1: EGame 1 is exactly the same as EGame 0 except we replace
the circuit C[fk] with a new circuit C[fk, x∗] defined in Fig. 8. Suppose, the
adversary A can distinguish between EGame 0 and EGame 1 with an advantage

AdvEG 0-1
A (λ) = |Pr[EG0] − Pr[EG1]| ≥ 1

pA(λ)

for some polynomial pA(λ). Then, we show that there is a PPT extractor E and a
polynomial pE such that E(1λ, x∗) outputs a witness w∗ satisfying R(x∗, w∗) = 1
with probability at least 1

pE(λ)
.

We note that two games differ only in the obfuscated circuits. So, we consider
a PPT distinguisher D of eO as defined in Definition 13. In particular, D collects
two circuits from a circuit sampler S(1λ, ·) and an obfuscated circuit (from it’s
challenger), then it simulates the security game for A as follows:

D(1λ, C̃, C[fk], C[fk, x∗], aux):

1. parse aux = (ek, x∗)
2. set ppe = ek, ppd = C̃
3. (m0,m1) ← A(ppe, ppd)
4. follow steps 6-10 as in EGame 1
5. set c = (cs, x

∗, v)
6. b′ ← A(c)
7. return 1 if b = b′

S(1λ, x∗)

1. (fk, ek) ← pWPRF.Gen(1λ, R′)
2. construct C[fk], C[fk, x∗]
3. set aux = (ek, x∗)
4. return (C[fk], C[fk, x∗], aux)

1. x∗ ← A(1λ)
2. (fk, ek) ← pWPRF.Gen(1λ, R′)

3. ˜C ← eO(1λ
, C[fk, x∗])

4. set ppe = ek, ppd = ˜C
5. (m0,m1) ← A(ppe, ppd)
6. u ← {0, 1}λ, v ← PRG(x∗ ⊕ u)
7. y ← pWPRF.Eval(ek, (x∗, v), u)
8. K ← SKE.Gen(1λ; y)
9. b ← {0, 1}

10. cs ← SKE.Enc(K,mb)
11. set c = (cs, x

∗, v)
12. b′ ← A(c)
13. return 1 if b = b′

C[fk, x∗](c, w)

1. parse c = (cs, x, v)
2. if R(x,w) = 1
3. if x = x∗

4. return ⊥
5. else
6. y ← pWPRF.F(fk, (x, v))
7. K ← SKE.Gen(1λ; y)
8. return SKE.Dec(K, cs)
9. else

10. return ⊥

Fig. 8. EGame 1

If C̃ ← eO(1λ, C[fk]) then D simulates EGame 0 and if C̃ ← eO(1λ, C[fk, x∗])
then D simulates EGame 1. Therefore, D can distinguish between the obfuscated
circuits with the same advantage of A in distinguishing EGame 0 and EGame 1.
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By the extractability property of eO (Definition 13), there exists a PPT extractor
E ′ and a polynomial pE′ such that E ′(1λ, C[fk], C[fk, x∗], aux) outputs (c̄, w̄) at
which the two circuits differ with probability at least 1

pE′ (λ) . Note that, the two
circuits differ only when c̄ = (c̄s, x

∗, v̄) is well formed and R(x∗, w̄) = 1.
Now, the extractor E(1λ, x∗) of EOWE simply runs S(1λ, x∗) to obtain

(C[fk], C[fk, x∗], aux) and then executes E ′(1λ, C[fk], C[fk, x∗], aux) to get a wit-
ness w∗ satisfying R(x∗, w∗) = 1 with probability ≥ 1

pE′ (λ) . Thus we can set
pE = pE′ and more importantly we note that E is a PPT extractor since S(·)
runs in poly(λ) time and E ′ is a PPT extractor.

EGame 1 ⇒ EGame 2: EGame 2 is exactly the same as EGame 1 except in line
7 of Fig. 8 where we compute y ← pWPRF.F(fk, (x∗, v)). By the correctness
Eval (using the same argument as in the transition from Game 0 to Game 1 of
Theorem 1), we have Pr[EG1] = Pr[EG2].

EGame 2 ⇒ EGame 3: In EGame 3, we choose v ← {0, 1}2λ instead of computing
v ← PRG(x∗ ⊕u) as in EGame 2. By the security of PRG (Definition 1), we have

|Pr[EG2] − Pr[EG3]| = AdvPRGB1
(λ)

where B1 is a PRG-adversary.

EGame 3 ⇒ EGame 4: In EGame 4, we set ppd ← eO(1λ, C[fkz∗ , x∗]) where
fkz∗ ← pWPRF.PuncKey(fk, z∗) and z∗ = (x∗, v) for some v ← {0, 1}2λ. The
circuit C[fkz∗ , x∗] is the same circuit defined in Fig. 8 except we replace fk
by fkz∗ and use pWPRF.PuncF(fkz∗ , (x, v)) to compute y in line 6. It is easy
to follow that the circuits C[fk, x∗], C[fkz∗ , x∗] compute the same function by
the correctness of PuncF. Suppose, (c̄ = (c̄s, x̄, v̄), w̄) is any arbitrary input
to the circuits. If x̄ �= x∗, then z∗ �= (x̄, v̄) and hence pWPRF.F(fk, (x̄, v̄)) =
pWPRF.PuncF(fkz∗ , (x̄, v̄)). If x̄ = x∗, then both the circuits return ⊥ because
of the check in line 2 or 3. By the extractability property of eO (Definition 13),
we have

|Pr[EG3] − Pr[EG4]| = AdveO
D (λ) = μ(λ)

where μ is a negligible function of λ. If the advantage is not bounded by a
negligible function of λ, then there exists an extractor E ′ which would produce
an input where the two circuits differ, leading towards a contradiction as the
circuits are equivalent.

EGame 4 ⇒ EGame 5: EGame 5 samples y uniformly at random from Y instead
of computing y ← pWPRF.F(fk, (x∗, v)) as in EGame 4, where Y is the co-domain
of pWPRF.F(fk, ·). Note that the probability of z∗ = (x∗, v) ∈ L′ for a random
v ← {0, 1}2λ is negligible in λ. By the selective security of pWPRF, we have

|Pr[EG4] − Pr[EG5]| = AdvpWPRF,R′
B2

(λ)

where B2 is a pWPRF-adversary. We skip the reduction as it is similar to the
reduction described in the transition from Game 3 to Game 4 of Theorem 1.



184 T. Pal and R. Dutta

Finally, the encryption key in EGame 5 is computed as K ← SKE.Gen(1λ; y)
where y is a fresh randomness which is independent of the challenge statement
x∗. The CIND security of SKE (Definition 5) guarantees that

|Pr[EG5] − 1
2
| = AdvSKEB3

(λ).

where B3 is an adversary of CIND game. Finally, we have

AdvEOWE,R
A (λ) = |Pr[EG0] − 1

2
| ≤

4∑

i=0

|Pr[EGi] − Pr[EGi+1]| + |Pr[EG5] − 1

2
|

= AdvEG 0-1
A (λ) + AdvPRGB1 (λ) + μ(λ) + AdvpWPRF,R′

B2
(λ) + AdvSKEB3 (λ)

< AdvEG 0-1
A (λ) + negl(λ) (by the assumptions in the theorem)

Thus, |AdvEOWE,R
A (λ) − AdvEG 0-1

A (λ)| < negl(λ) implies that AdvEG 0-1
A (λ) =

AdvEOWE,R
A (λ) excluding the negligible term. Hence, by the similar arguments as

in the transition from EGame 0 to EGame 1, we conclude that if AdvEOWE,R
A (λ) ≥

1
pA(λ) for some polynomial pA(λ), then there is a PPT extractor E and a poly-
nomial pE such that Pr[w∗ ← E(1λ, x∗) : R(x∗, w∗) = 1] ≥ 1

pE(λ)
.

4 Informal Description: (Extractable) Offline Functional
Witness Encryption

Apart from an NP language L with a witness relation R, Offline functional wit-
ness encryption (OFWE) is associated with a function class {Fλ}. It encrypts
a pair of function and message (f,m) ∈ Fλ × M with respect to a statement
x. Instead of getting the whole message, a valid witness w for the statement x
can only get a user to learn f(m,w). The OWE described in Fig. 3 can be mod-
ified to achieve OFWE. While encryption, we use the key K (computed utilizing
pWPRF.Eval for the statement (x, v)) to encrypt (f,m) via SKE encryption. The
ciphertext becomes c = (cs, x, v) with |cs| = |f | + |m| where |f |, |m| denote the
sizes of f , m respectively. In Setup, we modify C[fk] in line 5 so that the circuit
computes (f,m) ← SKE.Dec(K, cs) and then returns f(m,w) if R(x,w) = 1
holds. The rest of the construction remains the same. Note that the size of
ciphertext is optimal and the encryption maintains similar efficiency akin to
our OWE. For security, we consider semi-adaptive model where the adversary A
commits on the challenge statement x∗ before the setup and adaptively selects
two pairs (f0,m0), (f1,m1) such that f0(m0, w) = f1(m1, w) for all w satisfying
R(x∗, w) = 1. Detail construction with security analysis is available in the full
version.

Replacing iO with an eO leads us to an extractable OFWE which is selectively
secure means that A submits a challenge tuple (x∗, f,m0,m1) before setup.
Depending on the wining advantage of A in guessing the bit b hidden inside
a ciphertext corresponding to (x∗, f,mb), there exists an extractor E which on
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input the challenge tuple outputs a witness w satisfying f(m0, w) �= f(m1, w)
and R(x∗, w) = 1 with high probability. We prove the security in the full version
of this paper.

5 Construction: Puncturable Witness(-Extractable)
Pseudorandom Function

In this section, we show that WPRF construction of [24] satisfies our definition
of pWPRF. In addition, we observe that if the indistinguishability obfuscator is
replaced with an extractability obfuscator then the pWPRF becomes extractable.
We now describe the pWPRF = (Gen, F, PuncKey, PuncF, Eval) for any NP
language L with a relation R : X × W → {0, 1}.

The following primitives are required for the construction.

– A pPRF = (Gen, PuncKey, Eval, PuncEval) with domain X and co-domain Y.
– An obfuscator O for the class of circuits Cλ required in the constructions.

The only difference between the constructions of pWPRF and pWEPRF is
that: O is an indistinguishability obfuscator (iO) for pWPRF whereas O is
an extractability obfuscator (eO) for pWEPRF.

The constructions of pWPRFs are shown in Fig. 9. The correctness directly
follows from the correctness of the underlying pPRF and functionality of O.

Gen(1λ, R):
1. K ← pPRF.Gen(1λ)
2. ˜C ← O(1λ, C[K])
3. set fk = K, ek = ˜C
4. return (fk, ek)

pWPRF.F(fk, x):
1. parse fk = K
2. set y ← pPRF.Eval(K, x)
3. return y

pWPRF.PuncKey(fk, x):
1. parse fk = K
2. set fkx ← pPRF.PuncKey(K, x)
3. return fkx

C[K](x,w)

1. if R(x,w) = 1
2. set y ← pPRF.Eval(K, x)
3. return y
4. else
5. return ⊥

pWPRF.PuncF(fkx, x
′)

1. return pPRF.PuncEval(fkx, x
′)

pWPRF.Eval(ek, x, w):

1. parse ek = ˜C
2. return ˜C(x,w)

Fig. 9. Construction of pWPRFs where O is either iO for normal pWPRF or eO for
extractable pWPRF (pWEPRF)
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Theorem 3. The pWEPRF = (Gen, F, PuncKey, PuncF, Eval) described in Fig. 5
with O = iO is a selectively secure puncturable witness pseudorandom function
if pPRF is a secure puncturable pseudorandom function and iO is an indistin-
guishability obfuscator for the circuit class Cλ. More specifically, for any PPT
adversary A, there exist a PPT adversary B and a PPT distinguisher D such
that:

AdvpWPRF,R
A (λ) ≤ AdvpPRFB (λ) + AdviO

D (λ)

Proof Sketch. As usual, we start with game 0 which is the standard security
experiment ExptpWPRF,R

A (1λ) as defined in Fig. 1. Next, in game 1, we replace the
circuit C[K] with a new circuit C[fkx∗ , x∗] where fkx∗ ← pPRF.PuncKey(K, x∗).
For any arbitrary input (x,w), the new circuit returns the pseudorandom value
as pPRF.PuncEval(fkx∗ , x) if x �= x∗ and R(x,w) = 1 hold, otherwise it returns ⊥.
It is easy to verify that the two circuits are functionally equivalent and hence by
the security of iO, game 0 and game 1 are indistinguishable. Now, the adversary
knowing fkx∗ cannot distinguish pWPRF.F(fk, x∗) from a random element due
to the security of underlying pPRF (Definition 3). A formal proof is given in
Appendix A.

We discuss the security of pWEPRF in the full version where the extractibility
property of obfuscation (Definition 13) is utilized.

6 Conclusion

In this paper, we initiate the study of puncturable WPRF(pWPRF). We demon-
strate that this puncturing technique enhances the applicability of WPRF. We
construct semi-adaptively secure OWE that produces optimal size ciphertexts, in
particular a ciphertext c for a message m has the size of only |m|+2λ bits where
|m| denotes the bit-length of m. Note that, existing OWEs do not satisfy such
optimality. We further show that our OWE can be extended to offline functional
WE (OFWE) providing more control over data. Moreover, using eO we construct
extractable OWE and extractable OFWE with similar efficiency of encryption.

In future, we expect more cryptographic primitives realized from pWPRF. In
terms of security, it is desirable to construct WPRF in adaptive model without
multilinear maps [26]. This may lead us to OWE with full adaptive security.
Finally, we note that a significant open problem in this area is to construct WPRF
or OWE based on standard assumptions related to bilinear maps or lattices.

A Formal Proof of Theorem 3

Proof. We prove the security using two games. We start with Game 0 which is
the standard selective security experiment as in Definition 6. Let Gi be the event
b = b′ in each Game i.
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Game 0 ⇒ Game 1: Game 1 is exactly same as the Game 0 except we replace
the circuit C[K] with a new circuit C[fkx∗ , x∗] defined in Fig. 10, where fkx∗ ←
pPRF.PuncKey(K, x∗). We show that the two circuits C[K] and C[fkx∗ , x∗] are
functionally equivalent. For any arbitrary input (x̄, w̄) to the circuits, we see that
if x̄ �= x∗, then both the circuits return the same value as pPRF.Eval(K, x̄) =
pPRF.PuncEval(fkx∗ , x̄). Otherwise, if x̄ = x∗ then the circuit C[K] returns ⊥,
because x∗ �∈ L implies that R(x̄, w̄) = 0 for all w̄ ∈ W, and the circuit C[fkx∗ , x∗]
returns ⊥ because of the check in line 2 (Fig. 10). Thus, the indistinguishability
property of iO (Definition 12) guarantees that

|Pr[G0] − Pr[G1]| = AdviO
D (λ)

where D is a PPT distinguisher for iO.

1. x∗ ← A(1λ)
2. K ← pPRF.Gen(1λ)

3. ˜C ← iO(1λ
, C[fkx∗ , x∗])

4. set ek = ˜C
5. fkx∗ ← pPRF.PuncKey(K, x∗)
6. y0 ← pPRF.Eval(K, x∗), y1 ← Y
7. b ← {0, 1}
8. b′ ← A(ek, fkx∗ , yb)
9. return 1 if b = b′

C[fkx∗ , x∗](x,w)

1. if R(x,w) = 1
2. if x = x∗

3. return ⊥
4. else
5. y ← pPRF.PuncEval(fkx∗ , x)
6. return y
7. else
8. return ⊥

Fig. 10. Game 1

Suppose, the advantage of A in Game 1 is non-negligible. Then we construct
an adversary B against the security of pPRF (Definition 2) with the same advan-
tage as follow.
B(1λ, x∗):

1. send x∗ to its challenger
2. The pPRF-challenger does the following:

(a) generate K ← pPRF.Gen(1λ)
(b) compute fkx∗ ← pPRF.PuncKey(K, x∗)
(c) set y0 ← pPRF.Eval(K, x∗) and y1 ← Y
(d) pick b ← {0, 1}
(e) return (fkx∗ , yb) to B

3. compute C̃ ← iO(1λ, C[fkx∗ , x∗]) and set ek = C̃
4. get b′ ← A(ek, fkx∗ , yb)
5. return 1 if b = b′

Note that B perfectly simulates Game 1 for A. If A can guess the bit b in
Game 1 with a non-negligible advantage, then B breaks the security of pPRF
with the same advantage. From the security of pPRF, we have

|Pr[G1] − 1
2
| = AdvpPRFB (λ)

Finally, combining all the probabilities we conclude the proof.
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Abstract. This work presents a new experiment defining indistinguisha-
bility for searchable symmetric encryption to include security against
published practical attacks. The proposed experiment allows the adver-
saries to use their prior knowledge about the stored documents to win.
We solve the problem of modelling the adversaries with prior knowledge
using the interacting split adversary technique. This new indistinguisha-
bility definition is aligned with the security goals and adversary capabil-
ities listed in [4]. The correctness of the indistinguishability experiment
is demonstrated by presenting proofs of strength and vulnerabilities of
Σoφoς-B and one of its variant. We write the security proofs based on
the indistinguishability experiment with an adversary without any prior
knowledge and adversary with full knowledge of the document set. We
show how to win the indistinguishability experiment using the count
attack by an adversary who knows the document distribution, and the
file injection attack by an adversary without prior knowledge.

Keywords: Searchable symmetric encryption · Indistinguishability ·
Adversary model

1 Introduction

Searchable symmetric encryption (SSE) is a type of encryption scheme where
the ciphertexts may be searched by keywords. SSE schemes are designed to work
on a set of documents instead of a single document at each execution. Deploying
SSE schemes for storing documents should protect the document secrecy and
user’s search privacy. However, to add the search functionality, a compromise
has to be made on the encryption security. Information other than document
length is disclosed to the storage server. This is where SSE security departs
from encryption security definitions. Encryption security is defined as document
secrecy with the ciphertext known to the adversary, and possibly encryption
and decryption functions too. For SSE, the documents secrecy and user’s search
privacy are to be protected despite the ciphertexts, metadata and input-output
pairs of query sequence being available to the adversary, along with search and
update functions.
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SSE security specifically, indistinguishability and semantic security, currently
holds the definition by Curtmola et al. [9], with some improvement for semantic
security definition by Chase and Kamara [7]. In addition, under adaptive chosen
keyword attack, SSE semantic security implies SSE indistinguishability [9]. Fol-
lowing that, SSE schemes publications including [5,12,13,16,19,22,26] present
proof of the schemes achieving L-security under adaptive chosen keyword attack.
Other SSE security definitions use Universal Composibility [1,16,21] and Infor-
mation Theoretic [25,28] models.

Nevertheless, attacks were designed, and the empirical evidence shows they
are feasible and can recover query keywords from SSE schemes whose access
pattern in search leakage reveals the actual keyword distribution [4,11,29]. The
attacks are labelled Leakage Abuse Attack (LAA) and are applicable to the
schemes proven secure using current SSE security models. The first published
attack is [11], later named IKK after the authors. This attack recovers query key-
words with 100% accuracy after observing 250 queries with the attacker knowing
the whole document set. The count attack [4] exploits knowledge on keywords
with unique frequencies. Combining this attack to the IKK attack, 100% accu-
racy in query recovery can be achieved even on obfuscated distribution in search
results. Using the file injection attack, an attacker who knows only 1% of the
documents can recover 30% of queried keywords. More attacks based on exploit-
ing a scheme’s leakage were published after these initial ideas [18,24]. Analysis
of the attacks [4] provides the attack profile as shown in Table 1.

Table 1. Adversary model proposed by [4].

Attack mode Adversary knowledge Attack objectives

Passivea Query distribution Query recovery

Chosen query attack Known queries Plaintext recoveryb

Chosen document attack Document distribution

Known document
aPassive adversary includes honest-but-curious server.
bThe plaintext recovery goal includes partial plaintext recovery.

As a result of LAA, proposals are put forward including LAA-
resistant scheme designs [28], vulnerability detection framework [27], scheme-
strengthening [15] and data transformation methods [3,15,17,23]. These mea-
sures would result in SSE schemes strong against LAA and the results were
proven by empirical evidence. However, their strengths cannot be expressed in
their security proofs based on current SSE security definitions.

The successful practical attacks indicate some misfits between the SSE secu-
rity definition and the practical attacks. SSE semantic security was defined
in [6,7,9] and renamed as L-security with L denoting the scheme’s leakage
function. The experiment means that by knowing only L, an adversary can-
not deduce the document content because the leakage may be produced by some
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other document set. SSE indistinguishability has been defined in [9,10] and the
accepted definition currently is [9, Definition 5]. An SSE scheme is secure under
the definition if the adversary cannot distinguish two independent document
sets and query sequence (history), which implies the scheme conceals the con-
tent of the documents sets even with the revealed information. However, the
experiment requires the input histories to produce equal leakage. This excludes
queries specifically for differentiating the contents, such as keywords which are
known to have unique frequencies. On the other hand, an attack on a scheme
with respect to the semantic security experiment is the existence of one or more
document sets and query sequences for which no simulator can produce indistin-
guishable replies. Similarly, for the indistinguishability experiment, an attack is
when there exist two distinguishable histories which produce the same leakage.
In both cases, an attack indicates that there is information revealed beyond L.
This is in accord to the SSE design intention. The metadata and search algo-
rithm is designed so that the leakage is minimal, hence, the designer only has to
prove the leakage is as declared.

From the discussion above, we understand that the SSE security is defined
to be the secrecy of the document set despite the scheme’s leakage. The misfit
is that the experiments make the adversary generates the entire document set
and hence has all knowledge about the document set. Curiously, the adversary is
unable to use its knowledge to win as expected based on the analysis in [4]. The
analysis shows that an adversary who knows the whole document set can breach
document secrecy in many SSE schemes. In effect, the experiments restrict the
definitions to security against adversaries who have access to the scheme’s leakage
only. In realisation of this [14,23] coined the name Leakage Only Attack(LOA)
in which the L-security game have the document set given in the environment,
instead of being generated by the adversary. This change rectifies the current
adversary model by excluding practical attackers. In other words, the adversary
model now does not consider adversaries with prior knowledge. It remains to
model adversary with prior knowledge.

Bost and Fouque formalised the adversary’s knowledge and included it in
the security definition by introducing the notion of constrained histories in [3]
for Curtmola’s indistinguishability game [9, Definition 4.10]. The adversary’s
prior knowledge is set as the constraint and the two histories to be chosen by
the adversary must fulfil the constraints. The modified definition is named con-
strained adaptive indistinguishability. To model the LAA, constraint includes
a fixed document set so that the known part of the document set is equal in
the two histories. Hence, the two histories differ only in the query keywords
sequence. With that, the constrained adaptive indistinguishability security def-
inition includes the LAA setting. For a constraint C to be included in the secu-
rity definition of a scheme with leakage L, it has to be proven that C is L-
acceptable [3, Definition 3.3]. Having a constraint being acceptable for a leakage
profile means schemes with that leakage profile is safe against an adversary with
such prior knowledge. If it is not acceptable, it implies that schemes with that
leakage profile are vulnerable against an adversary with such prior knowledge.
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Cash et al. defined four leakage profiles in [4] by which SSE schemes may be
categorised to indicate their security levels. Leveraging on those leakage profiles,
the analysis in [3] is reduced to defining a constraint and proving that its accept-
ability towards a leakage profile. Nevertheless, the task of proving a constraint
being acceptable for a leakage function is separated from proving that a scheme
achieves the constrained adaptive indistinguishability.

Another misfit is the security goal. The SSE semantic security and indistin-
guishability are currently defined on the secrecy of the document set but LAA
recovers query keywords. The strength against such attack goal is query key-
word privacy and can be modelled by query indistinguishability. This model is
formalised in [8,20] by a security game in which the adversary is required to
distinguish the trapdoors of two query keywords. In [20] the definition for query
indistinguishability was proven to imply L-security and SSE indistinguishability.
In [8] the security of a proposed database encryption scheme is proven to achieve
query indistinguishability under chosen query attack against an adversary with
the power to generate the database. Although this security goal models the pub-
lished attacks accurately, SSE security should also include the secrecy of the
stored documents.

Our Contributions. We propose here a new indistinguishability experiment
for SSE security and a model for adversaries with prior-knowledge.

In the new indistinguishability experiment, only one set of documents are in
play. For the security game, the adversary chooses two documents from the doc-
ument set. The challenger then selects a keyword that only appears in one of the
documents and generates the word’s search token as the challenge. The adversary
wins if it guesses the originating document of the search token correctly.

By defining the SSE security to be the indistinguishability of individual docu-
ments in one set, instead of document sets as in the current definition, the adver-
sary will be able to exploit a scheme’s leakage to win. That means the scheme’s
leakage can be proven to be safe-to-disclose to particular types of adversaries.

As a complement to the indistinguishability experiment, we propose a new
SSE adversary model to describe adversaries with various type and amount of
prior knowledge about the document set. This is the first proposal to directly
use the adversary’s knowledge in a scheme’s analysis.

The variation of adversary models in an experiment to distinguish documents
within a set provides the readers with clear assumptions and the security level of
an SSE scheme. Application of additional measures to strengthen against attacks
can also be seen in the adversary’s advantage statement, hence removing the need
for empirical evidence of security improvement.

We use Σoφoς-B to illustrate the use of the indistinguishability experiment.
We prove that the scheme achieves indistinguishability against a passive adver-
sary without any prior knowledge and then provide an instance of the count
attack by an adversary who knows the document distribution. For result-hiding
Σoφoς-B with cluster padding, we present the security proof against a passive
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adversary with full knowledge of the document set and an instance of the file
injection attack by an adversary without prior knowledge.

2 Preliminaries

An SSE scheme is usually specified with two or three functions, namely Setup,
Search, and Update for dynamic schemes. The functions are in fact protocols
because they involve interaction between the SSE client and storage server.

Setup is when secret keys K are generated using KeyGen and a document set
D is prepared for storing. The document set is preprocessed to generate the
set of keywords W and then to build the mapping of every keyword to the
identifiers of documents containing the keyword, DB= {(w,D(w))|w ∈ W}
for input to BuildIndex. The documents are encrypted using a symmetric key
encryption Encrypt with the generated secret key. This function concludes as
the initial ciphertexts c and index I are sent to the storage server.

Search is when the user wants to extract some of the stored documents. The user
will search the storage by keyword w ∈ W which invokes the Trapdoor on the
client to obtain the search token τw. The search token is sent to the server
for input to the server-side Search algorithm. The search result is a list of
document identifiers. For result-hiding schemes, this algorithm returns the
masked results to the client. For result-revealing schemes, the server unmasks
the identifiers before returning them to the client.

Update is called when documents are to be added to the storage or removed from
storage after Setup. The protocol to add a document uses Trapdoor and similar
steps as BuildIndex to create the new index entries. There may be additional
steps to obfuscate the new document’s keyword list. Removing a document
from storage would also modify the index.

An SSE scheme is correct when the search for a keyword w in the scheme
returns identifiers of all documents containing keyword w. In notation, the
scheme is correct if Search(Trapdoor(w)) =D(w).

2.1 Leakage Function

The metadata which enables the search will inevitably disclose information to
the storage server. The disclosure makes SSE weak if considered as a conven-
tional symmetric encryption scheme. So, in SSE security analysis the information
learned by the server from viewing the index and ciphertexts after Setup, and all
input-output pairs of the Search and Update functions must be considered.

The design of a scheme may produce different information or amount of
leakage. Hence, [7] formalised leakage and makes it a parameter in SSE security.
For every SSE scheme SSE, the leakage function should be declared L = (LSetup,
LSearch, LUpdate).
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Setup Leakage. LSetup(DB, I, c) specifies the information directly obtained
from index I and ciphertexts c. Minimally the leakage includes the number
of documents and document sizes. Depending on the design of the index, the
number of keywords or number of documents associated with every keyword
may be leaked too.

Search Leakage. LSearch(I, τw, w) specifies the information obtained from
search results. For most SSE schemes, the search token τw is deterministic and
therefore discloses search pattern which indicates whether the search token τw

has been submitted previously. For static SSE scheme, the search pattern is also
called the query pattern. The access pattern shows which ciphertext location
or identifiers accessed during particular keyword search and hence, contains at
least the length of search results. For result-hiding schemes, the access pattern
contains masked identifiers. For result-revealing schemes, the access pattern con-
tains the plain identifiers from which adversary may infer intersection pattern.
Intersection pattern records the document identifiers which occur in the search
results for distinct search tokens. In essence, from the intersection pattern, the
server learns which search tokens are associated with one document, hence the
keyword co-occurrence distribution. For dynamic schemes, the combination of
search pattern and access pattern reveals new or omitted document identifiers
in search results. Such accumulated information for a keyword w is denoted by
Hist(w).

Update Leakage. LUpdate(op,D) specifies information disclosed during opera-
tion op (addition or deletion) of document D. A document addition or deletion
may disclose the number of keywords contained in the document. Schemes that
are not forward-secure would disclose whether D contains any of the searched
keywords [26]. If a scheme is backward-secure, a keyword search would not dis-
close the identifiers of deleted documents which contain the keyword [26].

2.2 SSE Security Model

Security goals of SSE are to protect the document secrecy and the search keyword
privacy. Extending the security definition of conventional symmetric encryption,
SSE security is defined as semantic security or indistinguishability of the cipher-
texts in the existence of metadata and leakage.

For SSE security analysis the adversary is an honest-but-curious server. That
means the server performs its part in the protocol correctly but tries to learn
contents of the stored documents. The server is modelled by giving the adversary
all data and leakage in the defining game. Also, the attack being considered by
most SSE schemes is chosen keyword attack. For this, the adversary has access
to Search and Update oracles.

Semantic security for SSE is defined as L-security to acknowledge the leak-
age. The defining game in [9] is a Real-Ideal game where the adversary is chal-
lenged to identify which environment it is playing. The experiment is presented
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in Appendix A. In the Real environment, the challenger runs the SSE scheme
to reply to the adversary’s queries. In the Ideal world, the adversary’s queries
are replied by a simulator based on the leakage of the scheme. Proving secu-
rity of a scheme involves designing a simulator whose replies to the adversary is
computationally indistinguishable from the real scheme’s replies.

For the indistinguishability game proposed in [9], the challenge is to distin-
guish two document sets which produce equal leakage in the SSE scheme. The
game is specified in Appendix B. The game begins with the challenger choosing
randomly b∈{0, 1}. Then the adversary submits two document sets, D0,D1 to
the challenger. The challenger runs the SSE scheme Setup on Db. After receiving
the index and ciphertexts, the adversary makes adaptive queries (w0, w1), where
w0 is a keyword from D0 and w1 from D1, to the Search oracle. The oracle replies
with the search token for wb. After polynomially many queries, the adversary
must guess which document set is being played by the challenger.

These two security games are adopted by almost all published SSE schemes.

2.3 Practical Attacks

The common factor for all attacks is that the attacker has some knowledge
about the stored documents, as listed in Table 1. The adversary knowledge is
also referred to as prior knowledge to mean information the adversary has before
initiating the attacks.

The Count Attack. [4] is an improvement on the IKK attack [11]. This attack
applies to SSE schemes whose LSearch includes access pattern with actual result
length and intersection pattern. The attacker’s prior knowledge includes the
whole or a large part of the document set, and a few pairs of trapdoor-keyword
pairs.

In preparation, the attacker identifies from the known documents keywords
with unique document counts. The documents are also processed to obtain the
co-occurrence matrix. This matrix rows and columns are labelled with keywords
symmetrically, and the element in location (i, j) are document identifiers which
contain both keywords wi and wj .

During the attack, by observing the access pattern in LSearch(wq) of every
search query wq the attacker will capture those result lengths which match a
unique document count, hence matches the keyword to the search token. Next,
the observed intersection pattern is accumulated and at a time, the observed co-
occurrence is matched to the co-occurrence matrix through simulated annealing
to identify the closest match of co-occurrence. Combining the result to the known
and recovered trapdoor-keyword pairs, more searched keywords are recovered.

File Injection Attack. [29] does not require any prior knowledge besides the
set of keywords of the stored documents. However, the attacker needs to find a
way to get their documents into the storage through the scheme and a way to
recognise the injected document identifiers in the search results.
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The attacker crafts documents containing keywords such that each keyword
is a unique element in the content intersection for a set of the crafted documents.
After injecting all of the crafted documents into the scheme, the attacker needs
to observe access pattern in LSearch of each search. By identifying which injected
files are included in the access pattern, the attacker determines the keyword
being represented by the search token.

There are variations in crafting the injected documents to reduce the size of
documents or number of required injected files. If the attacker has some known
documents, the attack becomes easier.

LZWT Attack. [18] is an attack where the attacker observes the search queries
traffic to derive the queried keyword distribution from the search pattern in
LSearch. This attack applies to SSE schemes whose search tokens are generated
deterministically from the keywords. Similar to the IKK attack, the observed
distribution is compared to a query distribution estimation to make good guesses
of the queried keywords.

3 Redefining SSE Indistinguishability

Here we redefine SSE indistinguishability by considering the secrecy of individ-
ual documents within the protected document set instead of the secrecy of the
document set as a whole. In one perspective, we are reviving SSE indistinguisha-
bility as defined by Goh in [10] by adopting it for SSE schemes with one index
in the system. Also, we model the adversary whose prior knowledge may be less
than the whole document set using the technique from [22].

3.1 Security Goals

The security goal here is the secrecy of every document in the storage, which also
covers search privacy. We define this by an indistinguishability (IND) experiment
under a chosen keyword attack (CKA) by an adversary Aprior with some prior
knowledge as specified below. Table 2 shows the difference in the experiment for
other attack modes.

In this experiment specification, for sets X and Y , X�Y = (X \Y )∪ (Y \X)
and ˜W(Di) denotes the set of keywords in document Di which has not been
submitted to the Search oracle.

Definition 1 (IND-CKA by Aprior). Let SSE be an index-based SSE scheme
consisting of (Setup, Search, Update), a positive integer k be the security parameter
and A=(A0, A1) be a pair of adversaries who communicates by writing into the
status stA. The indistinguishability experiment for chosen keyword attack by an
adversary with prior knowledge, IndCKA

SSE,Aprior , is defined as follows:

Initiation
1. Given the security parameter 1k, the adversary A0 chooses the document

set D and submits D to the challenger C.
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2. Then A0 prepares the prior-knowledge as specified in Table 3 writes it
into stA.

3. The challenger C calls Setup(1k, D) to obtain the keys K=KeyGen(1k),
index I =BuildIndex(DB) and ciphertexts c= Encrypt(K,D).

4. The outputs (I, c) and the set of all keywords W are given to A1.
Queries A1 takes (I, c), W and stA as input and makes polynomially many

queries to the Search oracle. The queried keywords and the corresponding
replies are written into stA.

Challenge
1. On inputs D and stA, A0 chooses two documents D0,D1 ∈ D such that

˜W(D0) � ˜W(D1) �= ∅. The documents are submitted to C and written
into stA.

2. C randomly chooses b ∈ {0, 1} and choose wb ∈ ˜W(Db)\ ˜W(D1−b). The
challenge search token τb =Trapdoor(wb) is sent to A1.

3. After receiving the challenge, A1 may make more Search oracle queries
except for the keywords in D0 and D1.

Response
1. Finally, A1 outputs b′ as a guess of b.
2. The experiment outputs 1 if b′ = b, otherwise output 0.

We say A wins the game if the experiment outputs 1. The advantage of A is
defined as the probability of winning this game beyond guessing,

AdvIND−CKA
SSE,Aprior (k) =

∣

∣

∣

∣

Pr
[

IndCKA
SSE,Aprior(k) = 1

]

− 1
2

∣

∣

∣

∣

where the probability is over A and C’s coin tosses. The SSE scheme is said to
achieve indistinguishability under chosen keyword attack by an adversary with
prior-knowledge if for any A=(A0, A1),

AdvIND−CKA
SSE,Aprior (k) ≤ negl(k).

Table 2. Attack mode determines the oracle access at the Query stage.

Attack Mode A0 A1

Passive May invoke
Search and Update

Gets output of Search and
Update

Chosen keyword
attack

May invoke Update Access to Search oracle and
gets outputs from Update

Chosen document
attack

No oracle access Access to Search and
Update oracles
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3.2 Adversary Models

The adversary’s prior knowledge has been listed in [4]. In order to allow the
adversary set up the ideal document set for its attack but controls the knowledge
it may use in the attack, the adversary is split into two adversaries which may
communicate with each other, following the model in [22]. The first adversary,
A0, prepares prior knowledge for the second adversary, A1, in the experiment
initiation. After that A1 updates its status stA based on which A0 may make
Search or Update calls during query stage. The attack is executed by A1 using
its prior knowledge, observed outputs and oracle access. Table 3 shows how our
adversary model represents the adversaries with prior knowledge. Figure 1 shows
the adversary’s knowledge strength rank.

Table 3. Adversary’s prior knowledge is modelled by what is generated by A0 and
given to A1 at the experiment Initiation stage.

Prior Knowledge Abbr. Preparation by A0 Information for A1

No prior knowledge LOA Generates document set, D None

Query distribution KQDA Generates the document set

D, generates a search query

sequence w1, w2, . . . , wq for

some q < |W|

Searched keywords frequency table

{(wi, freq(wi))|1≤ i ≤ q}

Query keywords KQA Generates document set D, use

Search oracle to generate t

searched keyword-token pairs

for some t < |W|

Keyword-token pairs

{(wi,Trapdoor(wi))|1 ≤ i≤t}

Document distribution KDDA Generates document set D and

the keyword-documents map-

ping DB

Keywords frequency table

{(w, |D(w)|) | all w ∈ W}

Partial document set KDA Generates document set D A subset of the document set S ⊂ D

Full document set KFDA Generates document set D The whole document set D

Fig. 1. A map showing the relation of adversary’s strengths with the arrows pointing
from the stronger to the weaker adversaries.

3.3 Relation to Current Security Definitions

The new indistinguishability experiment, IndCKA
SSE,Aprior , is nearer to practical

security especially in considering the benefit of an SSE scheme’s leakage to an
adversary with prior knowledge. In Sect. 4.2 and 5.2, the practical attacks are
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used to win in the experiment. The same could not be done in the current indis-
tinguishability (Appendix B) and L-security (Appendix A) experiments.

Furthermore, Theorems 1 and 2 show how IndCKA
SSE,Aprior allows security

improvement to be proven. In the examples, the improvement materialises as the
strength against a more powerful adversary. Besides that, the derived adversary’s
advantage over an SSE scheme contains statistics of the keyword distribution.
This is aligned to the finding in [4] which identified the keyword distribution as
a factor of an attack success rate.

Clearly, IndCKA
SSE,Aprior is a document distinguishing experiment. In that per-

spective, document indistinguishability implies query indistinguishability as
defined in [8,20]. We do not prove this statement in this work but this is appar-
ent from the attack examples. The attack in Sect. 4.2 shows that a document
distinguisher can be built from a query recovery adversary. On the other hand,
Sect. 5.2 concludes that the attack to distinguish documents is easier than a
query recovery attack. Finally, since [20] has proven that query indistinguisha-
bility implies both SSE indistinguishability and L-security, IndCKA

SSE,Aprior implies
both security notions too.

4 Σoφoς-B

An SSE scheme Σoφoς-B was proposed in [2, §5]. The scheme was proven to
achieve SSE indistinguishability as defined in [9]. The scheme is presented in
Appendix C.

The leakage function of Σoφoς-B is LΣ = (LSearch
Σ , LUpdate

Σ ) where

LSearch
Σ (w) = (SearchPattern(w),Hist(w))

LUpdate
Σ (add, w, ind) = ⊥ .

LSetup
Σ is not included because at that stage the server only obtains an empty

index table. In the Search algorithm, the document identifiers are unmasked by
the server. Thus, the server can learn whether there have been additions to
the list of documents for keyword w since its last search, Hist(w). Note also
that from Hist(w) the server can infer intersection pattern of all queried search
tokens because it contains plain file identifiers. This scheme claims to have no
leakage caused by Update because the algorithm is defined for one keyword in
one document resulting on one entry in I of unique index key and masked file
identifier.

Considering the Σoφoς-B leakage functions, the scheme falls in the SSE
schemes category vulnerable to the count attack. It is in the category of schemes
defined in [4] as L1 where schemes leak access pattern in search results. The
plain file identifiers in Σoφoς-B search results directly reveal access pattern to
the server. In the rest of this section, we prove using IndCKA

SSE,Aprior that Σoφoς-B
is secure under leakage only attack but is vulnerable to the count attack under
known documents attack.
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4.1 IND-CKA by ALOA

Here, we prove Σoφoς-B achieves indistinguishability under Chosen Keyword
Attack by an adversary without prior knowledge (LOA) using the experiment in
Definition 1. This result agrees with the scheme’s security proven in [2].

The adversary with no prior knowledge is modelled by having A0 preparing
the document set but does not give any information about it to A1 at the
initiation stage. Also, at the query stage, A1 is given access to Search oracle
only, for the chosen keyword attack. The Update algorithm may be triggered by
A0 by submitting a document to the challenger. The challenger gives A1 the
update token only. A0 cannot give any information about the added document
or keywords to A1. This experiment ensures that A1 can only use LSearch of its
choice of keywords and LUpdate observed to make its guess.

Theorem 1. Suppose the trapdoor permutation π is one-way, the PRF F is
pseudorandom and the hash functions H1,H2 modelled as random oracles. Then,
Σoφoς-B, denoted by Σ, achieves indistinguishability under chosen keyword
attack by an adversary without prior knowledge.

Proof. This proof is using the game hopping method. The main part of the proof
is at the last hop, from game G2 to G3, where the scheme security is reduced to
security of the PRF.
Game G0 is the IndCKA

Σ,ALOA on the Σoφoς-B scheme. So,

P
[

IndCKA
Σ,ALOA(k) = 1

]

= P [G0 = 1] .

Game G1 is the game G0 on the scheme with hash functions H1 and H2 in
Search and Update of the scheme being replaced by programmable random oracles
which output binary strings of the same length of the hash outputs. So,

P [G0 = 1] − P [G1 = 1] ≤ Advrand
H1,B1

(k) + Advrand
H2,B2

(k).

Next, game G2 is the game G1 on the scheme with the trapdoor π in Search and
π−1 in Update replaced by a random permutation and its inversion mapping.

P [G1 = 1] − P [G2 = 1] ≤ AdvOW
π,B3

(k).

Lastly, Game G3 is the game G2 with the function F replaced with a random
function. The reduction of winning probability depends on the advantage pro-
vided by exploiting the PRF to distinguish D0 and D1 by the challenge search
token τb.

P [G2 = 1] − P [G3 = 1] ≤ P [Identify b by exploiting F ] .

Also, in the game G3, the adversary only has the scheme leakage to determine
b beyond simple guessing because all the primitives have been replaced by their
respective ideals.

P [G3 = 1] = P [A identify b from L] .
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Note that LSearch(τb) = (SearchPattern(wb) =⊥,Hist(wb)=plain search results)
because wb has not been queried before. Since ALOA does not have any infor-
mation regarding the documents or the keyword distribution, Hist(wb) does not
provide any information to determine b, hence P [G3 = 1] = 1

2 .
Now, we find the probability of winning game G2 by exploiting the PRF. To

do this we reduce the scheme’s security directly to the PRF. In other words,
we show that the existence of adversary ALOA as distinguisher in the IND-CKA
experiment on Σ2 (the scheme in G2) implies the existence of a PRF adversary.

Let A = (A0, A1) be an adversary without prior knowledge of document set
of Σoφoς-B. Consider an adversary B4 of the randomness of the PRF F . For
security parameter k, the PRF indistinguishability game challenger, C′ would
select to play a random function f(·) or the PRF FK(·), where K is a uniformly
chosen key of length k. The task of B4 is to guess the challenger’s choice of
function. Here, B4 uses A in trying to win the PRF game.

The adversary B4 is going to perform the SSE indistinguishability experiment
for A, and submit every wi in A’s queries to C′. The replies from C′ will be
the value used as Kwi

. When A0 submits file Di to be added, B4 invokes the
Update algorithm on (add,wj , di) for all wj ∈ Di. In that, B4 submits wj to C′ and
obtain value for Kwj

and then perform all other steps in the Update algorithm
to return (UTi,j , cj) to A1. When A1 queries wi to the Search oracle, B4 submits
wi to C′ for Kwi

value and then use it in the Search algorithm to return (Kwi
,

STci , ci).
At the challenge stage, A0 submits two files D0 and D1 as prescribed. For the

challenge, B4 chooses keywords w0 from D0 and w1 from D1 such that c0 = c1
from Δ[wi] = (STi, ci), if possible. Otherwise, B chooses any w0 and w1 from
the set. Finally, B makes a random choice of b ∈ {0, 1} and gives to A1 (Kwb

,
STcb , cb) as the challenge search token.

In the case that c0 = c1, if A1 guesses b correctly, B answers that C′ plays
the PRF FK(·). If A1 guessed wrong, then B answers that C′ plays the random
function f . Otherwise, B guesses randomly, independent of A1’s guess.

If C′ plays a random function against B, then A1 would not have the advan-
tage to distinguish the files by utilising the weakness of FK . Hence,

P (B wins) = P [E]
(

P [A wins|FK ]P [FK ] + P [A loses|f ]P [f ]
)

+
1
2

≥ P [E]
(

AdvIND−CKA
Σ2,ALOA (k)

1
2
)

+
1
2

P (B wins) − 1
2

≥ P [E]
(

AdvIND−CKA
Σ2,ALOA (k)

1
2
)

.

where E denotes the event that c0 = c1 and, FK and f denote the event that C′

plays the PRF and the random function, respectively. The inequality is brought
about by the unknown probability that A loses|f but it is at least 0. Conse-
quently, by definition of an adversary’s advantage in PRF experiment, and sub-
stituting P [E] with the expected probability of E occuring, ε,

AdvIND−CKA
Σ2,ALOA (k) ≤ 2

ε
AdvPRF

F,B (k).
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Finally, the sum of all inequalities from the games G0 to G3 gives

AdvIND−CKA
Σ,ALOA (k) = P

[

IndCKA
Σ,ALOA =1

]

− 1
2

≤ Advrand
H1,A(k) + Advrand

H2,A(k) + AdvOW
π,A (k) +

2
ε
AdvPRF

F,B (k).

The advantage statement implies if F , π, H1 and H2 are secure, then
for document sets with large enough ε, Σoφoς-B achieves indistinguishability
under chosen keyword attack by an adversary without prior knowledge of the
documents.

From the advantage statement, the tightness of A’s advantage does depend
on ε. In the extreme case where the distribution of documents over keyword is
uniform, ε = 1, then A’s advantage is tightly bound to the security of the PRF.
On the other hand, if ε is very small, for example when each keyword is contained
in a distinct number of documents, then A’s advantage increases rapidly. This is
aligned with the empirical evidence regarding the effect of data padding on the
count attack complexity [3, §6.2].

4.2 Count Attack by AKDDA

As a consequence of the result-revealing feature of Σoφoς-B, Hist(·) in LSearch
Σ

contains the search token access pattern and intersection pattern. This puts
Σoφoς-B in leakage profile L1 [4] and makes it vulnerable to the count attack by
adversaries stronger than ALOA. We show here that an adversary with knowledge
of the keyword distribution AKDDA can win the indistinguishability game on
Σoφoς-B by executing the count attack.

Initiation
1. The adversary A0 generates a document set D such that every keyword

in the set is contained by a distinct number of documents. The set D is
given to the challenger.

2. A0 generates the complete keyword distribution information and the set
of all keywords W and gives it to A1.

Challenge
1. A0 chooses any two documents D0,D1 ∈D and submit to the challenger

and A1.
2. When A1 uses the challenge search token (STw, cw) to search the index

I, A1 gets the number of documents associated with wb from LSearch
Σ .

3. Referring to the keyword frequency table, A1 can recover correctly the
corresponding keyword, say w∗.

Response. By the design of the challenge search token, only one of D0 and D1

contains w∗. Hence, by searching for w∗ in the documents, A1 can always
identify the correct document and hence the correct value of b.
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5 Σoφoς-B with Cluster Padding

In this section, we analyse the security of Σoφoς-B in the result-hiding scenario
with frequency-based cluster padding parameterized by α [3, §5.4] applied on
the data. The padding is added during preparation of the database DB before
being input to the scheme. The padding algorithm clusters keywords with equal
frequencies. Fake keyword-document pairs are added to the DB to make each
cluster to contain at least α keywords.

For the result-hiding Σoφoς-B, the server is prevented from unmasking the
file identifiers. For completeness, the description of the slightly modified scheme
is presented in Appendix D. The leakage function for the result-hiding Σoφoς-B
denoted by LΣ′ = (LSearch

Σ′ , LUpdate
Σ′ ) is

LSearch
Σ′ (w) = (SearchPattern(w),Hist′(w))

LUpdate
Σ′ (add,w, ind) = ⊥

where Hist′(w) is the history of keyword w search results. They are lists of
masked file identifiers. Due to this, the intersection pattern cannot be derived
because masked identifiers of the same file cannot be matched. The leakage is
the number of file identifiers in the search result and whether there have been
new files containing the keyword since it was last searched.

In the following sections, we present how result-hiding Σoφoς-B in with
frequency-based cluster padding achieves indistinguishability against a passive
adversary who knows all of the plaintext documents, but vulnerable to file injec-
tion attack.

5.1 IND-CKA by AKFDA

Comparing this version to the original Σoφoς-B, two protections has been added.
The padding renders the observed keyword frequency less useful to identify key-
words, and masked file identifiers in search results conceal intersection pattern.
Therefore, this version of the scheme is expected to be strong against a more
powerful adversary than in Theorem 1. It has been shown [3, Corollary 8] that
result-hiding Σoφoς-B with cluster padding achieves constrained adaptive indis-
tinguishability against adversary with full knowledge of the document set. Here
we show that we can use the proposed indistinguishability experiment and the
model of an adversary with the full knowledge of document set to prove the same
security statement.

For the indistinguishability experiment in Definition 1 the adversary with full
knowledge of the document, AKFDA, is modelled by having A0 generates and
gives the whole document set D to A1. Besides that, A1 has only the Search ora-
cle access. Due to the padding scheme, when the challenger of the experiment
receives the document set D from A0, it would execute the cluster padding
scheme, to produce the padded data D̄B before invoking the Update algorithm
accordingly. Thus, A1 receives update tokens of the padded data.
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Theorem 2. Denote by Σ′ the variation of Σoφoς-B as defined in Appendix D.
Suppose the trapdoor permutation π is one-way, the PRF F is pseudorandom
and the hash functions H1,H2 modelled as random oracles. Then Σ′ achieves
indistinguishability under adaptive chosen keyword attack against an adversary
with full knowledge of the document set.

Proof. This proof is using the game hopping method in which at the last hop,
from game G2 to G3, the scheme security is reduced to the security of the PRF.
Since the changes to the scheme in the four games are identical to those in the
proof of Theorem 1 and to adhere to the space limit, we begin with the sum of
the inequalities from the games G0, G1, G2 and G3:

P
[

IndCKA
Σ′,AKFDA(k)=1

]

− P [G3 = 1] (1)

≤ Advrand
H1,A(k) + Advrand

H2,A(k) + AdvOW
π,A (k) + P [Identify b by exploiting F ] .

First, we calculate P [G3 = 1]. In the game, the adversary has LSearch
Σ′ (wb)

and its full knowledge of the document set to determine b. Hist(wb) provides
the length of results list which can be compared to Hist(w̃) for all w̃ ∈ ˜W(Di)
for i = 0, 1. Let G∗ denotes the event that w0, w1 belongs to the same cluster.
There are two cases:
Case 1: G∗ occurs which means the adversary could not determine b and thus
the probability of winning is 1

2 .
Case 2: G∗ does not occur which means there is no w̃ ∈ ˜W(D1−b) that matches
the length of search result. So, the adversary has probability 1 to win.
Thus, P [G3 = 1] = 1

2P [G∗] + (1 − P [G∗]) = 1 − 1
2P [G∗].

Secondly, we find the probability of winning game G2 by exploiting the PRF.
To do this we reduce the scheme’s security directly to the PRF. In other words,
we show that the existence of adversary AKFDA as distinguisher in the IND-CKA
experiment on the scheme in G2, Σ2, implies the existence of a PRF adversary.

Let A be an adversary who knows the document set and wins the indis-
tinguishability game with advantage AdvIND−CKA

Σ2,AKFDA(k). Consider the following
adversary B of the randomness of PRF F . To answer the PRF game, B simu-
lates the challenger in the indistinguishability game against A. For the PRF, B
queries C′ in the PRF game. So, When A queries the Search oracle, B also query
the C′ on w to get Kw and produces (Kw, STc, c) as in the scheme Σ2. When
A0 triggers Update(d,w) , B obtains Kw by querying C′ on w and obtains K ′

w by
querying on w||i for each counter i.

When given D0 and D1 at the challenge stage, B selects w0 from D0 and
w1 from D1 such that w0 and w1 are from the same keyword cluster, say G∗, if
possible. Then, B chooses b and proceeds to produce the challenge search token.
If such keywords are not found then B just choose any keyword wb from Db.

If B use keywords from the same cluster and A guesses b correctly, then B
outputs that it is playing the PRF. Otherwise, B outputs that it is playing a
random function. In the case where B use an arbitrary keyword for the challenge,
B makes a random guess in the PRF game.
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Let G∗ denotes the event that B found w0, w1 which belongs to the same
cluster, FK the event that C′ plays the PRF and f denotes C′ plays a random
function.

P [B wins] = P [G∗]
(

P [A wins|FK ] · P [FK ] + P [A loses|f ] · P [f ]
)

+
1
2

≥ P [G∗]
(1
2
AdvIND−CKA

Σ2,AKFDA(k)
)

+
1
2

P [B wins] − 1
2

≥ P [G∗]
(1
2
AdvIND−CKA

Σ2,AKFDA(k)
)

.

The equation becomes an inequality when we omit the term for the unknown
probability for A loses|f which is at least 0.

Let ε′ be the expected probability of keywords to be in the same cluster in
the cluster padding scheme. By the definition of an adversary’s advantage in the
PRF experiment, we have

AdvIND−CKA
Σ2,AKFDA(k) ≤ 2

ε′ AdvPRF,B(k).

Finally, from Eq. 1,

P
[

IndCKA
Σ′,AKFDA(k)=1

]

− (

1 − 1
2
P [G∗]

)

≤ Advrand
H1,A(k) + Advrand

H2,A(k) + AdvOW
π,A (k) +

2
ε′ AdvPRF

F,B (k).

which gives the upper bound for AdvIND−CKA
Σ′,AKFDA (k) to be

AdvOW
π,A (k) + Advrand

H1,A(k) + Advrand
H2,A(k) +

2
ε′ AdvPRF

F,B (k) +
1 − ε′

2
.

So, given that π, H1, H2 and F are secure, for a large enough ε′, result-hiding
Σoφoς-B with cluster padding achieves indistinguishability under chosen key-
word attack by an adversary with full knowledge of the document set.

5.2 File Injection Attack by ALOA

We describe here the file injection attack [29], which is a chosen document attack,
by an adversary with no prior knowledge on the result-hiding Σoφoς-B with
cluster padding. We assume the attacker knows details of the padding scheme
during Update which processes and upload files by batch. Although the scheme
does not leak access pattern, the attack uses the new index entries resulting from
adding files to the storage.

Initiation
1. The adversary A0 generates a document set D and submit to C.
2. C runs Setup and outputs to A1 the empty index I and public key PK.



Improved IND for SSE 207

3. C performs Update(Di, wj) for all Di ∈ D and all keywords wi, and A1

gets all update tokens (UTi,j , ei,j) and set of all keywords W.
Queries

1. A1 generates documents containing subsets of keywords and organise
them in sets F1, . . . ,Fm such that keywords contained in each file set
do not intersect. The set sizes match the batch size for Update.

2. The document set F1 is submitted to Update oracle and A1 records the
update tokens (UTw,d, ew,d) for the set of injected files, name the set U1.
From this, A1 knows the masked file identifiers for all of their keywords
but cannot work out individual keyword-identifier pairs and group of
identifiers of one file by one-wayness of H1.

3. A1 performs the same for F2, . . . ,Fm and record U2, . . . ,Um.
Challenge. A0 considers stA and chooses documents D0,D1 ∈ D such that

˜W(D0) \ ˜W(D1) and ˜W(D1) \ ˜W(D0) are contained in different batches of
injected files. Let (STb, cb) be the challenge search token from C.

Response
1. A1 extract the keywords of D0 and D1 and matches them to the plain

injected files to identify the injected file batch, say batch F0 for D0 and
F1 for D1.

2. A1 uses (STb, cb) to search I and gets the list of masked identifiers ewb
.

3. Compare the identifiers from ewb
to set of U0 of F0 and U1 of F1.

4. By choice of D0 and D1, only one of U0 and U1 contains all identifiers
from ewb

. Thus, A1 gets the correct value of b.

Notice that in the attack although the challenge keyword is not identified
uniquely, it is enough to distinguish the two files. In addition, this attack requires
fewer injected files because the target keyword subsets intersection is a list of
keywords rather than unique keywords.

6 Conclusion

The proposed indistinguishability experiment for SSE is an adoption of conven-
tional encryption indistinguishability definition similar to [10]. By taking Σoφoς-
B as an example SSE scheme, we have shown how the adversary with prior
knowledge is modelled in the indistinguishability experiment. In the attacks, it
is straightforward for the adversaries to use their prior knowledge on the scheme’s
leakage to win the experiment. Besides, the proposed indistinguishability experi-
ment has forced the document distribution statistics into the adversary’s advan-
tage statement. With that, we have shown that the proposed experiment enables
better security analysis on SSE schemes.
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A L-security by [7]

Let SSE=
(

Setup, Search, Update, Decrypt
)

be an SSE scheme with a leakage profile
LSSE = (LSetup

SSE ,LSearch
SSE ,LUpdate

SSE ). Then, SSE is L-secure against adaptive chosen
keyword attacks if for all PPT adversary A, there exists a PPT simulator S such
that

AdvSSE,A,S(k) = |Pr[RealSSE,A(k) = 1] − Pr[IdealSSE,A,S(k) = 1| ≤ negl(k)

where the games are as follows:

RealSSE,A(1k)
1. A generates DB and D and gives to the challenger, C.
2. C executes Setup, where the resulting I and c are given to A.
3. A then makes a polynomial number of Search and Update queries, and

receives the search token and update results.
4. Finally, A returns a bit b as the output of the experiment.

IdealSSE,A,S(1k)
1. A outputs DB and D to C.
2. The simulator S simulates I and c based on the leakage information from

LSetup
SSE , and gives I and c to A.

3. A makes a polynomial number of Search and Update queries.
4. The simulator S returns the search tokens based on LSearch

SSE and update
results based on LUpdate

SSE .
5. Finally, A returns a bit b as the output of the experiment.

B SSE Indistinguishability by [9]

Let SSE=(KeyGen, Encrypt, Trapdoor, Search, Decrypt) be an index-based SSE, k∈
IN be a security parameter, A = (A0,. . . ,Aq+1) be such that q ∈ IN and consider
the following probabilistic experiment Ind∗

A,SSE(k)

Initiation
1. Given the security parameter 1k, challenger C generates the secret key K.
2. Then C randomly chooses a value b ∈ {0, 1}.
3. A0 generates two document sets, D0 and D0, such that

LSetup(D0) =LSetup(D1), and submits them to C. Let W0 and W1 be
the set of all keywords in D0 and D1 respectively.

4. C runs Setup on Db and gives A the index Ib and ciphertexts cb.
Query

1. The adversary A makes q search queries by having Ai choosing w0,i ∈ W0

and w1,i ∈ W1 such that LSearch(w0,i) =LSearch(w1,i).
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2. For each i, the Search oracle replies with the search token τi for keyword
wb,i.

Response
1. Finally, Aq+1 makes a guess b′.
2. The experiment outputs 1 if b′ = b. Otherwise, outputs 0.

We say that SSE is secure in the sense of adaptive indistinguishability if for all
PPT adversaries A = (A0, . . . , Aq+1) such that q=poly(k),

Pr
[

Ind∗
SSE,A(k) = 1

] ≤ 1
2

+ negl(k),

where the probability is over the choice of b, and the coins of KeyGen and Encrypt.

C Σoφoς-B

Here is the SSE scheme Σoφoς-B as specified in [2, §5]. In this scheme F is a
pseudorandom function, π is a trapdoor permutation, and H1 and H2 are keyed
hash functions.

Setup. Given a security parameter 1k, the algorithm generates a symmetric key
KS ∈ {0, 1}k, an asymmetric key pair (SK,PK) and prepare two empty
mappings Δ and I. Output to the client (Δ, (KS, SK)) and to server (I,
PK).

Search. To search for keyword w, the client prepares Kw = FKS
(w) and extract

(STc, c) =Δ[w], and then sends (Kw, STc, c) to the server. If (STc, c) =⊥,
directly output ∅. The server goes though counter i = c, c−1, . . . , 0 to compute
UTi = H1(Kw, STi) and extract ei = I[UTi]. The output is unmasked di ←
ei ⊕H2(Kw, STi). For the next counter, server computes STi−1 = πPK(STi).
Finally, The server returns a list of document identifiers (di)i=0,1,...,c.

Update. This algorithm is invoked to update the index for one keyword w from
one document D. Let d denotes the identifier for document D. First the
client recalculate the keyword key Kw = FKS

(w) and extract (STc, c) =Δ[w].
If Δ[w] =⊥ this means the keyword is new, hence the client set the first
token ST0 for w to a random string and create new entry Δ[w] = (ST0, 0).
Otherwise, calculate the next token, STc+1 =π−1

SK(STc) and renew entry
Δ[w] = (STc+1, c+1). Next, compute index key UTc+1 = H1(Kw, STc+1) and
mask the identifier e = d⊕H2(Kw, STc+1). Finally, the client sends (UTc+1, e)
to the server which sets I[UTc+1] = e.

D Result-Hiding Σoφoς-B

Here is a variation of Σoφoς-B where the storage server returns masked file
identifiers to the client during Search.
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Setup. Given a security parameter 1k, the algorithm generates a symmetric key
KS ∈ {0, 1}k, an asymmetric key pair (SK,PK) and prepare two empty
mappings Δ and I. Output to the client (Δ, (KS, SK)) and to server (I,
PK).

Search. To search for keyword w, the client prepares Kw = FKS
(w) and extract

(STc, c) =Δ[w], and then sends (Kw, STc, c) to the server. If (STc, c) = ⊥,
directly output ∅. The server goes though counter i = c, c−1, . . . , 0 to compute
UTi = H1(Kw, STi) and then extract ei = I[UTi]. For the next counter, server
computes STi−1 = πPK(STi). The server returns a list of masked document
identifiers (ei)i=0,1,...,c. Finally, the client unmasks the document identifiers
di = ei ⊕ H2(K ′

w, STi) where K ′
w = FKS

(w||ibin) for i = 0, 1, . . . , c.
Update. This algorithm is invoked to update the index for one keyword w from

one document D. Let d denotes the identifier for document D. First the client
recalculate the keyword key Kw = FKS

(w) and extract (STc, c) =Δ[w]. If
Δ[w] =⊥ this means the keyword is new, hence set the first token ST0 to a
random string and set Δ[w] = (ST0, 0). Otherwise, calculate the next token,
STc+1 =π−1

SK(STc) and set Δ[w] = (STc+1, c + 1). Next, compute index key
UTc+1 =H1(Kw, STc+1) and mask the identifier e = d⊕H2(K ′

w, STc+1) where
K ′

w = FKS
(w||(c + 1)bin). Finally, the client sends (UTc+1, e) to the server

which sets I[UTc+1] = e.
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Abstract. Receiver selective opening (RSO) attacks for public key
encryption (PKE) capture a situation where one sender sends messages
to multiple receivers, and an adversary can corrupt a set of receivers
and get their messages and secret keys. Security against RSO attack
for a PKE scheme ensures confidentiality of other uncorrupted receivers’
ciphertexts. Among all of the RSO security notions, simulation-based
RSO security against chosen ciphertext attack (SIM-RSO-CCA security)
is the strongest notion. In this paper, we explore constructions of SIM-
RSO-CCA secure PKE from various computational assumptions. Toward
this goal, we show that a SIM-RSO-CCA secure PKE scheme can be con-
structed based on an IND-CPA secure PKE scheme and a designated-
verifier non-interactive zero-knowledge (DV-NIZK) argument satisfying
one-time simulation soundness. Moreover, we give the first construction
of DV-NIZK argument satisfying one-time simulation soundness. Con-
sequently, through our generic construction, we obtain the first SIM-
RSO-CCA secure PKE scheme under the computational Diffie-Hellman
(CDH) or learning parity with noise (LPN) assumption.

Keywords: Public-key encryption · Receiver selective opening
security · Chosen ciphertext attacks

1 Introduction

1.1 Background and Motivation

In the context of security notions of public key encryption (PKE), there are a lot
of formulations considering different attack scenarios, such as chosen plaintext
attacks (CPA) and chosen ciphertext attacks (CCA), and different attacker goals,
such as one-wayness, indistinguishability (IND), and non-malleability. However,
Bellare, Hofheinz, and Yilek [3] claimed that IND−CPA or IND−CCA secu-
rity [7,9], which are the most accepted security notions for PKE, can not pro-
vide adequate security in a multi-user scenario. Concretely, they showed that
c© Springer Nature Switzerland AG 2020
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when some of users has been corrupted, there are situations where we cannot
preserve the other users’ confidentiality of ciphertexts by using only IND−CPA
or IND−CCA secure PKE schemes. Then, they proposed selective opening (SO)
security for PKE which can ensure that the uncorrupted users’ ciphertexts leak
no information about their secrets.

Depending on different attack scenarios, SO security is divided into two set-
tings: sender selective opening (SSO) security [3,4] and receiver selective opening
(RSO) security [2,14]. In this paper, we focus on RSO security. In RSO security,
we consider a situation where there are one sender and multiple receivers. An
adversary can corrupt some receivers, which means he gets their secret keys and
plaintexts. RSO security ensures the confidentiality of uncorrupted receivers’
ciphertexts. Here, if we also consider an active adversary who can execute CCA,
we can also consider RSO−CCA security for PKE.

From another point of view, there are two flavors of definitions for SO secu-
rity: indistinguishability-based SO security and simulation-based SO security. As
mentioned in some previous works [2,14], simulation-based SO security is more
desirable than indistinguishability-based SO security, because the definition of
indistinguishability-based SO security can support only a plaintext space which
satisfies a notion called efficient resamplability [3]. Roughly, efficient resampla-
bility refers to when a part of plaintexts are fixed, the remaining plaintexts can
be resampled efficiently. This requirement is somewhat artificial and limits real-
world applications because a plaintext distribution in practice scenarios do not
necessarily satisfy this requirement.

From the above arguments, simulation-based RSO−CCA (SIM−RSO−CCA)
security is the most favorable notion among all of the RSO security. Recently,
some works [10–12] proposed constructions of SIM−RSO−CCA secure PKE
under standard computational assumptions, such as the decisional Diffie-
Hellman (DDH) assumption and the decisional composite residuosity (DCR)
assumption. One of the important research area for cryptography is making a
cryptographic primitive under the various assumptions. More specifically, we
have two main problems in this area: Can we construct a cryptographic primi-
tive under a weaker computational assumption or a post-quantum computational
assumption ? In particular, National Institute of Standards and Technology
(NIST) launched the Post-Quantum Cryptography Standardization in 2016, and
thus post-quantum cryptography has been attracting more attention. Hence, in
this paper, we tackle the following question:

Is it possible to construct a SIM-RSO-CCA secure PKE scheme from
weaker or post-quantum computational assumptions ?

1.2 Our Contribution

Based on the above motivation, we give affirmative answers to the question. More
precisely, we show that SIM−RSO−CCA secure PKE can be constructed under
the computational Diffie-Hellman (CDH) assumption (weaker computational
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assumption) or the learning parity with noise (LPN) assumption (new post-
quantum computational assumption). In the following, we explain the details of
our contribution.

Hara et al.’s Approach and Its Limitation. Toward our goal, we focus on the Hara
et al.’s work [10,11]. In [10,11], they introduced the receiver non-committing
CCA (RNC−CCA) security for receiver non-committing encryption (RNCE),
which is a variant of PKE with a special non-committing property, then showed
that RNC−CCA secure RNCE implies SIM−RSO−CCA secure PKE. More-
over, they proposed a construction of RNC−CCA secure RNCE by using an
IND−CPA secure PKE scheme and a non-interactive zero-knowledge (NIZK)
proof system satisfying one-time simulation soundness.1 In a nutshell, their con-
struction is obtained by combining the classical Naor-Yung paradigm [21] and a
trick for a non-committing property that the decryption key used in a decryption
algorithm of their RNCE scheme is chosen at random from two decryption keys
of an underlying IND−CPA secure PKE scheme.

In order to obtain a SIM−RSO−CCA secure PKE scheme under the CDH
or LPN assumption through their generic construction, all of the components
of their construction should be realized under the CDH or LPN assumption.
Actually, we can construct an IND−CPA secure PKE scheme based on the CDH
assumption [13] or the LPN assumption [1,25]. However, NIZK proof system has
not been proposed under these assumptions so far, and thus we cannot obtain a
CDH or LPN based SIM−RSO−CCA secure PKE scheme through this generic
construction.

Our Approach. In order to circumvent the above problem, we show that an NIZK
proof system is not needed, but a designated-verifier NIZK (DV-NIZK) argument
is sufficient for our goal. More specifically, we show that RNC−CCA secure
RNCE can be obtained from IND−CPA secure PKE and DV-NIZK argument
satisfying one-time simulation soundness. Roughly, a DV-NIZK argument is a
relaxation of an NIZK proof system to the designated-verifier model, in other
words, the model which only a user who has a secret verification key can verify
a proof correctly. Although it is known that IND−CCA secure PKE scheme can
be constructed from these two primitives [8], we have the following nebulous
point for proving the RNC−CCA security for RNCE.

In contrast to IND−CCA security for PKE, when showing RNC−CCA secu-
rity for RNCE, we have to consider a situation where an adversary can get a
decryption key in a security game. For checking the validity of a ciphertext, we
need to include a secret verification key of DV-NIZK argument into a decryp-
tion key of our RNCE scheme. Furthermore, as well as the original Naor-Yung

1 Due to the previous works [22,24], it is known that both of an IND−CPA secure PKE
scheme and an NIZK proof system can be constructed based on the learning with
errors (LWE) assumption, which is one of the post-quantum computational assump-
tion. Thus, by combining with the result [10], we can obtain a SIM−RSO−CCA
secure PKE scheme based on the LWE assumption.
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paradigm [21], we need to use zero-knowledge and (one-time simulation) sound-
ness of a DV-NIZK argument in our security proof. However, in DV-NIZK set-
ting, we cannot ensure soundness if a secret verification key is revealed to an
adversary, while zero-knowledge still holds. Thus, it seems that our strategy
does not make sense at first glance. However, by focusing on the details of a
security proof, we have seen through that there is no problem. The main reason
is that soundness is only used to prevent an adversary from making “unfavor-
able” decryption queries in a security proof, and thus soundness need to be
held only while it makes decryption queries. Here, in RNC-CCA security, we
consider decryption queries only before a decryption key (including a secret ver-
ification key) is revealed. Therefore, it is possible to prevent unfavorable decryp-
tion queries without a secret verification key, that is, soundness of DV-NIZK
argument is sufficient for proving RNC−CCA security of RNCE. See Sect. 4.2
for more details.

Construction of One-time Simulation Sound DV-NIZK. Recently, a lot of
works [6,17,18,20,23] showed that a DV-NIZK argument can be constructed
under the CDH and LPN assumption. The notion of a one-time simulation sound
DV-NIZK argument was considered in the Elkind et al.’s work [8]. However,
a concrete construction of one-time simulation sound DV-NIZK argument has
not been proposed so far. Then, in order to complete our RNC−CCA secure
RNCE scheme, we propose a construction of one-time simulation sound DV-
NIZK argument by combining (ordinary) DV-NIZK argument, strong one-time
signature, and commitment based on the Lindell’s approach [19]. See Sect. 3 for
more details. (Note that we can construct strong one-time signature and com-
mitment based on the one-way function, which is obtained under the CDH or
LPN assumption.)

By combining the above results, we can obtain a SIM−RSO−CCA secure
PKE scheme based on the CDH or LPN assumption.

1.3 Related Work

Jia et al. [15] proposed the first construction of SIM−RSO−CCA secure
PKE using indistinguishability obfuscation. Moreover, Jia et al. [16] proposed
indistinguishability-based RSO-CCA (IND-RSO-CCA) secure PKE schemes
based on standard computational assumptions. Concretely, they showed two
generic constructions of IND−RSO−CCA secure PKE. First, they gave a generic
construction based on an IND−RSO−CPA secure PKE scheme, an IND−CCA
secure PKE scheme, an NIZK proof system, and a strong one-time signature
scheme. Second, they gave a generic construction based on a universal hash proof
system. Recently, Huang et al. [12] showed that a SIM−RSO−CCA secure PKE
scheme can be constructed under the DDH or DCR assumption. Moreover, they
showed that a SIM−RSO−CCA secure PKE scheme can be constructed from
an identity-based encryption scheme satisfying RSO security for a master secret
key in the ideal cipher model.
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2 Preliminaries

In this section, we define notations and recall the definitions for some crypto-
graphic primitives.

2.1 Notations

In this paper, x ← X denotes sampling an element x from a finite set X uniformly
at random. y ← A(x; r) denotes that a probabilistic algorithm A outputs y for
an input x using a randomness r, and we simply denote y ← A(x) when we do
not need to write an internal randomness explicitly. For strings x and y, x‖y
denotes the concatenation of x and y. Also, x := y denotes that x is defined by
y. λ denotes a security parameter. A function f(λ) is a negligible function in λ,
if f(λ) tends to 0 faster than 1

λc for every constant c > 0. negl(λ) denotes an
unspecified negligible function. PPT stands for probabilistic polynomial time.
If n is a natural number, [n] denotes a set of integers {1, · · · , n}. Also, if a
and b are integers such that a ≤ b, [a, b] denotes a set of integers {a, · · · , b}. If
m = (m1, · · · ,mn) is an n-dimensional vector, mJ denotes a subset {mj}j∈J

where J ⊆ [n]. If O is a function or an algorithm and A is an algorithm, AO

denotes that A has an oracle access to O.

2.2 Public Key Encryption

Here, we review the definition of public key encryption (PKE).

Definition 1 (Public key encryption). A PKE scheme with a plaintext
space M consists of a tuple of the following three PPT algorithms Π =
(KG,Enc,Dec).

KG: The key generation algorithm, given a security parameter 1λ, outputs a
public key pk and a secret key sk.

Enc: The encryption algorithm, given a public key pk and a plaintext m ∈ M,
outputs a ciphertext c.

Dec: The (deterministic) decryption algorithm, given a public key pk, a secret
key sk, and a ciphertext c, outputs a plaintext m ∈ {⊥} ∪ M.

As the correctness for Π, we require that Dec(pk , sk ,Enc(pk ,m)) = m holds
for all λ ∈ N, m ∈ M, and (pk , sk) ← KG(1λ).

Then, we recall IND−CPA security and SIM−RSO−CCA security for PKE.2

Definition 2 (IND-CPA security). We say that Π = (KG,Enc,Dec) is
IND−CPA secure if for any PPT adversary A = (A1,A2),

Advind−cpa
Π,A (λ) := 2·

∣
∣
∣Pr[b ← {0, 1}; (pk , sk) ← KG(1λ); (m∗

0,m
∗
1, st1) ← A1(pk);

c∗ ← Enc(pk ,m∗
b); b

′ ← A2(c∗, st1) : b = b′] − 1
2

∣
∣
∣ = negl(λ),

2 In this paper, as mentioned in Sect. 1.2, we focus on RNC−CCA secure RNCE
to obtain a new SIM−RSO−CCA secure PKE scheme. Although we do not use a
SIM−RSO−CCA security for PKE, we recall the definition here for completeness.
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Definition 3 (SIM-RSO-CCA security). Let n be the number of users. For
a PKE scheme Π = (KG,Enc,Dec), an adversary A = (A1,A2,A3), and a
simulator S = (S1,S2,S3), we define the following pair of experiments.

Exprso−cca−real
n,Π,A (λ) :
(pk, sk) := (pk j , sk j)j∈[n] ← (KG(1λ))j∈[n]

(Dist, st1) ← AODec(·,·)
1 (pk)

m∗ := (m∗
j )j∈[n] ← Dist

c∗ := (c∗
j )j∈[n] ← (Enc(pk j ,m

∗
j ))j∈[n]

(J, st2) ← AODec(·,·)
2 (c∗, st1)

out ← AODec(·,·)
3 (skJ ,m∗

J , st2)
Return (m∗,Dist, J, out)

Exprso−cca−sim
n,Π,S (λ) :
(Dist, st1) ← S1(1λ)
m∗ := (m∗

j )j∈[n] ← Dist
(J, st2) ← S2(st1)
out ← S3(m∗

J , st2)
Return (m∗,Dist, J, out)

In both of the experiments, we require that the distributions Dist output by A
and S be efficiently samplable. In Exprso−cca−real

n,Π,A (λ), a decryption query (c, j) is
answered by Dec(pk j , sk j , c). A2 and A3 are not allowed to make a decryption
query (c∗

j , j) for any j ∈ [n]. Furthermore, A3 is not allowed to make a decryption
query (c, j) satisfying j ∈ J . (This is without losing generality, since A3 can
decrypt any ciphertext using the given secret keys.)

We say that Π is SIM−RSO−CCA secure if for any PPT adversary A and
any positive integer n = n(λ), there exists a PPT simulator S such that for any
PPT distinguisher D,

Advrso−cca
n,Π,A,S,D(λ) := |Pr[D(Exprso−cca−real

n,Π,A (λ)) = 1] − Pr[D(Exprso−cca−sim
n,Π,S (λ)) = 1]|

= negl(λ).

2.3 Receiver Non-committing Encryption

Here, we review receiver non-committing encryption (RNCE) [5]. Informally,
RNCE is public key encryption (PKE) having the property that it can gener-
ate a fake ciphertext which can be later opened to any plaintext (by showing
an appropriate secret key). In the following, we give a syntax of RNCE and
RNC−CCA security for it [10].

Definition 4 (Receiver non-committing encryption). An RNCE scheme
Π with a plaintext space M consists of the following seven PPT algo-
rithms (KG,Enc,Dec,FKG,Fake,Open,FDec). (KG,Enc,Dec) are the
same algorithms as those of a PKE scheme. (FKG,Fake,Open,FDec) are
defined as follows.

FKG: The fake key generation algorithm, given a security parameter 1λ, outputs
a public key pk and a trapdoor td.

Fake: The fake encryption algorithm, given a public key pk and a trapdoor td,
outputs a fake ciphertext c̃.

Open: The opening algorithm, given a public key pk, a trapdoor td, a fake cipher-
text c̃, and a plaintext m, outputs a fake secret key s̃k .
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FDec: The fake decryption algorithm, given a public key pk, a trapdoor td, and
a ciphertext c, outputs m ∈ {⊥} ∪ M.

Definition 5 (RNC-CCA security). For an RNCE scheme Π = (KG,Enc,
Dec,FKG,Fake,Open,FDec) and an adversary A = (A1,A2,A3), we con-
sider the following pair of experiments.

Exprnc−real
Π,A (λ) :

(pk, sk) ← KG(1λ)
(m∗, st1) ← AODec(·)

1 (pk)
c∗ ← Enc(pk,m∗)
st2 ← AODec(·)

2 (c∗, st1)
sk∗ := sk
Return b′ ← A3(sk∗, st2)

Exprnc−sim
Π,A (λ) :

(pk, td) ← FKG(1λ)
(m∗, st1) ← AODec(·)

1 (pk)
c∗ ← Fake(pk, td)
st2 ← AODec(·)

2 (c∗, st1)
sk∗ ← Open(pk, td, c∗,m∗)
Return b′ ← A3(sk∗, st2)

In Exprnc−real
Π,A (λ), a decryption query c is answered by Dec(pk , sk , c). On the other

hand, in Exprnc−sim
Π,A (λ), a decryption query c is answered by FDec(pk , td , c). In

both of the experiments, A2 is not allowed to make a decryption query c = c∗ and
A3 is not allowed to make any decryption query. We say that Π is RNC−CCA
secure if for any PPT adversary A, Advrnc−cca

Π,A (λ) := |Pr[Exprnc−real
Π,A (λ) = 1] −

Pr[Exprnc−sim
Π,A (λ) = 1]| = negl(λ) holds.

In the previous work [10], the following theorem was shown.

Theorem 1 ([10]). If an RNCE scheme Π = (KG,Enc,Dec,FKG,Fake,
Open,FDec) is RNC−CCA secure, then a PKE scheme Πrso := (KG,Enc,
Dec) is SIM−RSO−CCA secure.

2.4 Signature

Here, we review the definition of a signature scheme.

Definition 6 (Signature). A signature scheme Σ with a message space M
consists of the following three PPT algorithms.

SKG: The key generation algorithm, given a security parameter 1λ, outputs a
verification key vk and a signing key sigk.

Sign: The signing algorithm, given a signing key sigk and a message m, and
outputs a signature σ.

SVer: The verification algorithm, given a verification key vk, a message m, and
a signature σ, outputs either 1 (meaning “accept”) or 0 (meaning “reject”).

As the correctness for Σ, we require that for all λ ∈ N, (vk , sigk) ←
SKG(1λ), and messages m ∈ M, it holds that SVer(vk ,m,Sign(sigk ,m)) = 1.

Next, we define strong one-time unforgeability under chosen message attacks
for a signature scheme.
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Definition 7 (Strong one-time unforgeability). We say that a signature
scheme Σ = (SKG,Sign,SVer) satisfies strong one-time unforgeability if for
any PPT adversary A = (A1,A2),

AdvunfΩ,A(λ) := Pr[(vk , sigk) ← SKG(1λ); (m, st1) ← A1(vk); σ ← Sign(sigk , m);

(m′, σ′) ← A2(σ, st1) : ((m′, σ′) �= (m, σ)) ∧ (SVer(vk , m′, σ′) = 1)] = negl(λ)

holds.

2.5 Commitment

Here, we review the definition of a commitment scheme.

Definition 8 (Commitment). A Commitment scheme Ω with a plaintext
space M consists of the following two PPT algorithms.

CKG: The key generation algorithm, given a security parameter 1λ, outputs a
public commitment key ck.

Commit: The commit algorithm, given a public commitment key ck and a plain-
text m, outputs a commitment c.

Next, we define the following two security properties for commitment: statis-
tical binding and computationally hiding.

Definition 9 (Statistical binding). Let Ω = (CKG,Commit) be a commit-
ment scheme. We say that Ω satisfies statistical binding if for any computation-
ally unbounded adversary A,

AdvbindΩ,A(λ) := Pr[ck ← CKG(1λ); (m0,m1, r0, r1) ← A(ck) :

Commit(ck ,m0; r0) = Commit(ck ,m1; r1)] = negl(λ)

holds.

Definition 10 (Computational hiding). We say that a commitment scheme
Ω = (CKG,Commit) satisfies computationally hiding if for any PPT adver-
sary A = (A1,A2),

AdvhideΩ,A(λ) :=
∣
∣
∣Pr[b ← {0, 1}; ck ← CKG(1λ); (m0,m1, st1) ← A1(ck);

c ← Commit(ck ,mb); b′ ← A2(c, st1) : b = b′] − 1
2

∣
∣
∣ = negl(λ)

holds.
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2.6 Designated-Verifier Non-interactive Zero-Knowledge
Arguments

Here, we review the definition of a designated-verifier non-interactive zero-
knowledge (DV-NIZK) argument [6,17,18,20,23].

Definition 11 (DV-NIZK argument). Let R be an efficiently computable
binary relation and L := {x | ∃w s.t. (x,w) ∈ R}. A DV-NIZK argument for L
consists of a tuple of the following five PPT algorithms Φ = (CRSGen,Prove,
Verify,SimCRS,SimPrv).

CRSGen: The common reference string (CRS) generation algorithm takes a
security parameter 1λ as input, and outputs a CRS crs and a secret verifica-
tion key vsk.

Prove: The proving algorithm takes a CRS crs, a statement x, and a witness w
as input, and outputs a proof π.

Verify: The (deterministic) verification algorithm takes a CRS crs, a secret
verification key vsk, a statement x, and a proof π as input, outputs a bit
v ∈ {0, 1}, which is either 1 (meaning “accept”) or 0 (meaning “reject”).

SimCRS: The simulator’s CRS generation algorithm takes a security parameter
1λ as input, outputs a simulated CRS crs, a simulated secret verification key
vsk, and a trapdoor key tk.

SimPrv: The simulator’s proving algorithm takes a trapdoor key tk and a state-
ment x as input, and outputs a simulated proof π.

We say that a DV-NIZK argument Φ is correct if we have Verify(crs, vsk , x,
Prove(crs, x, w)) = 1 for all λ ∈ N, (crs, vsk) ← CRSGen(1λ), and valid
statement / witness pairs (x,w) ∈ R.

Next, we define (standard) soundness and one-time simulation soundness for
a DV-NIZK argument. We adopt a definition of soundness which was considered
in recent works [6,17,18,20,23]. Moreover, we adopt a definition of one-time
simulation soundness proposed in [8]. We note that in both of security definitions,
an adversary can make multiple verification queries.

Definition 12 (Soundness). We say that a DV-NIZK argument Φ =
(CRSGen,Prove,Verify,SimCRS,SimPrv) satisfies soundness if for any
PPT adversary A,

AdvsoundΦ,A (λ) := Pr[(crs, vsk) ← CRSGen(1λ); (x, π) ← AO(·,·)(crs)

: (x /∈ L) ∧ (Verify(crs, vsk , x, π) = 1)] = negl(λ)

holds, where O(·, ·) is a verification oracle which receives a query (x, π) and
returns v ← Verify(vsk , x, π).
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Definition 13 (One-time simulation soundness). We say that a DV-NIZK
argument Φ = (CRSGen,Prove,Verify,SimCRS,SimPrv) satisfies one-
time simulation soundness if for any PPT adversary A = (A1,A2),

Advot−ss
Φ,A (λ) := Pr[(crs, tk , vsk) ← SimCRS(1λ); (x′, st1) ← AO(·,·)

1 (crs);

π′ ← SimPrv(tk , x′); (x, π) ← AO(·,·)
2 (π′, st1)

: ((x, π) �= (x′, π′)) ∧ (x /∈ L) ∧ (Verify(crs, vsk , x, π) = 1)] = negl(λ)

holds, where O(·, ·) is a verification oracle which receives a query (x, π) and
returns v ← Verify(vsk , x, π).

Then, we give the definitions of zero-knowledge and witness indistinguisha-
bility for a DV-NIZK argument. We adopt a definition of zero-knowledge which
was considered in [8]. Our definition of witness indistinguishability is a natural
extension from one of a (standard) NIZK proof system. It is easy to see that our
witness indistinguishability is implied by zero-knowledge.

Definition 14 (Zero-knowledge). For a DV-NIZK argument Φ =
(CRSGen,Prove,Verify,SimCRS,SimPrv) and a PPT adversary A =
(A1,A2), we consider the following two experiments.

Expzk−real
Φ,A (λ) :

(crs, vsk) ← CRSGen(1λ)
(x,w, st1) ← A1(crs, vsk)
π ← Prove(crs, x, w)
b′ ← A2(π, st1)
Return b′

Expzk−sim
Φ,A (λ) :
(crs, vsk , tk) ← SimCRS(1λ)
(x,w, st1) ← A1(crs, vsk)
π ← SimPrv(tk , x)
b′ ← A2(π, st1)
Return b′

In both of the experiments, it is required that x ∈ L and w be a witness for x ∈
L. We say that Φ is zero-knowledge if for any PPT adversary A, AdvzkΦ,A(λ) :=
|Pr[Expzk−real

Φ,A (λ) = 1] − Pr[Expzk−sim
Φ,A (λ) = 1]| = negl(λ) holds.

Definition 15 (Witness indistinguishability). We say that a DV-NIZK
argument Φ = (CRSGen,Prove,Verify,SimCRS,SimPrv) satisfies witness
indistinguishability if for any PPT adversary A = (A1,A2),

AdvwiΦ,A(λ) := 2 ·
∣
∣
∣Pr[(crs, vsk) ← CRSGen(1λ);

(x,w0, w1, st1) ← A1(crs, vsk); b ← {0, 1};

π ← Prove(crs, x, wb); b′ ← A2(π, st1) : b = b′] − 1
2

∣
∣
∣ = negl(λ),

where (x,w0), (x,w1) ∈ R holds.

3 Construction of One-Time Simulation Sound DV-NIZK

In this section, we provide a construction of one-time simulation sound DV-
NIZK. First, in Sect. 3.1, we describe our construction. Then, in Sect. 3.2, we
give a security proof for our construction.



RSO-CCA Secure PKE from Various Assumptions 223

3.1 Description

In this section, we formally describe our construction of one-time simulation
sound DV-NIZK argument for an NP language L′. Let Σ = (SKG,Sign,SVer)
be a signature scheme, Ω = (CKG,Commit) a commitment scheme, and
Π = (CRSGen,Prove,Verify,SimCRS,SimPrv) a (standard) DV-NIZK
argument for L, where

L :=
{

(x′, ck , vk , c) | ∃ (w′, r) s.t. ((x′, w′) ∈ R′) ∨ (c = Commit(ck , vk; r))
}

.

Then, we construct our one-time simulation sound DV-NIZK argument Φ′ =
(CRSGen′,Prove′,Verify′,SimCRS′,SimPrv′) for L′ as described in Fig.1.

3.2 Security Proof

In this section, we show that our scheme Φ′ satisfies one-time simulation sound-
ness (Theorem 2) and zero-knowledge (Theorem 3).

Theorem 2. If Φ satisfies (standard) soundness, Ω satisfies statistical binding,
and Σ satisfies strong one-time unforgeability, then Φ′ satisfies one-time simu-
lation soundness.

Proof of Theorem 2. Let A = (A1,A2) be a PPT adversary that attacks the one-
time simulation soundness of Φ′. The detailed description of one-time simulation
soundness for Φ′ is as follows.

1. The challenger generates ck ← CKG(1λ), (crs, vsk) ← CRSGen(1λ),
and (sigk∗, vk∗) ← SKG(1λ). Then, it samples r ← RΠ and computes
c∗ ← Commit(ck , vk∗; r). Finally, it sets crs ′ := (crs, ck , c∗) and tk :=
(vk∗, sigk∗, r), and runs A1(crs ′). When A1 makes a verification query (x̃, π̃),
the challenger returns v ← Verify(crs, vsk , x̃, π̃) to A1.

2. When A1 outputs (x̂′, st1) and terminates, the challenger sets x̂ :=
(x̂′, ck , vk∗, c∗) and ŵ := (⊥, r), and computes π̂ ← Prove(crs, x̂, ŵ) and
σ̂ ← Sign(sigk∗, (x̂′, π̂)). Then, it sets π̂′ := (vk∗, π̂, σ̂) and runs A2(π̂′, st1).
When A2 makes a verification query (x̃, π̃), the challenger returns v ←
Verify(crs, vsk , x̃, π̃) to A2.

3. A2 outputs a pair of a statement and a proof (x′, π′ = (vk , π, σ)) and
terminates.

Here, in the above experiment, we let Win be the event that ((x′, π′) �=
(x̂′, π̂′))∧ (x′ /∈ L′)∧ (Verify(crs ′, vsk , x′, π′) = 1) holds. We have the inequality
Advot−ss

Φ′,A (λ) = Pr[Win] = Pr[Win ∧ vk �= vk∗] + Pr[Win ∧ vk = vk∗].
In the following, we show that there exist a PPT adversary B against the

soundness of Φ such that AdvsoundΦ,B (λ) = Pr[Win ∧ vk �= vk∗] (Lemma 1) and
a PPT adversary C = (C1, C2) against the strong one-time unforgeability of Σ
such that AdvunfΣ,C(λ) = Pr[Win ∧ vk = vk∗] (Lemma 2).
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CRSGen′(1λ) :
ck ← CKG(1λ)
(crs, vsk) ← CRSGen(1λ)
r ← RΩ

c ← Commit(ck , 0|vk|; r)
crs ′ := (crs, ck , c)
Return (crs ′, vsk)

Prove′(crs ′, x′, w′) :
(vk , sigk) ← SKG(1λ)
x := (x′, ck , vk , c)
w := (w′, ⊥)
π ← Prove(crs, x, w)
σ ← Sign(sigk , (x′, π))
Return π′ := (vk , π, σ)

Verify′(crs ′, vsk , x′, π′) :
If SVer(vk , (x′, π), σ) = 1
∧Verify(crs, vsk , (x′, ck , vk , c), π) = 1 then
Return 1

else Return 0
SimCRS′(1λ) :

ck ← CKG(1λ)
(crs, vsk) ← CRSGen(1λ)
(sigk∗, vk∗) ← SKG(1λ)
r ← RΠ

c∗ ← Commit(ck , vk∗; r)
crs ′ := (crs, ck , c∗)
tk := (vk∗, sigk∗, r)
Return (crs ′, tk , vsk)

SimPrv′(crs ′, tk , x′) :
x := (x′, ck , vk∗, c∗)
w := (⊥, r)
π∗ ← Prove(crs, x, w)
σ∗ ← Sign(sigk∗, (x′, π∗))
Return π′ := (vk∗, π∗, σ∗)

Fig. 1. Construction of one-time simulation sound DV-NIZK argument Φ′.

Lemma 1. There exists a PPT adversary B such that AdvsoundΦ,B (λ) = Pr[Win∧
vk �= vk∗].

Proof of Lemma 1. We construct a PPT adversary B that attacks the soundness
of Φ so that AdvsoundΦ,B (λ) = Pr[Win∧vk �= vk∗], using the adversary A as follows.

B(crs) : First, B generates ck ← CKG(1λ), (crs, vsk) ← CRSGen(1λ), and
(sigk∗, vk∗) ← SKG(1λ). Then, it samples r ← RΠ and computes c∗ ←
Commit(ck , vk∗; r). Next, it sets crs ′ := (crs, ck , c) and tk ′ := (vk∗, sigk∗,
r), and runs A1(crs ′). When A1 makes a verification query (x̃′, (ṽk , π̃, σ̃)),
B computes s ← SVer(ṽk , (x̃′, π̃), σ̃), makes a verification query ((x̃′, ck , ṽk ,
c), π̃), and gets the result v. If s = v = 1 holds, B returns 1 to A1. Otherwise,
B returns 0 to A1.
When A1 outputs a pair of a statement and state information (x̂′, st1) and
terminates, B sets x̂ := (x̂′, vk , c) and ŵ := (⊥, r). Next, B computes π̂ ←
Prove(crs, x̂, ŵ) and σ̂ ← Sign(sigk∗, (π̂, x̂′)). Then, B sets π̂′ := (vk , π̂, σ̂)
and runs A2(π̂′, st1). When A2 makes a verification query ((x̃′, ck , ṽk , c), π̃),
B answers in the same way as above. When A2 outputs a pair of a statement
and a proof (x′, (vk , π, σ)) and terminates, B sets x := (x′, ck , vk , c), returns
(x, π) to its experiment, and terminates.

We can see that B perfectly simulates an experiment of one-time simu-
lation soundness for A. Here, we assume that vk �= vk∗ holds. Firstly, if
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the event Win occurs, Verify′(crs ′, vsk , x′, π′) = 1 holds, which means that
Verify(crs, vsk , (x′, ck , vk , c), π) = 1 holds.

Secondly, x′ /∈ L′ holds now. Moreover, due to the fact that vk �= vk∗ and
the statistical binding of Ω hold, we can see Commit(ck , vk ; r) �= c. Hence, we
have x /∈ L.

From the above argument, if Win occurs and vk �= vk∗ holds, we can see
that B can make a pair of a statement and a proof (x, π) breaking the soundness
of Φ. Thus, AdvsoundΦ,B (λ) = Pr[Win ∧ vk �= vk∗] holds. � (Lemma 1)

Lemma 2. There exists a PPT adversary C = (C1, C2) such that AdvunfΣ,C(λ) =
Pr[Win ∧ vk = vk∗].

Proof of Lemma 2. We construct a PPT adversary C = (C1, C2) that attacks the
strong one-time unforgeability of Σ so that AdvunfΣ,C(λ) = Pr[Win ∧ vk = vk∗],
using the adversary A as follows.

C1(vk∗): First, C1 generates ck ← CKG(1λ) and (crs, vsk) ← CRSGen(1λ).
Next, C1 samples r ← RΠ and computes c ← Commit(ck , vk∗; r). Then,
C1 sets crs ′ := (crs, ck , c) and runs A1(crs ′). When A1 makes a verification
query of (x̃′, π̃′), C1 returns v ← Verify′(crs ′, vsk , x̃′, π̃′) to A1.
When A1 outputs a pair of a statement and state information (x̂′, st1) and
terminates, C1 sets x̂ := (x̂′, ck , vk∗, c) and ŵ := (⊥, r), and computes π̂ ←
Prove(crs, x̂, ŵ). Then, C1 sets m̂ := (x̂′, π̂) and st′1 as all the information
known to C1, returns (m̂, st1) to its experiment, and terminates.

C2(σ̂, st1): First, C2 sets π̂′ := (vk∗, σ̂, π̂) and runs A2(π̂′, st1). When A2 outputs
a pair of a challenge statement and a proof (x′, (vk , π, σ)), and terminates, C2

sets m′ := (x′, π), returns (σ,m′) to its experiment, and terminates.

We can see that C perfectly simulates an experiment of one-time simulation
soundness for A. Here, we assume that vk = vk∗ holds. If the event Win occurs,
Verify(crs ′, vsk , x′, π′) = 1 holds, which means that SVer(vk∗,m′, σ) = 1 holds.
Moreover, (x′, π′) �= (x̂′, π̂′) holds now, which implies (m′, σ) �= (m̂, σ̂). From the
above argument, if Win occurs and vk = vk∗ holds, we can see that C can make a
pair of a statement and a proof (x′, π) breaking the strong one-time unforgeability
of Σ. Thus, AdvunfΣ,C(λ) = Pr[Win ∧ vk = vk∗] holds. � (Lemma 2)

Putting everything together, we obtain Advot−ss
Φ′,A (λ) ≤ AdvsoundΦ,B (λ) +

AdvunfΣ,C(λ). Since Φ satisfies (standard) soundness and Σ satisfies strong one-time
unforgeability, for any PPT adversary A, Advot−ss

Φ′,A (λ) = negl(λ) holds. Therefore,
Φ′ satisfies one-time simulation soundness. � (Theorem 2)

Theorem 3. If Φ satisfies witness indistinguishability and Ω satisfies computa-
tionally hiding, then Φ′ satisfies zero-knowledge.

Proof of Theorem 3. Let A = (A1,A2) be a PPT adversary that attacks the
zero-knowledge of Φ′. We introduce the following experiments {Expi}2i=0.
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Exp0: Exp0 is exactly the same as Expzk−real
Φ′,A (λ). The detailed description is as

follows.
1. Exp0 generates ck ← CKG(1λ) and (crs, vsk) ← CRSGen(1λ). Then,

Exp0 samples r ← RΩ and computes c ← Commit(0|vk |; r). Next, Exp0
sets crs ′ := (crs, ck , c) and runs A1(crs ′, vsk).

2. When A1 outputs a tuple (x′, w′, st1) and terminates, Exp0 generates (vk ,
sigk) ← SKG(1λ) and sets x := (x′, ck , vk , c) and w := (w′,⊥). Then,
Exp0 computes π ← Prove(crs, x, w) and σ ← Sign(sigk , (x′, π)), and
returns π′ := (vk , π, σ) to A2.

3. When A2 outputs a bit b′ ∈ {0, 1} and terminates, Exp0 outputs b′.
Exp1 : Exp1 is identical to Exp0 except that Exp1 generates another

(sigk∗, vk∗) ← SKG(1λ) and computes c ← Commit(vk∗; r) instead of
c ← Commit(0|vk |; r).

Exp2 : Exp2 is identical to Exp1 except that Exp2 sets w := (⊥, r) and uses this
w to make a proof π. Note that Exp2 is exactly the same as Expzk−sim

Φ′,A (λ).

We let pi := Pr[Expi(λ) = 1] for all i ∈ [0, 2]. Then, we have

AdvzkΦ′,A(λ) = |Pr[Expzk−real
Φ′,A (λ) = 1] − Pr[Expzk−sim

Φ′,A (λ) = 1]|

= |p0 − p2| ≤
1∑

i=0

|pi − pi+1|.

It remains to show how each |pi − pi+1| is upper-bounded. To this end, in
the following, we show that there exist an adversary D = (D1,D2) against the
computationally hiding of Ω such that |p0 − p1| = AdvhideΩ,D(λ) (Lemma 3) and
an adversary E = (E1, E2) against the witness indistinguishability of Φ such that
|p1 − p2| = AdvwiΦ,E(λ) (Lemma 4).

Lemma 3. There exists a PPT adversary D = (D1,D2) such that |p0 − p1| =
AdvhideΩ,D(λ).

Proof of Lemma 3. We construct a PPT adversary D = (D1,D2) that attacks
the hiding property of Ω so that |p0 − p1| = AdvhideΩ,D(λ), using the adversary
A = (A1,A2) as follows.

D1(ck): First, D1 generates (crs, vsk) ← CRSGen(1λ) and (sigk∗, vk∗) ←
SKG(1λ). Then, D1 sets m0 := 0|vk∗|, m1 := vk∗, and st1 as all of
the information known to D1, returns (m0,m1, st1) to its experiment, and
terminates.

D2(c): First, D2 sets crs ′ := (crs, c) and runs A1(crs ′). When A1 outputs a tuple
(x′, w′, st′1), D2 sets x := (x′, ck , vk∗, c) and w := (w′,⊥). Then, D2 computes
π ← Prove(crs, x, w) and σ ← Sign(sigk∗, (x′, π)), sets π′ := (vk∗, π, σ), and
runs A2(π′, st1). When A2 outputs a bit b′ ∈ {0, 1} and terminates, D2 returns
b′ to its experiment and terminates.
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We let b be the challenge bit for D in its experiment. When b = 0, we
can see that D perfectly simulates Exp0 for A. This ensures that when b = 0,
the probability that D outputs 1 is exactly the same as the probability that A
outputs b′ = 1 in Exp0. On the other hand, when b = 1, we can see that D
perfectly simulates Exp1 for A. This ensures that when b = 1, the probability
that D outputs 1 holds is exactly the same as the probability that A outputs
b′ = 1 in Exp1. Therefore, we have AdvhideΩ,D(λ) = |Pr[b′ = 1|b = 0]−Pr[b′ = 1|b =
1]| = |p0 − p1|. � (Lemma 3)

Lemma 4. There exists a PPT adversary E = (E1, E2) such that |p1 − p2| =
AdvwiΦ,E(λ).

Proof of Lemma 4. We construct a PPT adversary E = (E1, E2) that attacks
the witness indistinguishability of Φ so that |p1 − p2| = AdvwiΦ,E(λ), using the
adversary A = (A1,A2) as follows.

E1(crs): First, E1 generates ck ← CKG(1λ) and (sigk∗, vk∗) ← SKG(1λ). Then,
E1 samples r ← RΩ and computes c ← Commit(ck , vk∗; r). Next, E1 sets
crs ′ := (crs, c) and runs A1(crs ′). When A1 outputs (x′, w′, st1) and termi-
nates, E1 sets x := (x′, ck , vk∗, c), w0 := (w′,⊥), and w1 := (⊥, r). Then, E1

returns (x,w0, w1) and st′1 including all of the information known to E1 to its
experiment, and terminates.

E2(π, st′1): First, E2 computes σ ← Sign(sigk , (x′, π)). Then, E2 sets π′ :=
(π, σ, vk∗) and runs A2(π′, st1). When A2 outputs a bit b′ ∈ {0, 1} and ter-
minates, E2 returns b′ to its experiment and terminates.

We let b be the challenge bit for E in its experiment. When b = 0, we can
see that E perfectly simulates Exp1 for A. This ensures that when b = 0, the
probability that E outputs 1 holds is exactly the same as the probability that
A outputs 1 in Exp1. On the other hand, when b = 1, E perfectly simulates
Exp2 for A. This ensures that when b = 0, the probability that E outputs 1 is
exactly the same as the probability that A outputs 1 in Exp2. Therefore, we have
AdvwiΦ,E(λ) = |Pr[b′ = 1|b = 0] − Pr[b′ = 1|b = 1]| = |p1 − p2|. � (Lemma 4)

Putting everything together, we obtain AdvzkΦ′,A(λ) ≤ AdvhideΩ,D(λ)+AdvwiΦ,E(λ).
Since Ω satisfies computationally hiding and Φ satisfies witness indistinguishabil-
ity, for any PPT adversary A, AdvzkΦ′,A(λ) = negl(λ) holds. Therefore, Φ′ satisfies
zero-knowledge. � (Theorem 3)

4 Construction of RNC−CCA Secure RNCE

In this section, we show that our generic construction of RNC−CCA secure
RNCE with the plaintext space {0, 1}. Firstly, in Sect. 4.1, we describe our
generic construction. Then, in Sect. 4.2, we give a security proof for it.



228 Y. Lu et al.

KG′(1λ) :
α ← {0, 1}
(pk0, sk0) ← KG(1λ)
(pk1, sk1) ← KG(1λ)
(crs, vsk) ← CRSGen(1λ)
pk := (pk0, pk1, crs)
sk := (α, skα, vsk)
Return (pk , sk)

Enc′(pk , m) :
(r0, r1) ← (RΠ)2

c0 ← Enc(pk0, m; r0)
c1 ← Enc(pk1, m; r1)
x := (pk0, pk1, c0, c1)
w := (m, r0, r1)
π ← Prove(crs, x, w)
Return c := (c0, c1, π)

Dec′(pk , sk , c) :
x := (pk0, pk1, c0, c1)
If Verify(crs, vsk , x, π) = 1
then

m ← Dec(pkα, skα, cα)
Return m

else Return ⊥

FKG′(1λ) :
α ← {0, 1}
(pk0, sk0) ← KG(1λ)
(pk1, sk1) ← KG(1λ)
(crs, vsk , tk)

← SimCRS(1λ)
pk := (pk0, pk1, crs)
td := (α, sk0, sk1, vsk , tk)
Return (pk , td)

Fake′(pk , td) :
cα ← Enc(pkα, 0)
c1⊕α ← Enc(pk1⊕α, 1)
x := (pk0, pk1, c0, c1)
π ← SimPrv(tk , x)
Return c̃ := (c0, c1, π)

Open′(pk , td , c̃, m) :
˜sk := (α ⊕ m,

skα⊕m, vsk)
Return ˜sk

FDec′(pk , td , c) :
x := (pk0, pk1, c0, c1)
If Verify(crs, vsk , x, π) = 1
then

m ← Dec(pk0, sk0, c0)
Return m

else Return ⊥

Fig. 2. Construction of RNC−CCA secure RNCE Π ′.

4.1 Description

In this section, we formally describe our generic construction of RNC-CCA
secure RNCE with the plaintext space {0, 1}. Let Π = (KG,Enc,Dec) be
a PKE scheme with the plaintext space {0, 1} and Rπ a randomness space for
the encryption algorithm Enc. Let Φ = (CRSGen,Prove,Verify,SimCRS,
SimPrv) be a DV-NIZK argument for

Leq :=
{

(pk0, pk1, c0, c1)| ∃(m, r0, r1) ∈ {0, 1} × (RΠ)2 s.t.

(c0 = Enc(pk0,m; r0)) ∧ (c1 = Enc(pk1,m; r1))
}

.

Then, we use them to construct our RNCE scheme Π ′ = (KG′,Enc′,
Dec′,FKG′,Fake′,Open′,FDec′) with the plaintext space {0, 1} as described
in Fig. 2. We note that the correctness of our RNCE scheme holds due to the
correctness of Π and Φ.

How to expand the plaintext space of our generic construction. In the above,
we only give the construction whose plaintext space is {0, 1}. However, we can
expand the plaintext space by using our single-bit construction in a parallel way
except for the generation of a proof of a DV-NIZK argument. More concretely,
if we encrypt an 	-bit plaintext m = m1‖ · · · ‖m�, the procedure is as follows.

Firstly, we generate a public key pk = ((pk i
0, pk

i
1)i∈[�], crs) and a secret key

sk = (αi, sk i
αi

, vsk)i∈[�], where α1, · · · , α� ← {0, 1}, (pk i
v, sk i

v) ← KG(1λ) for
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all (i, v) ∈ [	] × {0, 1}, and crs (resp., vsk) denotes a CRS (resp., a secret
verification key) of a DV-NIZK argument. Next, we compute a ciphertext
c = ((ci

0)i∈[�], (ci
1)i∈[�], π), where ci

v ← Enc(pk i
v,mi) for all (i, v) ∈ [	] × {0, 1}

and π is a proof proving that, for each i ∈ [	], the ciphertexts ci
0 and ci

1 encrypt
the same plaintext mi ∈ {0, 1}. Similarly, for the other procedures, we execute
one-bit version algorithms in a parallel way for all i ∈ [	] except for the procedure
of a DV-NIZK argument. See the full version of the paper for the details.

4.2 Security Proof

In this section, we show the following theorem.

Theorem 4. If Π is an IND−CPA secure PKE scheme and Φ satisfies one-time
simulation soundness and zero-knowledge, then Π ′ is RNC−CCA secure.

Proof of Theorem 4. Let A = (A1,A2,A3) be a PPT adversary that attacks the
RNC−CCA security of Π ′. We introduce the following experiments {Expi}5i=0.

Exp0 : Exp0 is exactly the same as Exprnc−real
Π′,A (λ). The detailed description is as

follows.

1. First, Exp0 samples α ← {0, 1} and computes (pk0, sk0) ← KG(1λ),
(pk1, sk1) ← KG(1λ), and (crs, vsk) ← CRSGen(1λ). Next, Exp0 sets
pk := (pk0, pk1, crs) and sk := (α, skα, vsk), and runs A1(pk). When A1

makes a decryption query c = (c0, c1, π), Exp0 checks whether Verify(crs,
vsk , (pk0, pk1, c0, c1), π) = 1 or not. If this condition holds, Exp0 computes
m ← Dec(pkα, skα, cα) and returns m to A1. Otherwise, Exp0 returns ⊥
to A1.

2. When A1 outputs (m∗, st1) and terminates, Exp0 computes the chal-
lenge ciphertext c∗ as follows. First, Exp0 samples (r∗

0 , r
∗
1) ← (RΠ)2

and computes c∗
0 ← Enc(pk0,m

∗; r∗
0), c∗

1 ← Enc(pk1,m
∗; r∗

1), and
π∗ ← Prove(crs, (pk0, pk1, c

∗
0, c

∗
1), (m

∗, r∗
0 , r

∗
1)). Next, Exp0 sets c∗ =

(c∗
0, c

∗
1, π

∗) and runs A2(c∗, st1). When A2 makes a decryption query c,
Exp0 answers in the same way as above.

3. When A2 outputs state information st2 and terminates, Exp0 runs
A3(sk , st2).

4. When A3 outputs a bit b′ and terminates, Exp0 outputs b′.
Exp1 : Exp1 is identical to Exp0 except for the following change. When

computing the challenge ciphertext c∗, the common reference string
crs is generated by executing (crs, vsk , tk) ← SimCRS(1λ) instead
of (crs, vsk) ← CRSGen(1λ). Moreover, Exp1 generates a simu-
lated proof π∗ ← SimPrv(tk , (pk0, pk1, c

∗
0, c

∗
1)) instead of π∗ ←

Prove(crs, (pk0, pk1, c
∗
0, c

∗
1), (m

∗, r∗
0 , r

∗
1)).

Exp2 : Exp2 is identical to Exp1 except that when computing the challenge cipher-
text c∗, Exp2 computes c∗

1⊕α ← Enc(pk1⊕α, 1 ⊕ m∗; r∗
1⊕α) instead of c∗

1⊕α

← Enc(pk1⊕α,m∗; r∗
1⊕α).
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Exp3 : Exp3 is identical to Exp2 except that when responding to a decryption
query c = (c0, c1, π), if Verify(crs, vsk , (pk0, pk1, c0, c1), π) = 1, Exp3 answers
m ← Dec(pk0, sk0, c0) instead of m ← Dec(pkα, skα, cα). Note that the
decryption procedure in Exp3 is exactly the same as FDec′(pk , td , c).

Exp4 : Exp4 is identical to Exp3 except that α ⊕ m∗ is used instead of α. That
is, when computing the challenge ciphertext c∗, Exp4 computes c∗

0 and c∗
1

by c∗
α⊕m∗ ← Enc(pkα⊕m∗ ,m∗) and c∗

α⊕(1⊕m∗) ← Enc(pkα⊕(1⊕m∗), 1 ⊕ m∗).
Moreover, Exp4 gives the secret key sk = (α⊕m∗, skα⊕m∗ , vsk) to A3 instead
of sk = (α, skα).

Exp5 : Exp5 is exactly the same as Exprnc−sim
Π′,A (λ).

We let pi := Pr[Expi(λ) = 1] for all i ∈ [0, 5]. Then, we have Advrnc−cca
Π′,A (λ) =

|Pr[Exprnc−real
Π′,A (λ) = 1] − Pr[Exprnc−sim

Π′,A (λ) = 1]| = |p0 − p5| ≤ ∑4
i=0 |pi − pi+1|.

It remains to show how each |pi − pi+1| is upper-bounded. To this end, we will
show the following lemmata.

Lemma 5. There exists a PPT adversary E = (E1, E2) against the zero-
knowledge of Φ such that |p0 − p1| = AdvzkΦ,E(λ).

Lemma 6. There exists a PPT adversary F = (F1,F2) against the IND−CPA
security of Π such that |p1 − p2| = Advind−cpa

Π,F (λ).

Lemma 7. There exists a PPT adversary G = (G1,G2) against the one-time
simulation soundness of Φ such that |p2 − p3| ≤ Advot−ss

Φ,G (λ).

Lemma 8. |p3 − p4| = 0 holds.

Lemma 9. |p4 − p5| = 0 holds.

As mentioned in Sect. 1.2, compared to the previous work [10], the most
technically obscure part is Lemma 7 using the one-time simulation soundness of
a DV-NIZK argument, and thus we show only it here due to the space limitation.
We will show the rest lemmata formally in the full version of the paper.

Proof of Lemma 7. For i ∈ {2, 3}, we let Badi be the event that A2

makes a decryption query c = (c0, c1, π) satisfying (Dec(pk0, sk0, c0) �=
Dec(pk1, sk1, c1)) ∧ (Verify(crs, vsk , (pk0, pk1, c0, c1), π) = 1) in Expi. (We call
such a decryption query a bad decryption query.) Exp2 proceeds identically to
Exp3 unless Bad2 happens. Therefore, the inequality |p2 − p3| ≤ Pr[Bad2] =
Pr[Bad3] holds. In the following, we show that one can construct a PPT adver-
sary G = (G1,G2) that attacks the one-time simulation soundness of Φ so that
Pr[Bad2] = Advot−ss

Φ,G (λ), using the adversary A = (A1,A2,A3).

G1(crs) : First, G1 samples α ← {0, 1} and computes (pk0, sk0) ← KG(1λ) and
(pk1, sk1) ← KG(1λ). Next, G1 sets pk := (pk0, pk1, crs) and runs A1(pk).
When A1 makes a decryption query c = (c0, c1, π), G1 makes a verification
query ((pk0, pk1, c0, c1), π) to its experiment. Upon receiving a verification
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result v ∈ {0, 1}, G1 checks whether v = 1 or not. If this is the case, then
G1 computes m ← Dec(pkα, skα, cα) and returns m to A1. Otherwise, G1

returns ⊥ to A1.
When A1 outputs the challenge plaintext m∗ and state information st1, and
terminates, G1 computes c∗

α ← Enc(pkα,m∗) and c∗
1⊕α ← Enc(pk1⊕α, 1 ⊕

m∗). Finally, G1 sets st′1 as all the information known to it, returns
((pk0, pk1, c

∗
0, c

∗
1), st

′
1) to its experiment, and terminates.

G2(π∗, st′1) : First, G2 sets c∗ := (c∗
0, c

∗
1, π

∗) and runs A2(c∗, st1). When A2 makes
a decryption query c, G2 parses c := (c0, c1, π). Then, G2 makes a verifica-
tion query ((pk0, pk1, c0, c1), π) to its experiment. If the verification result is
0, then G2 returns ⊥ to A2. If the verification result is 1, then G2 checks
whether Dec(pk0, sk0, c0) �= Dec(pk1, sk1, c1) or not. If this is the case, G2

returns ((pk0, pk1, c0, c1), π) to its experiment and terminates. Otherwise, G2

computes m ← Dec(pkα, skα, cα) and returns m to A2. When A2 outputs
state information st2 and terminates, G2 gives up and terminates.

From the above construction of G, it is easy to see that G perfectly sim-
ulates the experiment Exp2 for A. Here, the success condition of G is to out-
put a pair of a statement and a proof (x, π) satisfying ((x∗, π∗) �= (x, π)) ∧
(Verify(crs, vsk , x, π) = 1) ∧ (x /∈ Leq), where x∗ = (pk0, pk1, c

∗
0, c

∗
1) and

x = (pk0, pk1, c0, c1). If A2 makes a bad decryption query c = (c0, c1, π), then
Dec(pk0, sk0, c0) �= Dec(pk1, sk1, c1) and Verify(crs, vsk , x, π) = 1. Thus, we
can see that x /∈ Leq holds now due to the correctness of Π.

Moreover, due to the condition of decryption queries by A2, we have (c∗
0, c

∗
1, π

∗)
= c∗ �= c = (c0, c1, π). That is, we have (x∗, π∗) �= (x, π). Thus, when A2 makes
a bad decryption query c, G achieves its success condition by returning (x, π) to
its experiment. We note that G can detect that the event Bad2 occurs because G
has both of the secret keys sk0 and sk1, and can make a verification query (x, π) to
its experiment. From the above arguments, the probability that A2 makes a bad
decryption query is exactly the same as the probability that G breaks the one-time
simulation soundness of Φ. Therefore, we have Pr[Bad2] = Advot−ss

Φ,G (λ), which in
turn implies |p2 − p3| ≤ Advot−ss

Φ,G (λ). � (Lemma 7)

Putting everything together, we obtain Advrnc−cca
Π′,A (λ) ≤ AdvzkΦ,E(λ) +

Advind−cpa
Π,F (λ) + Advot−ss

Φ,G (λ). Since Π is IND−CPA secure
and Φ satisfies one-time simulation soundness and zero-knowledge, for any PPT
adversary A, Advrnc−cca

Π′,A (λ) = negl(λ) holds. Therefore, Π ′ satisfies RNC−CCA
security. � (Theorem 4)
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Abstract. We propose a novel non-interactive zero-knowledge (NIZK)
argument for confidential transactions. Our NIZK argument provides a
highly practical prover against other existing works, in which proof gen-
eration and verification times are at the same level. Our NIZK argument
is perfect zero-knowledge in the common reference string model, with its
soundness holds in the random oracle model. Based on the NIZK argu-
ment, we construct a confidential transaction smart contract (CTSC)
scheme which enables transferring coins between users confidentially and
automatically over the account-model blockchain. Furthermore, We pro-
vide a formal security definitions of such a primitive: confidentiality and
transaction soundness, along with a security proof of the construction.

Keywords: Non-interactive zero knowledge · Smart contract ·
Account-model blockchain

1 Introduction

Blockchain systems enable peer-to-peer digital asset transfer in a decentralized
paradigm by maintaining a global tamper-proof digital ledger of transactions
arranged in a chronological order. In traditional blockchain systems such as Bit-
coin [19] and Ethereum [24], all the nodes could verify the validity of the trans-
actions in a plaintext manner. Therefore, the details of the all the transactions
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are known by all the participants of the system. In some application scenarios,
this is prohibitive. A lot of sensitive information of the users is expected not put
on chain in plaintext. Although most blockchains provide weak anonymity by
using pseudonyms, they lack confidentiality of transactions (e.g. hiding amount
transferred and balance).

Maxwell [18] startups the study of confidential transaction (CT). They
employed Pedersen commitment to hide transfer amount and using range proofs
to ensure correctness of transactions. The homomorphism of Pedersen commit-
ment enables users to directly add up the inputs and outputs of a transaction
respectively without revealing the real values.

Monero [20] used another variant CT approach (named as Ring Confidential
Transaction, RingCT) to achieve confidentiality by using similar approaches as
Maxwell’s scheme, as well as anonymity by employing linkable ring signature
which is modified from [16].

Zcash [1,5] protects the confidentiality of transactions using a more sophis-
ticated zero-knowledge proof called zk-SNARK [6]. zkSNARKs generate short
proofs with constantant group elements, and have very fast verification time.
The downsides of using zk-SNARKs that is based on a unfalsifiable assumption
are the prohibitive proof generation and the intensive memory usage. Although
a subsequent works on zero knowledge such as Bulletproofs [11], zk-STARK [4],
Hyrax [23], and Libra [25] improve the efficiency on different aspects, these
general-purpose zero knowledge proofs do not exploit the characteristics of the
statements that need to be proven but always convert them into large arithmetic
circuits, which is very time consuming.

By observing that, Ma et al. [17] first focused on concealing the transferred
details to protect the confidentiality of transactions in the account-based model.

The authors design an additive-homomorphic enryption to hide the balance
and transfer amount, and construct an efficient NIZK to ensure the validity
of transactions. Based on the NIZK scheme, they also proposed a decentral-
ized smart contract (DSC) system to automatically and securely transfer coins.
Taking use of ElGamal encryption and Bulletproofs, Bünz et al. [10] proposed
Zether, a confidential payment system, which is compatible with Ethereum-like
smart contract platforms. Although their proposal can achieve more practical
hiding and timely updating operations, the homomorphic encryption schemes
used in [10,17] only support small message space in one decryption. For a value
that comes from a large message space, they must divide it into several shorter
blocks, and then encrypt and prove each block separately.

Besides, the verification process in [17] is built under the expensive pairing
operations. Furthermore, DSC presented in [17], as a secure protocol, lacks a
formal security definition and suffers from replay attacks (any user can download
a transaction from the public ledger and send it repeatedly to the designated
recipient of that transaction without being blocked). All of these will greatly
be limitations for many lightweight but widespread used applications such as
mobile phones.
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1.1 Our Contributions

In this paper, we address the aforementioned issues via three main contributions.

(1) We abstract the framework of [17] and give a definition of confidential trans-
action smart contract (CTSC) scheme over account-based model blockchain,
along with a formal definition of its security goals: confidentiality and trans-
action soundness. Confidentiality captures the requirement that no one can
learn the account balance and transfer amount except the parties in the
transaction. Transaction soundness requires that no one is able to convince
verification nodes of an invalid transaction, even if he has the secret key of
sender.

(2) To instantiate CTSC, we use the additive-homomorphic encryption, Paillier
cryptosystem that supports large message space, to hide the account balance
and transfer amount. As a core building block, we construct an efficient
NIZK argument to ensure the validity of confidential transactions, and such
a NIZK is sound in the common reference string (CRS) model and perfect
zero-knowledge in the random oracle (RO) model. We also prove the security
of the CTSC instantiation under well-studied complexity assumptions.

(3) We propose a C++ implementation of our NIZK protocol. Compared to
other related work, the results show that our scheme is more practicable
and maneuverable in the mentioned actual applications from the analysis of
the performance from both asymptotic and practical views. Indeed, while
our scheme has a more efficient verifier algorithm, a prover algorithm with
similar efficiency and a slightly larger proof size in the case of small message
space [0, 230), we are actually better in the communication and computation
complexity for large message space [0, 240).

1.2 Technical Overview

As an essential building block of CTSC scheme, we use a NIZK argument to
ensure the validity of confidential transactions. We call a transaction valid if
it is well-formed as stated. In our construction of the CTSC scheme based on
account-based model, a user creates an account by initializing a Paillier keypair
(pk, sk) and an encrypted balance C̃, where the public key serves the account
address and the secret key is used to show ownership of the account.

To prevent replay attacks discussed above, for any transaction the user needs
to append a unique serial number sn and generates a signature on this transac-
tion. Such a serial number can be created from current timestamp and its own
public key (e.g., using a secure hash function SHA256).

Let us now consider a scenario where a sender with address pks wants to
transfer amount t to a receiver with address pkr. Denote C̃s and C̃r the encrypted
balance of the involving parties. The sender first encrypts t under both public
keys and get Cs and Cr, respectively. Then the sender generates a NIZK proof
π for a statement x = (pks, pkr, C̃s, Cs, Cr) to ensure: (i) Cs and Cr are well-
formed and encrypt the same value t; (ii) the transfer amount t and the remaining



A Practical NIZK Argument for Confidential Transactions 237

balance of the sender encrypted in C̃s/Cs are in a valid range. The transaction
now is (x, π). After a successful verification of this transaction, the miners would
update the encrypted balance of both parties to be (C̃s/Cs, C̃r · Cr) and post
the transaction to the blockchain.

A Σ-protocol for plaintext-equality of Paillier ciphertexts can be used to
prove that Cs and Cr encrypt the same value, and a range proof is very suit-
able to prove that t and the remaining balance are in a valid range. Though
state-of-the-art range proof is Bulletproofs, it is not very compatible with our
construction due to the following two points: (i) the recursive execution of the
protocol gains the overhead of prover and verifier; (ii) the usage of Pedersen (vec-
tor) commitments to hide the secret enforces us to introduce this primitive and
prove the plaintext-equality between Paillier ciphertexts and Pedersen (vector)
commitments. Thus we follow the work of [17] to use the Boneh-Boyen signature-
based range proof [12]. Suppose that the maximum value allowed in the CTSC
scheme is u� −1. The main idea of proving t ∈ [0, u�) is representing t in u-ary as
t =

∏�−1
i=0 ti ·ui and showing that each ti lies in [0, u). First the receiver sets up a

basic Boneh-Boyen signature keypair (sk, vk) and generates a set of signatures
Sσ = {σj = g

1/(sk+j)
1 } on j ∈ {0, . . . , u − 1}. Then the sender runs a Σ-protocol

to ensure the signatures σti ∈ Sσ. This range proof can be converted to a NIZK
argument by applying Fiat-Shamir heuristic and putting the verification key and
the set of signatures Sσ into the common reference string as public parameters.
While in the design process of our NIZK augment, we encounter some specific
technical challenges.

Obstacle of Handling Different Moduli. Due to the usage of Paillier cryp-
tosystem, the encrypted transfer amount is presented in the form of Cs =
(1+Ns)t ·rNs

1 mod N2
s and Cr = (1+Nr)t ·rNr

2 mod N2
r . While in the employed

range proof, the secret transfer amount t =
∏�−1

i=0 ti · ui is encoded into a group
of prime order p. In order to prove the relations between the messages such as
equality and being in the valid range, as a witness, we should blind t with the
same randomness r. However, it doesn’t work to choose r either from the Paillier
moduli Ns, Nr or the prime modulus p. Such a randomness r should be large
enough to completely cover the value space of t, otherwise there is a risk of leak-
age of t. To overcome this obstacle, we sample r from a modulus represented by
the product Ns · Nr · p.

Obstacle of Removing Pairing. In the range proof that ensures the secret
value t ∈ [0, u�), t is expressed as t =

∏�−1
i=0 ti · ui, and each ti is encoded as

σti = g
1/(sk+ti)
1 by using Boneh-Boyen signature which works on a bilinear group

gk = (p,G1,G2,GT , e, g1, g2). As discussed above, we need to show σti ∈ Sσ

without revealing its value, otherwise ti will be exposed to the receiver. A nat-
ural idea is to randomize σti to get Vi = σvi

ti , and then prove the statement
e(Vi, vk) = e(Vi, g2)−ti · e(g, g)vi using a Σ-protocol. In trying to remove the
time-consuming pairing operations used above, we begin with the work of Arfaoui
et al. [3]. Instead of directly proving Vi = g

vi/(sk+ti)
1 using pairing, we turn to

prove V sk
i = V −ti

i · gvi
1 . This form is similar to the Perdersen commitment by
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considering ti and vi as committed value and randomness, respectively. However,
Note that the secret key sk of the signature scheme is choosed in the CRS, not by
the verifier, which makes the verification algorithm in [3,12] fails to work. In order
to get around the obstacle, we pre-compute all σsk

i and put them into the CRS.

2 Preliminaries

Notation. We denote the security parameter by n, and abbreviate probabilistic
polynomial-time as PPT. For a set S, x ←$ S means sampling uniformly at ran-
dom an element x from the set S. For a distribution D over a finite set SD, x ←$ D
means sampling x ∈ SD according to the distribution D. We write y = A(x; r) to
denote that an probabilistic algorithm A takes input x and randomness r, out-
puts y. The formula y ← A(x) means picking randomness r uniformly at random
and setting y = A(x; r). A function ε(n) is negligible in n if ε(n) = o(1/nc) for
all c ∈ N. ε(n) = negl(n) denotes that ε(n) is a negligible function in n, and
ε(n) = poly(n) denotes that ε(n) is a polynomial function in n.

2.1 Cryptographic Primitives

In this section, we introduce some cryptographic primitives, including the nec-
essary complexity assumptions and background tools used in our NIZK scheme.

Pairing. We call Gbp(1n) the pairing generator which takes a security param-
eter as input and outputs a description of a bilinear group gk = (p,G1,G2,
GT , e, g1, g2) where p is a n-bit prime. We follow the notations of [9]:

– G1,G2,GT are multiplicative cyclic groups of order p. The elements g1, g2

generates G1,G2 respectively.
– e: G1 × G2 → GT is a nondegenerate bilinear map, and e(g1, g2) generates

GT .
– ∀a, b ∈ Z, e(ga

1 , gb
2) = e(g1, g2)ab.

– It is efficient to compute group operations, compute the bilinear map, and
decide the membership in G1,G2 and GT .

Definition 1 (DCR assumption [21]). Set N = pq where p and q are two
large prime numbers. Given two numbers z0 and z1 s.t. ∃y0 ∈ Z

∗
n2 , z0 = yn

0 mod
N2 and ∀y1 ∈ Z

∗
n2 , z1 �= yn

1 mod N2. We say the decisional composite residiosity
(DCR) assumption holds if for any PPT distinguisher D,

∣
∣
∣ Pr[D(z0) = 1] − Pr[D(z1)]

∣
∣
∣ ≤ negl(n) .

Definition 2 (q-SDH assumption [8]). The q-Strong Diffie-Hellman (q-
SDH) assumption associated to gk holds if for all non-uniform PPT adversary
A, we have

Pr
[

gk ← Gbp(1n), x ←$Zp :
(c, g1/(x+c)

1 ) ← A(gk, g1, g
x
1 , . . . , gxq

1 , g2, g
x
2 )

]

≤ negl(n) , where c ∈ Zp.
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Paillier Encryption. Paillier encryption scheme [13,21] is a homomorphic
public key encryption that is secure under the DCR assumption. It consists
of three PPT algorithms (KGen,Enc,Dec). The algorithm KGen(1n) first chooses
an admissible RSA modulus N = pq and sets λ = lcm(p−1, q−1), then outputs
(pk, sk) = (N,λ). Given a message m ∈ ZN and public key N , Enc computes
and outputs the ciphertext c = (1 + N)mrN mod N2, where r ←$Z

∗
N . The algo-

rithm Dec takes as input the private key λ and a ciphertext c, and outputs
m = L(cλ mod N2) · λ−1 mod N , where L(x) = x−1

N .

Digital Signatures. A signature scheme consists of three polynomial-time algo-
rithms (KeyGen,Sign,Verify), where KeyGen outputs a secret signing key sk and
a corresponding public verification key vk, Sign generates a signature on an
input message, and Verify checks the validity of the signature w.r.t. the mes-
sage. The correctness of a signature scheme states that any valid signature will
be verified successfully. A signature scheme is said to be existentially unforge-
able under a weak chosen message attack (EUF-WCMA) if no computationally
bounded adversary can create a valid signature on a new message, even after
seeing signatures on other messages.

The basic Boneh-Boyen signature [8] based on a bilinear group gk consists
of a tuple of polynomial-time algorithms (BB.KeyGen,BB.Sign,BB.Verify). The
secret signing key is (sk = χ) ←$Zp, and the corresponding public verification
key is vk = gχ

2 . The signature on an input message m is σ = g
1/(χ+m)
1 . The

verification is done by checking that e(σ, vk · gm
2 ) = e(g1, g2).

Lemma 1 ([8], Lemma 3.2). Under the q-SDH assumption associated to a
bilinear group gk, then Boneh-Boyen signature scheme is EUF-WCMA.

2.2 Zero Knowledge Proof

Let L be an NP language and R the associated binary relation. We say an
instance x lies in L if and only if there exists a witness w such that (x,w) ∈ R.

We consider a 3-round public-coin protocol with the following form between
two polynomial time parties, where P takes (x,w) as input and V takes x as
input: (1) P sends a message a; (2) V sends a uniformly random challenge e; (3)
P responses with a message z, and V decides to accept or reject based on the
data (x, a, e, z).

Definition 3 (Σ-protocol [14]). A protocol with the above form is a Σ-protocol
if the following conditions hold:

Completeness. If P and V behave honestly, then V always accepts.

Special Soundness. There exists a PPT algorithm Ext, given any instance
x ∈ L and two accepting transcripts (a, e, z) and (a, e′, z′) with e �= e′, always
computes a witness w s.t. (x,w) ∈ R.
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Special Honest-Verifier Zero-Knowledge. There exists a PPT algorithm S
upon input x and a random e outputs an accepting transcript (a, e, z), whose dis-
tribution is statistically indistinguishable from that of the real transcript between
the honest P,V on input x.

Non-interactive zero knowledge (NIZK) allows the user to convince anyone
in only one round without leaking any other information.

Definition 4 (NIZK [7]). A triple of PPT algorithms (K,P,V) is called a NIZK
argument system for language L if the following conditions hold:

Completeness: For each crs ← K(1n) and (x,w) ∈ R, we have:

Pr[π ← P(crs, x, w) : V(crs, x, π) = 1] ≥ 1 − negl(n) .

(Adaptive) Soundness: For any non-uniform PPT prover P∗, we have

Pr
[

crs ← K(1n), (x, π) ← P∗(crs) :
x /∈ L ∧ V(crs, x, π) = 1

]

≤ negl(n) .

(Adaptive) Zero-Knowledge: There exists a PPT simulator S = (S1,S2),
such that for all stateful non-uniform PPT adversaries A = (A1,A2), we have

∣
∣
∣Pr

[
crs ← K(1n); (x, w, state) ← A1(crs);π ← P(crs, x, w) :

(x, w) ∈ R ∧ A2(crs, π, state) = 1

]

− Pr
[
(crs, td) ← S1(1n); (x, w, state) ← A1(crs);π ← S2(crs, x, td) :

(x, w) ∈ R ∧ A2(crs, π, state) = 1

] ∣
∣
∣ ≤ negl(n) .

We call it statistical zero-knowledge if the above holds even for unbounded A.

Applying Fiat-Shamir heuristic [15], A Σ-protocol can be transformed into a
NIZK under the RO model, via obtaining the challenge e from a random oracle
which takes a as input.

2.3 Smart Contracts for Payment over Blockchains

Assume in a payment system deployed in a account-model blockchain, user A
wants to transfer t coins to B. Following is a smart contract that automatically
transfers coins between users.

User A posts a transaction to the blockchain address where the payment
smart contract is deployed that basically says

Transfer t of my coins to B, and σ is a signature of this transaction.

Being triggered by this message, the smart contract executed by the miners first
checks the validity of the signature, and ensures that A has more than t coins
then does the transfer action and publishes the transaction on the blockchain if
all the checks pass, otherwise it ignores the transaction.

Obviously, anyone can learn the balance and transaction amount of A during
the process.
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3 NIZK Argument and Its Application to CTSC

In this section, we follow the framework presented in [17], and introduce a con-
fidential transaction smart contract (CTSC) scheme which enables transferring
coins confidentially and automatically over the account-based model. As a main
building block of CTSC, we also construct a new NIZK argument to ensure the
validity of confidential transactions.

3.1 Definition of CTSC Scheme

A CTSC scheme consists of a tuple of polynomial-time algorithms described as
below:

– Setup. This algorithm produces a list of system public parameters:
• input: security parameter n;
• output: system public parameters pp including the maximum amount

allowed in the system MAX and other necessary information.
– CreateAccount. This algorithm generates a user’s information by using a

homomorphic encryption scheme:
• input: public parameters pp, user id id, and an initial balance tid;
• output: a keypair (pkid, skid), and an encrypted balance C̃id.

The public key pkid also links to the user account address. Only the ciphertext
C̃id of the user balance tid is stored in the account book.

– Transfer. This algorithm is invoked by a sender when he transfers t coins to
a receiver.

• input: pp, a keypair (sks, pks) of sender account, a receiver address pkr,
a sender encrypted balance C̃s, a transfer amount t;

• output: a confidential transaction tx. To prevent replay attacks, a unique
serial number sns will be generated and put into tx.

– Update. This algorithm deployed in the blockchain for automatically trans-
ferring will be invoked by the miners.

• input: pp, tx;
• If the transaction tx is valid, the miners update the encrypted balance of

involved parties; otherwise, ignore this transaction.
– CheckBalance. This algorithm is invoked by a user when he checks his balance:

• input: a user secret key skid, and an encrypted balance C̃id;
• output: a balance tid in plaintext.

Correctness. For a CTSC scheme described above, correctness captures the
basic functionality that an honest-generated transaction should be accepted and
appended to the blockchain. This property also requires, if a transaction is ver-
ified, the encrypted balance of involving parties will be updated correctly.

Security Requirements. We define two security requirements for a CTSC
scheme Π = (Setup,CreateAccount,Transfer,Update,CheckBalance): confidential-
ity and transaction soundness. Confidentiality ensures that any computationally
bounded adversary cannot learn the value (i.e., the balance of both parties and
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the transfer amount) hidden in a confidential transaction except the sender and
receiver. Soundness requires that any computationally bounded adversary can-
not convince verification nodes with an invalid transaction (i.e., a transaction
which is not well-formed as stated), even if he knows the secret key of sender.

More formally, a CTSC scheme is said to be secure (i.e., holding confidential-
ity and transaction soundness) if for any PPT adversary A = (A1,A2), it holds
that

∣
∣
∣ Pr[CONFΠ,A(n) = 1] − 1

2

∣
∣
∣ ≤ negl(n) ,Pr[SOUNDΠ,A(n) = 1] ≤ negl(n) ,

where the probability is over the coin tosses of A, as well as the romdomness
used in the experiments.

CONFΠ,A(n):

1. pp ← Setup(1n);
2. ((t(0)s , t(0), t

(0)
r ), (t(1)s , t(1), t

(1)
r ), state) ← A1(pp);

3. Return 0 if any of the following conditions holds:
(a) For i ∈ {0, 1}, any of t

(i)
s , t

(i)
r , t(i) is not in the range [0,MAX];

(b) t
(0)
s < t(0) or t

(1)
s < t(1).

4. b ←$ {0, 1};
5. (pks, sks, C̃

(b)
s ) ← CreateAccount(pp, ids, t

(b)
s );

6. (pkr, skr, C̃
(b)
r ) ← CreateAccount(pp, idr, t

(b)
r );

7. tx(b) ← Transfer(pp, sks, pks, pkr, C̃
(b)
s , t(b));

8. b′ ← A2(tx(b), state);
9. Return 1 if b = b′.

SOUNDΠ,A(n):

1. pp ← Setup(1n);
2. (pks, sks, C̃s, state) ← AOCreateAccount

1 (pp)1;
3. tx∗ ← A2(pp, pks, sks, C̃s, state);
4. Return 1 iff.

(a) tx∗ is an invalid transactions that contains pks;
(b) tx∗ is accepted by verification nodes;

3.2 Non-interactive Zero-Knowledge Argument

Since we use Paillier cryptosystem to hide the balance and transfer amount,
each transaction contains a zero-knowledge proof which ensures the validity of
the transaction without revealing the reasons why it is valid.
1 Adversary A queries the oracle OCreateAccount with a random choosed id and a random

balance tid, and obtains a reply containing (pkid, skid, C̃id).
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Let us now consider a transaction where a user with balance ts and a Paillier
public key pks = Ns wants to transfer an amount t to a receiver with a public
key pkr = Nr. Denote C̃s the encrypted balance of the sender. In order to hide
the transfer amount t, the sender encrypts t under both public keys to obtain
Cs, Cr, respectively. Now, the sender should provide a NIZK proof to show that:

– The ciphertexts Cs and Cr are well-formed and encrypt the same value t.
– The transfer amount t and the remaining balance of the sender whose cipher-

text is C̃s/Cs, say t′, are in the valid range [0,MAX] .

We set the value MAX = u� − 1 to make it compatible with the employed
primitives.

The sender now should prove (x = (C̃s, Cs, Cr, pks, pkr, vk, g2)) ∈ L in zero-
knowledge, where the NP language L is defined as:

L =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(C̃s, Cs, Cr, pks, pkr, vk, g2) :

∃w = (ts, t, r, r1, r2) s.t.

Cs = (1 + Ns)
t · rNs

1 mod N2
s ∧

Cr = (1 + Nr)
t · rNr

2 mod N2
r ∧

C̃s/Cs = (1 + Ns)
(ts−t) · (r/r1)

Ns mod N2
s ∧

t ∈ [0, u�) ∧ t′ = ts − t ∈ [0, u�) OR
∃χ s.t.
vk = gχ

2

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

;

the associated binary relation is R = {(x,w)}.

Remark 1. The introduction of values vk and g2 allows the simulator to prove
vk = gχ

2 with a trapdoor χ to obtain the zero-knowledge property under the CRS
model. Since (vk, g2) are public as shown in our NIZK construction (see Fig. 1),
and the encrypted balance C̃s can be found in the public ledger according to
its account address pks, the sender only needs to send (Cs, Cr, pks, pkr) to the
receiver.

Note that in the verification algorithm of our NIZK, H represents a random
oracle which can be instantiated by a secure hash function mapping any string
into a k-bit one, where k = poly(n) such that 2k is smaller than the smallest
prime factor of Ns, Nr.

Theorem 1. Under the q-SDH assumption associated to a bilinear group, the
protocol described in Fig. 1 is a NIZK argument with soundness in the RO model
and perfect (adaptive) zero-knowledge in the CRS model.

The proof of Theorem 1 is in the Appendix A.

A true statement x implies C̃s = (1 + Ns)ts · rNs mod N2
s , but the sender

probably does not know r since the ciphertexts on the ledger may be timely
updated many times by the verification nodes. A question arises that how we
can prove C̃s/Cs = (1 + Ns)(ts−t) · (r/r1)Ns mod N2

s without the knowledge of
r. Instead of using the randomness, the works of [10,17] take the private key
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Fig. 1. NIZK argument for validity of transactions
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sk as a witness to prove that the ciphertext can be decrypted into the message
t′ = ts − t. However using this approach for Paillier ciphertexts cannot induce
an efficient Σ-protocol. To get around this obstacle, we follow the fact that
the Paillier encryption is an isomorphism ψ : ZNs

× Z
∗
Ns

→ Z
∗
N2

s
which can

be inverted given Paillier private key λs, and the sender can use an extractor
described below to compute the randomness r. We refer readers to [13,22] for
background about this algorithm.

Ext(C̃s, Ns, λs):

1. Decrypt the ciphertext to get ts ← Dec(λs, C̃s);
2. Compute r̃ = C̃s · (1 + Ns)−ts mod N2

s ;
3. Compute a such that aλs + 1 = 0 mod Ns, this is possible since

gcd(λs, Ns) = 1;
4. Compute r = r̃(aλs+1)/Ns mod Ns;
5. Return (ts, r).

3.3 Construction of CTSC Scheme

In a nutshell, we use Paillier encryption to hide the transfer amount and the
account balance, and use NIZK to enforce senders to build confidential trans-
actions honestly and make correctness publicly verifiable. We also use digital
signature to authenticate transactions. Let (KGen,Enc,Dec) be Paillier encryp-
tion scheme. Let (K,P,V) be the NIZK protocol described in Fig. 1. Let
(KeyGen,Sign,Verify) be a signature which is EUF-WCMA. The construction
is described as follows.

– Setup.
• Input: security parameter n (in unary);
• Output: pp = (crs, aux).
1. crs ← K(1n);
2. Initialize aux that contains:

* The maximum value MAX = u� − 1 allowed by CTSC scheme;
* Public parameters required by Paillier encryption and the signature.

– CreateAccount.
• Input: pp, user id id, and an initial balance tid ∈ [0,MAX];
• Output: public key(pkid, vkid), secret key (skid, skid), and an encrypted

balance C̃id.
1. (pkid, skid) ← KGen(1n);
2. C̃id ← Enc(pkid, tid).
3. (skid, vkid) ← KeyGen(1n).
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– Transfer.
• Input: pp, sender public key pks, receiver public key pkr, sender secret

key (sks, sks), sender encrypted balance C̃s, transfer amount t;
• Output: tx = (pks, pkr, Cs, Cr, π, σtx, sns).
1. Choose r1 ←$Z

∗
Ns

, and compute Cs = Enc(pks, t; r1);
2. Choose r2 ←$Z

∗
Nr

, and compute Cr = Enc(pkr, t; r2);
3. (ts, r) ← Ext(C̃s, pks, sks);
4. Set x = (C̃s, Cs, Cr, pks, pkr, vk, g2);
5. Set w = (ts, t, r, r1, r2);
6. π ← P(crs, x, w);
7. Generate a unique serial number sns from current timestamp and pks.
8. σtx ← Sign(sks, (pks, pkr, Cs, Cr, π, sns)).

– Update.
• Input: pp, a transaction tx;
1. Parse tx into the form (pks, pkr, Cs, Cr, π, σtx, sns);
2. Ignore the transaction and abort if sns is not a fresh number;
3. Seek the encrypted balance C̃s, C̃r of both parties from the public ledger;
4. Set x = (C̃s, Cs, Cr, pks, pkr, vk, g2);
5. Abort if any of the following checks fails to pass:

* 1 ← V(crs, x, π);
* 1 ← Verify(vks, (pks, pkr, Cs, Cr, sns), σtx);

6. Set C̃s = C̃s/Cs and C̃r = C̃r · Cr.

– CheckBalance.
• Input: private key skid, encrypted balance C̃id;
• Output: balance tid.
1. tid ← Dec(skid, C̃id).

Correctness of the above CTSC construction immediately follows the cor-
rectness of Paillier encryption, the correctness of the underlying signature, and
the completeness of our NIZK argument.

Theorem 2. Assuming the security of Paillier encryption, NIZK scheme and
the signature scheme, the above construction is a secure CTSC scheme.

Proof. To prove the confidentiality, we now describe a sequence of hybrid exper-
iments CONF0

Π,A(n),CONF1
Π,A(n),CONF2

Π,A(n).

Experiment CONF0
Π,A(n): This experiment is the same as CONFΠ,A(n) defined

in Sect. 3.1, thus
∣
∣
∣ Pr[CONFΠ,A(n) = 1] − Pr[CONF0

Π,A(n) = 1]
∣
∣
∣ = 0. (1)

Experiment CONF1
Π,A(n). This experiment is the same as CONF0

Π,A(n) except
the following point. Instead of using tbs and tbr from the adversary where
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b ←$ {0, 1}, the challenger creates two accounts by choosing two random val-
ues ts, tr from the set [0,MAX] such that ts ≥ tb:

(pks, vks, sks, sks, C̃s) ← CreateAccount(pp, ids, ts),

(pkr, vkr, skr, skr, C̃r) ← CreateAccount(pp, idr, tr).

Since Paillier encryption is IND-CPA, we have:
∣
∣
∣ Pr[CONF0

Π,A(n) = 1] − Pr[CONF1
Π,A(n) = 1]

∣
∣
∣ ≤ negl(n) . (2)

Experiment CONF2
Π,A(n). This experiment is the same as CONF1

Π,A(n) except
the challenger runs (pp, χ) ← SimSetup(1n) and tx ← SimTransfer(pp, pks,
pkr, C̃s, t, χ), where t is selected randomly from [0,MAX] and t ≤ ts. SimSetup
uses the simulator S1 to fulfill pp, along with a trapdoor χ, and SimTransfer uses
the simulator S2 to simulate the proof using the trapdoor χ and outputs the
simulated transaction. The simulator S = (S1,S2) can be found in Fig. 2. Due
to the adaptively zero-knowledge of our NIZK argument, we have:

∣
∣
∣ Pr[CONF1

Π,A(n) = 1] − Pr[CONF2
Π,A(n) = 1]

∣
∣
∣ ≤ negl(n) . (3)

Note that tx, the output of experiment CONF2
Π,A(n), has nothing to do with b.

Thus,

Pr[CONF2
Π,A(n) = 1] =

1
2
. (4)

From the above formula (1), (2), (3) and (4), we have:
∣
∣
∣ Pr[CONFΠ,A(n) = 1] − 1

2

∣
∣
∣ ≤ negl(n) .

The transaction soundness directly follows the soundness of NIZK and the
unforgeability of underlying signature scheme, and we just sketch its proof here.
Suppose there exists an efficient adversary A that can break such a property
with a non-negligible probability ε(n). That is, the probability that A finally
outputs a new accepted but invalid transaction tx∗ is ε(n):

Pr[SOUNDΠ,A(n) = 1] = ε(n).

Parse the transaction tx∗ into the form (x∗
tx = (pks, pk

∗
r , C

∗
s , C∗

r ), π∗, σ∗
tx, sn

∗
s).

Since tx∗ is accepted, we have

1 ← Verify(vks, (x∗
tx, sn

∗
s), σ

∗
tx), 1 ← V(crs, (C̃s, x

∗
tx, vk, g2), π∗).

There exist two cases to be considered. In the first case, x∗
tx is well-formed (i.e.,

C∗
s and C∗

r are ciphertext of t ∈ [0,MAX] under pks and pk∗
r , respectively.) and π∗

is generated honestly, but σ∗
tx is an incorrect signature of (x∗

tx, π
∗, sn∗

s) but can be
validated, which immediately breaks the unforgeability of underlying signature
scheme with probability poly1(ε(n)). In the second case, σ∗

tx is indeed a valid
signature, but x∗

tx is not well-formed which means (x = (C̃s, x
∗
tx, vk, g2)) /∈ L.

An accepted proof π∗ directly breaks the soundness of NIZK with probability
poly2(ε(n)). All of the above shows that ε(n) must be negligible.
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4 Optimization and Evaluation

In this section, we optimize the proof size of our NIZK scheme shown in Fig. 1
and briefly prove its security, then evaluate its performance.

4.1 Optimization

The main idea is that prover P uses H on the values (as, ar, a
′
s, α, {ai, a

′
i}�−1

i=0)
and gets (cs, cr, c

′
s, cα, {ci, c

′
i}�−1

i=0), respectively. Then compute c̃ = H(cs, cr, c
′
a,

{Vi, V
′
i , ci, c

′
i,Wi,W

′
i}�−1

i=0 , cα). The new proof now is:

π =
(
a = (cs, cr, c

′
s, {Vi, V

′
i , ci, c

′
i,Wi,W

′
i}�−1

i=0 , cα), c,

z = (z1, z2, z3, {zvi
, zv′

i
, zti , zt′

i
}�−1

i=0 , ẑ)
)
.

In the verification procedure, we need to check the following conditions:

– ci = H(W c
i · V

−zti
i · g

zvi
1 );

– c′
i = H((W ′

i )
c · (V ′

i )−zt′
i · g

zv′
i

1 );
– cs = H((1 + Ns)zt · Cc

s · zNs
1 mod N2

s );
– cr = H((1 + Nr)zt · Cc

r · zNr
2 mod N2

r );
– c′

s = H((1 + Ns)zt′ · (C̃s/Cs)c · zNs
3 mod N2

s );
– cα = H(gẑ

2 · vk−ĉ).

Lemma 2. Assume the NIZK argument in Fig. 1 is secure, the new protocol is
a NIZK argument.

Proof (Sketch). Completeness is obvious. To show soundness, suppose a PPT
prover P∗ generates an accepted proof π = (a, c, z) for a false statement with a
non-negligible probability. Fix his random tape, there exists an extractor output
another valid proof π′ = (a, c′, z′) by rewinding P∗ to a different oracle reply
c̃′ in an expected polynomial time. We have H((1 + Ns)zt · Cc

s · zNs
1 mod N2

s ) =
H((1+Ns)z′

t ·Cc′
s ·z′

1
Ns mod N2

s ). Since H is a random oracle, (1+Ns)zt ·Cc
s ·zNs

1 =
(1 + Ns)z′

t · Cc′
s · z′

1
Ns mod N2

s , we can extract partial witness (t, r1) by follow-
ing the steps as shown in Appendix A. Similarly, we can continue to extract
the remaining witness (ts, r, r2). If t /∈ [0, u�) or ts − t /∈ [0, u�), we can break
the EUF-WCMA of Boneh-Boyen signature with a non-negligible probability by
using P∗ as a subroutine as shown in Appendix A. To argue its zero-knowledge,
we construct a simulator same as the one described in Fig. 2 except comput-
ing H on the values (as, ar, a

′
s, α, {ai, a

′
i}�−1

i=0) and putting the respective output
(cs, cr, c

′
s, cα, {ci, c

′
i}�−1

i=0) in the proof. It can be seen that the simulated proof is
distributed as the real protocol.
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4.2 Evaluation

We first analyze the efficiency theoretically and then conduct experiments to
verify the analysis result. To evaluate the communication and storage complexity
of schemes, we count the size of system parameter pp and the proof in every
scheme. In the construction of NIZK scheme, the public parameter size is |G2|+
2u|G1| (|G1| and |G2| denote the element size in groups G1 and G2, respectively),
which is O(2u) as shown in Table 1. The proof size in our scheme is (4
+1)|G1|+
|G2| + 2|ZNs

| + |ZNr
| + 4
|ZN | + (2
 + 5)|Z2k |. It is worth nothing that we omit

the basic parameters of ECC including (e, p, g1, g2, gt) which only account for a
small proportion.

Table 1. Comparison results of computation and communication complexity.

NIZK[17] This paper

Theory Public parameter size |G2| + u(|G1| + |GT |) |G2| + 2u|G1|
Proof size (2�+5)·|G1|+2�·|GT |

+(4� + 6) · |Zp|
(4� + 1)|G1| + |G2| +
2|ZNs | +|ZNr | +
4�|ZN | + (2� + 5)|Z2k |

Practice Choice of MAX 230 240 230 240

Setup (ms) 8700 8700 873 873

Proof (ms) 64.97 130 62 64

Verify (ms) 48.96 98 37.25 40.29

Public parameter size (KB) 451 451 133 133

Proof size (Bytes) 3680 7360 4608 5952

We conduct an experimental evaluation for our NIZK scheme. The SHA256
secure hash function is selected to instantiate our argument. We choose two
different message spaces to compare the efficiency of our scheme with related
work [17]: [0, 230) and [0, 240). We also follow their work to set u = 210. We set
the bit of Paillier modulus and the bit of the order of bilinear group to be 1024.
We run the experiments using the miracle library [2] (a popular cryptographic
library, version 7.0). The system configuration is the Windows system (Windows
10, 64 bits) with an Intel(R) Core(TM) i7 4770 at 3.40 GHz and 16 GB RAM.
The setup phase need only 873 ms to complete and the public parameter size is
only 133 KB, all of which dramatically improves the performance compared with
related work. From the experiment result, in the case that the message space
is [0, 230), our NIZK scheme has a more efficient verifier and a similar efficient
prover, at the cost of a slightly longer proof size than the scheme in work [17].
Unfortunately, their scheme fails to support large message space, which leads
to doubled efficiency lose in computation and communication when turning to
the message space [0, 240). To avoid this problem, we use the Paillier encryption
which supports the large message space. In the case of MAX = 240 − 1, our
scheme actually performs better than that in [17] in prover time, verifier time
and proof size.
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A Missing Proof of Theorem 1

(Perfect) Completeness. The completeness is trivial, we omit the details here.

(Adaptive) Soundness. Suppose that the soundness does not hold. Then there
must exist a PPT prover P∗ with random tape rP∗ that generates an accepted
proof π for a false statement with probability at least ε(n) > 1

2k , where

π =
(
a = (as, ar, a

′
s, {Vi, V

′
i , ai,a

′
i,Wi,W

′
i}�−1

i=0 , α),

c, z = (z1, z2, z3, {zvi
, zv′

i
, zti , zt′

i
}�−1

i=0 , ẑ)
)
.

Fix such a random tape, the probability that P∗ answers different chal-
lenges c correctly is at least ε(n). Then, we construct such an extractor:
Upon seeing an accepted proof π, E rewinds P∗ to the oracle query H(a)
that returned c̃. It then reprogram the random oracle such that c̃′ = H(a)
with c̃ �= c̃′ and continue the execution of P∗ with the modified random
oracle. In expected polynomial time O( 1

ε(n) ), another valid proof is obtained:

π′ = (a, c′ = c̃′ + ĉ, z′
1, z

′
2, z

′
3, {z′

vi
, z′

v′
i
, z′

ti , z
′
t′
i
}�−1

i=0 , ẑ).
From the validity of the two transcripts, we have

as = (1 + Ns)
zt · Cc

s · zNs
1 mod N2

s , as = (1 + Ns)
z′
t · Cc′

s · z′
1

Ns mod N2
s ;

ar = (1 + Nr)
zt · Cc

r · zNr
2 mod N2

r , ar = (1 + Nr)
z′
t · Cc′

r · z′
2

Nr mod N2
r ;

a′
s = (1 + Ns)

zt′ · (
C̃s

Cs
)c · zNs

3 mod N2
s , a′

s = (1 + Ns)
z′
t′ · (

C̃s

Cs
)c′ · z′

3
Ns mod N2

s ;

ai = W c
i · V

−zti
i · g

zvi
1 , ai = W c′

i · V
−z′

ti
i · g

z′
vi

1 ;

a′
i = (W ′

i )
c · (V ′

i )
−zt′

i · g
zv′

i
1 , a′

i = (W ′
i )

c′ · (V ′
i )

−z′
t′
i · g

z′
v′
i

1 .

Since c ∈ {0, 1}k and 2k is smaller than the smallest prime factor of Ns and
Nr, (c − c′) is invertible in ZNs

and ZNr
. Hence we get

Cs = (1 + Ns)
(z′

t−zt)/(c−c′) · ((z′
1/z1)

(c−c′)−1
)Ns mod N2

s ;

Cr = (1 + Nr)
(z′

t−zt)/(c−c′) · ((z′
2/z2)

(c−c′)−1
)Nr mod N2

r ;

C̃s

Cs
= (1 + Ns)

(z′
t′ −zt′ )/(c−c′) · ((z′

3/z3)
(c−c′)−1

)Ns mod N2
s ;

Wi = V
(zti−z′

ti
)/(c−c′)

i · g
(z′

vi
−zvi )/(c−c′)

1 ; W ′
i = (V ′

i )
(zt′

i
−z′

t′
i
)/(c−c′) · g

(z′
v′
i
−zv′

i
)/(c−c′)

1 .
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Thus, ti = (z′
ti − zti)/(c − c′), vi = (z′

vi
− zvi

)/(c − c′), t′i = (z′
t′
i
− zt′

i
)/(c −

c′), and v′
i = (z′

v′
i
− zv′

i
)/(c − c′) for all i ∈ [0, 
). From the fact that Paillier

encryption algorithm is an isomorphism from the message and the randomness
to the ciphertext, the witness can be obtained by computing modulo Ns:

t = (z′
t − zt)/(c − c′), t′ = (z′

t′ − zt′)/(c − c′),

r1 = (z′
1/z1)(c−c′)−1

, r2 = (z′
2/z2)(c−c′)−1

, r = r1(z′
3/z3)(c−c′)−1

.

Thus if an argument π is accepted by the verifier, one can extract a valid witness
w = (ts = t + t′, t, r, r1, r2).

If t /∈ [0, u�) or t′ /∈ [0, u�), then there must be some ti or t′i not in [0, u).

That is, P∗ generates a valid signature V
v−1
i

i on ti or (V ′
i )v′

i
−1

on t′i with proba-
bility poly(ε(n)). This contradicts to the EUF-WCMA of Boneh-Boyen signature
scheme. Thus ε(n) must be negligible.

Fig. 2. Simulator for our NIZK argument

Perfect (Adaptive) Zero-Knowledge. To argue zero-knowledge we construct
a simulator S = (S1,S2) in Fig. 2. We prove the property of zero-knowledge via
a hybrid experiment where we use S1 to generate crs, but follow the real prover
strategy to produce a NIZK proof. Since S1 proceeds as K except outputting an



252 S. Ma et al.

additional trapdoor χ s.t. vk = gχ
2 , for all A = (A1,A2) we have

∣
∣
∣ Pr

[ crs ← K(1n); (x,w, state) ← A1(crs);π ← P(crs, x, w) :
(x,w) ∈ R ∧ A2(crs, π, state) = 1

]

− Pr
[ (crs, χ) ← S1(1n); (x,w, state) ← A1(crs);π ← P(crs, x, w) :

(x,w) ∈ R ∧ A2(crs, π, state) = 1
]∣∣
∣ = 0.

Next, instead of generating the proof from P(x,w), we use the trapdoor χ pro-
duced by S1 to simulate the NIZK proof. In the simulated proofs, (α, c, z1, z2, z3,
{zvi

, zv′
i
, zti , zt′

i
}�−1

i=0 , ẑ) are uniformly randomly distributed in their different
distributions, So do as, ar, a

′
s which are determined by these above values. {Vi,

V ′
i , ai, a

′
i,Wi,W

′
i}�−1

i=0 are obvious uniformly distributed at random. While in the
real proofs, the values as, ar, a

′
s, {Vi, V

′
i , ai, a

′
i,Wi,W

′
i}�−1

i=0 , c, α, ẑ are distributed
uniformly and randomly due to the usage of uniform randomness. Thus, the
distribution of the remaining values z1, z2, z3, {zvi

, zv′
i
, zti , zt′

i
}�−1

i=0 is uniformly
distributed at random. Thus, for all PPT A = (A1,A2) we have

∣
∣
∣ Pr

[ (crs, χ) ← S1(1n); (x,w, state) ← A1(crs);π ← P(crs, x, w) :
(x,w) ∈ R ∧ A2(crs, π, state) = 1

]

− Pr
[ (crs, χ) ← S1(1n); (x,w, state) ← A1(crs);π ← S2(crs, x, χ) :

(x,w) ∈ R ∧ A2(crs, π, state) = 1
]∣∣
∣ = 0.

Hence, the perfect zero-knowledge property holds in the standard CRS model.
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Abstract. The linear stochastic multi-armed bandit is a sequential
learning setting, where, at each round, a learner chooses an arm and
receives a stochastic reward based on an unknown linear function of the
chosen arm. The goal is to collect as much reward as possible. Linear
bandits have popular applications such as online recommendation based
on user preferences, where obtaining a high reward means recommend-
ing an item with high expected rating. We address the security concerns
that occur when outsourcing the data and the cumulative reward maxi-
mization algorithm to an honest-but-curious cloud. We propose LinUCB-
DS, a distributed and secure protocol that achieves the same cumulative
reward as the standard LinUCB algorithm, without disclosing to the
cloud the linear function used to draw arm rewards. We formally prove
the complexity and security properties of LinUCB-DS. We also show that
LinUCB-DS can be easily adapted to secure the SpectralUCB algorithm,
which improves LinUCB for a class of linear bandits. We show the fea-
sibility of our protocols via a proof-of-concept experimental study using
the MovieLens movie recommendation dataset.

1 Introduction

The stochastic multi-armed bandit game is a sequential learning framework,
which consists of a repeated interaction between a learner and the environment.
The learner is given a set of choices (arms) with unknown associated rewards and
a limited number of allowed interactions with the environment (budget). With
the goal of maximizing the sum of the observed rewards, the learner sequen-
tially chooses an arm at each time step and the environment responds with a
stochastic reward corresponding to the chosen arm. In the linear stochastic ban-
dit setting, the input set of arms is a fixed subset of Rd, revealed to the learner
at the beginning of the game. When pulling an arm, the learner observes a noisy
c© Springer Nature Switzerland AG 2020
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reward whose expected value is the inner product between the chosen arm and
an unknown parameter characterizing the underlying linear function (common
to all arms).

Stochastic linear bandits can be used to model online recommendation: the
arms are the objects that might be recommended and a reward is the user’s
response to a recommendation e.g., the click through rate or the score associ-
ated to the recommendation. The recommender wants to maximize the sum of
rewards, thus the recommender needs to predict which object is more likely to
be of interest for a certain user. Also, while discovering such object, the recom-
mender must not disappoint the user with too much bad recommendations. The
unknown parameter of the reward function is the user preference, more precisely
the weights that the user gives to each of the d features in assessing an item.

Data Client

Data OwnerBudget

Cumulative Reward

Data

Fig. 1. Outsourcing data and computations.

In this paper, we consider a scenario inspired from the machine learning as a
service cloud computing model, where the machine learning data and algorithms
are outsourced to the cloud, which yields inherent data security concerns [5]. We
depict this scenario in Fig. 1 and we illustrate it next with an example. Let the
data owner be a large company owning multiple surveys on many types of items
and users. Then, let the data client be a small recommendation company that
is willing to pay a budget to acquire a part of a survey i.e., to find out the
cumulative reward obtainable for a subset of types of items and users. This is
a classical scenario, where small companies benefit of large scale data without
having to perform the survey themselves, and where large companies monetize
their data. The accuracy of the result returned to the data client is correlated
to the invested budget.

The machine learning as a service cloud computing model is useful when
neither the data owner nor the data client want to perform the computations.
They rather choose to entrust the computation to a third-party, for example to a
public cloud such as Google Cloud Platform, Amazon Web Services, or Microsoft
Azure. However, cloud providers do not usually address the fundamental problem
of protecting data security. The outsourced data can be communicated over some
network and processed on some machines where malicious cloud admins could
learn and leak sensitive user data. The data owner wishes to remain the only one
that has the complete knowledge of her data, and only the data client should be
able to gain knowledge of the cumulative reward for which she paid.

We address the data security issues that occur when outsourcing the linear
bandit data and cumulative reward maximization algorithm to a public cloud.
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We propose LinUCB-DS, a secure and distributed protocol based on the standard
LinUCB algorithm [1], which yields the same cumulative reward as LinUCB
while satisfying desirable security properties that we formally prove. The key
ingredients of LinUCB-DS are (i) Paillier cryptographic scheme that is additive
homomorphic i.e., it allows to compute the encrypted value of the sum of two
numbers, given only their ciphertexts, without revealing the numbers in plain,
and (ii) secure multi-party computation i.e., the computation is split among two
cloud participants, which can jointly compute the algorithm output, without
revealing their partial input to each other.

Related Work. Algorithms based on computing upper confidence bounds (UCB)
on arm values are commonly used for cumulative reward maximization strate-
gies. The classical UCB algorithm [3] for multi-armed bandits has been applied
to linear bandits in various works (for instance [1,2,12]) and is referred to as
LinUCB, OFUL (Optimism in the Face of Uncertainty for Linear bandits), or
LinRel (Linear Reinforcement Learning). Following [11, Chapter 19], we use
LinUCB as a generic name for UCB applied to stochastic linear bandits and we
specifically rely on the algorithm in [1], in the case where the set of arms is fixed.

There is a recent line of research on adding privacy-preserving guarantees
to UCB-like algorithms, mostly using differential privacy techniques [7,13,16]
including for linear bandits [15]. The use of differential privacy has a low impact
on execution time compared to non-secured algorithms, but outputs different
cumulative rewards. This is a consequence of the noise added to the input or
the output of differentially-private algorithms. This difference propagates in the
regret analysis, which suffers an additive or multiplicative factor compared to
the regret of standard non-secured algorithms.

In contrast, our approach based on cryptographic schemes and secure multi-
party computation implies heavier computations, but outputs exactly the same
cumulative reward as standard non-secured algorithms. Hence, both approaches
(differential privacy vs cryptography) have advantages and disadvantages. Secure
bandit algorithms using cryptographic techniques have been already proposed
for a different problem: best arm identification in multi-armed bandits [6].

To the best of our knowledge, our work is the first one that adds security
guarantees to linear bandit algorithms using cryptographic techniques.

Summary of Contributions and Paper Organization. In Sect. 2 we introduce Lin-
UCB algorithm and some cryptographic tools. Section 3 is the main contribu-
tion of the paper: we formalize the expected security properties, and we pro-
pose LinUCB-DS, a secure and distributed protocol based on LinUCB. We show
its correctness and we analyze its theoretical complexity by characterizing the
number of cryptographic operations. In Sect. 4, we show the security proper-
ties of LinUCB-DS. In Sect. 5, we present our experimental study based on the
MovieLens dataset, which confirms the feasibility of LinUCB-DS. In Sect. 6, we
show how our protocol can be easily adapted to secure SpectralUCB [17] that is
another algorithm that relies on UCB in the linear setting.
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2 Preliminaries

We introduce LinUCB algorithm, Paillier encryption, and IND-CPA security.

LinUCB. In cumulative reward maximization algorithms, the learner faces the
so-called exploration-exploitation dilemma: at each round, she has to decide
whether to explore arms with more uncertain associated values, or to exploit
the information already acquired by selecting the arm with the seemingly
largest value. UCB-like algorithms guide the exploration-exploitation trade-off
by updating, after each new observed reward, a score for each arm, given by the
upper-confidence bound of the estimated arm value. In LinUCB, the arm scores
are based on a regularized least-squares estimate of the unknown parameter of
the linear reward function. At the next round, the arm with the largest updated
score is pulled. Following [1], we present the LinUCB algorithm in Fig. 2.

Fig. 2. LinUCB Algorithm [1].
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We rely on the following notations:

• �z� is the set {1, 2, . . . , z}.
• K is the number of arms.
• N is the client’s budget = the number of allowed arm pulls = the number of

observed rewards.
• d is the space dimension = the size of each arm vector = the number of

features of the unknown parameter θ.
• xi (for i ∈ �K�) is an arm = a (d × 1) vector; we assume that all arms are

pairwise distinct.
• ||v||2 is the 2-norm of a R

d vector v.
• ||v||A =

√
v�Av is the weighted 2-norm of a R

d vector v, where A is a (d×d)
positive definite matrix.

• θ is a (d × 1) vector (unknown to the learner) that is the parameter of the
linear reward function.

• 〈xi, θ〉 (for i ∈ �K�) is a scalar (unknown to the learner) defining the expected
reward value of arm xi, computed as the dot product of vectors xi and θ.

• pull(xi) is a function that returns a noisy reward 〈xi, θ〉 + η, where the noise
η is an R-sub-Gaussian random variable, where R ≥ 0 is a fixed constant.

• v(j) is the jth element of a vector v and M(j) is the jth row of a matrix M .

Paillier Asymmetric Encryption. Paillier [14] is an asymmetric partial homo-
morphic encryption scheme defined by a triple of polynomial-time algorithms
(G, E ,D) and a security parameter λ. By 1λ we denote the unary representation
of λ, which is a standard notation in cryptography.

– G(1λ) generates two prime numbers p and q according to λ, sets n = p · q and
Λ = lcm(p − 1, q − 1) (i.e., the least common multiple), generates the group
(Z∗

n2 , ·), randomly picks g ∈ Z
∗
n2 such that M = (L(gΛ mod n2))−1 mod n

exists, with L(x) = (x − 1)/n. It sets sk = (Λ,M), pk = (n, g), it returns
(sk, pk).

– E(m) randomly picks r ∈ Z
∗
n, computes c = gm · rn mod n2 using pk, and

outputs c.
– D(c) computes m = L(cΛ mod n2) · M mod n using sk, and outputs m.

Paillier’s cryptosystem is additive homomorphic. Let m1 and m2 be two plain-
texts in Zn. The product of the two associated ciphertexts with the public key
pk = (n, g), denoted c1 = E(m1) = gm1 · rn

1 mod n2 and c2 = E(m2) = gm2 · rn
2

mod n2, is the encryption of the sum of m1 and m2. Indeed, we have: E(m1) ·
E(m2) = c1 · c2 mod n2 = (gm1 · rn

1 ) · (gm2 · rn
2 ) mod n2 = (gm1+m2 · (r1 · r2)n)

mod n2 = E(m1 + m2).
It is also possible to compute the encryption of the product of a ciphertext

and a plaintext: E(m1)m2 = cm2
1 mod n2 = (gm1 · rn)m2 mod n2 = gm1·m2 ·

rn·m2 mod n2 = gm1·m2 · (r′)n mod n2 = E(m1 · m2).
Encryption and decryption with the public and private key of entity E are

noted EE(.) and DE(.) respectively.
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IND-CPA (INDistinguishability under Chosen-Plaintext Attack)
Let Π = (KeyGen, Encrypt, Decrypt) be a cryptographic scheme. The proba-

bilistic polynomial-time (PPT) adversary A tries to break the security of Π. The
IND-CPA game, denoted by EXP(A), works as follows: the adversary A chooses
two messages (m0,m1) and receives a challenge c = Encrypt(LRb(m0,m1)) from
the challenger who selects a bit b ∈ {0, 1} uniformly at random, and where
LRb(m0,m1) is equal to m0 if b = 0, and m1 otherwise. The adversary, knowing
m0,m1 and c, is allowed to perform any number of polynomial computations or
encryptions of any messages, using the encryption oracle, in order to output a
guess b′ of the encrypted message in c chosen by the challenger. Intuitively, Π
is IND-CPA if there is no PPT adversary that can guess b with a probability
significantly better than 1

2 . By α = Pr[b′ ← EXP(A); b = b′], we denote the
probability that A correctly outputs her guessed bit b′ when the bit chosen by
the challenger in the experiment is b. A scheme is IND-CPA secure if α − 1

2 is
negligible function in λ, where a function ϕ is negligible in λ, denoted negl(λ), if
for every positive polynomial p(·) and sufficiently large λ, ϕ(λ) < 1/p(λ). Paillier
is IND-CPA secure under the decisional composite residuosity assumption [14].

3 LinUCB-DS

We propose LinUCB-DS, a secure and distributed algorithm based on LinUCB
cf. Figure 2 in the setting from Fig. 1. We first list the desired security proper-
ties and the security hypothesis. We next outline the challenges of our problem
setting and the ideas behind our solution. Then, we present the participants of
LinUCB-DS and their pseudo-code. We end this section by arguing the correct-
ness of LinUCB-DS and analyzing its cryptographic overhead.

Security Properties. We expect the following properties, which should hold until
the end of the protocol:

1. No cloud node knows θ.
2. No cloud node knows the cumulative reward, nor any individual reward.
3. An external observer having captured all messages exchanged over the net-

work does not know θ, the rewards, nor which arms have been pulled.

Security Hypothesis. We assume that the cloud is honest-but-curious i.e., it exe-
cutes tasks dutifully, but tries to extract as much information as possible from
the data that it sees. Our model follows a classical formulation [9] (Ch. 7.5, where
honest-but-curious is denoted semi-honest), in particular (i) each cloud node is
trusted: it correctly does the required computations, it does not sniff the net-
work and it does not collude with other nodes, and (ii) an external observer has
access to all messages exchanged over the network. The aforementioned security
model is of practical interest in a real-world cloud environment. In particular,
to satisfy all our theoretical security properties while achieving the no-collusion
hypothesis, it suffices to host each cloud node of our protocol by a different cloud
provider. This should be feasible as our protocol requires only two cloud nodes.
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Challenges. Our problem could be theoretically solved by using a fully homo-
morphic encryption scheme [8], which allows to compute any function directly
in the encrypted domain. However, it remains an open question how to make
such a scheme work fast and be accurate in practice when working with real
numbers. Indeed, by using state-of-the-art fully homomorphic systems (e.g.,
Microsoft SEAL1 or HElib2), it is not currently possible to obtain exactly the
same output as the standard, non-encrypted version when securing LinUCB.

Paillier additive-homomorphic encryption and secure multi-party computa-
tion (where some party does computations on reals in clear) allow us to develop
a protocol satisfying the expected security properties while being feasible in
practice. Indeed, if the data owner outsources E(θ(1)), . . . , E(θ(d)), the cloud
can generate an encrypted reward of arm xi as E(θ(1))xi(1) · · · E(θ(d))xi(d)E(η).
Then, variables s, b, and Bi can be also updated in the encrypted domain. Since
the Bi are encrypted, the cloud cannot compare them and we need to find a
secure way to decrypt and compare the Bi. The idea (already known in the lit-
erature e.g., in the context of private outsourced sort [4]) is that the data owner
does not use the data client’s public key to outsource θ, but instead uses the key
of a second cloud node whose only task is to compare the Bi. At the end, the
cloud nodes perform a key switching without revealing s to the cloud.

Participants of LinUCB-DS (2 of them in the cloud).

• DO (data owner) outsources data to the cloud.
• DC (data client) sends the budget to the cloud. At the end, she receives the

result of the algorithm.
• P is the principal node of the cloud, which receives the arms, budget, and

encrypted θ. This node pulls the arms and updates the variables.
• Comp is a cloud node whose Paillier public key is used to outsource θ. Comp

is the only node that can decrypt and compare the Bi.

Next, we present the three phases of LinUCB-DS: Initialization, Exploration-
Exploitation, and Key Switching. The numbers of the steps refer to those from
Fig. 3 and 4. We rely on the following additional notation:

• z∗ is EE(z), where E is clear from the context.
• EDPpk(v∗, w) =

∏d
j=1(v(j)∗)w(j) is the Encrypted Dot Product of v∗ (vector

of size d of data encrypted with pk) and w (vector of size d of data in clear).
• pull∗(xi) = EDPComp(θ∗, xi)EComp(η) is the encrypted reward drawn for an

arm xi using the encrypted unknown parameter θ∗ and a scalar noise η
cf. Sect. 2. This computation is the encrypted version of the scalar product
defined by the pull(.) function and the homomorphic addition of η.

1 https://github.com/Microsoft/SEAL.
2 http://homenc.github.io/HElib/.

https://github.com/Microsoft/SEAL
http://homenc.github.io/HElib/
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Initialization.

• Step (1): DC sends to P the budget N . Furthermore, DO sends to P the
arms x1, . . . , xK , the encrypted unknown parameter θ∗ = (θ(1)∗, . . . , θ(d)∗) =
(EComp(θ(1)), . . . , EComp(θ(d))), as well as all algorithm constants cf. Figure 2.

• Step (2): P randomly chooses an arm xi, generates an encrypted reward r∗ =
pull∗(xi), and initializes variables:

s∗ = r∗.

A = γId + xix
�
i .

b∗ = (b∗(1), . . . , b∗(d)) = ((r∗)xi(1), . . . , (r∗)xi(d)).

Exploration-Exploitation. At each round, an interaction between P and Comp
occurs to decide the next arm to pull. More precisely, for 1 ≤ t < N , we repeat:

Fig. 3. Messages exchanged between LinUCB-DS participants. Steps 3 and 4 are done
N−1 times. The dashed rectangle is the cloud. Details on each step are given in Sect. 3.

• Step (3):

(i) P computes θ̂∗ as the product between matrix A−1 and vector b∗:
θ̂∗ = (θ̂(1)∗, . . . , θ̂(d)∗) = (EDPComp(b∗, A−1(1)), . . . ,EDPComp(b∗, A−1(d))).
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(ii) P computes listB∗ that is the list of B∗
1 , . . . , B∗

K such that, for each arm xi,
B∗

i = EDPComp(θ̂∗, xi)EComp(ω||xi||A−1), where ω is the exploration param-
eter cf. Fig. 2. Then, P generates a random permutation σ : �K�→ �K� and
sends σ(listB∗) to Comp.

• Step (4):

(i) Comp decrypts each element of the permuted list of encrypted Bi values.
Then, Comp sends arg maxσ(i)∈�K� Bσ(i) to P.

(ii) P retrieves xm that is an arm maximizing Bi. Then, P computes r∗ =
pull∗(xm) and updates the variables:

s∗ = s∗r∗.

A = A + xmx�
m.

b∗ = (b∗(1), . . . , b∗(d)) = (b∗(1)(r∗)xm(1), . . . , b∗(d)(r∗)xm(d)).

Key Switching. The sum of rewards is re-encrypted using the DC’s public key.

• Step (5): P chooses a random number rand and sends to Comp the following
EComp(rand)s∗ = EComp(rand + s).

• Step (6): Comp decrypts EComp(rand+s), encrypts the result using DC’s public
key, and sends it back to P. Note that Comp sees in clear rand +s but cannot
infer s because it does not know rand .

• Step (7): P sends EDC(s) = EDC(rand + s)EDC(−rand) to DC, which decrypts
EDC(s) and learns s.

This concludes the presentation of the steps of LinUCB-DS. Before ending
this section, we analyze the correctness and complexity of LinUCB-DS.

Correctness. LinUCB-DS outputs exactly the same cumulative reward as Lin-
UCB and it computes the same reward for the same arm at each round. The
reason is that the Paillier scheme does not change the value of any element,
hence throughout the exact computations on encrypted numbers we conserve
the correctness. In fact, Paillier scheme operates in N, but the values of the arms
and θ are defined in R. Furthermore, θ̂ and the Bi are computed using matrix
inverse, square root and division (all these operations are done in plain, but the
results are added or multiplied to ciphered values). Consequently, we need to
use Paillier with real numbers, or the other way around, use real numbers as
integers. Transforming a value in order to use it with an encryption scheme is
called encoding. The encoding3 we perform on a decimal number is simply to
multiply it by a power of 16 to make it an integer. When we decrypt it, we divide
the result by the same power of 16. This implies storing that power alongside the
ciphertext, in plain. In order not to leak any information on the ciphertexts, we
can use the same power for every encryption. Moreover, we can reduce the choice
of the random permutation σ that P generates at each step to the randomness
3 https://python-paillier.readthedocs.io/en/stable/ modules/phe/encoding.html.

https://python-paillier.readthedocs.io/en/stable/_modules/phe/encoding.html
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Fig. 4. Pseudo-code of cloud nodes.

in the arg max function of standard LinUCB when several Bi are equal. Thus,
the task distribution does not change the choice of the next arm to pull. We also
confirmed experimentally that there is no difference between the arm-selection
strategy and the outputs of LinUCB vs LinUCB-DS.
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Complexity. In Fig. 5, we show the number of Paillier encryptions, decryptions,
and operations on encrypted numbers. We have O(N + d) encryptions, O(NK)
decryptions, O(N(d2 + Kd)) additions and O(N(d2 + Kd)) multiplications.

Phase Encryptions Decryptions Additions Multiplications

Initialization d+ 1 d 2d
Exploration -
Exploitation

N − 1 (N−1)K (N−1)(d2+Kd+2d) (N−1)(d2+Kd+2d)

Key Switching 1 2 2

Fig. 5. Number of Paillier cryptographic operations.

4 Security Analysis

In this section, we take a close look at what each participant knows and does
not know, and we formally show the security properties of LinUCB-DS.

• DC knows, at the end of LinUCB-DS, the cumulative reward for which she
paid. DC does not take part in the cumulative reward maximization algorithm.

• P knows which arm is pulled at each round, this is why it can update A in
plain. Since P sees θ and the rewards encrypted, it cannot see in plain the
value of any among s, b, θ̂, Bi, hence it cannot learn θ nor the sum of rewards.

• Comp decrypts all Bi, but sees these values in a permuted order hence it
cannot associate an arm xi with its value Bi. Since Comp does not know θ,
then every arm could have possibly produced every Bi with some θ, hence
Comp cannot compute the exploration term of a Bi, hopping to retrieve the
rewards generated by some arm.

• An external network observer has access to the exchanged data shown in
Fig. 3. It sees in plain N and the arms, and at each round σ(listB∗) as well
as σ(m) the index of the maximal element in the list. As σ is changed every
round, it cannot deduce the arm that is really pulled. Moreover, it cannot
retrieve s or θ because σ(listB∗) and s are encrypted.

In the rest of this section, we formally state the security properties of P, of
an external observer, and of Comp. We formally prove all these properties in
Appendix A. Recall that we have presented the security hypothesis in Sect. 3. In
particular, we assume that the cloud nodes Comp and P do not collude. For a
participant E, we denote by dataE the data to which E has access. By Apb(d) we
denote the answer of a Probabilistic Polynomial-Time (PPT) adversary A that
knows data d and tries to solve problem pb. We recall that by �K� we denote
the set {1, 2, . . . ,K}. By negl(λ) we denote any negligible function in λ.
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Security of P. The data to which P has access is θ∗, then at each round t: the
arm pulled, r∗, b∗, θ̂∗, the matrix A, and s∗. At the end, P also knows EDC(s).

Theorem 1. An honest-but-curious P cannot infer any coordinate θ(i) of the
secret θ with probability better than random. More precisely, for all PPT adver-
sary A, |P [

(i, θ(i)′) ← Aθ(dataP); θ(i)′ = θ(i)
] − 1

|θ(i)| | ≤ negl(λ), with θ(i)′ the
guess of A of θ(i), and |θ(i)| the cardinality of the set of possible values of a
coordinate.

Theorem 2. An honest-but-curious P cannot infer any reward generated during
the protocol with better probability than random. More precisely, for any PPT
adversary A, |P [(t, r′) ← Ar(dataP); r′ = r]− 1

|r| | = negl(λ), with (t, r′) the guess
of A of the reward generated at round t, and |r| the cardinality of the set of
possible rewards for the arm chosen at round t.

Theorem 3. An honest-but-curious P cannot infer cumulative reward s.

Security of an External Observer. An external observer has access to the fol-
lowing data: at the beginning θ∗, the arms and the budget N ; at each round,
σ(listB∗) and the argmax of the list; at the end, EComp(rand+s), EDC(rand+s),
and then EDC(s).

Theorem 4. An external observer having access to the set M of all the mes-
sages exchanged during the protocol cannot infer the value of any coordinate of θ
with better probability than random. More precisely, for any PPT adversary A,
|P [

(i, θ(i)′) ← Aθ(M); θ(i)′ = θ(i)
] − 1

|θ(i)| | ≤ negl(λ), with θ(i)′ the guess of A
of θ(i), and |θ(i)| the cardinality of the set of possible values of a coordinate.

Theorem 5. An external observer having access to the set M of all messages
exchanged during the protocol cannot infer the value of the sum of rewards
with better probability than random. More precisely, for any PPT adversary A,
|P [s′ ← As(M); s′ = s] − 1

|s| | ≤ negl(λ), with s′ the guess of A of the sum of
rewards, and |s| the cardinality of the set of possible sums at the end of the
protocol.

Lemma 1. Consider a list l = [l1, . . . , ln], a random permutation σ and the
permuted list σ(l) = [lσ(1), . . . , lσ(n)]. Knowing σ(l), a PPT adversary A cannot
guess one element of l with probability better than random. More specifically,
P

[
(i, g(i)) ← Aσ−1

(σ(l)) ∈ {i, σ−1(i)}i∈�K�

]
= 1

K + negl(λ), where g(i) is A’s
guess for the preimage of the element in position i.

Theorem 6. An external observer having access to the set M of all messages
exchanged during the protocol cannot infer the arm pulled at any round. More
precisely for any PPT adversary A, P [(t, x′

t) ← Ax(M);x′
t = xt] = 1

K +negl(λ),
with x′

t being A’s guess of the arm pulled at round t.
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Security of Comp. Comp can decrypt the elements received from P, hence the
data to which it has access is: at each round, a permuted list σ(listB) of all Bi,
and at the end the value rand + s.

Theorem 7. An honest-but-curious Comp cannot associate an element of
σ(listB) to the arm to which it belongs. More precisely, for any PPT adversary
A, P

[
(i, B′

i) ← Aσ−1
(dataComp);B′

i = Bi

]
= 1

K + negl(λ).

Theorem 8. An honest-but-curious Comp cannot infer cumulative reward s.

5 Experiments

We present a proof-of-concept experimental study that confirms the theoretical
analysis, and shows the scalability and feasibility of LinUCB-DS. For repro-
ducibility reasons, we make our code available on a public Git repository4.

Experimental Setup. We implemented LinUCB-DS in Python 3 and did our
experiments on a laptop with CPU Intel Core i5-8350U @ 1.70 GHz and 16 GB
RAM, running Ubuntu 18.04.5. For Paillier we used the phe library5.

MovieLens Dataset. All our experiments are done on real data using the 100K
MovieLens dataset [10]. This dataset is a collection of 100 K movie ratings on a
scale of 1 to 5, given by 943 users of the MovieLens website on 1682 movies. The
collection of ratings is represented by a matrix F (943 × 1682), whose element
(i, j) is the rating of user i on movie j if the rating exists, otherwise the element
is 0. Since the user-movie matrix F is very sparse, we factored it using low-
rank matrix factorization. To this purpose, we used the Google Colab matrix
factorization code6 and we obtained: a user embedding matrix U (943×d), where
row i is the embedding for user i, and a movie embedding matrix M (1682 × d),
where row j is the embedding for movie j. The embeddings are learned such that
the product UM� is a good approximation of the ratings matrix F . Note that the
(i, j) entry of UM� is the dot product of the embeddings of user i and movie j,
computed such that it should be close to the (i, j) entry of F . Then, for every user
i in matrix U , we were able to use linear bandit algorithms to recommend movies
j from matrix M . In the presentation of the experimental results, the reported
d values correspond to choices of d in the aforementioned matrix factorization
approach, whereas the reported K arms correspond to choosing the first K
movies in the dataset. We set algorithm constants as in a standard related work
setting [17]: γ = 0.01, δ = 0.001, R = 0.01, and S = log t.

Before discussing our experimental results, we would like to stress that for
each run of LinUCB-DS we use exactly the same arm-selection strategy and
obtain the same cumulative reward as LinUCB. The focus of our experiments is
on the study of the feasibility and scalability of LinUCB-DS.
4 https://github.com/anatole33/LinUCB-secure.
5 https://python-paillier.readthedocs.io/en/develop/.
6 https://github.com/google/eng-edu/blob/master/ml/recommendation-systems/

recommendation-systems.ipynb.

https://github.com/anatole33/LinUCB-secure
https://python-paillier.readthedocs.io/en/develop/
https://github.com/google/eng-edu/blob/master/ml/recommendation-systems/recommendation-systems.ipynb
https://github.com/google/eng-edu/blob/master/ml/recommendation-systems/recommendation-systems.ipynb
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Experimental Results. As outlined in the theoretical complexity analysis at the
end of Sect. 3, LinUCB-DS has an inherent overhead due to the use of crypto-
graphic operations w.r.t. standard LinUCB. Our first implementation naturally
showed this overhead. For example, for d = 3, K = 15, N = 1000, and Pail-
lier keys of 1024 bits, LinUCB-DS takes 115 s, whereas LinUCB takes less than
a second. Seen this overhead, we zoomed on the time taken by the different
steps of LinUCB-DS to understand how we can optimize our implementation.
We observed that three steps of LinUCB-DS take the lion’s share of the compu-
tation time. We refer to these steps using the numbers listed in Sect. 3:

• Step (3).i (done by P): compute θ̂∗ as the product of a matrix of dimension
(d × d) and a vector of size (d × 1). This involves d2 multiplications and d2

additions on cyphertexts.
• Step (3).ii (done by P): compute B∗

i in the encrypted domain as the scalar
product of two vectors of size d, which is done K times as there is a B∗

i -value
for each arm.

• Step (4).i (done by Comp): decrypt the list of B∗
i , which takes K decryp-

tions. The time of a decryption is higher than the time of an addition or a
multiplication.

Each of the aforementioned three steps is done N − 1 times. Fortunately,
these steps are parallelizable. For instance, (3).ii and (4).i can be equivalently
computed by splitting the list and parallelizing the computations. In (3).i, a
coordinate of θ̂∗ is obtained as the scalar product of a row of matrix A−1 and
the vector b∗. We can divide the matrix and compute the coordinates of θ̂∗ in
parallel. We used the multiprocessing7 library to implement a parallel version of
LinUCB-DS that takes advantage of these ideas for parallelizing our code.

In Fig. 6(a) and 6(b), we present the speedup of parallelization on LinUCB-DS
computation time, while zooming on the three aforementioned costliest steps (the
other steps take negligible time), using two distinct input configurations. We used
Paillier keys of 2048 bits. We believe that these figures are sufficient to show that
our implementation correctly follows the theoretical expectations. Indeed, the
computation of θ̂∗ depends only on d, the decryption of the list of B∗

i only on K,
and the construction of the list of B∗

i on both. Moreover, the computation time
decreases when increasing the number of cores, which is a desirable feature as
our implementation is able to take advantage of modern multi-core architectures
in order to reduce the practical overhead due to cryptographic primitives.

In Fig. 6(c), we stress test the scalability of LinUCB-DS, in a scenario where
K is 10 times larger than d. Indeed, in stochastic linear bandits the goal is
to exploit the linear structure and reduce the number of needed estimations,
from the estimation of K arm values to the estimation of the d features of the
common unknown parameter θ. The observed computation time confirms our
theoretical analysis. Moreover, we showed that the parallelization leads to a
significant reduction in the computation time of LinUCB-DS.

7 https://docs.python.org/3/library/multiprocessing.html.

https://docs.python.org/3/library/multiprocessing.html
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(a) K = 50, d = 5, and N = 200. (b) K = 6, d = 18, and N = 200.

(c) K varies, d = K
10
, and N = 200.

Fig. 6. Computation time of LinUCB-DS split on the three costliest steps, with differ-
ent parameters, when increasing the number of cores (6(a) and 6(b)), and the scalability
of LinUCB-DS when increasing K and d (6(c)).

6 Adaptability of LinUCB-DS

We show that LinUCB-DS can be easily adapted to secure SpectralUCB [17],
an algorithm that models with linear bandits the problem of cumulative reward
maximization on a graph. The arms are the graph nodes and the reward of an
arm is a smooth function on the graph. A smooth graph function returns similar
values for close nodes. When the graph models a social network, such a setting
is useful for recommendation systems, since we expect that people close on the
graph have similar tastes and probably like the same recommended items.

To give the right input to SpectralUCB, some preprocessing is necessary. A
matrix of similarities (edge weights) of the graph is used to construct a graph
Laplacian L that is a (K × K) matrix. Then, SpectralUCB computes the eigen-
decomposition of L as QΛLQ�, with Q a (K × K) orthogonal matrix whose
columns are the eigenvectors and ΛL is a diagonal matrix whose elements are
the corresponding eigenvalues. An arm is a row of Q, and the expected reward
value of arm qi is given by 〈qi, θ〉, with θ the parameter of the smooth function,
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a (K × 1) vector. Note that this implies that in SpectralUCB the dimension of
the vectors is equal to the number of arms (K = d).

As for LinUCB, when pulling an arm qi, in SpectralUCB, one observes a noisy
reward 〈qi, θ〉 + η, where θ is the unknown parameter and the noise η is an R-
sub-Gaussian random variable. To compute an estimation of θ, at each round t,
SpectralUCB uses the arms previously pulled, joined in a matrix AS of dimension
(K×(t−1)) and the rewards previously observed in a vector bS of dimension ((t−
1) × 1). Then, SpectralUCB computes the estimate of the unknown parameter
as θ̂S = (AS + ΛL + γId)−1bS , where ΛL is an additional spectral penalty for
the regularized least-squares estimate. As in LinUCB, to decide the next arm
to be pulled, SpectralUCB relies on updated UCB on the arm-values and picks
the arm with the largest UCB. Differently from LinUCB, the exploration term
in SpectralUCB uses the effective dimension d′ that depends on the eigenvalues
and is small when eigenvalues grow rapidly above t, which is the case when
d = K >> t. Specifically, the exploration parameter of SpectralUCB is given by
ωS = 2R

√
d′ log(1 + t/γ) + 2 log(1/δ)+C, where C is an upper-bound on ||θ||ΛL .

The UCB for an arm qi is given in SpectralUCB by Bi,S = 〈qi, θ̂S〉+ωS ||qi||A−1
S

.
Given the similarities between LinUCB and SpectralUCB, we observed that

it is not difficult to adapt the ideas behind LinUCB-DS to secure SpectralUCB.
Encrypting θ results in generating encrypted rewards, and constructing vector bs

with encrypted values. Then, θ̂S and all Bi,S are also encrypted. The messages
exchanged during the protocol are identical as for LinUCB-DS (cf. Figure 3), in
particular Comp chooses the next arm to pull. By SpectralUCB-DS we denote
the secure and distributed version of SpectralUCB.

In SpectralUCB, the dimension of the vectors is equal to the number of
arms: K = d and for our proof-of-concept experiment (reported in Fig. 7), we
fixed K = N = d. Following the setting in [17], we used a similarity graph over
movies from the MovieLens dataset: the graph contains an edge between movies i
and j if the movie j is among the 10 nearest neighbors of the movie i in the latent
space M. As in [17], the weight on all edges is 1 and parameters’ values are: γ =
0.01, δ = 0.001, R = 0.01, C = log t. As expected, SpectralUCB-DS is slightly
faster than LinUCB-DS because it manipulates a θ̂ computed with a matrix of
size depending on t, and t ≤ K. We have also zoomed on the time taken by each
step of SpectralUCB-DS to observe that the three costliest steps are the same
as for LinUCB-DS, and we have also observed that the parallelization technique
described for LinUCB-DS has a similar positive impact on SpectralUCB-DS.
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Fig. 7. Time of LinUCB-DS vs SpectralUCB-DS.

7 Conclusions

We tackled the problem of secure cumulative reward maximization in linear
stochastic bandits. This problem has applications in recommendation systems
and Web-targeted advertisements, where sensitive user data and preferences
are used for personalized recommendations. We considered a machine learn-
ing as a service scenario, where data and computations are outsourced to some
honest-but-curious cloud, which yields inherent security concerns. We proposed
LinUCB-DS, a distributed and secure protocol that outputs exactly the same
cumulative reward as standard LinUCB, while enjoying desirable security prop-
erties. Towards this goal, we relied on Paillier encryption scheme and secure
multi-party computation. We characterized the overhead of cryptography from
both theoretical and empirical points of view. Our experiments on the Movie-
Lens movie recommendation dataset showed the scalability and feasibility of
LinUCB-DS. Moreover, we showed that LinUCB-DS can be easily adapted to
secure other UCB-like linear bandit algorithms. This happens because the secu-
rity properties of our protocol hold true irrespective of the arm-selection strat-
egy, which differs from an algorithm to another. To show this, we adapted
LinUCB-DS to secure SpectralUCB.

Providing security guarantees for machine learning algorithms is a growing
research topic. The use of distribution of tasks and cryptography is still an under-
explored research direction for this task. We plan to rely on such techniques to
develop further security protocols for other types of bandit algorithms and for
different machine learning settings.

A Appendix: Security Proofs for Sect. 4

Proof of Theorem 1. Assume a PPT adversary A who, given dataP has a prob-
ability of 1

|θ(i)| +x+negl(λ) of guessing one coordinate of θ. In the worst case, it
makes a guess on each coordinate with the same probability 1

d . We also assume
that if dataP is different from the data P has really collected during the protocol
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(for instance if a value has been changed to another unrelated to the protocol),
then A has not any advantage. We show that using A, an adversary B obtains
an advantage non-negligible in a Paillier IND-CPA game.

B chooses two values m0 and m1 and gives them to a challenger who returns
m∗

b = EComp(mb), with b = 0 or 1 with probability 1
2 . Then B constructs an

execution of the secure protocol, with θ and arms of his choice. In particular,
it sets θ1 = m1. At the end, it calls A on dataP except that it replaces θ′

1 by
m∗

b . Let us call it data ′
P. If Aθ(data′

P) returns (1,m1), then B answers 1 to the
challenger, otherwise it answers at random 0 or 1 with probability 1

2 .
The probability of success of B in every situation is:

– In A’s guess, if i 
= 1 (with probability 1− 1
d ), then B answers at random and

his probability of success is 1
2 .

– If i = 1 (with probability 1
d ):

• If b = 0 (with probability 1
2 ) then data ′

P is not valid and A has not any
advantage.

∗ It answers (1,m1) with probability 1
|θ1| , where B answers 1 to the

IND-CPA game and is wrong.
∗ It gives an other value for θ′

1 with probability 1− 1
|θ1| , then B answers

at random and has a probability of success of 1
2 .

• If b = 1 (with probability 1
2 ) then A benefits of its advantage.

∗ By hypothesis, A returns (1,m1) with probability 1
|θ1| +x+negl(λ).

Then B trusts him and is right.
∗ By hypothesis, A returns another value for θ′

1 with probability 1 −
( 1

|θ1| +x+negl(λ)). B answers randomly and is correct with probability
1
2 .

Summing it up, the probability of success of B in his IND-CPA game is:
P (B) = (1 − 1

d ) 12 + 1
d
1
2 (1 − 1

|θ1| )
1
2 + 1

d
1
2 ( 1

|θ1| + x + negl(λ)) + 1
d
1
2 (1 − 1

|θ1| − x −
negl(λ))12

1
2 − 1

2d + 1
4d − 1

4d|θ1| + 1
2d|θ1| + 1

2dx + 1
4d − 1

4d|θ1| − 1
4dx + negl(λ) =

1
2 + 1

4dx + negl(λ). It gives him a non-negligible advantage in a classical IND-
CPA game on Paillier scheme, which contradicts the fact that Paillier is IND-
CPA secure. Then our assumption was wrong and an adversary who has an
advantage in retrieving a coordinate of θ with dataP cannot exist.

Proof of Theorem 2. The same proof as above can be applied, with B changing
one of the rewards with m∗

1 after the execution of the protocol. It yields to B an
advantage of 1

2 + 1
4N x + negl(λ) to an IND-CPA game (with N the budget and

the number of pulls) which is impossible if Paillier is IND-CPA secure.

Proof of Theorem 3. Let A be a PPT adversary trying to retrieve the cumulative
sum of rewards and B an adversary trying to retrieve any of the N rewards gen-
erated. As(data) has a non-negligible advantage ⇔ Br(data) has a non-negligible
advantage.

⇐ A can call B and obtains the correct value of one reward with probabil-
ity non-negligible. It gives him a lower bound on the sum of all rewards, and
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consequently reduces the possibilities of s. It now has a better probability than
random to guess s.

⇒ B calls A and obtains the correct value of s with a non-negligible probabil-
ity. It is an upper bound on the value of one reward, and reduces the possibilities
of all rt.

The bounds do not reduce significantly the space of possibilities if N is big
but N can very well be small, even 1. In any case, the advantage one benefits
from the other is non-negligible.

This ensures that P cannot retrieve s, because it would give him an advantage
in retrieving one of the rewards, and it has been proven impossible.

Proof of Theorem 4. Same proof as for Theorem 1 applies.

Proof of Theorem 5. Assume a PPT adversary A who, given M, has a proba-
bility of guessing the correct s with probability 1

|s| + x + negl(λ). Then we show
how an adversary B can use A to gain a non-negligible advantage in a Paillier
IND-CPA game. Again, we assume that if M is changed with a value unrelated
to the protocol, then A does not conserve its advantage. B simulates the exe-
cution of the protocol with θ and arms of his choice. It knows the value of s at
the end. He then chooses s as m1 for the IND-CPA challenge, and a value out
of the set of possible s for m0. It gives m0 and m1 to the challenger who returns
EDC(mb) with b = 0 or 1 with probability 1

2 . B takes the set M of all messages
exchanged by the nodes for the protocol, and replaces EDC(s) with EDC(mb). It
calls As(M′) and observes the output. If it is s, it answers 1 to the decisional
challenge. Else, it answers at random 0 or 1 with probability 1

2 .

– b = 0 (with probability 1
2 )

• A returns s with probability 1
|s| and B is wrong.

• A returns something else with probability 1 − 1
|s| , B answers at random

and is right with probability 1
2 .

– b = 1 (with probability 1
2 )

• A returns s with probability 1
|s| + x + negl(λ), and B answers 1 and is

right.
• A returns something else with probability 1−( 1

|s| +x+negl(λ)), B answers
at random and is right with probability 1

2 .

In total, B answers correctly the challenge with probability P (B) = 1
2 (1 −

1
|s| )

1
2 + 1

2 ( 1
|s| +x+negl(λ))+ 1

2 (1− 1
|s| −x−negl(λ))12 = 1

4 − 1
4|s| + 1

2|s| + 1
2x+ 1

4 −
1

4|s| − 1
4x + negl(λ) = 1

2 + 1
4x + negl(λ). He has gain a non-negligible advantage

in the Paillier IND-CPA game, which is impossible. Thus, such an adversary A
cannot exist.

Proof of Lemma 1. This is immediate, as all images/preimages are equally likely
if σ is uniformly selected.
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Proof of Theorem 6. Assume an adversary Ax(M) who has a probability 1
K +

x+negl(λ) of guessing the correct arm pulled at round t. It also knows the index
of the maximal element in the permuted list of Bi that P and Comp exchange at
round t. That index is the permuted index of the arm who is really pulled, xt.
It means that A can make a guess on an element of the permutation σt and is
right with the same probability as it is right at guessing the arm pulled at round
t, and it benefits of the same non-negligible advantage. But A does not know σ
and should only have a probability of 1

K of guessing an element of σ according
to Lemma 1. This is a contradiction, so A cannot exist.

Proof of Theorem 7. Assume a PPT adversary A who, given dataComp is able
to retrieve the value Bi of arm i with probability 1

K +x+negl(λ). After making
his guess B′

i, he can look in σ(listB) the position of B′
i and make a guess on

the value of σ(i). It benefits of the same non-negligible advantage in guessing an
element of the permutation σ on which it has no information. This contradicts
Lemma 1, thus such an adversary cannot exist.

Proof of Theorem 8. For a fixed s, if the random number rand is uniformly
chosen, then rand + s can take all possible values with the same probability.
Hence when Comp sees rand + s, it gains no information on s.
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Abstract. The success of deep learning is largely due to the availabil-
ity of big training data nowadays. However, data privacy could be a big
concern, especially when the training or inference is done on untrusted
third-party servers. Fully Homomorphic Encryption (FHE) is a power-
ful cryptography technique that enables computation on encrypted data
in the absence of decryption key, thus could protect data privacy in
an outsourced computation environment. However, due to its large per-
formance and resource overheads, current applications of FHE to deep
learning are still limited to very simple tasks. In this paper, we first
propose a neural network training framework on FHE encrypted data,
namely PrivGD. PrivGD leverages the Single-Instruction Multiple-Data
(SIMD) packing feature of FHE to efficiently implement the Gradient
Descent algorithm in the encrypted domain. In particular, PrivGD is the
first to support training a multi-class classification network with double-
precision float-point weights through approximated Softmax function
in FHE, which has never been done before to the best of our knowl-
edge. Then, we show how to apply FHE with transfer learning for more
complicated real-world applications. We consider outsourced diagnosis
services, as with the Machine-Learning-as-a-Service paradigm, for multi-
class machine faults on machine sensor datasets under different operating
conditions. As directly applying the source model trained on the source
dataset (collected from source operating condition) to the target dataset
(collect from the target operating condition) will lead to degraded diag-
nosis accuracy, we propose to transfer the source model to the target
domain by retraining (fine-tuning) the classifier of the source model with
data from the target domain. The target domain data is encrypted with
FHE so that its privacy is preserved during the transfer learning pro-
cess. We implement the secure transfer learning process with our PrivGD
framework. Experiments results show that by fine-tuning a source model
for fewer than 10 epochs with encrypted target domain data, the model
can converge to an increased diagnosis accuracy by up to 20%, while the
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whole fine-tuning process takes approximate 3.85 h on our commodity
server.

Keywords: Homomorphic encryption · Data privacy · Transfer
learning · Fault diagnosis

1 Introduction

Machine Learning as a Service (MLaaS) is becoming an increasingly hot topic
in recent years. In this paradigm, large organisations with large amounts of data
can train high quality models, and share their models with other users who
do not own enough data or cannot afford to train complete models of their
own. This is extremely useful when the data of interest is hard to acquire. For
instance, in the healthcare domain, to train a deep learning model that can
predict a rare disease from a patient’s X-Ray image, we need enough amount of
positive samples, i.e., patents’ X-Ray images with that particular disease. While
a large hospital may possess enough data to train a good model, individual
clinics may not have the data and resources to do so. It is therefore beneficial
for the hospital to put its model on the cloud and provide inference services
for the clinics. Another example is the machine fault diagnosis in the advanced
manufacturing domain. It usually requires time and efforts to collect enough
sensor data under machine faulty conditions to train an accurate fault diagnosis
model, especially when there are multiple different failure types and different
operating environments. Take the training of a simple logistic regression model
as an example, it is suggested that at least N = 10 · k/p training samples are
required, where k is the number of covariates (independent variables), and p is
the smallest of the proportions of negative or positive cases in the dataset [1].

Although MLaaS enables model owners to share the usage of their mod-
els without transferring them to the users, it poses data privacy risks on the
users’ side, as the users need to upload their private data to the outsourced
inference servers. In order to solve the data privacy issue, researchers have pro-
posed numbers of privacy-preserving neural network inference solutions, based
on cryptography technologies like Fully Homomorphic Encryption (FHE) [2–9],
Multi-Party Computation (MPC) [10,11], or hybrid of FHE and MPC [12,13].
In particular, FHE [14] provides strong crypto primitives that enable computa-
tion directly on encrypted data. To apply FHE in the MLaaS scenario, a model
is pre-trained on the clear data and deployed on an inference server, a user
encrypts his data using a FHE scheme before sending the data to the inference
server, and then the encrypted user data is evaluated homomorphically with the
model on the inference server, and finally the inference result which is also in
encrypted form is sent back to the user for decryption. FHE based solutions are
considered as non-interactive, in which the server can independently evaluate the
whole model and generate the predicted result. On the other hand, MPC based
solutions, built on top of techniques like Garbled Circuits [15] and Secrete Shar-
ing [16], require interactive communications between the user and the server,
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and considerable amount of computational load at the user side, which may not
be the optimal case in many application scenarios.

Despite of its strong crypto primitives, FHE in its current state cannot be
directly applied to large and deep neural network models, due to its large compu-
tational and memory resource overhead, as well as the noise growth along with
computational depth. Therefore, current FHE-based solutions are only target-
ing for simple inference tasks like MNIST [2–5] and CIFAR10 [3,4,8], and even
simpler training tasks like logistic regression [17].

In this paper, we apply FHE to the MLaaS scenario with a real-world appli-
cation, machine fault diagnosis on the vibration sensor data. Furthermore, the
sensor data may be collected under different machine operating conditions. We
first assume that a model owner who possesses enough data trains a complete
fault diagnosis model (including a feature extractor and a classifier) for a certain
operating condition. Then the model owner deploys his model on a server and
provides inference services for other users. On the other hand, the users who
could not afford to train their own models can encrypt their own sensor data
using FHE and send to the server for inference. However, multiple challenges
may be faced here. First, the model may be too big and cannot be evaluated
efficiently as a whole in the FHE domain. Second, the user data may be col-
lected in a different machine operating conditions which may results in lower
inference accuracy if directly apply the model on it. To address these challenges,
we propose to use a transfer learning approach: 1) the model owner shares the
feature extractor of his model among the users for them to extract the common
features from their time-series sensor data; and 2) the user extracts and encrypts
the features from his own data and send to the inference server to fine-tune the
classifier; and finally 3) the fine-tuned classifier can be used for fault diagnosis
for the user’s new incoming data. Noted that we leverage transfer learning in
two ways here. First, it enables sharing the common part (i.e., feature extractor)
and protecting only the task-specific part (i.e., classifier) of the model, thus can
significantly reduce the network size in the FHE domain. Second, the fine-tuning
process with user’s private data leverages on the prior knowledge (weights and
biases) of the source model’s classifier, thus can converge to an increased accu-
racy with less data and fewer number of training iterations (compared to training
from scratch).

The fine-tuning process of the fault diagnosis model involves training of a
multi-class classifier in the FHE domain. While training a binary classifier (logis-
tic regression) with FHE may be an easier task, training a multi-class classifier
is a much harder problem as it requires implementation of Softmax activation
function in the FHE domain. To enable efficient neural network training on
FHE encrypted data, we design and implement the PrivGD framework. PrivGD
supports the multi-class classifier training through approximating an estimated
Softmax function in the FHE domain. Moreover, PrivGD offers a more par-
allelized Mini-Batch Gradient Descent training procedure, by designing more
efficient matrix multiplications on the encrypted data based on the powerful
SIMD packing features [18] of modern FHE schemes.
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The major contributions of our paper are summarized as follows.

– We design and implement PrivGD, a secure neural network training frame-
work on FHE encrypted data. PrivGD offers optimized Mini-Batch Gradient
Descent training with FHE, and is the first to support secure training of
double-precision float-point networks for multi-class classification tasks, to
the best of our knowledge.

– We propose a new paradigm of privacy-preserving MLaaS based on transfer
learning, where a user can use his private data to fine-tune the classifier model
for personalized inference services with improved accuracy.

– We demonstrate the efficiency of our secure transfer learning paradigm on
a real-world application, machine fault diagnosis through sensor data under
different operating conditions. By using PrivGD, one diagnosis model for a
source condition can be fine-tuned with encrypted data from a target con-
dition, to achieve improved accuracy by up to 20% on the target condition
through fewer than 10 training epochs.

The rest of the paper is organized as follows. The next section introduces pre-
liminaries and background knowledge. In Sect. 3 we describe PrivGD, our neural
network training framework on FHE encrypted data. In Sect. 4 we describe our
secure transfer learning paradigm with the real-world application of machine
fault diagnosis, and the experiment results are discussed in Sect. 5. In Sect. 6 we
discuss about related work and finally we conclude the paper in Sect. 7.

2 Preliminaries

2.1 Fully Homomorphic Encryption

Since its first introduction by Rivest et al. [19], FHE has always been an intrigu-
ing technology due to its ability of computing on encrypted data in the absence
of the decryption key. In 2009, Gentry proposed the first construction of a FHE
scheme [14]. Since then, this field has been seen great advancements and a num-
ber of new FHE schemes have been proposed [20–22]. Generally, the FHE plain-
text and ciphertext spaces are polynomial rings. FHE is instantiated to preserve
the algebraic structure between plaintext and ciphertext, and provides the user
with two main computational operations: homomorphic addition and homomor-
phic multiplication. These operations can manipulate ciphertexts and produce
encrypted results that are equivalent to the corresponding plaintext results after
decryption.

Modern FHE schemes conceal plaintext messages with noise that can be iden-
tified and removed with the secret key [23]. As we compute on encrypted data,
the noise magnitude accumulated in a ciphertext increases at a certain rate (high
rate for multiplication and low rate for addition). As long as the noise is below a
certain threshold, that depends on the encryption parameters, decryption can fil-
ter out the noise and retrieve the plaintext message successfully. Although FHE
schemes include a primitive (known as bootstrapping) to refresh the noise [14]
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inside ciphertexts, it is extremely computationally expensive. Instead, one can
use a levelled FHE scheme [20] that allows evaluating circuits of multiplica-
tive depth below a certain threshold, which can be controlled by the encryption
parameters. In this way, one can avoid the expensive bootstrapping operations
by selecting the appropriate encryption parameters that can accommodate the
computational needs of the applications.

Next we briefly introduce a levelled FHE scheme we use in this paper, the
CKKS scheme [22]. The plaintext and ciphertext are ring elements of a poly-
nomial ring Rq = Zq[X]/(XN + 1), where XN + 1 is the polynomial modulus
with degree N and Zq[x] is the polynomial with integer coefficients based on
modulus q. In particular, q is the product of a group of prime factors, where the
number of primes is called the “level” of the ciphertext. When the input data
is first encrypted, its ciphertext is at the highest level, say level L. Then along
with the computations, the ciphertext may gradually move down to lower levels,
by removing one prime factor from q at a time. In General, L determines the
largest multiplication depth a single ciphertext can have.

CKKS supports standard FHE primitives like encode and decode, encrypt
and decrypt, addition and multiplication (with both ciphertexts and plaintexts).
Besides that, a unique feature of CKKS is that it supports fixed-point arith-
metic for approximate computing on encrypted numbers. To implement this,
the input real numbers are first scaled with a large scaling factor and rounded
to the nearest integer (quantization). Then they are encoded into plaintexts and
subsequently encrypted into ciphertexts. To maintain a constant scaling factor
in the ciphertext after multiplication, CKKS offers an efficient rescaling pro-
cedure which moves down the ciphertext to the next lower level by removing
a prime factor from coefficient modulus q, at the same time scales down the
amplified scaling factor in the ciphertext by the prime that removed from q.
As mentioned before, one can drastically improve FHE performance via Single-
Instruction Multiple-Data (SIMD) packing methods. In CKKS, a vector of up to
N/2 complex numbers can be encoded in a single plaintext element. This allows
one to perform parallelized SIMD homomorphic operations on packed ciphertexts
efficiently. Packing can be viewed as if the ciphertext has independent slots, each
concealing one data item. To manipulate the slots within a ciphertext, CKKS
offers the rotate primitive that can circularly shift the data locations across the
slots.

2.2 Neural Network Inference and Training

A feed-forward neural network composes of a stack of processing layers, where
each layer performs certain computation on its input data according to the layer
type, and outputs the processed data to the next layer for further computation.
The common types of a nerual network layer are as follows.

– Convolution layer. This layer computes weighted sum of the input data. Each
convolution operation is computing the dot product between a weight vector
(i.e., filter map) and a data vector, and then adding a bias to it. The locations



Secure Transfer Learning for Machine Fault Diagnosis 283

of the filter maps are shifted so as to compute with different data vectors from
the whole input data.

– Fully connected layer. This layer can be viewed as a special kind of convolution
layer, where the weighted sum (dot product) is always done between a weight
vector and the whole input data.

– Activation layer. This layer applies an activation function to each of the input
data. The activation functions are usually non-linear functions like Sigmoid,
ReLU, etc.

– Pooling layers. This layer is usually used to down sample the input data to a
smaller size, by returning the maximum (max-pooling) or average (average-
pooling) of input vectors from the whole input data.

Neural networks are used for inference tasks like classification and regression.
The inference phase only involves forward-propagation, where the input data is
feed into the network, processed layer by layer, and the last layer gives the final
output of the network. Before a neural network can be used for inference tasks,
it must be trained. The training phase involves both forward-propagation and
backward-propagation, whereas the backward-propagation is used to compute
the derivatives (gradients) of a loss function with regard to the network weights
and biases. An optimization algorithm (e.g., Gradient Descent) is then used to
update the weights and biases according to the gradients, to minimize the value
of the loss function.

A straightforward implementation of the Gradient Descent (GD) algorithm
would be to update the weights and biases after each training sample, which
is called Stochastic Gradient Descent (SGD). However, in practice people often
adopt a more optimized form called Mini-Batch based GD, which accumulates
the gradients from a batch of training samples, and then update the weights and
biases at one time. Specifically, if the batch size equals the whole training set, the
method is also called Batch Gradient Descent. In our secure training framework,
we adopt Mini-Batch (Batch) Gradient Descent with HE packed data, to take
full advantage of the performance benefit from SIMD-styled computations.

2.3 Transfer Learning

Deep learning (DL) is one of the most successful paradigms in data-driven
approaches that has wide acclaimed performance in many practical applications.
Yet, it works only under the assumption that training data and testing data are
sampled from the same distribution, which may not hold at many practical sce-
narios. Naive approach is to train new model independently for each new data
distribution. Training a new model from scratch for each new data distribution
not only adds additional computational burdens but it also requires large amount
of labeled data. Transfer Learning, which aims to transfer knowledge among dif-
ferent domains, can be a promising candidate to address the aforementioned
challenges [24]. Different from DL, transfer learning leverages the knowledge
from one or more source domains to maximize the performance in the target
domain. Recently, transfer learning has been shown great capability with reduc-
ing the deep learning requirements for both computational requirements and
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the amount of labeled data [25]. Wide range of deep learning applications has
benefited from transfer learning including Natural Language Processing (NLP),
Computer Vision, and Robotics [26–28]. In our approach, we leverage transfer
learning to realize efficient machine fault diagnosis across different operating
conditions.

3 PrivGD: Secure Neural Network Training with FHE

In this section, we introduce our design and implementation of PrivGD, a FHE-
based secure neural network training framework. We describe the components
and considerations for a generate framework for different network architectures.

3.1 Matrix Multiplications with Packed FHE Ciphertexts

Matrix multiplication is a core operation in neural networks. To enable efficient
matrix multiplications with encrypted data, we leverage the HE packing feature
to pack multiple matrix elements into slots of a single ciphertext. This gives the
dual benefits of reduced ciphertext amount and SIMD-styled parallel computa-
tion. Specifically, we adopt the following formats in PrivGD to pack a matrix
into ciphertexts:

– Row-majored Packing (RP). A m-row n-column matrix Xm×n is packed into
m ciphertexts, with Row ri encrypted in ciphertext Ci (1 ≤ i ≤ m).

– Column-majored Packing (CP). A Matrix Xm×n is packed into n ciphertexts,
with Column cj in Ciphertext Cj (1 ≤ j ≤ n).

– Replicated Packing (REP). A Matrix Xm×n is packed into m×n ciphertexts,
with each element ei,j is replicated in all the slots in Ciphertext Ci,j .

Subsequently, we define the following matrix multiplication operations.

– A REP matrix Xm×k multiplies a RP matrix Y k×n, the result Zm×n is a RP
matrix. In particular, we have the equation: [Ci]Z =

∑k
j=1([Ci,j ]X × [Cj ]Y ),

where [Ci]Z is the ciphertext for row ri of Z, [Ci,j ]X is the ciphertext for
element ei,j of X, and [Cj ]Y is the ciphertext for row rj of Y .

– A CP matrix Xm×k multiplies a REP matrix Y k×n, the result Zm×n is a CP
matrix. Similarly, we have the equation: [Cj ]Z =

∑k
i=1([Ci]X × [Ci,j ]Y ).

– A RP matrix Xm×k multiplies a CP matrix Y k×n, the result Zm×n is a
REP matrix. The ciphertext [Ci,j ]Z for element ei,j of Z is produced by
[Ci]X × [Cj ]Y , followed by applying the AllSum [29] algorithm to the mul-
tiplied ciphertext. Note that AllSum adds all the slots in a ciphertexts, and
the sum is replicated in all the slots in that ciphertext. The algorithm uses
log2 N rotations and additions on the ciphertext, where N is the number of
slots.

It should be noted that different matrix formats can be converted between each
other by masking and rotation operations. For example, a REP matrix can be
converted into a RP matrix, and the j-th slot of RP Matrix’s i-th row [Ci]RP is
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produced by masking out (i.e., multiplying with a one-hot vector where only the
masking location is one) the j-th slot of [Ci,j ]REP in REP matrix and add into
[Ci]RP . However, matrix format conversions are generally expensive operations
which cost additional multiplication depths and noise budgets, and should be
avoided wherever possible.

In the next subsection, we will show how to utilize these matrix formats and
multiplication functions to efficiently implement the neural network training
processes.

3.2 Neural Network Training with FHE

Training a neural network generally involves multiple steps. For each iteration
of training, first is to run the forward pass that takes in input and computes
final output of the network, and second is to compute the loss function and its
gradients with regard to the network output, and last is to run the backward
pass that reversely computes the gradients for each layer using chain rule, and
updates the weights and biases accordingly. To enable training with FHE, we
target to solve the challenges in all these steps in PrivGD.

Forward Propagation. The linear computation layers, such as convolution
and fully-connected layers, constitute the major computations in the forward
pass. These layers are generally computing the weighted sum of layer inputs
with regard to weights and biases, which can further be converted into matrix
multiplications. As we adopt mini-batch based gradient descent algorithm in
PrivGD, we target to compute the entire mini-batch in one shot through packed
matrix multiplications described above. In particular, we adopt REP matrix
format for weights and biases, and RP matrix format for batched inputs, where
each column is an input vector and each row ciphertext pack a single element
from each vector. The result of the matrix multiplication is another RP matrix
that holds the output vectors, which is ready to be feed into the next layer for
processing.

On the other hand, the non-linear activation layers, such as ReLU and Sig-
moid, cannot be directly computed with FHE, and they need to be approximated
by polynomials [2,17], or implemented through private table lookups for a quan-
tized version [30]. Max-pooling layers can be replaced with average-pooling or
sum-pooling [2], which are actually special kinds of convolution layers with con-
stant weights.

Loss and Gradient Computation. After getting the last linear-layer’s output
vector z from forward pass, we need to compute a loss function and its gradient
with regard to z. For classification tasks, z usually needs to go through another
activation layer (Sigmoid or Softmax) before loss computation, and for regression
tasks, it is usually directly used for loss computation. Table 1 summarizes the
common loss functions and their gradients with regard to z for various tasks.
For regression tasks, the gradients can be computed by the weighted difference
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between z and the ground truth label t, which can be computed in HE directly.
For classification tasks, the gradients can be computed by the difference between
the last activation function outputs and the ground truth labels. While the
Sigmoid activation function is easier to be approximated with polynomials and
computed in FHE, the polynomial approximation for Softmax, however, is a
harder problem and little work has been done on it to the best of our knowledge.
In Subsect. 3.3, we introduce a new and efficient way to train multi-class classifier
in FHE with approximated Softmax.

Table 1. Common Loss functions and their Gradients.

Task Activation function on z Loss function Loss Gradient w.r.t z

Binary
classification

Sigmoid Binary
Cross-Entropy

Sigmoid(z) - t

Multi-class
classification

Softmax Multi-class
Cross-Entropy

Softmax(z) - t

Regression – Mean Squared
Error

2
N
(z − t)

Backward Propagation. After getting the gradients for the last linear-layer’s
outputs, we can start the backward pass and reversely compute the gradients for
the weights and biases in all the layers. For each linear layer, two major types of
computations are performed in the backward pass: one is to compute gradients
for the layer weights and biases, and the other is to compute the gradients for the
layer inputs (previous layers’ outputs). Recall that the inputs X and outputs Y
of each layer, as well as their gradients dX and dY , are stored as RP-formatted
matrices, and the layer weights and biases are stored as REP-formatted matrices.
According to chain rule, the gradient of each weight is the multiplication of the
layer input and the gradient of the layer output it associates. Therefore, we have
the following equation for gradient computation of layer weights.

[dW ]REP = [dY ]RP × [XT ]CP (1)

In Eq. 1, dY is the RP matrix holding layer output’s gradients, and XT is the
transpose of layer inputs, which is in CP format. Their multiplication produces
a REP matrix dW , in which each element is exactly the corresponding weight’s
gradient summed on the entire minibatch. For biases, their gradients db simply
equals the gradients of the associated layer outputs, therefore can directly do a
sum up for the minibatch using AllSum on the Ciphertexts. The summed gra-
dients can be directly used to update the weights and biases in a later step. Pay
attention that we do not take the additional step of computing the average gra-
dients for the minibatch, as this can be combined with adjusting of the learning
rate.
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On the other hand, computing the gradients for the layer inputs, as shown
in Eq. 2, is very similar like the forward propagation process.

[dX]RP = [WT ]REP × [dY ]RP (2)

Back propagating through an activation function layer is different from a
linear layer in two ways. First, there is no weights in the activation function
layer, thus no weight gradients computation; second, the derivative of the acti-
vation function needs to be computed in order to compute the gradients of the
layer input. As we use polynomials to approximate the activation functions (e.g.,
ReLU), we can take the derivative of the polynomial, which is also an polyno-
mial, as the derivative of the activation function. On the other hand, for some
activation functions the derivatives can also be computed in FHE in their native
forms. For example, the derivative of Sigmoid layer Y = Sigmoid(X) can be
simply computed as Y (1 − Y ), and the derivative of Tanh layer Y = Tanh(X)
is 1 − Y 2.

After the gradients of weights and biases in all the linear layers are computed,
the next step is to update the weights and biases based on some optimization
method. The original version of SGD optimizer, W = W − η ·dW where η is the
learning rate, can be directly computed in FHE. One can also add a weight decay
term or momentum term into the optimizer, but at the cost of some additional
computational complexity.

3.3 Multi-class Classifier Training in FHE with Approximated
Softmax

Training a multi-class classifier in FHE requires approximating the Softmax func-
tion with polynomials, which is very challenging due to the fact that Softmax is
a multi-variate function. In PrivGD, we do not target to directly approximate
Softmax with polynomials. Instead, we approximate an estimated version of Soft-
max [31], which is proved to be able to achieve very close parameter estimations
with original Softmax in multi-class classifier training. The output probability
for each of the classes computed by the Estimated Softmax is described in Eq. 3.

Pc =
∏

m �=c

Sigmoid(zc − zm) (3)

Then, we can further compute the Negative Log Likelihood loss function and its
gradients with regard to the last linear layer outputs, which can be expressed in
Eq. 4. We assume each training sample is encrypted and its class label is known
to the training server, and thus it is straightforward to compute the gradients in
Eq. 4. In case the class labels are also encrypted, we just need some additional
masking and addition operations for the gradient computation.

⎧
⎪⎨

⎪⎩

dzt =
∑

m �=t

(Sigmoid(zt − zm) − 1) for class t matches sample label

dzm = 1 − Sigmoid(zt − zm) for all the rest classes

(4)
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To compute the gradients in Eq. 4 with FHE, we only need to approximate the
Sigmoid function with polynomials, which is a simpler task as Sigmoid approxi-
mation has been widely studied in prior arts [32–34] and used in logistic regres-
sion training with FHE [17]. What’s more, it should be noted that the multi-
plication depth for gradient computation in Eq. 4 equals only a single Sigmoid
approximation, which is the same as in logistic regression training.

3.4 Current Challenges and Our Approach

It should be noted that neural network training with FHE, although possible,
still faces multiple challenges especially for larger networks: 1) deeper networks
consume more multiplication depths as ciphertexts are computed throughout the
layers, and 2) the multiplication depths are doubled in the training phase as it
involves both forward and backward propagation; 3) the training losses usually
need a large number of training iterations to converge, which further amplifies the
multiplication depths; and 4) non-linear functions in the network may need to be
approximated with high-degree polynomials in order to be evaluated accurately
in FHE. Therefore, in order to avoid the expensive bootstrapping operations, one
needs very large encryption parameters to accommodate the large multiplication
depths, which are deemed to be impractical due to high resource overhead and
low performance.

Due to the above reasons, we are not targeting to train complete new models
from scratch with FHE, instead, our approach is to use private data to refine
existing models to make them adapt to new tasks, with a transfer learning app-
roach. In later section, we will demonstrate the efficiency of our framework with a
practical application to fine-tune machine fault diagnosis models with encrypted
user data.

4 Secure Transfer Learning for Personalized Machine
Fault Diagnosis

In this section, we demonstrate our new paradigm of private and personal-
ized MLaaS through secure transfer learning, with the real-world application
of machine fault diagnosis under different operating conditions.

4.1 The Machine Vibration Sensor Datasets

Our application scenario is to utilize deep learning models for diagnosing motor
bearing faults from vibration sensor data attached to the machines. The datasets
are downloaded from the Case Western Reserve University Bearing Data Center
Website [35]. The CWRU bearing dataset is time-series data that collected at
12k sampling rate. It composes 4 different subsets which corresponds to different
loading torques (i.e., operating conditions), where the torque values ranges from
0 to 3. In each subset, the data instances fall into 4 different categories, one
normal category and three faulty categories including inner-race faults (IF),
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outer-race faults (OF), and bearing-race faults (BF). Each faulty category could
have 3 fault sizes, i.e., 0.007 in., 0.014 in., and 0.021 in., which leads to 10 total
classes (1 normal class, and 9 faulty classes), as shown in Table 2.

4.2 Network Model for Machine Fault Diagnosis

Our model for the fault diagnosis is composed of two components, a feature extrac-
tor and a classifier. In particularly, the feature extractor is a 5-layer convolutional
neural network with 1-dimensional kernels (1D-CNN). It aims to find a latent rep-
resentation of the time-series data that could be class discriminative. On the other

Table 2. CWRU bearing dataset description [36]

Class label Fault type Fault size (inches) Load (hp)

1 Normal 0 0, 1, 2, 3

2 IF 0.007 0, 1, 2, 3

3 IF 0.014 0, 1, 2, 3

4 IF 0.021 0, 1, 2, 3

5 OF 0.007 0, 1, 2, 3

6 OF 0.014 0, 1, 2, 3

7 OF 0.021 0, 1, 2, 3

8 BF 0.007 0, 1, 2, 3

9 BF 0.014 0, 1, 2, 3

10 BF 0.021 0, 1, 2, 3

Fig. 1. Fault diagnosis model and the secure transfer learning approach.
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hand, the classifier which is composed of a fully connected layer followed by a Soft-
max activation layer, takes the extracted features from the 1D-CNN network as
inputs, and outputs the probabilities the input sample belongs to each of the 10
classes. The detailed structure of our model is shown in Fig. 1.

4.3 Secure Model Fine-Tuning Across Different Operating
Conditions

In the MLaaS paradigm, the model owner deploys his model (i.e., source model)
on a cloud server to provide inference services for other users. In our application
scenario, we assume each user’s machine is operating at a different condition,
and directly applying the source model to the target conditions may lead to
degraded diagnosis accuracy. To solve the problem, we propose a secure transfer
learning approach, where a user can fine-tune the source model with encrypted
data samples from his own machine and the corresponding working condition.
Specifically, the model owner first distributes the source model’s feature extrac-
tor to all the users, and then the users use the feature extractor to extract
features from their own data samples, encrypt the features with FHE, and send
them to the cloud server to fine tune the classifier of the source model. It must
be noted that, when the classifier is fine-tuned by a particular user, its weights
and biases are becoming encrypted, and it can only be used to provide diagnosis
services for that user after fine-tuning.

4.4 Implementation of Secure Fine-Tuning Process

We use PrivGD to implement the fine-tuning process. As shown in Fig. 1, the
user utilizes the encrypted features as input to fine-tune the classifier part of the
source model. PrivGD implements the Estimated Softmax for multi-class classi-
fier training, and we only need to approximate Sigmoid for it to run in FHE. In
[17], the authors suggested to use the Least Squared method to find polynomial
approximations for Sigmoid on certain input interval. We adopt a similar app-
roach and use the degree-3 polynomial g(x) = 0.5 + 0.15012x − 0.00159x3 for
approximating Sigmoid in our model. In order to minimize the number of train-
ing iterations in the fine-tuning process, we employ the batch gradient descent
approach, in which each iteration uses all the training samples from the user.
In our experiment setting, each user uses 2000 samples to fine-tune the source
model, and each input feature dimension is 32, so the input for each training
batch is a 32 × 2000 RP-formatted matrix [X32×2000]RP in ciphertexts.

Before starting the fine-tuning process, we need to fix the number of train-
ing epochs. The number needs to be carefully chosen in order to balance the
required multiplication depth in FHE and the fine-tuning accuracy. For each
training iteration, the following steps are involved: 1) the input features are first
multiplied with the layer weights in the forward pass; 2) then the results are used
to compute the loss gradients as with the formula described in Subsection 3.3
(multiplication-depth is 2 as we use degree-3 polynomial for Sigmoid); 3) and
then the computed gradients are multiplied with the input features to get the
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gradients for the weights; 4) at last the weights are updated by subtracting the
gradients multiplied with the learning rate. The total multiplication depth in
one round of training iteration is 5. In our experiments, we will show that after
fine-tuning the source model by 10 epochs, it already converges to optimal accu-
racy on the target data, therefore the total number of multiplicative depths in
the whole fine-tuning process can be set to 50.

4.5 FHE Parameters Selection

We choose CKKS to be the underlying FHE scheme as it natively supports
double-precision float-point numbers in neural network training. The CKKS
scheme is governed by three major parameters, the ring dimension (polyno-
mial modulus degree) N , the scaling factor Δ that controls the precision of the
plaintext value, and the ciphertext coefficient modulus q that determines the
largest multiplication depth D of a ciphertext. As with previous analysis, the
whole fine-tuning process needs a multiplication depth of 50, and this requires q
to have at least 52 prime factors1. We select the first and the last factors to be
50-bit primes, and all the intermediate factors to be 30-bit primes. As a result,
the ciphertext coefficient modulus q is to be 1600 bits in total. On the other
hand, we select the scaling factor Δ to be 230, and the rescaling operation after
each multiplication can maintain the same scaling factor for the plaintext value
in the ciphertext. The last step is to choose an appropriate ring dimension N
for the encryption scheme. On the one hand, we need a large enough N to meet
the required security level, and on the other hand, we need to keep N as small
as possible for more efficient FHE computation. Following the recommendation
of NIST [37], we set the security level to be at least 80 bits, and according to
the parameter estimation equation given in [17], we need N to be 216.

5 Experiment Evaluation

5.1 Experiment Server Setup

We carry out the experiments on a server with an Intel Xeon Platinum 8170
CPU @ 2.10 GHz with 26 cores, and 188 GB RAM. The operating system is
Arch Linux. The fault diagnosis model training and fine-tuning on clear (i.e.,
unencrypted) data is done using Pytorch at version 1.3.1, and for the secure
fine-tuning process we use our PrivGD framework implemented on Microsoft
SEAL FHE library version 3.4.5.

1 For CKKS implementation in the SEAL library, the first prime is consumed in
the encryption process, the last prime is used to accommodate the scaled plaintext
value, and all the other primes in between are consumed one by one after each
multiplication.



292 C. Jin et al.

5.2 Experiment Results

We have 4000 data samples in each of the four vibration sensor datasets as
described in Sect. 4.1, denoted as 0hp, 1hp, 2hp, and 3hp according to the
machine operating conditions. For each of the datasets, we first train a com-
plete model (including feature extractor and classifier) with Pytorch and the
original Softmax using all the 4000 samples on the clear data, in which 3000
randomly chosen samples are used as training set and the rest are used as test
set. In each training, we vary the Mini-Batch size and learning rate to maximize
the classification accuracy on the test set. The best test accuracy we can get are
97.6%, 97.75%, 98.15%, 98.65% on the four datasets respectively. Pay attention
to the fact that these are the same-domain accuracy where the trained mod-
els are applied to the data from the same operating condition. In the following
transfer learning experiments, the models will be in turn set as the source model,
and be applied to the data from the other operating conditions, the test accuracy
will be cross-domain accuracy.
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Fig. 2. Fine-tuned accuracy of transferred models on the target datasets.
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For each transfer learning experiment, we select one operating condition as
source domain, and the rest operating conditions as target domains. We sepa-
rately fine-tune the source model on each of the target domains. For each fine-
tuning process, we randomly choose 2000 samples from the target dataset and
use Batch Gradient Descent to fine-tune the classifier of the source model, and
another 1000 samples to test the accuracy of the fine-tuned model. Specifically,
we implement two versions of the fine-tuning processes, one is the unencrypted
version with Pytorch and the original Softmax function, and the other is the
encrypted version with PrivGD and approximated Softmax. We also log down
the test accuracy after 1 to 10 fine-tuning epochs respectively, as shown in Fig. 2.

We can see that, before fine-tuning (i.e., at fine-tune epoch #0), the model
accuracy generally drops quite significantly on the target data, compared with
the same-domain accuracy. The fine-tuning process can efficiently improve the
accuracy of the source model on the target data, especially in the first few epochs.
The fine-tuning accuracy converges to the optimal after around 8 epochs, and
after that, the improvement becomes marginal. The fine-tuning improvements
are not the same for different experiments, with the maximal improvement of
20% across all the experiments (70% to 90% in the 3hp to 0hp case). On the
other hand, the secure encrypted version achieves quite close accuracy to the
unencrypted version, at most of the time the difference is within 3%.

5.3 Running Performances of Fine-Tuning with FHE

Memory Usage. A CKKS ciphertext is composed of two degree-N polynomi-
als, with q to be the polynomial coefficient modulus. As with the parameters
chosen in our experiments, we can estimate that each ciphertext is 25MB. We
can further compute that the total number of ciphertexts for the inputs, weights
and biases, and outputs of the classifier as shown in Fig. 1 is 372. Therefore, the
total memory resource usage is about 9.1 GB.

Latency Performance. The total run time for the 10 epochs of fine-tuning is
3.85 h on our experiment server. Pay attention to the fact that the run time for
each epoch gradually decreases with the number of epochs, where the first epoch
takes the longest run time of 42.9 min, and the last epoch takes the shortest of
3.3 min. This is because the level of the ciphertexts is reduced by the rescaling
operations along with the multiplication operations, which results in smaller
coefficient modulus parameters and more efficient ciphertext operations.

6 Related Work

The major effort of our work is to apply transfer learning to the secure MLaaS
scenario. In the convention of transfer learning, the feature extractor is usually
considered as public and shared across different domains, while the domain-
specific part of the model is trained or fine-tunned on domain-specific data. Sev-
eral previous arts have demonstrated the applicability and efficiency of transfer
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learning with FHE-based secure MLaaS [3,6]. For example, In [3], the authors
proposed the workflow that the user used a public feature extractor to extract
features from medical images, and then encrypted the features with FHE and
sent to cloud for private inference. Similar like [3] and [6], in our approach, we
assume the MLaaS service provider makes the feature extractor public to all
the users, and puts the classifier on the cloud for private inference. However,
our work further demonstrates that, if the classifier of the service provider was
previously trained with data in a different domain (ie, working condition) from
the user data, it may not work well on the user data. Therefore, what our app-
roach is different from [3] and [6] is that, we propose to use a small amount of
encrypted user data to fine-tune the original classifier of the service provider,
and the fine-tuned classifier can provide higher inference accuracy on the user
data. Our approach not only applies to the machine fault diagnosis task in our
paper, but in fact provides a general paradigm that can be applied to other
MLaaS tasks in similar use scenarios.

Our work belongs to the category of secure neural network training on
encrypted data with FHE. Due to the large performance gap compared with
the clear data counterpart, there are very limited prior arts in this category and
most of them focus on the simple task of logistic regression training [17,38].
In [17], the authors tried to train a binary classifier on the encrypted medical
images. They targeted to train a complete model from scratch, which needs many
training iterations and subsequently very larger encryption parameters. On the
contrast, we demonstrate a more practical way of applying secure training with
transfer learning for the real world applications. We show that by fine-tuning on
existing models, it requires much fewer training epochs and smaller encryption
parameters, although for more complicated multi-class classification tasks.

Another category of related work is the secure inference of neural networks.
CryptoNets [2] was the first to implement a inference network with FHE, but
limited to the MNIST dataset. FasterCryptoNets [3] was among the first to try
deeper networks and larger datasets with FHE, but suffered from high resources
overhead. E2DM [5] and LoLa [6] tried to employ the SIMD packing feature
to optimize the performance and resource overhead of inference network with
FHE. These work commonly used polynomials to approximate the ReLU acti-
vation function inside the networks. As they didn’t handle the training phase,
there was no need to approximate the last Sigmoid or Softmax layers for the
classification models. On the other hand, MPC-based solutions, such as Gazelle
[13] and XONN [10], were free from approximation of non-linear functions in net-
works, but required both server and client to be constantly online and suffered
from high communication overhead between them.

7 Conclusion

In this paper, we propose a new secure MLaaS paradigm, in which the user uses
his private data to fine-tune the model on the cloud for higher inference accuracy.
We build up PrivGD, a secure neural network training framework with FHE,
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and implement the fine-tuning process with it. In particular, PrivGD is the first
to support the approximation of Softmax to train multi-class classifiers in FHE.
We have demonstrated the efficiency of our secure transfer learning approach on
the machine fault diagnosis tasks and datasets. In the future, we plan to apply
our framework and approach to more real-world tasks and datasets.
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Abstract. Secure computation is the technology that computes an arbi-
trary function represented as a circuit without revealing input values.
Typical technologies related to secure computation are secure multiparty
computation (MPC) that uses secret sharing (SS) schemes, for example,
SS-MPC, garbled circuit (GC), and homomorphic encryption (HE). These
cryptographic technologies have a trade-off relationship with respect to
the computation cost, communication cost, and type of computable cir-
cuit. Hence, the optimal choice depends on the computing resources, com-
munication environment, and function related to applications. The private
decision tree evaluation (PDTE) is one of important applications of secure
computation. There exist several PDTE protocols with constant commu-
nication rounds that use GC, HE, and SS-MPC over the field. However, to
the best of our knowledge, PDTE protocols with constant communication
rounds that use SS-MPC over the ring (requiring only lower computation
costs and communication complexity) is non-trivial and still missing. In
this paper, we propose a PDTE protocol that uses a secure three-party
computation (3PC) protocol over the ring with one corruption.

Keywords: Private decision tree evaluation · Secure multiparty
computation · Constant-round protocol

1 Introduction

1.1 Backgrounds

Secure multiparty computation (MPC) [6,23,46] is the cryptographic technology
that enables multiple parties to compute an arbitrary joint function represented
as a circuit securely. MPC does not reveal each party’s inputs during its execu-
tion even if an adversary corrupts a certain rate of parties. There are two types of
adversaries in MPC protocols: semi -honest adversary and malicious adversary .
The former follows the specifications of the protocol. However, it attempts to
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obtain as much information as possible. The latter does not follow the speci-
fications, and also attempts to obtain as much information as possible about
other parties’ inputs. Therefore, the malicious adversary is stronger than the
semi-honest one.

There are two types of typical MPC: garbled circuit (GC ) [5,46] and secret
sharing based MPC (SS -MPC ) [6,23]. Most GC protocols compute an arbitrary
function represented as a binary circuit among two parties by using encrypted
truth tables (garbled tables) and oblivious transfer (OT) [1,35] that is a public
key primitive. A GC protocol requires many communication bits and small and
constant communication rounds.

In SS-MPC, each party distributes its inputs, and the computation proceeds
with secret shares that look like random numbers among a number of parties. In
the SS-MPC protocol, each party computes a function, which is represented as a
binary, arithmetic, or mixed circuit (composed of binary and arithmetic circuits)
by using shares locally and communicating among parties. The SS-MPC protocol
requires small communication bits and many communication rounds. There are
two types of SS-MPC: SS -MPC over the field and SS -MPC over the ring . The
two schemes differ in the mathematical structure they use.

The former [6,11] uses a finite field. SS-MPC over the field can compute an
arbitrary function represented as an arithmetic circuit. It can construct constant-
round protocols by using the multiplicative inverse. However, it requires modulo
operations with a large prime number. Therefore, the computational cost of
SS-MPC over the field is heavier than SS-MPC over the ring.

The latter uses a residue ring (e.g., power-of-two ring). In particular, the
secure three-party computation protocol (3PC) over the ring [3] and four-party
computation protocol over the ring [9,38] have gained attention in recent years
because they can perform high throughput even when they compute a complex
function represented as mixed circuits. SS-MPC on the power-of-two ring benefits
from not only a small communication complexity but also a small computation
cost because there is no need to perform a modulo operation explicitly if it uses
a power-of-two ring that equals the size of the data type. However, SS-MPC over
the ring cannot easily construct the constant-round protocol due to a lack of the
multiplicative inverse.

In addition, homomorphic encryption (HE ) [16,21,22,24,37,39] computes
the function represented as an arithmetic circuit without revealing input values,
which is different from MPC. Although HE does not require communications
during computation, it requires a large computation cost.

As mentioned above, GC, SS-MPC, and HE have a trade-off relationship
with respect to the computation cost, communication cost, and type of com-
putable circuit. Hence, the optimal choice depends on the computing resources,
communication environment, and function related to applications. To mitigate
this problem, a hybrid scheme of GC and SS-MPC [17,34,38] and that of GC
and HE [25] were proposed and studied. In particular, to mitigate the com-
munication cost problem, the offline-online paradigm is also widely known. It
divides the MPC protocol into an offline phase (where the protocol processes
part of computation that can be computed independently of parties’ inputs)
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and online phase (where the protocol processes the rest of computation with
parties’ inputs). The offline-online paradigm can reduce the communication cost
of the online phase even if it increases the communication cost of the offline phase
and the whole computation. Therefore, the offline-online paradigm is useful for
MPC applications that focus on the response time of queries.

One typical applications of secure computation (e.g., GC, SS-MPC, and HE)
that has gained attention in recent years is the private decision tree evaluation
(PDTE). A decision tree is a commonly-used tool of decision support and widely
studied in machine learning. The PDTE protocol outputs the (encrypted) class
label assigned to the leaf node as the correct classification result without reveal-
ing confidential (or sensitive) information about the tree (e.g., decision threshold
values assigned to the internal node, comparison operations assigned to the inter-
nal node, or class label assigned to the leaf node) and the input feature vector.
For example, there are several applications of the PDTE: electrocardiogram clas-
sification [4,8], and remote diagnosis [8]. Araki et al. [2] conducted an experiment
about the private evaluation of a decision tree for credit decisions using 3PC over
the ring.

Kiss et al. [29] published a systematization of knowledge paper about
the PDTE. In [29], the PDTE is divided into three phases: feature selection,
comparison, and path evaluation. In the feature selection phase, a feature is
selected from the input feature vector without revealing the values of the input
feature vector, value of the selected feature, or index. In the comparison phase,
the selected feature is compared with the threshold value without revealing the
selected feature, threshold value, or comparison result. In the path evaluation
phase, the classification result is outputted without revealing the comparison
results. In [29], Kiss et al. focused on a constant-round protocol by using GC,
HE, and a hybrid scheme of GC and SS-MPC, but did not mention the constant-
round protocol using only the SS-MPC.

SS-MPC over the field can provide constant-round equality-testing, less-than,
and k-ary OR1 (AND) protocols [11]. Thus, we can easily obtain a constant-
round (but somewhat less efficient) protocol for the PDTE. However, it is non-
trivial to construct the PDTE protocol with constant rounds using only SS-MPC
over the ring. For example, Cock et al. proposed a PDTE protocol using only the
SS-MPC over the ring in [13]. However, the round complexity of their protocol
is proportional to the height of the tree and the bit length of the ring.

If we use GC, HE, or SS-MPC over the field, it is trivial to construct
a constant-round PDTE protocol. However, these techniques are less efficient
regarding the communication complexity and computation cost than SS-MPC
over the ring. On the other hand, it is non-trivial to construct the PDTE proto-
col with constant rounds using only SS-MPC over the ring. Therefore, the PDTE
protocol with SS-MPC over the ring has a larger round complexity. Thus, we
ask the following: Could we construct the constant-round PDTE protocol with
constant rounds using only SS-MPC over the ring (e.g., the 3PC that is based
on the secret sharing scheme over the ring)?

1 This computes
∨k

i=1 xi where xi ∈ {0, 1}.
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1.2 Our Results

We propose a PDTE protocol with constant rounds using the semi-honest 3PC
with single corruption. We propose an efficient constant-round protocol over the
ring in each phase as follows.

1. We propose a more efficient most significant bit (MSB) extraction protocol
with constant rounds than SecureNN [42]. Our scheme is used to construct
the constant-round less-than protocol and the constant-round equality-testing
protocol. Hence, our scheme can compute the process in the comparison phase
with constant rounds efficiently.

2. We propose a more efficient oblivious array read (OAR) protocol over the ring
than existing ones [7]. Our scheme can compute the process in the feature
selection phase with constant rounds efficiently.

3. We propose a path evaluation protocol with constant rounds. To the best of
our knowledge, this is the first constant-round path evaluation protocol over
the ring.

4. We propose a PDTE protocol with constant rounds over the ring using the
above contributions. To the best of our knowledge, this is the first PDTE
protocol proposed with constant rounds over the ring without GC, HE, or
OT (i.e., without public key primitives). Our scheme is based on a 3PC over
the ring that has efficient communication complexity and computation cost.
Therefore, our scheme can be performed efficiently even if the communication
environment has a large latency and limited communication bandwidth.

Table 1 shows the theoretical performance comparison of MSB extraction
protocol between SecureNN [42] and our scheme. Let L be an even number. The
MSB extraction protocol in SecureNN [42] takes the shares over the odd ring
ZL−1 as inputs and outputs the shares over the even ring ZL. However, SS-MPC
over the ring often uses the power-of-two ring (i.e., the even ring) for computa-
tional efficiency. Hence, we should compare the performance of our scheme with
the combination of a share conversion protocol that converts the shares on ZL to
the shares on ZL−1 and the MSB extraction protocol. The protocol combining
the share conversion and MSB extraction protocols in SecureNN [42] requires 9
rounds through the overall computation. On the other hand, our scheme (that
takes the shares on Z2k as inputs and outputs the shares on Z2) requires 7 rounds
in the online phase and 8 rounds in the online + offline phase. If we use the bit
conversion protocol [34] and convert the output the shares of our scheme to the
shares on Z2k , the number of rounds in the online phase is fewer than those of
SecureNN. Therefore, our scheme is superior to SecureNN with respect to round
complexity.

Table 2 shows the theoretical performance comparison of the OAR protocol
between our schemes and the existing schemes [7]. The OAR protocol takes the
shared array elements and shared index value as inputs and outputs the shared
array element corresponding to the index value. Existing schemes [7] take the
shares of the index value on Zm (where m is the length of the array) or shares of
Shamir’s secret sharing as input. However, we note that the share of the index
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value may not always be on Zm as it depends on the preceding and subsequent
processes of the computation. In the context of the PDTE, both shares of the
index value and array elements may be over the same residue ring if the secure
computing methods (GC, HE, or SS-MPC) are used for not only evaluation
but also constructing the decision tree. Hence, the OAR protocol is required to
be a constant-round protocol even if both shares of the index value and array
elements are over the same residue ring. However, it is not clear whether the
existing schemes [7] are constant-round protocols or not even if both shares of
the index value and array elements are on the same residue ring because most
share conversion methods over the ring require many rounds. On the other hand,
our scheme over the ring (Protocol 3) is a constant-round protocol even if both
shares of the index value and array elements are over the same residue ring Z2k .

Tables 3 and 4 show the theoretical performance comparison of the PDTE
protocol between our schemes and naive constructions. The naive construction
over the ring (Protocol 9) and [13] are not a constant-round protocol, but our
scheme over the ring (Protocol 8) is.

Table 1. Comparison of communication complexity of secure three-party MSB extrac-
tion protocol between existing protocol and ours (k: bit length of ring, L(= 2k): mod-
ulus of ring, p′: smallest prime number greater than k, (2, 2)-ASS: 2-out-of-2 additive
secret sharing scheme, (2, 3)-RSS: 2-out-of-3 replicated secret sharing scheme)

Input Share Output Share Offline Online

Rounds Comm. [bits/all parties] Rounds Comm. [bits/all parties]

Naive MSB Extraction
(using bit-decomposition
protocol of ABY3 [34])

(2,3)-RSS on Z2k (2,3)-RSS on Z2 - - 1 + log2(k) 3k

SecureNN [42] (MSB
Extraction)

(2,2)-ASS on ZL−1 (2,2)-ASS on ZL - - 5 4k log2(p
′) + 13k

SecureNN [42] (Share
Convert + MSB
Extraction)

(2,2)-ASS on ZL (2,2)-ASS on ZL - - 9 8k log2(p
′) + 19k

This Work (Protocol 1) (2,3)-RSS on Z2k (2,3)-RSS on Z2 1 6k(k − 1) 7 11k + 3(k − 1) log2(p
′) + 4

This Work (Protocol 1)
+ Bit Conversion of
ABY3 [34]

(2,3)-RSS on Z2k (2,3)-RSS on Z2k 1 6k(k − 1) 8 17k + 3(k − 1) log2(p
′) + 4

Table 2. Comparison of communication complexity of oblivious array read protocol
between existing protocols and ours (m: length of array, k: bit length of ring, p: prime
number, p′: smallest prime number greater than k, n: number of parties, t(< n/2):
number of corrupted parties, (t + 1, n)-ASS: (t + 1)-out-of-n additive secret sharing
scheme, (t + 1, n)-SSS: (t + 1)-out-of-n Shamir’s secret sharing scheme, (t + 1, n)-RSS:
(t + 1)-out-of-n replicated secret sharing scheme)

Share of Input and
Output Array
Element

Share of Input Index Rounds Comm. [bits/all parties]

[30] (t + 1,n)-SSS on
Fp

(t + 1,n)-SSS on Fp m + 3 (m + 3)n(n + 1) log2(p)

Custom Three-party
Construction over ring [7]

(2,2)-ASS on Z2k (3,3)-ASS on Zm 2 4mk

Custom Three-party
Construction over field [7]

(2,2)-ASS on Fp (2,3)-SSS on Fp 12 (7m + 5 log(m) + 6) log(p)

General Construction (with
Constant Rounds) [7]

(t + 1, n)-SSS on
Fp

(t + 1, n)-SSS on Fp 5 (4m log2(log2(m)) + log2(m) +
2)n(n − 1) log2(p)

This Work over Ring
(Protocol 3)

(2,3)-RSS on Z2k (2,3)-RSS on Z2k 13 log2(m)(6k2 + 9k + (3k − 3) log2(p
′)

+6m + 4) + 4mk + 2m + 3k
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1.3 Related Work

Feature Selection Protocol (Oblivious Array Read Protocol). There are
two types of OAR protocol: circuit-based approach using general MPC [28,30–
32] and oblivious random access machine (ORAM ) [18,20,27,43,44,47]. Blanton
et al. [7] proposed the OAR (and write) protocol with constant rounds. They
demonstrated through their experiments that their scheme is superior to state-
of-the-art schemes of the former [31] and the latter [18]. Therefore, to the best
of our knowledge, the OAR protocols in [7] are the latest and most efficient
protocol with constant rounds.

Table 3. Comparison of total communication complexity between naive PDTE proto-
cols and ours (m: number of features, k: bit length of ring, p′: smallest prime number
greater than k, h: height of tree)

Total

Rounds Comm. [bits/all parties]

Naive Construction
over ring (Protocol 9)

log2(m) + 2 log2(k) + log2(h) + 9 (2h −1) · (3 log2(m) log2(k)+6k log2(k)+6m log2(m)+4mk
+5m + 17k + 3) + 2h · (3h + 6k − 3) + 3k

[13] h + log2(k) + 5 (2h − 1) · (10m log2(m) + 30k − 10 log2(k) − 20) +2h · 10hk

This Work over Ring
(Protocol 8)

28 (2h − 1) · (log2(m)(6k2 + 9k + (3k − 3) log2(p
′) + 4)

+6m log2(m)+4mk+2m+18k2+35k+(9k−9) log2(p
′)+22)

Table 4. Comparison of communication complexity between naive PDTE protocols
and ours (m: number of features, k: bit length of ring, p′: smallest prime number
greater than k, h: height of tree)

Feature Selection Comparison Path Evaluation

Rounds Comm. [bits/all parties] Rounds Comm. [bits/all parties] Rounds Comm. [bits/all parties]

Naive Construction
over Ring (Protocol 9)

log2(m) + 5 (2h − 1) · (3 log2(m) log2(k)
+6m log2(m) + 4mk + 5m + 8k)

2 log2(k) + 2 (2h − 1) · (6k log2(k) +9k + 3) log2(h) + 2 2h · (3(h − 1) +6k) + 3k

[13] 2 (2h − 1) · 10m log2(m) log2(k) + 2 (2h−1)·(30k−10 log2(k)−220 h + 1 2h · 10hk

This Work over Ring
(Protocol 8)

13 (2h − 1) · (log2(m)(6k2 + 9k
+(3k − 3) log2(p

′) + 4)
+6m log2(m) + 4mk + 2m + 8k)

11 (2h − 1) · (18k2 + 27k
+(9k − 9) log2(p

′) + 22)
4 2h · (6k + 9h)

Comparison Protocol. In [14,15,19,36], efficient comparison protocols are
proposed. However, these schemes compute the less-than circuit and are not
constant-rounds protocols. ABY [17] and ABY3 [34] can construct a constant-
round comparison protocol over the ring by using GC. However, the constant-
round comparison protocol using only SS-MPC over the ring is not proposed in
[17,34]. To the best of our knowledge, the SecureNN [42] is the only 3PC based
on the secret sharing scheme (SS-3PC) including the MSB extraction protocol
with constant rounds over the ring2. We note that SecureNN [42] did not propose
a constant-round equality testing protocol.
2 In the conference version of FLASH [9], Byali et al. proposed a constant-round

MSB extraction protocol over the ring. However, the flaw was found and fixed in
the preprint version uploaded to the ePrint server. The MSB extraction protocol
of Trident [38] used the same approach as FLASH and had the same flaw. As a
result, the MSB extraction protocols of FLASH and Trident are not constant-round
protocols.
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Path Evaluation Protocol (k-ary AND/OR Protocol). The path evalu-
ation protocol outputs the shares of class labels assigned to the leaf node where
the comparison result bits regarding the internal nodes included in its path are
all 1. That is, it is easy to construct the path evaluation protocol if the k-ary
AND/OR protocol exists.

Catrina and Hoogh [11] proposed a constant-round k-ary OR protocol over
the field. Ohata and Nuida [36] proposed an efficient k-ary AND protocol (i.e.,
multi-fan-in multiplication/AND protocol) over the ring. However, their protocol
is not a constant-round protocol. To the best of our knowledge, there is no
constant-round k-ary AND protocol over the ring. Therefore, it is still non-trivial
to construct a constant-round path evaluation protocol over the ring.

Private Decision Tree Evaluation Protocol. There are many constructions
of the PDTE protocol including those based on HE [40,45] and GC+HE [4,8].
Kiss et al. published [29] a systematization of knowledge paper that mainly
focused on the constant-round constructions based on GC or HE. On the other
hand, constructions of the PDTE protocol based on ORAM are proposed in
[26,41]. However, these constructions are not constant-round protocols.

Cock et al. [13] proposed an efficient PDTE protocol over the ring in
commodity-based two-party computation. However, in their protocol, each party
must clearly know the features and threshold values or has the shares of the
binary representation of these values. The protocol of Cock et al. uses only the
greater-than-equal protocol in comparison phase, not equality-testing protocol.
In their protocol, the outputs must be clear plain values or the shares of the
binary representation of the class label. Furthermore, their private decision tree
protocol in [13] is not a constant-round protocol. Hence, to the best of our knowl-
edge, there is no PDTE protocol with constant rounds over the ring using only
SS-MPC.

2 Preliminaries

2.1 Notations

Let Z2, Z2k , Zp(=Fp, where p is prime) and Zp′ (=Fp′ , where p′ is the smallest
prime larger than k) be the residue rings modulo 2, 2k, p or p′. We denote the
exclusive OR (XOR) operator and AND operator by ⊕ and ·, respectively. We
also use · as the multiplication operator on ZL where L = 2, 2k, p or p′. Let Pi be
the i-th party (i = 0, 1, 2). The security parameter is denoted by λ. The λ-bit
string is {0, 1}λ. We use the (cryptographically secure) pseudo-random functions
FL : {0, 1}λ × {0, 1}λ → ZL where L = 2, 2k, p or p′.

Let a|j ∈ Z2 be j-th bit of a ∈ Z2k . We also denote by a|j,...,i ∈ Z2k the
part of bit strings of a ∈ Z2k from j(≥ i)-th bit to i-th bit. Let msb(a) be the
MSB of a. For example, if a = 100(2) = 4 ∈ Z23 , we have that a|0 = 0, a|1 = 0,
a|2 = msb(a) = 1 and a|1,...,0 = 00(2) = 0.
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2.2 2-Out-of-3 Replicated Secret Sharing Scheme ((2,3)-RSS) and
2-Out-of-2 Additive Secret Sharing Scheme ((2,2)-ASS)

We denote the (2,3)-RSS shares of x on ZL (L = 2, 2k, p, p′) by [x]L =
([x]L,0, [x]L,1, [x]L,2) where x ∈ ZL. Pi has the share of x, [x]L,i = (xi, xi+1)
where x = x0 + x1 + x2 mod L (xi ∈ ZL, i = 0, 1, 2) and x2+1 = x0. We
also denote the (2,2)-ASS shares of x on ZL by 〈x〉L,(i,j) = (〈x〉L,i, 〈x〉L,j). Pi

and Pj have the share of x, 〈x〉L,i = xi and 〈x〉L,j = xj where x = xi +
xj mod L (xi ∈ ZL, i, j ∈ {0, 1, 2} (i �= j)), respectively. In particular, we
assume 0 ≤ x ≤ 2k−1 − 1 if we use [x]2k or 〈x〉2k .

2.3 Secure Three-Party Computation with One Corruption over
Ring

We use the same addition and multiplication of shares as [3] denoted as [x]L+[y]L
and [x]L · [y]L, respectively. We also use the same scalar addition and multipli-
cation of shares as [3] denoted as c+[x]L and c · [x]L where c ∈ ZL, respectively.
We use the same notation for operations of scalars and one of the shares to keep
the description simple.

We also note that Pi has the pair of shared keys (ki, ki+1) where ki ∈ {0, 1}λ

and k2+1 = k0.

2.4 Structure of Decision Tree

Fig. 1. Toy example of decision tree structure

Let {attri}m−1
i=0 (attri ∈ Z2k) be an input array as the feature vector. Its

length is m. We assume that attri is the i-th attribute.
The tree is assumed to be a complete binary tree. We set T =

(h, δ, {idxj}2
h−2

j=0 , {vj}2
h−2

j=0 , {condj}2
h−2

j=0 , {leafValj′ }2
h−1

j′=0
) as a complete binary

tree. Let h be the height of the tree. We denote the set of the index value idxj by
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{idxj}2
h−2

j=0 . The j(= 0, . . . , 2h − 2)-th index value idxj ∈ Zm is used to select the

idxj-th attribute for comparison at the j-th internal node. Let {vj}2
h−2

j=0 be the
set of the decision threshold value. We assume vj ∈ Z2k to be the threshold value
assigned to the j-th internal node. Let {condj}2

h−2
j=0 be the set of the conditional

bits to select which comparison operations (less-than (<) or equality-testing
(==)) to perform. If condj = 0, it checks whether attridxj

< vj . If condj = 1, it
checks whether attridxj

== vj .
If the comparison result is true (i.e., 1), the next step is to judge the right

child node. If the comparison result is false (i.e., 0), the next step is to judge the
left child node. That is, 1 or 0 is assigned to each branch.

Each j′(∈ {0, 1, . . . , 2h − 1})-th leaf node has the class label value leafValj′ ∈
Z2k . Let {leafValj′ }2

h−1
j′=0

be a set of class label values assigned to leaf nodes. Also,

let PathBranchj′ = {bj′ ,�}h−1
�=0 (where bj′ ,� ∈ {0, 1}) be a set of paths to the leaf

nodes. We denote the bit assigned to the branch at the height � in the path to the
j′-th leaf node by bj′ ,�. Let δ : {0, . . . , 2h − 1} × {0, . . . , h − 1} → {0, . . . , 2h − 2}
be the map function that takes j′ (i.e., the position of the leaf node) and the
height � as inputs and outputs the position of the corresponding internal node.
Figure 1 shows the toy example of the complete binary tree where h = 2 and
m = 4.

2.5 Building Blocks of Three-Party Computation Protocol over
Ring

The following building blocks have perfect security with computational indistin-
guishability in the presence of one semi-honest corrupted party [3,7,12,33,34,42].
These protocols are universal composability (UC) secure [10], so they can be
combined with other protocols.

– [
∧h−1

j=0 bj ]2 ← rArrayAND({[bj ]2}h−1
j=0 ): It runs the logical product of h bits and

takes {[bj ]2}h−1
j=0 as inputs and outputs [

∏h−1
j=0 bj ]2. Intuitively, it computes

h−1 AND gates by using secure multiplication [3]. It requires log2(h) rounds
and 3(h − 1) bits as its communication cost.

– {[x|j ]2}m−1
j=0 ← NaiveBitDec(m, [x]2k): It runs the bit-decomposition protocol

and takes [x]2k and m(≤ k) as inputs and outputs {[x|j ]2}m−1
j=0 . For more

details, see [34]. It requires 1+ log2(m) rounds and 3m+3 log2(m) bits as its
communication cost.

– [x]2k ← BitConversion([x]2): It runs the bit conversion protocol and takes
[x]2 (where x ∈ Z2) as input and outputs [x]2k . For more details, see [34]. It
requires 1 round and 6k bits as its communication cost.

– [b]2 ← NaiveRingLT([x]2k , [y]2k): It runs the less-than protocol and takes [x]2k

and [y]2k as inputs and outputs [b]2 (where b = 1 iff x < y and b = 0
otherwise). Intuitively, it runs {[(x − y)|j ]2}k−1

j=0 ← NaiveBitDec(k, [x − y]2k

internally. Then, it outputs [b]2 = [msb(x−y)]2. It requires 1+log2(k) rounds
and 3k + 3 log2(k) bits as its communication cost.
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– [b]2 ← NaiveRingEQ([x]2k , [y]2k): It runs the equality testing protocol and
takes [x]2k and [y]2k as inputs and outputs [b]2 (where b = 1 iff x = y and
b = 0 otherwise). Intuitively, it runs {[(x − y)|j ]2}k−1

j=0 ← NaiveBitDec(k, [x −
y]2k) internally. Then, it runs [b]2 ← rArrayAND({[(x − y)|j ]2 ⊕ 1}k−1

j=0 ) and
outputs [b]2. It requires 1 + 2 log2(k) rounds and 6k + 3k log2(k) − 3 bits as
its communication cost.

– [
∑h−1

j=0 xj · yj ]2k ← rInnerProduct({[xj ]2k}h−1
j=0 , {[yj ]2k}h−1

j=0 ): It runs the inner-
product protocol and takes {[xj ]2k}h−1

j=0 and {[yj ]2k}h−1
j=0 as inputs and outputs

[
∑h−1

j=0 xj · yj ]2k . For more details, see [3]. It requires 1 round and 3k bits as
its communication cost.

– [r]L,i ← RndGen(L, ki, ki+1): It generates the share of a random value on
ZL. It is called by each Pi using pseudo-random function FL and the pair of
shared keys (ki, ki+1). For more details, see [3]. It requires no communication
cost.

– [x]L ← rShare(L,Pi, x): It runs the input sharing protocol and takes the
modulus L, the input dealer Pi and the input value x as inputs and outputs
[x]L. For more details, see [3]. It requires 1 round and 4 log2(L) bits as its
communication cost.

– x ← rOpen(Pi, [x]2k): It runs the opening protocol and takes the receiver
Pi and the share [x]2k as inputs and outputs x. For more details, see [3]. It
requires 1 round and log2(L) bits as its communication cost.

– 〈x〉L,(i,i+1) ← aShare(Pi+2, L, x, Pi, Pi+1): It runs the input sharing protocol
and takes the input dealer Pi+2, the modulus L, the input value x and the
receivers Pi and Pi+1 as inputs and outputs 〈x〉L,(i,i+1). It requires 1 round
and 2 log2(L) bits as its communication cost.

– [xa]2k ← rArrayRead({[xj ]2k}m−1
j=0 , [a]m): It runs the OAR protocol and takes

the shared array {[xj ]2k}m−1
j=0 and the shared index [a]m as inputs and out-

puts [xa]2k . First, P0 and P1 generate {〈xj〉2k,(0,1)}m−1
j=0 from {[xj ]2k}m−1

j=0

by setting 〈xj〉2k,0 = xj,0 + xj,1 mod 2k for P0 and 〈xj〉2k,1 = xj,2 for
P1 where [xj ]2k,0 = (xj,0, xj,1) and [xj ]2k,1 = (xj,1, xj,2). Each party gen-
erates the (2, 2)-ASS share of an index from [a]m. Then, each party runs
the OAR protocol of the custom three-party construction [7] and obtains
〈xa〉2k,(0,2). Next, P0 and P2 run [〈xa〉2k,0]2k ← rShare(2k, P0, 〈xa〉2k,0)
and [〈xa〉2k,2]2k ← rShare(2k, P2, 〈xa〉2k,2), respectively. Finally, it outputs
[xa]2k = [〈xa〉2k,0]2k + [〈xa〉2k,2]2k . It requires 3 rounds and 4mk + 2m + 8k
bits as its communication cost.

– b ← PrivateCompare(x, {〈a|j〉p′ ,(0,1)}k−1
j=0 , β, {sj}k−1

j=0 , {uj}k−1
j=0 , P2): This is

the private compare protocol [42] and takes the value x(∈ Z2k) known to P0

and P1, the shares of binary values {〈a|j〉p′ ,(0,1)}k−1
j=0 (a|j ∈ Z2), the random

bit (known to P0 and P1) β, the random values (known to P0 and P1) {sj}k−1
j=0

and {uj}k−1
j=0 (where sj , uj ∈ F

∗
p′ ) and the receiver P2 as inputs and outputs

the masked comparison result bit b = β ⊕ (a > x) to P2. It takes 1 round and
2k log2(p′) bits as its communication cost.
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– {Rσ(j)}m−1
j=0 ← rSetShuffle({Rj}m−1

j=0 ): It runs the oblivious shuffle protocol for
the multidimensional shared array. Let Rj = {[vj ]2k , [cj,0]2, . . . , [cj,h−1]2} be
the set of shares and Sm be the set of all permutation σ : {0, . . . , m − 1} →
{0, . . . , m − 1}. It takes the set of shares {Rj}m−1

j=0 as inputs and outputs
{Rσ(j)}m−1

j=0 = {[vσ(j)]2k , [cσ(j),0]2, . . . , [cσ(j),h−1]2} while no one knows σ.
Intuitively, it runs the oblivious shuffle protocol for (single) shared array
[12,33] in parallel. It requires 3 rounds and 6m(k + h) bits as its communica-
tion cost.

3 Proposed Protocol in Feature Selection Phase

In the feature selection phase, our protocol takes the share of the index [idx]2k

(where 0 ≤ idx ≤ m−1) and the set of shared attributes {[attrj ]2k}m−1
j=0 as inputs

and outputs [attridx]2k . To construct our feature selection protocol (Protocol 3),
we propose a subprotocol, the bit-decomposition protocol (Protocol 2) that takes
the bit length m and the shares [x]2k as inputs and outputs the binary shares
{[x|j ]}m−1

j=0 of m bits. To construct the subprotocol, we also propose the MSB
extraction protocol (Protocol 1). Therefore, we will explain, Protocols 1, 2 and 3.

Protocol 1. [msb(a)]2 ← πmsbExt([a]2k)

Input: [a]2k s.t. a ∈ Z2k , a =
∑k−1

j=0 2j · a|j
Output: [msb(a)]2(= [a|k−1]2)
1: (Offline phase)
2: for j = 0, . . . , k − 1 do in parallel
3: Each Pi runs [r|j ]2,i ← RndGen(2, ki, ki+1) where r =

∑k−1
j=0 2j · r|j . (for

i = 0, 1, 2)
4: [r|j ]2k ← BitConversion([r|j ]2) // 1 round & 6k bits
5: end for
6: [r|k−2,...,0]2k =

∑k−2
j=0 2j · [r|j ]2k

7: [2k−1 · msb(r)]2k = 2k−1 · [r|k−1]2k

8: (Online phase)
9: [a + (r|k−2,...,0)]2k = [a]2k + [r|k−2,...,0]2k

10: [2 · ((a + r)|k−2,...,0)]2k = 2 · [a + (r|k−2,...,0)]2k

11: for i = 0, 1 do in parallel
12: 2 · ((a+ r)|k−2,...,0) ← rOpen(Pi, [2 · ((a+ r)|k−2,...,0)]2k) // 1 round & k

bits
13: end for
14: r|k−2,...,0 ← rOpen(P2, [r|k−2,...,0]2k) // 1 round & k bits
15: for j = 0, . . . , k − 2 do in parallel
16: 〈r|j〉p′ ,(0,1) ← aShare(P2, p

′, r|j , P0, P1) // 1 round & log2(p′) bits
17: end for
18: P0 and P1 generate β ∈ {0, 1}, sj , uj ∈ Z

∗
p by using Fp and k1 for j =

0, . . . , k − 2.
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19: β ⊕ (r|k−2,...,0 > (a + r)|k−2,...,0) ← PrivateCompare((a + r)|k−2,...,0,
{〈r|j〉p′ ,(0,1)}k−2

j=0 , β, {sj}k−2
j=0 , {uj}k−2

j=0 , P2) // 1 round & 2(k − 1) log2(p′)
bits

20: P0, P1 and P2 set [β]2k = ((0, β), (β, 0), (0, 0))
21: P0, P1 and P2 set [(a+r)|k−2,...,0]2k = ((0, (a+r)|k−2,...,0), ((a+r)|k−2,...,0, 0),

(0, 0)).
22: [r|k−2,...,0]2k ← rShare(2k, P2, r|k−2,...,0) // 1 round & 4k bits
23: [u]2k = [β⊕(r|k−2,...,0 > (a+r)|k−2,...,0)]2k ← rShare(2k, P2, β⊕(r|k−2,...,0 >

(a + r)|k−2,...,0)) // 1 round and 4k bits
24: [r|k−2,...,0 > (a + r)|k−2,...,0]2k = ([u]2k − [β]2k)2 // 1 round & 3k bits
25: [a|k−2,...,0]2k = [(a + r)|k−2,...,0]2k − [r|k−2,...,0]2k + 2k−1 · [r|k−2,...,0 > (a +

r)|k−2,...,0]2k

26: [2k−1 · msb(a)]2k = [2k−1 · a|k−1] = [a]2k − [a|k−2,...,0]2k

27: [2k−1 · (msb(a) ⊕ msb(r))]2k = [2k−1 · msb(a)]2k + [2k−1 · msb(r)]2k = 2k−1 ·
[a|k−1]2k + 2k−1 · [r|k−1]2k

28: 2k−1 · (msb(a) ⊕ msb(r)) ← rOpen(P0, [2k−1 · (msb(a) ⊕ msb(r))]2k) // 1
round & k bits

29: [msb(a)⊕msb(r)]2 ← rShare(2, P0, msb(a)⊕msb(r)) // 1 round & 4 bits
30: [msb(a)]2 = [msb(a) ⊕ msb(r)]2 ⊕ [r|k−1]2
31: return [msb(a)]2

Protocol 2. {[x|j ]2}m−1
j=0 ← πrBitDec(m, [x]2k )

Input: m(≤ k), [x]2k (s.t. x ∈ Z2k , x =
∑k−1

j=0 2j · x|j , x|j ∈ Z2 for j = 0, . . . , k − 1).

Output: {[x|j ]2}m−1
j=0

1: for j = 0, . . . , m − 1 do in parallel
2: [2k−1−j · x|j,...,0]2k = 2k−1−j · [x]2k

3: [x|j ]2 = [msb(2k−1−j · x|j,...,0)]2 ← πmsbExt([2
k−1−j · x|j,...,0]2k) // 9 rounds &

6k2 + 9k + (3k − 3) log2(p) + 4 bits

4: end for
5: return {[x|j ]2}m−1

j=0

Protocol 3. [attridx]2k ← πrFSelection([idx]2k , {[attrj ]2k}m−1
j=0 )

Input: [idx]2k , {[attrj ]2k}m−1
j=0 (s.t. 0 ≤ idx < m ≤ 2k).

Output: [attridx]2k

1: {[idx|i]2}log2(m)−1
i=0 ← πrBitDec(log2(m), [idx]2k ) // 9 rounds & log2(m)(6k2 + 9k +

(3k − 3) log2(p) + 4) bits

2: for i = 0, . . . , log2(m) − 1 do in parallel
3: [idx|i]m ← BitConversion(m, [idx|i]2) // 1 round & 6m bits

4: end for
5: return [attridx]2k ← rArrayRead({[attri]2k}m−1

i=0 ,
∑log2(m)−1

i=0 2i ·[idx|i]m) // 3 rounds

& 4mk + 2m + 8k bits
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Intuition behind Protocol 1. In the offline phase, each party pre-
pares three types of the shares of random numbers [r|k−2,...,0]2k , [2k−1 ·
msb(r)]2k , [r|k−1]2 (r =

∑k−1
j=0 2k · r|j , r|j ∈ Z2) (from Step 1 to 7).

In the online phase, our first goal is to compute [a|k−2,...,0]2k(= [a mod
2k−1]2k). First, each party uses [r|k−2,...,0]2k(= [r mod 2k−1]2k) to mask the
input share [a]2k , then computes the masked share [a + (r|k−2,...,0)]2k (at Step
9). Next, each party computes [2 · ((a + r)|k−2,...,0)]2k(= 2 · [a + (r|k−2,...,0)]2k)
(at Step 10). Then, P0 and P1 reveal [2 · ((a + r)|k−2,...,0)]2k and obtain 2 · ((a +
r)|k−2,...,0) mod 2k, from which they can obtain (a+r)|k−2,...,0 (from Step 11 to
13). We note that P0 and P1 cannot know the plain MSB bit, msb(a). In parallel,
P2 obtain r|k−2,...,0 (at Step 14). Next, each party runs PrivateCompare [42] and
P2 obtains the masked comparison result bit β ⊕ (r|k−2,...,0 > (a + r)|k−2,...,0)
(from Step 15 to 19). Then, each party removes the mask β by performing
arithmetic XOR operation over the ring (i.e., ([u]2k − [β]2k)2 at Step 24), and
obtains the share of comparison bit [r|k−2,...,0 > (a + r)|k−2,...,0]2k (from Step
20 to 24). Finally, each party computes [a|k−2,...,0]2k = [(a + r)|k−2,...,0]2k −
[r|k−2,...,0]2k + 2k−1 · [r|k−2,...,0 > (a + r)|k−2,...,0]2k(= [(a + r) mod 2k−1]2k −
[r mod 2k−1]2k + 2k−1 · [(r mod 2k−1) > ((a + r) mod 2k−1)]2k).

We note that [a|k−2,...,0]2k = [(a + r)|k−2,...,0]2k − [r|k−2,...,0]2k does not hold
in general. The reason that the equation does not work is because the wrap-
around phenomenon may occur. The wrap-around phenomenon means that the
modulo operation may make (a+r)|k−2,...,0 mod 2k less than r|k−2,...,0 mod 2k.
To deal with a case where wrap-around phenomenon occurs, we must compute
[(a+ r)|k−2,...,0]2k − [r|k−2,...,0]2k +2k−1 · [r|k−2,...,0 > (a+ r)|k−2,...,0]2k similarly
to [14,15,19] to ignore the effect of the wrap-around phenomenon.

Next, each party computes [2k−1 · msb(a)]2k = [2k−1 · a|k−1]2k = [a]2k −
[a|k−2,...,0]2k = [a]2k − [a mod 2k−1]2k (at Step 26). Then, P0 obtains 2k−1 ·
(msb(a)⊕msb(r)), from which P0 can obtain msb(a)⊕msb(r) (from Step 27 and
28). P0 distributes [msb(a)⊕msb(r)]2 (at Step 29). Finally, each party computes
[msb(a)]2 = [msb(a) ⊕ msb(r)]2 ⊕ [r|k−1]2.

Intuitions Behind Protocols 2 and 3. In Protocol 2, each party computes
the right shift (at Step 2) and invokes πmsbExt (at Step 3), repeatedly. Then, each
party gets the shares of each bit over Z2.

In Protocol 3, to convert [idx]2k to [idx]m, each party invokes πrBitDec and runs
BitConversion (from Step 1 to Step 4). Then, each party uses the OAR protocol
[7], rArrayRead and obtains [attridx]2k (at Step 5).

We emphasize that it is non-trivial to convert [idx]2k to [idx]m with constant
rounds. For example, if we use the (naive) circuit-based bit-decomposition pro-
tocol, BitDec, and BitConversion, the conversion of the shared index is not a
constant-round protocol. Hence, the whole of the feature selection protocol is
also not a constant-round protocol if the conversion of the shared index is not a
constant-round protocol.



Private DTE with Constant Rounds via (Only) SS-3PC over Ring 311

4 Proposed Protocol in Comparison Phase

In comparison phase, it is required to compare the attribute value and the deci-
sion threshold value without revealing these values, the comparison operators,
and comparison results. Hence, we construct the less-than protocol (Protocol 4)
and the equality-testing protocol (Protocol 5) as subprotocols. Then, we also
construct the comparison protocol (Protocol 6) by using these subprotocols, i.e.,
oblivious selection protocol for the comparison result.

Protocol 4. [a < b]2 ← πrLT([a]2k , [b]2k )

Input: [a]2k , [b]2k (s.t. a, b ∈ Z2k )
Output: [a < b]2
1: [c]2k = [a]2k − [b]2k

2: [msb(c)]2 ← πmsbExt([c]2k ) // 9
rounds & 6k2+9k+(3k−3) log2(p)+4
bits

3: return [msb(c)]2

Protocol 5
. [a == b]2 ← πrEQ([a]2k , [b]2k )

Input: [a]2k , [b]2k (s.t. a, b ∈ Z2k )
Output: [a == b]2
1: [a < b]2 ← πrLT([a]2k , [b]2k ) // 9

rounds & 6k2+9k+(3k−3) log2(p)+4
bits

2: [b < a]2 ← πrLT([b]2k , [a]2k ) // 9
rounds & 6k2+9k+(3k−3) log2(p)+4
bits

3: [res]2 = ([a < b]2 ⊕ 1) · ([b < a]2 ⊕ 1)
// 1 round & 3 bits

4: return [res]2

Protocol 6. {[compj ]2}2h−2
j=0 ← πrComp

({[attridxj ]2k}2h−2
j=0 , {[vj ]2k}2h−2

j=0 , {[condj ]2

}2h−2
j=0 )

Input: Attribute set {[attridxj ]2k}2h−2
j=0 ,

threshold values {[vj ]2k}2h−2
j=0 , condi-

tional values [condj ]2}2h−2
j=0

Output: {[compj ]2}2h−2
j=0

1: for j = 0, . . . , 2h − 2 do in parallel
2: [vj < attridxj ]2 ← πrLT([vj ]2k , [attridxj

]2k) // 9 rounds & 6k2 + 9k + (3k −
3) log2(p) + 4 bits

3: [vj == attridxj ]2 ← πrEQ

([vj ]2k , [attridxj ]2k )// 10 rounds &

12k2 + 18k + 2 · (3k − 3) log2(p) + 12
bits

4: [compj ]2 = [condj ]2 · [vj < attridxj ]2 ⊕
(1 ⊕ [condj ]2) · [vj == attridxj ]2 // 1
round & 6 bits

5: end for
6: return {[compj ]2}2h−2

j=0

In Protocol 4, to run the less-than protocol, each party computes [a − b]2k =
[a]2k − [b]2k where we assume 0 ≤ a, b ≤ 2k−1 − 1 and invokes πmsbExt. If a is
smaller than b, msb(a − b) equals 1 and can be outputted as the result of the
less-than protocol. If not, msb(a− b) equals 0 and can be outputted. In Protocol
5, to run the equality-testing protocol, each party invokes πrLT([a]2k , [b]2k) and
πrLT([b]2k , [a]2k) in parallel. a = b holds if (a < b) ⊕ 1 = 1 and (b < a) ⊕ 1 = 1.
Therefore, each party outputs ([a < b]2 ⊕ 1) · ([b < a]2 ⊕ 1) as the result of the
equality-testing protocol.

Protocol 6 takes the shares of the conditional values {[condj ]2}2
h−2

j=0 as inputs
and outputs the oblivious comparison results for each internal node. It either
outputs the results of πrLT (if cj = 1) or πrEQ (if cj = 0). Hence, each party
invokes πrLT and πrEQ (at Steps 2 and 3). Then, each party selects one result or
the other as the shared comparison result bit [compj ]2, obliviously (at Step 4).
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Protocol 7. [leafValj′ ]2k ← πrPathEval({[compj ]2}2h−2
j=0 , {[leafValj′ ]2k}2h−1

j
′
=0

, δ)

Input: Comparison result of intermediate nodes {[compj ]2}2h−2
j=0 , set of shared values

assigned to leaf nodes {[leafValj′ ]2k}2h−1

j
′
=0

, mapping function δ

Output: shared values assigned to leaf node of correct path [leafValj′ ]2k where j′ s.t.
∧h−1

�=0 (j′|� ⊕ compδ(j′,�) ⊕ 1) = 1.

1: for j
′
= 0, . . . , 2h − 1 do in parallel

2: Initialize Pathj
′ = {[compδ(j

′
,0)]2, [compδ(j

′
,1)]2, . . . , [compδ(j

′
,h−1)]2}.

3: for � = 0, . . . , h − 1 do in parallel
4: Compute [cj

′
,�]2 = j

′ |� ⊕ [compδ(j
′
,�)]2 ⊕ 1 by picking up [compδ(j

′
,�)]2 from

Pathj
′ .

5: end for
6: Set Rj

′ = {[leafValj′ ]2k , [cj
′
,0]2, . . . , [cj

′
,h−1]2}

7: end for
8: {Rσ(j

′
)}2h−1

j
′
=0

← rSetShuffle({Rj
′ }2h−1

j
′
=0

) // 3 rounds & 6 · 2h · (k + h) bits

9: Initialize countσ(j
′
) = 0 for j

′
= 0, . . . , 2h − 1.

10: for j
′
= 0, . . . , 2h − 1; � = 0, . . . , h − 1 do in parallel

11: Pick up [cσ(j
′
),�]2 from Rσ(j

′
). Then, cσ(j

′
),� ← Open(Pi, [cσ(j

′
),�]2) for i = 0, 1, 2.

// 1 round & 3 bits

12: countσ(j
′
) = countσ(j

′
) + 1 if cσ(j

′
),� = 1.

13: end for
14: return [leafValσ(j

′
)]2k where countσ(j

′
) = h.

Protocol 8. [leafVal]2k ← πrDTEval({[idxj ]2k}2h−2
j=0 , {[attri]2k}m−1

i=0 , {[vj ]2k}2h−2
j=0 ,

{[condj ]2k}2h−2
j=0 , {[leafValj′ ]2k}2h−1

j
′
=0

, δ)

Input: Set of shared index number {[idxj ]2k}2h−2
j=0 , shared feature array {[attri]2k}m−1

i=0 ,

threshold values {[vj ]2k}2h−2
j=0 , conditional values {[condj ]2k}2h−2

j=0 , set of shared val-

ues assigned to leaf nodes {[leafValj′ ]2k}2h−1

j
′
=0

, mapping function δ

Output: shared values assigned to leaf node of correct path [leafValj′ ]2k where j′

s.t.
∧h−1

�=0 (j′|� ⊕ compδ(j′,�) ⊕ 1) = 1. Let compδ(j
′
,�) be condδ(j

′
,�) · (vδ(j

′
,�) <

attridx
δ(j

′
,�)

) ⊕ (condδ(j
′
,�) ⊕ 1)(vδ(j

′
,�) == attridx

δ(j
′
,�)

).

1: Initialize A.
2: for j = 0, . . . , 2h − 2 do in parallel
3: [attridxj ]2k ← πrFSelection([idxj ]2k , {[attri]2k}m−1

i=0 ). // 13 rounds & log2(m)(6k2 +
9k + (3k − 3) log2(p) + 4) + 6m2 + 4mk + 2m) bits

4: Set [attridxj ]2k into A.
5: end for
6: {[compj ]2}2h−2

j=0 ← πComp(A = {[attridxj ]2k}2h−2
j=0 , {[vj ]2k}2h−2

j=0 , {[condj ]2k}2h−2
j=0 ) //

11 rounds & (2h − 1) · (18k2 + 27k + (9k − 9) log2(p) + 22) bits

7: [leafVal]2k ← πPathEval({[compj ]2}2h−2
j=0 , {[leafValj′ ]2k}2h−1

j
′
=0

, δ) // 4 rounds &

2h(6k + 9h) bits

8: return [leafVal]2k
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5 Proposed Protocol in Path Evaluation Phase

In path evaluation phase, it is required to choose the correct path (and leaf
node) by using the shared comparison result of each node and the shared class
labels assigned to leaf nodes without revealing the information about paths,
comparison results, and class labels. We construct the path evaluation pro-
tocol (Protocol 7) and explain the intuition behind it. Each party initializes
Pathj′ = {[compδ(j′ ,�)]2}h−1

�=0 for each j′-th leaf node (at Step 2). δ is the map-
ping function defined in Sect. 2.4. Next, let [leafValj′ ]2k be the shares of each
class label value and cj′ ,� be the result of the equality-testing between the
bit assigned to the branch that has the �-th height on the path to the j′-
th leaf node, j′|� and the comparison result compδ(j′ ,�). Each party computes
Rj′ = {[leafValj′ ]2k , [cj′ ,0]2, . . . , [cj′ ,h−1]2} (from Step 1 to 6).

Next, each party computes {Rσ(j′ )}2
h−1

j′=0
by shuffling {Rj′ }2

h−1
j′=0

obliviously
by using the random permutation σ (at Step 8). After initializing countσ(j′ ) = 0
(at Step 9). Then, each party obtains cσ(j′ ),� by choosing [cσ(j′ ),�]2 from Rσ(j′ )
and revealing it. If cσ(j′ ),� = 1, each party increases countσ(j′ ) by 1 (from Step 10
to Step 13). We note that cσ(j′ ),� does not leak the positional information j′. In

addition, an adversary can obtain no information about {compδ(j′ ,�)}2
h−2

�=0 and
leafValj′ from cσ(j′ ),� because the tree is a complete binary tree. For example, we
assume that h = 2. If the correct output leaf node is the leaf node 2(= 10(2)), it
holds that cσ(0),0 = 1, cσ(0),1 = 0, cσ(1),0 = 0, cσ(1),1 = 0, cσ(2),0 = 1, cσ(2),1 = 1,
cσ(3),0 = 0, and cσ(3),1 = 1. That is, the adversary gets all the 2-bit sequences,
00(2), 01(2), 10(2), and 11(2). As another example, if the correct output leaf node
is the leaf node 3(= 11(2)), it holds that cσ(0),0 = 0, cσ(0),1 = 0, cσ(1),0 = 1,
cσ(1),1 = 0, cσ(2),0 = 0, cσ(2),1 = 1, cσ(3),0 = 1, and cσ(3),1 = 1. In this case,
the adversary also obtains all 2-bit sequences, 00(2), 01(2), 10(2), and 11(2). We
note that the random permutation σ is different for each execution of rSetShuffle.
Therefore, the adversary can get no information from cσ(j′ ),�.

If countσ(j′ ) = h,
∧h−1

�=0 (σ(j′)|� ⊕compδ(σ(j′),�)⊕1) = 1 holds. Therefore, each
party outputs [leafValσ(j′ )]2k (at Step 14).

6 Proposed Protocol of Private Decision Tree Evaluation

Protocol 8 is our construction of PDTE over the ring. It employs Protocol 3 in
the feature selection phase, Protocol 6 in the comparison phase, and Protocol 7
in the path evaluation phase.

7 Security Proof

We follow the formal security definition of perfect security in the presence of one
semi-honest corrupted party [3]. Loosely speaking, our schemes are composed
of the UC secure building blocks and a number of operations without commu-
nications. Therefore, our scheme is secure as long as the building blocks are
secure.
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8 Conclusion

In this paper, we proposed the PDTE protocol with constant rounds using (only)
the 3PC over the ring for the first time. Our scheme provides the PDTE efficiently
even where the communication environment has a large latency and limited
communication bandwidth. The generalization of the proposed protocol to the
N -party protocol and improvement of its security (e.g., malicious security or
information-theoretic security) are open problems to be addressed in the future.

Acknowledgement. This work was supported in part by JSPS KAKENHI Grant
Number 20K11807.

A Naive Construction of PDTE

To the best of our knowledge, Protocol 9 is the naive construction, i.e., the best
combination of the existing protocols based only on SS-3PC over the ring.

Protocol 9. Naive Construction of PDTE via 3PC over Ring

Input: Set of shared index number {[idxj ]2k}2
h−2

j=0 , shared feature array {[attri]2k

}m−1
i=0 , threshold values {[vj ]2k}2

h−2
j=0 , conditional values {[condj ]2k}2

h−2
j=0 , set

of shared values assigned to leaf nodes {[leafValj′ ]2k}2
h−1

j′=0
, mapping function

δ
Output: shared values assigned to leaf node of correct path [leafValj′ ]2k where

j′ s.t.
∧h−1

�=0 (j′|�⊕compδ(j′,�)⊕1) = 1. Let compδ(j′ ,�) be condδ(j′ ,�) ·(vδ(j′ ,�) <

attridx
δ(j

′
,�)

) ⊕ (condδ(j′ ,�) ⊕ 1)(vδ(j′ ,�) == attridx
δ(j

′
,�)

).

1: for j = 0, . . . , 2h − 2 do in parallel
2: (Feature Selection Phase)
3: {[idxj |i′ ]2}log2(m)−1

i′=0
← NaiveBitDec(log2(m), [idxj ]2k) // 1 + log2(m)

rounds & 3 log2(m) + 3 log2(m) · log2(log2(m)) bits
4: for i′ = 0, . . . , log2(m) − 1 do in parallel
5: [idxj |i′ ]m ← BitConversion(m, [idxj |i′ ]2) // 1 round & 6m bits
6: end for
7: [idxj ]m =

∑log2(m)

i′=0
2i′ · [idxj |i′ ]m

8: [attridxj ]2k ← rArrayRead({[attri]2k}m−1
i=0 , [idxj ]m) // 3 rounds & 4mk +

2m + 8k bits
9: (Comparison Phase)

10: [vj < attridxj ]2 ← NaiveRingLT([vj ]2k , [attridxj ]2k) // 1 + log2(k) rounds
& 3k + 3k · log2(k) bits

11: [vj == attridxj
]2 ← NaiveRingEQ([vj ]2k , [attridxj

]2k) // 1 + 2 log2(k)
rounds & 6k + 3k log2(k) − 3 bits

12: [compj ]2 = [condj ]2 · [vj < attridxj
]2 ⊕ (1 ⊕ [condj ]2) · [vj == attridxj

]2 // 1
round & 6 bits

13: end for
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14: (Path Evaluation Phase)
15: Initialize Pathj′ = {[compδ(j′ ,0)]2, [compδ(j′ ,1)]2, . . . , [compδ(j′ ,h−1)]2} by

picking up [compδ(j′ ,�)]2 corresponding to the intermediate value which has

(� + 1)-th height in the path to the j
′
-th leaf node from {[compj ]2}2

h−2
j=0 .

16: for j
′
= 0, . . . , 2h − 1 do in parallel

17: [pathBitj′ ]2 ← rArrayAND(Pathj′ ) // log2(h) rounds & 3(h − 1) bits
18: [pathBitj′ ]2k ← BitConversion([pathBitj′ ]2) // 1 round & 6k bits
19: end for
20: return [leafVal]2k ← rInnerProduct({[pathBitj′ ]2k}2

h−1
j′=0

, {[leafValj′ ]2k}2
h−1

j′=0
).

// 1 round & 3k bits
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Luka Music1(B), Céline Chevalier2, and Elham Kashefi1,3
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Abstract. With the emergence of quantum communication, it is of folk-
loric belief that the security of classical cryptographic protocols is auto-
matically broken if the Adversary is allowed to perform superposition
queries and the honest players forced to perform actions coherently on
quantum states. Another widely held intuition is that enforcing measure-
ments on the exchanged messages is enough to protect protocols from
these attacks.

However, the reality is much more complex. Security models dealing
with superposition attacks only consider unconditional security. Con-
versely, security models considering computational security assume that
all supposedly classical messages are measured, which forbids by con-
struction the analysis of superposition attacks. To fill in the gap between
those models, Boneh and Zhandry have started to study the quantum
computational security for classical primitives in their seminal work at
Crypto’13, but only in the single-party setting. To the best of our knowl-
edge, an equivalent model in the multiparty setting is still missing.

In this work, we propose the first computational security model con-
sidering superposition attacks for multiparty protocols. We show that our
new security model is satisfiable by proving the security of the well-known
One-Time-Pad protocol and give an attack on a variant of the equally
reputable Yao Protocol for Secure Two-Party Computations. The post-
mortem of this attack reveals the precise points of failure, yielding highly
counter-intuitive results: Adding extra classical communication, which is
harmless for classical security, can make the protocol become subject
to superposition attacks. We use this newly imparted knowledge to con-
struct the first concrete protocol for Secure Two-Party Computation that
is resistant to superposition attacks. Our results show that there is no
straightforward answer to provide for either the vulnerabilities of classi-
cal protocols to superposition attacks or the adapted countermeasures.

Keywords: Cryptographic protocols · Superposition attack · Post
quantum security · Security model · Yao’s protocol
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1 Introduction

Recent advances in quantum technologies threaten the security of many widely-
deployed cryptographic primitives if we assume that the Adversary has classical
access to the primitive but can locally perform quantum computations. This sce-
nario has led to the emergence of post-quantum cryptography. But the situation is
even worse in the fully quantum scenario, if we assume the Adversary further has
quantum access to the primitive and can query the oracle with quantum states in
superposition. Such access can arise in the case where the Adversary has direct
access to the primitive that is being implemented (eg. symmetric encryption,
hash functions), or if a protocol is used as a sub-routine where the Adversary
plays all roles (as in the Fiat-Shamir transform based on Sigma Protocols) and
can therefore implement them all quantumly. In the future, various primitives
might natively be implemented on quantum machines and networks, either to
benefit from speed-ups or because the rest of the protocol is inherently quan-
tum. In this case, more information could be leaked, leading to new non-trivial
attacks, as presented in a series of work initiated in [1,4,9]. A possible coun-
termeasure against such superposition attacks is to forbid any kind of quantum
access to the oracle through measurements. However, the security would then
rely on the physical implementation of the measurement tool, which itself could
be potentially exploited by a quantum Adversary. Thus, providing security guar-
antees in the fully quantum model is crucial. We focus here on the multiparty
(interactive) setting.

Analysis of Existing Security Models. Modelling the security of classical
protocols in a quantum world (especially multiparty protocols) is tricky, since
various arbitrages need to be made concerning the (quantum or classical) access
to channels and primitives.

A first possibility is to consider classical protocols embedded as quantum
protocols, thus allowing the existence of superposition attacks. However, in such
a setting, previous results only consider perfect security, meaning that the mes-
sages received by each player do not contain more information than its input
and output. The seminal papers starting this line of work are those proving the
impossibility of bit commitment [13,14]. The perfect security of the protocol
implies that no additional information is stored in the auxiliary quantum regis-
ters of both parties at the end of the protocol and can therefore be traced out,
so that an Adversary can easily produce a superposition of inputs and outputs.

This is for example the approach of [4,18], where the perfect correctness
requirement is in fact a perfect (unconditional) security requirement (the proto-
col implements the functionality and only the functionality). In [4], they consider
an even more powerful adversarial scenario where not only the honest player’s
actions are described as unitaries (their inputs are also in superposition) but the
Adversary can corrupt parties in superposition (the corruption is modelled as an
oracle call whose input is a subset of parties and which outputs the view of the
corresponding parties). Both papers show that protocols are insecure in such a
setting: In [4], they show that in the case of a multi-party protocol implementing
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a general functionality (capable of computing any function), no Simulator can
perfectly replicate the superposition of views of the parties returned by the cor-
ruption oracle by using only an oracle call to an Ideal Functionality. In the case
of a deterministic functionality, they give a necessary and sufficient condition
for such a Simulator to exist, but which cannot be efficiently verified and is not
constructive. In [18], they prove that any non-trivial Ideal Functionalities that
accept superposition queries (or, equivalently, perfectly-secure protocols emulat-
ing them) must leak information to the Adversary beyond what the classical
functionality does (meaning that the Adversary can do better than simply mea-
sure in the computational basis the state that it receives from the superposition
oracle). In both cases, they heavily rely on the assumption of unconditional secu-
rity to prove strong impossibility results and their proof techniques cannot be
applied to the computational setting.

The second possibility to model the security of classical protocols in a quan-
tum world is to define purely classical security models, in the sense that all
supposedly classical messages are measured (Stand-Alone Model of [8] or the
Quantum UC Model of [20]). Some (computationally) secure protocols exist in
this setting, as shown by a series of articles in the literature (eg. [12]). How-
ever, these models forbid by construction the analysis of superposition attacks,
precisely since all classical communications are modelled as measurements.

The Missing Link. The results of [4,18] in the unconditional security setting are
not directly applicable to a Computationally-Bounded Adversary. The premiss
to their analyses is that since the perfect execution of non-trivial functionalities
is insecure, any real protocol implementing these functionalities is also insecure
against Adversaries with quantum access (even more since they are simply com-
putationally secure). However it turns out that, precisely because the protocol
is only computationally-secure, the working registers of the parties cannot be
devoid of information as is the case in the perfectly-secure setting (the messages
contain exactly the same information as the secret inputs of the parties, but it
is hidden to computationally-bounded Adversaries) and the techniques used for
proving the insecurity of protocols in the perfect scenario no longer work.

This issue has been partially solved for single-party protocols with oracle
queries in the line of work from [1], but never extended fully to the multi-
party setting. The difficulty arises by the interactive property of such protocols.
Indeed, in a real protocol, more care needs to be taken in considering all the
registers that both parties deal with during the execution (auxiliary qubits that
can be entangled due to the interactive nature of the protocols). Furthermore,
care must also be taken in how the various classical operations are modelled
quantumly, as choosing standard or minimal oracle representations may influence
the applicability of some attacks [10]. The naive implementation of superposition
attacks, applied to a real-world protocol, often leads to a joint state of the form∑

x,m1,m2

|x〉 |m1〉 |m2〉 |f(x, y)〉 for a given value y of the honest player’s input,

and with the second register (containing the set of messages m1 sent by the
Adversary) being in the hands of the honest player (m2 is the set of messages
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sent by the honest player and f(x, y) is the result for input x). This global state
does not allow the known attacks (such as [9]) to go through as the message
registers cannot simply be discarded. This shows that the simple analysis of basic
ideal primitives in the superposition attack setting is not sufficient to conclude
on the security of the overall computationally-secure protocol and motivates the
search for a framework for proving security of protocols against such attacks.

Our Contributions. The main purpose of this paper is thus to bridge a gap
between two settings: one considers the security analysis of superposition attacks,
but either for perfect security [4,18] (both works preclude the existence of secure
protocols by being too restrictive) or only for single-party primitives with oracle
access [1], while the other explicitly forbids such attacks by measuring classical
messages [8,20].

To our knowledge, our result is the first attempt to formalize a security
notion capturing security of two-party protocols against superposition attacks
with computationally-bounded Adversaries as a simulation-based definition. We
consider a more realistic scenario where a computational Adversary corrupts a
fixed set of players at the beginning of the protocol and the input of the honest
players are fixed classical values. We suppose that the ideal world trusted third
party always measures its queries (it acts similarly to a classical participant),
while the honest player always performs actions in superposition unless specifi-
cally instructed by the quantum embedding of the protocol (the Adversary and
the Simulator can do whatever they want). Security is then defined by consider-
ing that an attack is successful if an Adversary is able to distinguish between the
real and ideal executions with non-vanishing probability. The reason for adding
a measurement to the functionality is to enforce that the (supposedly classical)
protocol behaves indeed as a classical functionality. This is further motivated by
the results of previous papers proving that functionalities with quantum behav-
ior are inherently broken.

Case Studies. We present an attack on a slight variant of the Honest-but-Curious
version of the classical Yao’s protocol [19] for Secure Two-Party Computation.
On the other hand, it is secure against Adversaries that have a quantum com-
puter internally but send classical messages, therefore showing a separation.
The variant is presented to demonstrate unusual and counter-intuitive reasons
for which protocols may be insecure against superposition attacks.

Proof Technique. During the superposition attack, the Adversary essentially
makes the honest player implement the oracle call in Deutsch-Jozsa’s (DJ) algo-
rithm [5] through its actions on a superposition provided by the Adversary. The
binary function for which this oracle query is performed is linked to two possible
outputs of the protocol. The Adversary can then apply the rest of the DJ algo-
rithm to decide the nature of the function,1 which allows it to extract the XOR
of the two outputs. Similarly to the DJ algorithm where the state containing the
output of the oracle remains in the |−〉 state during the rest of the algorithm
1 The DJ algorithm decides whether a binary function is balanced or constant.
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(it is not acted upon by the gates applied after the oracle call), the Adversary’s
actions during the rest of the attack do not affect the output register. Inter-
estingly, this means that the attack can thus also be performed on the same
protocol but where the Adversary has no output.

Superposition-Secure Two-Party Computation. Counter-intuitively, it is there-
fore not the output that makes the attack possible, but in this case the attack
vector is a message consisting of information that, classically, the Adversary
should already have, along with a partial measurement on the part of the hon-
est player (which is even stranger considering that it is usually thought that
the easiest way to prevent superposition attack is to measure the state). This
shows that adding extra communication, even an exchange of classical infor-
mation which seems meaningless for classical security, can make the protocol
become subject to superposition attacks. Removing the point of failure by never
sending back this information to the Adversary (as is the case in the original
Yao Protocol) restores the protocol’s security and therefore we show that Yao’s
protocol is secure against superposition attacks if the (honest) Evaluator recov-
ers the output and does not divulge whether or not it has aborted. The proof
relies on the no-signalling principle of quantum mechanics since in this case the
honest player has no communication with the Adversary after receiving the state
in superposition.

Contribution Summary and Outline. After basic notations in Sect. 2:

– Section 3 gives a new security model for superposition attacks;
– Section 4 describes a variant of Yao’s protocol and proves its security against

adversaries exchanging classical messages;
– Section 5.1 presents a superposition attack against this modified protocol;
– Section 5.2 builds a superposition-resistant version of Yao’s protocol by lever-

aging the knowledge acquired through the attack;
– All proofs are postponed to the full version [16].

2 Preliminaries

All protocols will be two-party protocols (between parties P1 and P2). P1 will be
considered as the Adversary (written P ∗

1 when corrupted), while P2 is honest.
Although we consider purely classical protocol, in order to be able to execute

superposition attacks, both parties will have access to multiple quantum regis-
ters. All communications are considered as quantum unless specified (see Sect. 3
for a definition of the network models) and we call quantum operations any
completely positive and trace non-decreasing superoperator acting on quantum
registers (see [17] and the full version [16] for more details).

The principle of superposition attacks is to consider that a player, otherwise
honestly behaving, performs all of its operations on quantum states rather than
on classical states. In fact, any classical operation defined as a binary circuit
with bit-strings as inputs can be transformed into a unitary operation that has
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the same effect on each bit-string (now considered a basis state in the compu-
tational basis) as the original operation by using Toffoli gates. Although any
quantum computation can be turned into a unitary operation (using a large
enough ancillary quantum register to purify it), it may be that the honest player
may have to take a decision based on the value of its internal computations.
This is more naturally defined as a measurement, and therefore such operations
will be allowed but only when required by the protocol (in particular, when the
protocol branches out depending on the result of some computation being cor-
rect). The rest of the protocol (in the honest case) will be modelled as unitary
operations on the quantum registers of the players.

There are two ways to represent a classical function f : {0, 1}n ← {0, 1}m

as a unitary operation. The most general way (called standard oracle of f) is
defined on basis state |x〉 |y〉 (where x ∈ {0, 1}n and y ∈ {0, 1}m) by Uf |x〉 |y〉 =
|x〉 |y ⊕ f(x)〉, where ⊕ corresponds to the bit-wise XOR operation. On the other
hand, if n = m and f is a permutation over {0, 1}n, then it is possible (although
in general inefficient) to represent f as a minimal oracle by Mf |x〉 = |f(x)〉.
Note that this is in general more powerful than the standard orale representation
(see [10] for more information).

The security parameter will be noted η throughout the paper (it is passed
implicitly as 1η to all participants in the protocol and we omit when unam-
biguous). A function μ is negligible in η if, for every polynomial p, for η suf-
ficiently large it holds that μ(η) < 1

p(η) . For any positive integer N ∈ N, let
[N ] := {1, . . . , N}. For any element X, #X corresponds to the number of parts
in X (eg. size of a string, number of qubits in a register). The special symbol
Abort will be used to indicate that a party in a protocol has aborted.

3 New Security Model for Superposition Attacks

General Protocol Model. All parties considered in this paper are modelled
as BQP machines, which are also called polynomial quantum Turing machines
and recognise languages in the BQP class of complexity [3,17]. They can perform
any polynomial-sized family of quantum circuits and interact quantumly with
other participants (by sending quantum states which may or may not be in
superposition).

We assume that the input of the honest player is classical, meaning it is a
pure state in the computational basis, unentangled from the rest of the input
state (which corresponds to the Adversary’s input). This is in stark contrast
with other papers considering superposition attacks [4,18] where the input of
the honest players is always a uniform superposition over all possible inputs. We
also consider that the corrupted party is chosen and fixed from the beginning
of the protocol. We will often abuse notation and consider the corrupted party
and the Adversary as one entity.

The security of protocols will be defined using the real/ideal simulation
paradigm, adapted from the Stand-Alone Model of [8]. The parties involved
are: an Environment Z, the parties participating in the protocol, a Real-World
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Adversary A and an Ideal-World Adversary also called Simulator S that runs A
internally and interacts with an Ideal Functionality (that the protocol strives
to emulates). An execution of the protocol (in the real or ideal case) works as
follows:

1. The Environment Z produces the input y of P2, the auxiliary input state ρA
of the Adversary (containing an input for corrupted party P ∗

1 , possibly in
superposition).

2. The Adversary interacts with either the honest player performing the protocol
or a Simulator with single-query access to an Ideal Functionality.

3. Based on its internal state, it outputs a bit corresponding to its guess about
whether the execution was real or ideal. If secure, no Adversary should be
able to distinguish with high probability the two scenarios.

4. The Adversary sends a state to the Environment Z.
5. The Environment Z takes as input this final state and outputs a bit corre-

sponding to its guess of whether the execution was real or ideal.

Network Model. To capture both the security against Adversaries with and
without superposition (so that we may compare both securities for a given pro-
tocol), we parametrize the security Definition 1 below with a network model N.
The quantum network Q is modelled by having both players interact not only
with their internal quantum registers but also with a shared quantum commu-
nication register Q. These actions are defined as unitaries. On the other hand,
the classical network C is modelled as both players having access to a shared
classical tape C which is read the beginning of each activation of a player and a
quantum register initialised using the computational basis vector corresponding
to the message contained within (or equivalently, the shared quantum register
Q from the quantum network is measured in the computational basis). The out-
going messages are written to the tape at the end of each player’s activation.
The case where the network is classical is called classical-style security (as it
is simply a weaker variant of Stand-Alone Security in the usual sense of [8]),
while a protocol that remains secure when the network is quantum is said to
be superposition-resistant. This allows us to demonstrate a separation between
Adversaries with and without superposition access. Conversely, since the classical
network can be seen as a restricted quantum channel, security with superposition
access automatically implies classical-style security.

Ideal Functionality Behaviour and Formal Security Definition. This
section differs crucially from previous models of security. The Two-Party Com-
putation Ideal Functionality implementing a binary function f , formally defined
in the full version [16], takes as input a quantum state from each party, measures
it in the computational basis to get x ∈ {0, 1}nX and y ∈ {0, 1}nY , applies the
function f to the classical measurement results and returns the classical inputs
to each party while one of them also receives the single bit of output z.

While it can seem highly counter-intuitive to consider an ideal scenario where
a measurement is performed (since it is not present in the real scenario), this
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measurement by the Ideal Functionality is necessary in order to have a mean-
ingful definition of security. It is only if the protocol with superposition access
behaves similarly to a classical protocol that it can be considered as resistant
to superposition attacks. It is therefore precisely because we wish to capture
the security against superposition attack, that we define the Ideal Functionality
as purely classical (hence the measurement). If the Ideal Adversary (a Simula-
tor interacting classically with the Ideal Functionality) and the Real Adversary
(which can interact in superposition with the honest player) are indistinguishable
to the Environment, only then is the protocol superposition-secure.

Furthermore, as argued briefly in the Introduction, Ideal Functionalities
which do not measure the inputs of both parties when they receive them as
they always allow superposition attacks, which then extract more information
than the classical case (as proven in [18]). A superposition attack against a pro-
tocol implementing such a functionality is therefore not considered an attack
since it is by definition a tolerated behaviour in the ideal scenario.

We can now give our security Definition 1. A protocol between parties P1

and P2 is said to securely compute two-party functions of a given set F against
corrupted party P ∗

1 if, for all functions f : {0, 1}nX ×{0, 1}nY −→ {0, 1}nZ with
f ∈ F, no Environment Z can distinguish between the real and ideal executions
with high probability.

Definition 1 (Computational Security in Network Class N). Let ε(η) =
o(1) be a function of the security parameter η. Let f ∈ F be the function to
be computed by protocol Π between parties P1 and P2. We say that a proto-
col Π ε(η)-securely emulates Ideal Functionality F computing functions from
set F against adversarial P ∗

1 in network N (with N ∈ {C,Q}) if for all quantum
polynomial-time Adversaries A controlling the corrupted party P ∗

1 and Environ-
ments Z producing y and ρA, there exists a Simulator SP ∗

1
such that, in network

N:
∣
∣
∣P

[
b = 0 | b ← Z

(
vA(SP ∗

1
, ρA)

)]
− P

[
b = 0 | b ← Z

(
vA(P2(y), ρA)

)]∣
∣
∣ ≤ ε(η)

(1)
In the equation above, the variable vA(SP ∗

1
, ρA) corresponds to the final state (or

view) of the Adversary in the ideal execution when interacting with Simulator SP ∗
1

with Ideal Functionality F and vA(P2(y), ρA) corresponds to the final state of
the Adversary when interacting with honest party P2 in the real protocol Π. The
probability is taken over all executions of protocol Π.

We define input-indistinguishability in Definition 2. In the case where the
adversarial player has no input, the two security notions are equivalent (the
Simulator simply performs the protocol with a random input). This is formally
proven in the full version [16].

Definition 2 (Input-Indistinguishability in Network Class N). Let Π
be protocol between parties P1 and P2 with input space {0, 1}nY for P2. We
say that the execution of Π is ε-input-indistinguishable for P ∗

1 in network N if
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there exists an ε(η) = o(1) such that, for all computationally-bounded quantum
Distinguishers D and any two inputs y1, y2 ∈ {0, 1}nY :
∣
∣
∣P

[
b = 0 | b ← D

(
vA(P2(y1), ρA)

)]
−P

[
b = 0 | b ← D

(
vA(P2(y2), ρA)

)]∣
∣
∣ ≤ ε(η)

(2)
In the equation above, the variable vA(P2(yi), ρA) corresponds to the final state
of the Adversary when interacting with honest party P2 (with input yi) in the
real protocol Π. The probability is taken over all executions of protocol Π.

Adversarial Classes. Quantifying Definition 1 or 2 over a subset of Adver-
saries in each class yields flavours such as Honest-but-Curious or Malicious. The
behaviour of an Honest-but-Curious Adversary in a classical network C is the
same as a classical Honest-but-Curious Adversary during the protocol but it
may use its quantum capabilities in the post-processing phase of its attack. We
define an extension of these Adversaries in Definition 3: they are almost Honest-
but-Curious in that there is an Honest-but-Curious Adversary whose Simulator
also satisfies the security definition for the initial Adversary. This is required as
the adversarial behaviour of our attack is not strictly Honest-but-Curious when
translated to classical messages, but it does follow this new definition.

Definition 3 (Extended Honest-but-Curious Adversaries). Let Π be
a protocol that is secure according to Definition 1 against Honest-but-Curious
Adversaries in a classical network C. We say that an Adversary A is Extended
Honest-but-Curious if there exists an Honest-but-Curious Adversary A′ such that
the associated Simulator S ′ satisfies Definition 1 for A if we allow it to output
Abort when the honest party would abort as well.

Comments on the Security Model. The superposition-security of the Clas-
sical One-Time Pad is proven in the full version [16]. In our security model, both
the Adversary and Simulator can have superpositions of states as input. How-
ever, if the Simulator chooses to send a state to the Ideal Functionality, it knows
that this third party will perform on it a measurement in the computational
basis. Note that in any security proof, the Simulator may choose not to perform
the call to the Ideal Functionality. This is because the security definition does
not force the Simulator to reproduce faithfully the output of the honest Client, as
the distinguishing done by the Environment takes only the Adversary’s output
into account. This also means that sequential composability explicitly does not
hold with such a definition, even with the most basic functionalities (whereas the
Stand-Alone Framework of [8] guarantees it). An interesting research direction
would be to find a composable framework for proving security against superpo-
sition attacks and we leave this as an open question. The subtlety of our attack
vector presented below tends to suggest a negative answer.

4 The Modified Honest-but-Curious Yao Protocol

In order to demonstrate the capabilities of our new model in the case of more
complex two-party scenarios, we will analyse the security of the well-known Yao
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Protocol, pioneer of Secure Two-Party Computation, in classical and quantum
networks.

Its purpose is to allow two Parties, the Garbler and the Evaluator, to compute
a joint function on their two classical inputs. The Garbler starts by preparing
an encrypted version of the function and then the Evaluator decrypts it using
keys that correspond to the two players’ inputs, the resulting decrypted value
being the final output.

The Original Yao Protocol secure against Honest-but-Curious classical
Adversaries has first been described by Yao in the oral presentation for [19],
but a rigorous formal proof was only presented in [11]. It has been proven secure
against quantum Adversaries with no superposition access to the honest player
in [2] (for a quantum version of IND-CPA that only allows random oracle queries
to be in superposition).

We start by presenting informal definitions for symmetric encryption schemes
in Sect. 4.1. We then present in Sect. 4.2 the garbled table construction which
is the main building block of Yao’s Protocol and give an informal description
of the Original Yao Protocol. Then in Sect. 4.3 we give a description of a slight
variant of the original protocol, resulting in the Modified Yao Protocol. The
modifications do not make the protocol less secure in classical networks, but will
make superposition attacks possible as presented in Sect. 5.

4.1 Definitions for Symmetric Encryption Schemes

An encryption scheme consists of two classical efficiently computable determinis-
tic functions Enc : K×A×M → K×A×C and Dec : K×A×C → K×A×M (where
K = {0, 1}nK is the set of valid keys, A = {0, 1}nA the set of auxiliary inputs,
M the set of plaintext messages and C the set of ciphertexts, which is supposed
equal to M = {0, 1}nM ). We suppose that for all (k, aux,m) ∈ K × A × M, we
have that Deck(aux,Enck(aux,m)) = m.

We will use a symmetric encryption scheme with slightly different properties
compared to the original protocol of [19] or [11]. The purpose of these modifi-
cations is to make it possible to later represent the action of the honest player
(the decryption of garbled values) using a minimal oracle representation when
embedded as a quantum protocol. We give a concrete instantiation of a scheme
satisfying the definitions below in the full version [16].

Definition 4 (Minimal Oracle Representation). Let (Enc,Dec) be an
encryption scheme defined as above, we say that it has a Minimal Oracle
Representation if there exists efficiently computable unitaries MEnc and MDec,
called minimal oracles, such that for all k ∈ K, aux ∈ A and m ∈ M,
MEnc |k〉 |aux〉 |m〉 = |eK(k)〉 |eA(aux)〉 |Enck(aux,m)〉 (in which case M†

Enc =
MDec), where eK and eA are efficiently invertible permutations of the key and
auxiliary value.

We then define the quantum security of such a symmetric encryption scheme
by imposing that sampling the key and giving a black-box access to an encryption
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quantum oracle is indistinguishable for a quantum Adversary from giving it
superposition access to a random permutation. This is simply a quantum game-
based version of the definition for pseudo-random permutations [7].

Definition 5 (Real-or-Permutation Security of Symmetric Encryp-
tion). Let (Enc,Dec) be a symmetric encryption scheme with Minimal Oracle
Representation. Let SnM

be the set of permutations over {0, 1}nM . Consider the
following game Γ between a Challenger and the Adversary:

1. The Challenger chooses uniformly at random a bit b ∈ {0, 1} and:
– If b = 0, it samples a key k ∈ {0, 1}nK uniformly at random, and sets the

oracle O by defining it over the computational basis states |aux〉 |m〉 for
m ∈ {0, 1}nM and aux ∈ {0, 1}nA as O |aux〉 |m〉 = UEnc |k〉 |aux〉 |m〉 =
|k〉 |eA(aux)〉 |Enck(aux,m)〉 (the oracle first applies the minimal encryp-
tion oracle MEnc and then the inverse of dK to the register containing the
key).

– If b = 1, it samples a permutation over {0, 1}nM uniformly at random
σ ∈ SnM

and sets the oracle O as O |aux〉 |m〉 = Uσ,eA
|aux〉 |m〉 =

|eA(aux)〉 |σ(m)〉.
2. For i ≤ q with q = poly(η), the Adversary sends a state ρi of its choice (com-

posed of nM qubits) to the Challenger. The Challenger responds by sampling
an auxiliary value at random auxi ∈ {0, 1}nA , applying the oracle to the state
|auxi〉 ⊗ ρi and sending the result back to the Adversary along with the modi-
fied auxiliary value (notice that the oracle has no effect on the key if there is
one and so it remains unentangled from the Adversary’s system).

3. The Adversary outputs a bit b̃ and stops.

A symmetric encryption scheme is said to be secure against quantum Adver-
saries if there exists ε(η) negligible in η such that, for any Adversary A with
superposition access and initial auxiliary state ρaux :

AdvΓ (A) :=
∣
∣
∣
∣
1
2

− P

[
b = b̃ | b̃ ← A(ρaux , Γ )

]∣∣
∣
∣ ≤ ε(η) (3)

4.2 The Original Yao Protocol

The protocol will be presented in a hybrid model where both players have access
to a trusted third party implementing a 1-out-of-2 String Oblivious Transfer,
in which one party (P1 in our case) has two strings (k0, k1) and the other (P2)
has a bit b ∈ {0, 1}. The output of P2 is the string kb (with no knowledge
about kb̄), while on the other hand P1 has no output and no knowledge about
choice-bit b. The attack presented further below does not rely on an insecurity
from the OT (the classical correctness of the Oblivious Transfer is sufficient),
which will therefore be supposed to be perfectly implemented and, as all Ideal
Functionalities in this model, without superposition access.

We focus on the case where the Garbler’s output is a single bit. Suppose that
the Garbler and Evaluator have agreed on the binary function to be evaluated
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f : {0, 1}nX × {0, 1}nY −→ {0, 1}, with the Garbler’s input being x ∈ {0, 1}nX

and the Evaluator’s input being y ∈ {0, 1}nY .
The protocol can be summarised as follows. Let (Enc,Dec) be a symmet-

ric encryption scheme. The Garbler G samples keys
{

kG,i
0 , kG,i

1

}

i∈[nX ]
and

{
kE,i
0 , kE,i

1

}

i∈[nY ]
for the Garbler’s and Evaluator’s input respectively. To each

bit of input correspond two keys, one (lower-indexed with 0) if the player chooses
the value 0 for this bit-input and the other if it chooses the value 1. They invoke
nY instances of a 1-out-of-2 String OT Ideal Functionality, the Evaluator’s input
(as Receiver of the OT) to these is yi for i ∈ [nY ], while the Garbler inputs (as
Sender) the keys (kE,i

0 , kE,i
1 ) corresponding to input i of the Evaluator. The

Evaluator therefore recovers kE,i
yi

at the end of each activation of the OT. The
Garbler then sends the keys

{
kG,i

xi

}
i∈[nX ]

corresponding to its own input along
with the garbled circuit GC f which is constructed as follows.

For a gate computing a two-bit function g, with inputs wires labelled a and
b and output wire z, the Garbler first chooses keys (ka

0 , ka
1 , kb

0, k
b
1) ∈ K4 for

the input wires and kz ∈ {0, 1} for the output.2 Let auxa and auxb be two
auxiliary values for the encryption scheme. It then iterates over all possible
values ã, b̃ ∈ {0, 1} to compute the garbled table values Ekz

ã,b̃
defined as (with

padding length p = nM − 1, where nM is the bit-length of the messages of the
encryption scheme and ‖ represents string concatenation):

Ekz

ã,b̃
:= Encka

ã

(
auxa,Enckb

b̃
(auxb, g(ã, b̃) ⊕ kz ‖ 0p)

)
(4)

The ordered list thus obtained is called the initial garbled table. The Garbler
then chooses a random permutation π ∈ S4 and applies it to this list, yielding
the final garbled table GT (a,b,z)

g . For gates with fan-in l, the only difference is
that the number of keys used will be 2l (two for each input bit) and the number
of values in the garbled table will be 2l, the rest may be computed in a similar
way (by iterating over all possible values of the function’s inputs). The keys are
always used in an fixed order which is known to both players at time of execution
(we suppose for example that, during encryption, all the keys of the Evaluator
are applied first, followed by the keys of the Garbler).

Finally, after receiving the keys (through the OT protocols for its own, and
via direct communication for the Garbler’s) and garbled table, the Evaluator
uses them to decrypt sequentially each entry of the table and considers it a
success if the last p bits are equal to 0 (except with probability negligible in p,
the decryption of a ciphertext with the wrong keys will not yield p bits set to 0,
see Lemma 1). It then returns the decrypted value to the Garbler.

2 The value kz One-Time-Pads the output, preserving security for the Garbler after
decryption as only one value from the garbled table can be decrypted correctly.
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4.3 Presentation of the Modified Yao Protocol

Differences with the Original Yao Protocol. There are four main differences
between our Modified Yao Protocol 1 and the well-known protocol from [19]
recalled above. The first two are trivially just as secure in the classical case (as
they give no more power to either player): the Garbler sends one copy of its keys
to the Evaluator for each entry in the garbled table and instructs it to use a
“fresh” copy for each decryption; and the Evaluator returns to the Garbler the
copy of the Garbler’s keys that were used in the successful decryption. There
is only one garbled table for the whole function instead of a series of garbled
tables corresponding to gates in the function’s decomposition. This means that
the size of the garbled table is 2l for inputs of size l (equivalently, this modified
protocol can only be used for logarithmically-sized inputs). This is less efficient
but no less secure than the original design in a classical network, as a player
breaking the scheme for this configuration would only have more power if it has
access to intermediate keys as well. The last difference is the use of a weaker
security assumption for the symmetric encryption function (indistinguishability
from a random permutation instead of the quantum equivalents of IND-CPA
security from [1,6,15]). This lower security requirement is imposed in order to
model the honest player’s actions using the minimal oracle representation. This
property influences the security against an adversarial Evaluator, but Theorem 2
shows that this assumption is sufficient here. The reasons for these modifications,
related to our attack, are developed in Sect. 5.

The full protocol for a single bit of output is described formally in Protocol 1.
Its correctness and security in classical networks are captured by Theorems 1
and 2, showing that the modifications above have no impact in this setting
(against both quantum and classical Adversaries).

Theorem 1 (Correctness of the Modified Yao Protocol). Let (Enc,Dec)
be a symmetric encryption scheme with a Minimal Oracle Representation (Def-
inition 4). Protocol 1 is correct with probability exponentially close to 1 in η for
p = η.

Theorem 2 (Classical-Style Security of the Modified Yao Protocol).
Consider a hybrid execution where the Oblivious Transfer is handled by a classical
trusted third party. Let (Enc,Dec) be a symmetric encryption scheme that is
εSym-real-or-permutation-secure (Definition 5). Then, in classical network C,
Protocol 1 is perfectly-secure against adversarial Garbler (with advantage 0) and
(2nX+nY − 1)εSym-secure against adversarial Evaluator.

5 Analysis of Yao’s Protocol with Superposition Access

Section 5.1 presents a superposition attack on the Modified Yao Protocol (Pro-
tocol 1). Section 5.2 then analyses it post-mortem to build a Superposition-
Resistant Yao Protocol. The formal description of the attacks are given in the
full version [16]. We also show in the full version how to slightly improve the
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Protocol 1. Modified Yao Protocol for One Output Bit.
Input: The Garbler and Evaluator have inputs x ∈ {0, 1}nX and y ∈ {0, 1}nY

respectively, with nX + nY = O(log(η)).
Output: The Garbler has one bit of output, the Evaluator has no output.
Public Information: The function f to be evaluated, the encryption scheme
(Enc,Dec) and the size of the padding p.
The Protocol:
1. The Garbler chooses uniformly at random the values

{
kG,i
0 , kG,i

1

}
i∈[nX ]

,
{

kE,j
0 , kE,j

1

}
j∈[nY ]

from K and kz ∈ {0, 1}. It uses those values to compute

the garbled table GT
(X,Y,Z)
f , with X being the set of wires for the Garbler’s

input, Y the set of wires for the evaluators input, and Z the output wire.
2. The Garbler and Evaluator perform nY interactions with the trusted third party

performing the OT Ideal Functionality. In interaction j:
– The Garbler’s inputs are the keys (kE,j

0 , kE,j
1 ), the Evaluator’s input is yj .

– The Evaluator’s output is the key kE,j
yj .

3. The Garbler sends the garbled table GT
(X,Y,Z)
f and 2nX+nY copies of the

keys corresponding to its input
{
kG,i
xi

}
i∈[nX ]

. It also sends the auxiliary values

{auxk}k∈[nX+nY ] that were used for the encryption of the garbled values.
4. For each entry in the garbled table:

(a) The Evaluator uses the next “fresh” copy of the keys supplied by the Garbler
along with the keys that it received from the OT Ideal Functionality to
decrypt the entry in the garbled table.

(b) It checks that the last p bits of the decrypted value are all equal to 0. If so
it returns the register containing the output value and the ones containing
the Garbler’s keys to the Garbler.

(c) Otherwise it discards this “used” copy of the keys and repeats the process
with the next entry in the garbled table. If this was the last entry it outputs
Abort and halts.

5. If the Evaluator did no output Abort, the Garbler applies the One-Time-Pad
defined by the key associated with wire z to decrypt the output: if kz = 1, it
flips the corresponding output bit, otherwise it does nothing. It then sets the bit
in the output register as its output.

bound on the attack by applying the free-XOR technique to an instance of the
Yao Protocol computing the OT function.

Note that this attack does not simply distinguish between the ideal and real
executions, but allows the Adversary to extract one bit of information from
the honest player’s input. It is therefore a concrete attack on the Modified Yao
Protocol 1 (as opposed to a weaker statement about not being able to perform
an indistinguishable simulation in our model).

5.1 Attacking the Modified Yao Protocol via Superpositions

In the following, the classical protocol is embedded in a quantum framework,
all message are stored in quantum registers as quantum states that can be in
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superposition. The encryption and decryption procedures are performed using
the Minimal Oracle Representation from Definition 4. The OT Ideal Function-
ality measures the inputs and outputs states in the computational basis. The
checks of the Evaluator on the padding for successful decryption are modelled
as a quantum measurement of the corresponding register.

We start by presenting the action of the adversarial Garbler during the exe-
cution of Protocol 1 (its later actions are described below). Its aim is to generate
a state containing a superposition of its inputs and the corresponding outputs
for a fixed value of the Evaluator’s input. This State Generation Procedure on
the Modified Yao Protocol 1 can be summarised as follows (it is generalized to
more superpositions in the full version [16]):

1. The Adversary’s choice of keys, garbled table generation (but for both values
of kz) and actions in the OT are performed honestly.

2. Instead of sending one set of keys as its input, it sends a superposition of
keys for two different non-trivial values of the Garbler’s input (x̂0, x̂1) (they
do not uniquely determine the output).

3. For each value in the garbled table, it instead sends a uniform superposition
over all calculated values (with a phase of −1 for states representing garbled
values where kz = 1).

4. It then waits for the Evaluator to perform the decryption procedure and, if
the Evaluator succeeded in decrypting one of the garbled values and returns
the output and register containing the Garbler’s keys, the Adversary performs
a clean-up procedure which translates each key for bit-input 0 (respectively
1) into a logical encoding of 0 (respectively 1). This procedure depends only
on its own choice of keys.

Theorem 3 (State Generation Analysis). The state contained in the Gar-
bler’s attack registers at the end of a successful Superposition Generation Proce-
dure is negligibly close to 1

2

∑

x,kz

(−1)kz ∣
∣xL

〉 |f(x, ŷ) ⊕ kz〉, where xL is a logical

encoding of x and x ∈ {x̂0, x̂1}. Its success probability is lower bounded by 1−e−1

for all values of nX and nY .

Proof (Sketch).
The Evaluator’s state after one decryption of a garbled table entry is (for
x ∈ {x̂0, x̂1}, tracing out the unentangled values and with gx′,y′,c

x,y representing
incorrectly decrypted values):

(∑

x,kz

(−1)kz ∣
∣kG

x

〉 |f(x, ŷ) ⊕ kz〉 |0〉⊗p +
∑

kz,x,x′,y′

(x,y) �=(x′,ŷ)

(−1)kz ∣
∣kG

x

〉 ∣
∣
∣g

x′,y′,kz

x,ŷ

〉)

(5)

With overwhelming probability in η, gx′,y′,c
x,ŷ 
= r ‖ 0p and the states in both

sums are orthogonal. Checking the padding is modelled as a measurement with
successful outcome |0p〉〈0p|. If successful, the projected state received by the
Garbler is then: ∑

x,kz

(−1)c
∣
∣kG

x

〉 |f(x, ŷ) ⊕ kz〉 (6)
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The final result after the clean-up procedure is 1
2

∑

x,kz

(−1)kz |xL′〉|f(x, ŷ) ⊕

kz〉 (where xL′
is a logical encoding of x) .

If a given measurement fails, the Evaluator moves to the next garbled
table value with fresh keys, essentially repeating the same procedure. The suc-
cess probability of each attempt is simply given by the number of states cor-
rectly decrypted out of the total number of states 1

2nX+nY
. The probability

that no measurement succeeds in 2nX+nY independent attempts is given by
(
1 − 1

2nX+nY

)2nX+nY ≤ e−1. The success probability is therefore lower-bounded
by 1 − e−1.

�
We can now analyse the actions of the Adversary after the protocol has

terminated. The Full Attack breaking the security of the Modified Yao Protocol 1
(Theorem 4) can be summarised as follows:

1. The Environment provides the Adversary with the values of the Garbler’s
input (x̂0, x̂1). The input of the honest Evaluator is ŷ.

2. The Adversary performs the State Generation Procedure with these inputs.
3. If it has terminated successfully, the Adversary performs an additional clean-

up procedure (which only depends on the values of (x̂0, x̂1)) to change the
logical encoding of x̂b into an encoding of b. The resulting state is 1√

2

(|0〉 +
(−1)b0⊕b1 |1〉) ⊗ |−〉 (omitting the logical encoding, with bi := f(x̂i, ŷ)).

4. The Adversary recover the XOR of the output values for the two inputs
by applying a Hadamard gate to its first register and measuring it in the
computational basis.3

Theorem 4 (Vulnerability to Superposition Attacks of the Modified
Yao Protocol). For any non-trivial two-party function f : {0, 1}nX ×
{0, 1}nY → {0, 1}, let (x̂0, x̂1) be a pair of non-trivial values in {0, 1}nX . For
all inputs ŷ of honest Evaluator in Protocol 1, let PE

f (ŷ) = f(x̂0, ŷ) ⊕ f(x̂1, ŷ).
Then there exists a real-world Adversary A in quantum network Q against Pro-
tocol 1 implementing f such that for any Simulator S, the advantage of the
Adversary over the Simulator in guessing the value of PE

f (ŷ) is lower-bounded
by 1

2 (1 − e−1).

Proof (Sketch). The Superposition Generation Procedure succeeds with proba-
bility 1− e−1. Then the Adversary applies the final steps of Deutsch’s algorithm
as follows and recover the value of the XOR with probability 1. The Adversary
first applies the clean-up procedure on the registers containing x̂i

L′
and obtains

(for a different value L for the logical encoding):

1
2
(|0〉⊗L |f(x̂0, ŷ)〉− |0〉⊗L |f(x̂0, ŷ) ⊕ 1〉+ |1〉⊗L |f(x̂1, ŷ)〉− |1〉⊗L |f(x̂1, ŷ) ⊕ 1〉)

(7)

3 This corresponds to the final steps of the DJ algorithm.
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Let bi := f(x̂i, ŷ), the state is then 1√
2
(−1)b0

(|0〉⊗L +(−1)b0⊕b1 |1〉⊗L)⊗|−〉.
The Adversary then applies the logical Hadamard gate, the resulting state is
|b0 ⊕ b1〉⊗L ⊗ |−〉. The Adversary measures the first qubit in the computational
basis to obtain b0 ⊕ b1 = f(x̂0, ŷ) ⊕ f(x̂1, ŷ).

If the state generation fails, Adversary resorts to guessing the value of the
value of PE

f (ŷ), winning with a probability 1
2 . On the other hand, any Simulator

is only able to guess the value of PE
f (ŷ). The advantage of the Adversary over

any Simulator is lower-bounded by 1
2 (1 − e−1).

�
Finally, the following lemma captures the fact that the previously described

Adversary does not break the Honest-but-Curious security of the Modified Yao
Protocol if it does not have superposition access (a fully-malicious one can triv-
ially break it), thereby demonstrating the separation between Adversaries with
and without superposition access. See full version [16] for a detailed explanation.

Lemma 1 (Adversarial Behaviour Analysis). In a classical network C,
the Adversary described in the Full Attack is an Extended Honest-but-Curious
Adversary (Definition 3).

Justifying the Differences in the Protocol Variant. The fact that the Garbler
sends multiple copies of its keys is what allows the success probability to be
constant and independent from the size of the inputs. Returning the Garbler’s
keys to the Adversary is an essential part of the attack, as described below.
The specificities of the encryption scheme removes the need to add an ancillary
register for encryption and decryption. For the same reason, we do not decompose
the function into elementary gates, as the intermediate keys would add another
entangled register as well.

5.2 Superposition-Resistant Yao Protocol

We can now analyse the crucial points where the security breaks down and
propose counter-measures. We notice that all actions of the Adversary only act
on the registers that contain its own keys (recall that the Evaluator sends back
the Garbler’s keys after a successful decryption) and have no effect on the output
register, which stays in the |−〉 state the whole time. It is thus unentangled
from the rest of the state and the attack on the protocol can therefore also be
performed if the Garbler has no output. As the security in this case still holds
for Adversaries in classical network C via input-indistinguishability, this security
property does not carry over from the classical to the quantum network case.

Therefore, counter-intuitively, the precise point that makes the attack possi-
ble is a seemingly innocuous message consisting of information that the Adver-
sary should (classically) already have, along with a partial measurement on the
part of the honest player (usually, measuring the state is thought to be the
easiest way to prevent superposition attacks).



Formal Computational Security Model for Superposition Attacks 335

Not sending back this register to the Adversary (as in the Original Yao
Protocol) yields the following protocol structure: one party sends everything
to the other, who then simply applies local operations. If the Environment is
able to guess whether it is in the real or ideal situation, this would violate the
no-signalling condition of quantum mechanics. This technique can be used if
the Evaluator has no further communication with the Adversary (by hiding the
success or failure of the garbled table decryption).

We give now a sketch of the formal Superposition-Secure Yao Protocol 2,
along with a statement of security against an adversarial Garbler with super-
position access. It uses Yao’s original construction for the garbled table, where
the function is decomposed into elementary gates (of constant fan-in) and can
therefore be applied to any binary function with inputs that are of polynomial
size in the security parameter [11], as opposed to the Modified Yao Protocol 1.

Protocol 2. Superposition-Secure Yao Protocol (Sketch).
Input: The Garbler and Evaluator have inputs x ∈ {0, 1}nX and y ∈ {0, 1}nY

respectively, with nX + nY = poly(η).
Output: The Garbler has no output, the Evaluator has one bit of output.
Public Information: The function f to be evaluated, the encryption scheme
(Enc,Dec) and the size of the padding p.
The Protocol:
1. The Garbler creates the keys and garbled table as in the original Yao’s Protocol

(with no kz).
2. The Garbler and the Evaluator participate in the OT ideal executions, at the

end of which the Evaluator receives its evaluation keys for its input of choice.
3. The Garbler sends the evaluation keys for its inputs and stops.
4. The Evaluator decrypts each entry in the garbled table sequentially. It stops if

the padding is 0p, the first bit is then set as its output.
5. Otherwise (if none of the values were decrypted correctly), it sets as its output

Abort. This is not communicated to the Garbler.

Theorem 5 (Superposition-Resistant Two-Party Computation). The
Superposition-Resistant Yao Protocol 2 is perfectly-secure against an adversarial
Garbler in quantum network Q in an OT-hybrid execution (Definition 1).

6 Conclusion

Our security model and the attack analysis performed in this paper lie com-
pletely outside of the existing models of security against superposition attacks.
They either consider the computational security of basic primitives or, for more
complex protocols with multiple interactions between distrustful parties, the pro-
tocols are all considered to be statistically-secure (and are therefore essentially
extensions of [14]). This leads to many simplifications which have no equivalent
in the computational setting. We develop a novel security framework, based on
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the simple premise that to be secure from superposition attacks means emu-
lating a purely classical functionality. We show that, given slight modifications
that preserves classical security, it is possible to show superposition attacks on
computationally-secure protocols. The intuition gained from the attack allows
us to build a computationally superposition-resistant protocol for Two-Party
Secure Function Evaluation, a task never achieved before.

Our results demonstrate once again the counter-intuitive nature of quantum
effects, regarding not only the vulnerability of real-world protocols to super-
position attacks (most would require heavy modifications for known attacks to
work), but also attack vectors and the optimal ways to counter them (as partial
measurements can even lead to attacks).
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12. Liu, M., Krämer, J., Hu, Y., Buchmann, J.A.: Quantum security analysis of a
lattice-based oblivious transfer protocol. Front. Inf. Technol. Electron. Eng. 18(9),
1348–1369 (2017). https://doi.org/10.1631/FITEE.1700039

13. Lo, H.K.: Insecurity of quantum secure computations. Phys. Rev. A 56(2),
1154–1162 (1997). https://doi.org/10.1103/physreva.56.1154, http://dx.doi.org/
10.1103/PhysRevA.56.1154

14. Mayers, D.: Unconditionally secure quantum bit commitment is impossible. Phys.
Rev. Lett. 78, 3414–3417 (1997). https://doi.org/10.1103/PhysRevLett.78.3414,
http://link.aps.org/doi/10.1103/PhysRevLett.78.3414

15. Mossayebi, S., Schack, R.: Concrete Security Against Adversaries with Quantum
Superposition Access to Encryption and Decryption Oracles, September 2016.
arXiv e-prints arXiv:1609.03780

16. Music, L., Chevalier, C., Kashefi, E.: Dispelling Myths on Superposition
Attacks: Formal Security Model and Attack Analyses, July 2020. arXiv e-prints
arXiv:2007.00677

17. Nielsen, M.A., Chuang, I.L.: Quantum Computation and Quantum Information.
Cambridge University Press, Cambridge (2000)
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Abstract. Achieving fairness and soundness in non-simultaneous ratio-
nal secret sharing schemes has proved to be challenging. On the one hand,
soundness can be ensured by providing side information related to the
secret as a check, but on the other, this can be used by deviant players to
compromise fairness. To overcome this, the idea of incorporating a time
delay was suggested in the literature: in particular, time-delay encryption
based on memory-bound functions has been put forth as a solution. In
this paper, we propose a different approach to achieve such delay, namely
using homomorphic time-lock puzzles (HTLPs), introduced at CRYPTO
2019, and construct a fair and sound rational secret sharing scheme in
the non-simultaneous setting from HTLPs.

HTLPs are used to embed sub-shares of the secret for a predetermined
time. This allows to restore fairness of the secret reconstruction phase,
despite players having access to information related to the secret which is
required to ensure the soundness of the scheme. Key to our construction
is the fact that the time-lock puzzles are homomorphic so that players
can compactly evaluate sub-shares. Without this efficiency improvement,
players would have to independently solve each puzzle sent from the other
players to obtain a share of the secret, which would be computationally
inefficient. We argue that achieving both fairness and soundness in a non-
simultaneous scheme using a time delay based on CPU-bound functions
rather than memory-bound functions is more cost-effective and realistic
in relation to the implementation of the construction.

1 Introduction

Threshold secret sharing (SS) schemes provide a way to split a secret into shares
such that the secret can be reconstructed by a threshold number of mutually
distrustful parties. Knowledge of fewer than the threshold number of shares
reveals nothing about the secret [5,37]. SS schemes are an important primitive
used in a variety of settings from multiparty computation [7,9], to attribute-
based encryption [20,41], and threshold cryptography [4,12].

In a SS scheme, a trusted dealer splits the secret into shares and distributes
one to each authorised party. Parties then communicate and process their collec-
tive shares in a reconstruction phase. During the communication phase, parties
broadcast their shares in one of two ways: simultaneously or non-simultaneously.
c© Springer Nature Switzerland AG 2020
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That is, with or without synchronicity. Properties of SS schemes are better under-
stood and easier to guarantee in the simultaneous setting [10], due to the fact
that a non-simultaneous construction needs to ensure the final party to commu-
nicate is still incentivised to follow the protocol. However, simultaneous schemes
are difficult to implement in practice, therefore attention has recently turned to
non-simultaneous communication [2].

Typically, in the non-simultaneous setting [17,25,26], schemes consists of
rounds, where one round of the reconstruction phase simply translates to a
capped period of time in which parties have the opportunity to communicate
their share. Parties learn the secret is reconstructed when they reconstruct some
publicly known value (for example, an indicator), in what is known as a revelation
round [22,29]. The previous round to the revelation round is assumed to be the
one in which the secret can be reconstructed from, allowing parties to identify
when they will reconstruct the correct secret.

There is abundant literature for cryptographic [3,4,8,18,22,27–29,34,38]
and game-theoretical SS schemes [2,10,17,19,21,30], two somewhat indepen-
dent research areas considering honest/malicious parties and rational players,
respectively. We refer to Appendix G of [24] for a brief summary of past works.
Rational secret sharing (RSS) was introduced by [21], where they consider the
problem of secret sharing and multiparty computation assuming players pre-
fer to learn the secret over not learning it, and secondly, prefer that as few as
possible other players learn the secret. While for some applications the crypto-
graphic setting is appropriate, for other applications of secret sharing it may be
more suitable to view all parties as rational players. RSS is a good approach
to capture more interesting scenarios, such as how to motivate or force players
to participate honestly and even how a scheme can penalise players for deviant
play. Furthermore, modelling players as rational is not limited to assuming play-
ers always want to learn the secret above all else. Indeed, as we will explore, an
emerging scenario in RSS considers players that prefer to mislead others above
learning the secret. For these reasons, our attention focuses on RSS schemes.

In RSS schemes, the outcome of the game influences the players’ strategies,
as they seek to maximise their payoff. Security of the game requires the strategies
of players to be in some form of equilibrium which motivates them to honestly
communicate1. Achieving an equilibrium between players’ strategies is the most
natural way to demonstrate a fundamental property of SS schemes, called fair-
ness [14,23].

A fair scheme ensures that if a player deviates, the probability that they can
recover the shared secret over honest players is negligible. That is, a player is
at no advantage in learning the secret if they withhold or dishonestly send a
share. In the simultaneous setting, [19,21] both achieve fairness using some form
of publicly known indicator and by demonstrating that their protocol is in a
form of Nash equilibrium [33]. In the non-simultaneous setting, however, a basic
threat to fairness arises: in a (t, n) threshold RSS scheme, the last player out of

1 See Appendices D.1, and D.2 for further discussion on payoff functions and equilib-
rium concepts.



Fair and Sound Secret Sharing from Homomorphic Time-Lock Puzzles 343

t can decide not to communicate their share and use all the other players’ shares
to reconstruct the secret, leaving the (t − 1) honest players with an insufficient
number of shares to do so. The rational behaviour of all parties would therefore
be to withhold their share. In works such as [17,26,30], fairness can be achieved
similarly to the simultaneous setting, whereby players can recognise the reve-
lation round using (or reconstructing) some form of public indicator. However,
this only works under the assumption that players prefer everyone to obtain the
correct output over misleading others [2,10]. If this assumption does not hold,
an alternative way of providing fairness needs to be used, as another property
of SS schemes is no longer ensured, soundness.

In RSS schemes, soundness [2,10] ensures players never reconstruct an incor-
rect secret except with negligible probability. In other words, honest players are
guaranteed to output a correct value, or a special abort symbol ⊥ [2]. Soundness
is becoming of emerging relevance in the non-simultaneous setting, assuming
rational players obtain a greater payoff from misleading other players compared
to learning the secret. Soundness has been achieved in prior work [10] focusing
on non-simultaneous communication as follows: before reconstruction begins, all
players are given protocol-induced side information alongside their list of shares.
They must assume that when a player aborts communication, the previous round
was the revelation round. Even if a deviant player has aborted early, using this
side information, honest players can check that they have the correct value after
reconstruction. If not, they terminate the reconstruction altogether.

However, achieving soundness this way compromises fairness, as a deviant
player can use the side-information to check whether they can abort early and
learn the secret before honest players. The authors of [30] were the first to pro-
pose a fair RSS scheme that can tolerate arbitrary side-information, by propos-
ing the use of time-delay encryption (TDE) [6,32]. The basic idea of a TDE
scheme is to encrypt a message such that it can only be decrypted after a spe-
cific amount of time has elapsed. The scheme in [30] employs a cryptographic
memory-bound function2 (CMBF) [1,16] as a way to achieve time-delay in the
recovery of an encrypted sub-share of the secret. The fairness of their scheme is
restored by setting the runtime of rounds of the secret sharing scheme to be less
than the time it takes to decrypt the encrypted shares. Thus, there is no way
for a deviant player to learn anything about the secret during a reconstruction
round before they must decide whether to abort communication. In addition, a
proof of the sender’s work in computing their message is sent. The scheme pro-
posed in [10] builds upon [30], by encrypting shares (shares are computed using
Shamir’s SS scheme) using the CMBF and further splits the encrypted shares
into sub-shares, distributed to players. During processing, players independently
evaluate the encrypted sub-shares to obtain the encrypted share, decrypt and
then reconstruct the polynomial to obtain the secret. They use a specific form of
side-information, called a checking share, which is an actual share of the secret

2 A CMBF is a family of deterministic algorithms such that an efficiently generated
key can decrypt the encrypted input, with a lower-bound on the number of memory-
access steps to do so.
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that players can use to confirm they have reconstructed the correct secret, thus
achieving soundness.3 We note that the memory-bound running times of employ-
ing the MBF in [16], a cryptographic version of which is used for time-delay
in [10,30], endows a high cost on the players who have to verify the proof of
work from messages received by other players. In addition, the players send-
ing the message can potentially perform less work than what is stated in their
accompanying proof [15,36]. These drawbacks suggest that a better time-delay
mechanism should be explored to guarantee fairness, that reduces verification
costs of the communicated messages and\or increases computational efficiency
for honest players obtaining the secret shares after the delay.

1.1 Our Contributions

In this paper, we improve on [10] and propose a RSS scheme achieving fairness
and soundness in the non-simultaneous communication setting from a CPU-
bound function, as opposed to a CMBF, namely a homomorphic time-lock puzzle.

Informally, a time-lock puzzle (TLP) [35] embeds a secret into a puzzle such
that it cannot be decrypted until a certain amount of time T has elapsed. Char-
acteristics of a TLP include fast puzzle generation and security against parallel
algorithms, assuming the sequentiality of the underlying mathematical problem
[35]. A homomorphic time-lock puzzle (HTLP) scheme evaluates puzzles homo-
morphically using some operation, without the evaluator knowing the secret
shares encapsulated within the corresponding puzzles. The resulting puzzle out-
put contains the homomorphic evaluation of the input puzzles, enabling a more
efficient way for decryptors to obtain the final output solution, as they can solve
just one puzzle rather than solving all of the puzzles individually with standard
TLPs, and then evaluating a final solution.

In our scheme, the dealer splits the secret into shares and creates an addi-
tional share which is broadcast to all players, i.e., the checking share. The rest
of the shares are split into sub-shares, embedded into HTLPs and distributed
to the corresponding players in such a way that the HTLP scheme can recon-
struct the share from them. Intuitively, the checking share is used to verify the
soundness of the secret that players reconstruct, and the delay provided by the
HTLP scheme is used to guarantee fairness in the presence of a checking share for
players communicating non-simultaneously. More specifically, the HTLP scheme
embeds the sub-shares into puzzles that cannot be decrypted before a round of
communication in the reconstruction phase has finished. Fairness is achieved by
setting each round of communication to have an upper time bound of T . Thus, a
player wishing to deviate from their prescribed strategy and quit communication
will not be able to derive the secret before the end of the round, in which case,
the other players realise the deviant player has quit and output the result of the
previous rounds reconstruction. We show that even if a player quits in a round

3 Note that [30] works under the assumption that players prefer everyone to obtain
the correct output over misleading others, therefore soundness is not an issue that
needs to be addressed.
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and manages to learn the secret, the only case in which they can do so results
in the honest players also learning the secret. Therefore there is no advantage in
a player deviating from their prescribed strategy.

From our generic construction, which we show satisfies soundness and fair-
ness, we provide a concrete instantiation using the multiplicative variant of the
HTLP scheme proposed in [31]. The result is a concrete, efficient scheme whose
security relies on standard assumptions.

We argue that our improvement on prior work is threefold: we base the time
delay of the construction on CPU-bound functions, as opposed to CMBFs; we
provide an efficiency gain by using HTLPs instead of TLPs, and our solution
has inherent flexibility.

Basing the time-delay primitive on CPU-bound functions as opposed to
memory-bound functions captures a more realistic, inexpensive way to imple-
ment a SS scheme construction. Processors are faster than memory and scale
better; even more so, fast memory is considerably more expensive. In practice,
it is easier to raise the computational requirements of a player than it is mem-
ory accesses, up to a point, as adding more processors to a computer is more
accessible than making memory accesses faster. A justification for using MBFs
in [10,30] is that disparities in the computational power of players can cause
unfairness when using standard TLPs for time-delay. However, with reasonable
assumptions on the CPU-power of players, this disparity is not significant.

Furthermore, we use a HTLP for time-delay, which requires less compu-
tational work on behalf of the players decrypting puzzles compared to using
standard TLPs. This efficiency improvement means that the consequence of dis-
parities in CPU-power becomes less significant. To see this, evaluating several
puzzles homomorphically, and then solving just one puzzle, requires fewer com-
putational steps than solving individual puzzles and evaluating a function over
the outputs, as in [10].

Finally, the instantiation of our generic scheme can use any correct SS scheme
with a suitable HTLP, dependent on the application. The HTLPs that we use,
from [31], are adaptable in the following ways: different operators (linear, mul-
tiplicative, and XOR) can be used, we can augment the setup with puzzles of
different time hardness parameters (T1, . . . , Tn) or have a reusable setup, in which
the scheme remains efficiently computable.

We refer the reader to the full version of this paper [24] for the formal security
analysis of our generic scheme and concrete instantiation using multiplicative-
homomorphic TLPs and a multiplicative SS scheme. For the remainder of this
paper, any reference to appendices is in relation to the full version of our paper.

2 Definitions and Modelling

2.1 Secret Sharing

Informally, a (t, n) secret sharing scheme (SS) involves a dealer D, some secret
s, and a set P = {P1, P2, . . . , Pn} of n players. The dealer distributes shares of
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a secret s chosen according to an efficiently samplable distribution of the set of
secrets, labelled S = {Sλ}λ∈N, with security parameter λ. The key idea behind
threshold SS is that no subset t′ < t of players in P can learn the secret s,
including an adversary controlling t′ players. Conversely, every subset t′ ≥ t of
players in P is capable of reconstructing s.

A SS protocol is composed of two phases, share and reconstruction. During
the share phase, the dealer samples a secret s from Sλ and generates n shares
from the secret being distributed to each player in P . The dealer does this
non-interactively, using a share algorithm to generate the set of shares to be
distributed. The dealer digitally signs (typically using information-theoretically
secure MACs) and encrypts the shares before distributing them to individual
players over a broadcast channel 4.

The reconstruction phase itself is composed of two parts: communication and
processing. The communication phase has players interact by sending their share
over the broadcast channel to every other player in P (if a broadcast channel
is not available to parties, then they have to send their share to each of the
other players separately). Once players have communicated, they can move to
the processing phase where they embark on reconstructing the secret s from the
shares that they have received. This is under the assumption that a sufficient
number of shares have been sent and received from other players, and that players
followed the protocol (correctness). If an insufficient amount of shares have been
received, the secret cannot be reconstructed, so players output ⊥. Any player
taking part in reconstruction proceeds to output their result.

Threshold secret sharing schemes have been explored extensively, and were
introduced independently by Shamir [37] and Blakley [5]: Shamir’s scheme is
based on polynomial interpolation over a finite field of prime order, and Blak-
ley’s scheme is based on the uniqueness of hyperplane intersection. Extending
the work of [37], [11,13,40] propose multiplicative homomorphic secret sharing
schemes based on polynomial interpolation over finite groups with respect to
multiplication, that need not be of prime order (See Appendix B [24]).

Next, we recall the formal definition of a threshold secret sharing scheme,
with the implicit assumption that the dealer has digitally signed the shares
before distributing:

Definition 1 ((t, n) Secret Sharing). Given a dealer D, a secret s ∈ Sλ for
security parameter λ, and a set of n authorised players P = {P1, . . . , Pn}, a (t, n)
secret sharing scheme is a tuple of three PPT algorithms (Setup,Share,Recon)
defined as follows:

– Share Phase: D takes as input the secret s and performs the following steps
non-interactively:
1. pp ← Setup(1λ) a probabilistic algorithm that takes as input security

parameter 1λ and outputs public parameters pp, which are broadcast to
all players in P .

4 Privacy and authentication of the distribution of shares is a standard cryptographic
assumption in secret sharing schemes [34].
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2. {s1, . . . , sn} ← Share(pp, s) a probabilistic algorithm that takes as input
the secret s ∈ Sλ and outputs n shares si, one for each player in P .

3. Distribute si to player Pi for every i ∈ [n] over a secret, authenticated
channel.

– Reconstruction Phase: Any player in P = {P1, . . . , Pn} is able to take part
in this phase.
1. Communication:

(a) Each player Pi sends their share si over a secure broadcast channel
to all other players in P .

(b) Pi checks that they have received (t − 1) or more shares. If so, they
proceed to processing.5

2. Processing:
Once Pi has a set of t′ shares labelled S′, they independently do the
following:
(a) {s,⊥} ← Recon(pp, S′) a deterministic algorithm that takes as input

the set S′ of t′ shares and outputs the secret s if t′ ≥ t or outputs
abort ⊥ otherwise.

A (t, n) threshold SS scheme needs to satisfy the properties of correctness and
secrecy, whose definitions are provided in [24], Appendix A.3. Informally, cor-
rectness means that an honest execution of the scheme results in the true secret
being output, except with negligible probability; and secrecy ensures that recon-
struction with fewer shares than the threshold (t) results in abort (⊥) being
output, except with negligible probability.

2.2 Rational Secret Sharing

Using game-theory notions, players are considered to be rational if they have a
preference in the outcome of the reconstruction phase. In a rational secret sharing
(RSS) scheme, a players strategy is to maximise their payoff from the outcome
of the game. The strategy σi taken by each player Pi must be determined by
the dealer in order to achieve a fair outcome. Observe that depending on the
scheme, the strategies of players in P may be the same or different.

In Definition 1, players only participate in the reconstruction phase. There-
fore, we define a RSS scheme by providing a definition of the reconstruction
phase only.

Definition 2 ((t, n) Rational Secret Reconstruction [10]). A reconstruc-
tion phase Γt,n is defined by Γt,n = (Γ,−→σ ) where Γ is the game to be played
by players during the reconstruction phase and −→σ = (σ1, · · · , σn) denotes the
strategy profile of the players in P prescribed by the dealer D during the share
phase for that scheme.
5 Whilst not explicit in the definition, there is an upper bound on how long players

can communicate their shares for. Therefore, at the end of their communication, if
a player Pi has not obtained a sufficient number of shares, then they output ⊥ at
the end of the reconstruction phase.
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The outcome of the phase for all players is defined by the n-dimensional
vector

−→ω ((Γ,−→σ )t,n) = (ω1, . . . , ωn)

where ωi refers to the outcome of the phase for player Pi.

The outcome ωi alludes to whether player Pi learns the entirety of s, nothing
of s, is mislead into learning a fake secret s′ or aborts the reconstruction phase
altogether (⊥). It is important to note that the outcome of the phase depends
on the strategy of the player.

One of the fundamental properties of secret sharing is fairness [39], which guar-
antees that no player has an advantage in the protocol over other players. The
following defines fairness in the context of a RSS scheme. We use the follow-
ing notation for a deviating strategy σ′

i for player Pi, to signify when a player
behaves in a different way to how they are meant to. That is, they do not follow
the protocol. In addition, P−i represents all players in P excluding player Pi,
and σ−i signifies the honest strategies of this set of (n − 1) players, P−i.

Definition 3 (Fairness [10]). The reconstruction phase Γt,n is completely
fair if for every arbitrary alternative strategy σ′

i followed by player Pi for some
i ∈ [n], there exists a negligible function μ in the security parameter λ such that
the following holds:

Pr[ωi(Γ, (σ′
i, σ−i)) = s] ≤ Pr[ω−i(Γ, (σ′

i, σ−i)) = s] + μ(λ).

That is, the probability of player Pi learning the secret when they deviate from
their prescribed strategy in phase Γt,n (but all other players follow their pre-
scribed strategies) is only ever negligibly more than the probability of the other
players learning the secret too. Consequently, such a player has no real advantage
in deviating from their strategy.

How do we ensure that players (despite any preferences they may have) are
motivated to follow a strategy in the non-simultaneous setting? This is typically
done by assuming that the strategies of players are in a computationally strict
Nash equilibrium (or some other variant of a Nash equilibrium) [14,23,33]. This
concept makes certain that if every player Pi ∈ P believes all other players in
P are following their prescribed strategy in the phase, then they have nothing
to gain in deviating from their own strategy and are penalised in some way
by deviating. In our construction, we need to ensure players strategies are in a
computationally strict Nash equilibrium when they additionally have access to
side-information related to the secret. We discuss this further in Appendix D.2
of the full version of this paper [24].

Another fundamental property of RSS is soundness. Simply put, soundness of
the reconstruction phase output means that the probability of players following
the scheme outputting an incorrect secret when another player deviates from
their own strategy is negligible.

Definition 4 (Soundness [10]). Reconstruction phase Γt,n is sound if for
every arbitrary alternative strategy σ′

i followed by player Pi for i ∈ [n], there
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exists a negligible function μ in the security parameter λ such that the following
holds:

Pr[ω−i(Γ, (σ′
i, σ−i)) �∈ {s,⊥}] ≤ μ(λ)

In our construction, as we shall see, we achieve this property by using a checking
share, similarly to [10]. A checking share is an actual share of the secret, kept
separate from the other shares and publicly broadcast to players. In order to for-
malise our scheme, discussed in Sect. 3, we recall the definition of a homomorphic
time-lock puzzle (HTLP) [31], on which our construction relies.

2.3 Homomorphic TLPs

Informally, a time-lock puzzle (TLP) scheme embeds a secret into a puzzle such
that it cannot be decrypted until a certain amount of time T has elapsed. The
seminal work of [35] outlined the characteristics of a TLP:

– Fast puzzle generation: namely, the time t required to generate a puzzle Z
must be t << T , for a given (time) hardness parameter T .

– Security against parallel algorithms: that is, the encapsulated secret s is dis-
guised within the puzzle Z for circuits of depth < T , regardless of the size of
the circuit.

However, when the decryptor is faced with a significant number of puzzles to
solve, a standard TLP scheme requires the decryptor to solve each individual
puzzle, which could be very inefficient. Driven by this limitation [31] introduced
the notion of a homomorphic TLP (HTLP), a scheme that compactly evaluates
puzzles homomorphically.

Homomorphic time-lock puzzles are augmented TLPs allowing anyone to
evaluate a circuit C over sets of puzzles (Z1, . . . ,Zn) homomorphically using
operation Ψ6, without the evaluator necessarily knowing the secret values
(s1, . . . , sn) encapsulated within the corresponding puzzles. The resulting output
(a puzzle Z) contains the circuit output C(s1, . . . , sn), and the hardness param-
eter T does not depend on the size of the circuit C that was evaluated (this is
called compactness).

Definition 5 (HTLP [31]). Let C = {Cλ}λ∈N be a class of circuits and let
secret space Sλ be a finite domain for security parameter λ. A homomorphic
time-lock puzzle (HTLP) with respect to C and Sλ is defined by a tuple of four
PPT algorithms (HP.Setup,HP.Gen,HP.Solve,HP.Eval) as follows:

– pp ← HP.Setup(1λ, T ) is a probabilistic algorithm that takes as input security
parameter 1λ and hardness parameter T and outputs public parameters pp.

– Z ← HP.Gen(pp, s) a probabilistic algorithm that takes as input the public
parameters pp and a secret s ∈ Sλ and outputs a puzzle Z.

6 What Ψ is depends on the application the HTLP is being used for. It could be
addition, multiplication or XOR for example.
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– s ← HP.Solve(pp,Z) is a deterministic algorithm that takes as input public
parameters pp and puzzle Z, and outputs a solution s.

– Z̃ ← HP.Eval(pp,C, Ψ,Z1, . . . ,Zn) is a probabilistic algorithm taking as input
a circuit C ∈ Cλ, parameters pp, homomorphic-operation Ψ , and a set of n
puzzles (Z1, . . . ,Zn), and outputs a master puzzle Z̃.

A HTLP scheme should satisfy correctness, security, and compactness. Infor-
mally, correctness means that if a scheme is executed properly, then the proba-
bility of the output being anything other than the solution is negligible. Captured
within the definition of the correctness of a HTLP scheme [31] is the time-delay
in solving a HTLP puzzle. Informally, given a puzzle evaluated in the scheme,
there exists a fixed polynomial over the security and time hardness parameters
which bounds the runtime solving the puzzle in the HTLP scheme.

Intuitively, a scheme is considered secure if the output of execution is indis-
tinguishable from random to an eavesdropping adversary. Compactness is a non-
trivial property requiring that the complexity of decrypting an evaluated cipher-
text does not depend on the function used to evaluate the ciphertext. Intuitively,
it means that the ciphertext size should not grow through homomorphic oper-
ations and the output length of the homomorphically evaluated ciphertext only
depends on the security parameter. In the context of a HTLP, compactness
therefore requires the size of the evaluated puzzle ciphertexts to be independent
of the size of the circuit, and for the runtime of the evaluation algorithm to be
independent of the hardness parameter T .

3 A Fair and Sound Non-simultaneous Rational Secret
Sharing Scheme

We consider a RSS scheme with the reconstruction phase defined as in Definition
2. In our construction, the dealer runs the share phase, where they sample a value
for the number of shares needed to reconstruct the secret, as well as splitting the
secret into shares and further into sub-shares, similarly to the approach in [10].
Then, the dealer distributes a unique, ordered list of sub-shares to each player,
alongside broadcasting public parameters.

The reconstruction phase works in rounds, with the n players in P performing
the communication phase and processing phase in parallel. In the first round of
the reconstruction phase, only the communication phase occurs. The processing
phase does not start until the second round onwards. Each round (after the first)
of the reconstruction phase works as follows. Players communicate (following the
order of their given list) the sub-share corresponding to the round of Γ that they
are in, one at a time. They must check at the end of the round that they have
obtained sub-shares from all other players.

At the same time, players process the sub-shares received in the previous
round, evaluating them over some function to obtain a share of the secret. After
a certain number of rounds, as decided by the dealer, a sufficient number of
shares will have been derived and players can use these shares to reconstruct
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the correct secret. The concept of rounds in RSS means that players gradually
recover the secret, by reconstructing just one share per round, motivating all
players to continue following the reconstruction phase.

More specifically, we let the dealer D be honest and non-interactive, only
taking part in the share phase. Following [25], we assume that the dealer
(information-theoretically) authenticates the shares distributed to players so
that a player cannot send an incorrect share to another player, and the set of
shares that a player sends to other players is unique. These assumptions translate
to only one of two actions that a player can perform in each round: communicate
(follow their strategy) or remain silent. We assume the players’ strategies in the
reconstruction phase are in a (computationally) strict Nash equilibrium in order
to motivate them to follow the phase and not deviate.

In the share phase of our construction, D samples r, the revelation value.
The revelation value signifies how many correctly run rounds, or equivalently,
how many recovered shares are sufficient for a player to reconstruct the secret.
D determines r by randomly sampling from an efficiently samplable discrete
distribution G, keeping the value secret from all players. Next, D obtains the
first (r + 1) shares of the secret s; where the 0th share s0 will be the checking
share and is kept separate and broadcast to all players before the reconstruction
phase. We note that the checking share is only used to verify the output of the
reconstruction phase, and cannot be used to reconstruct the secret itself. This
is necessary in order to ensure the soundness of the output.

Additionally, the dealer randomly samples a value d from an efficiently sam-
plable discrete distribution G′ and generates d fake shares, used to disguise
the value r. Typically both G and G′ are geometric distributions [10,18] (see
Appendix C of [24]). Letting m = r + d, the dealer proceeds to create n sub-
shares for each of the m shares, so that each player has a sub-share of every
share, for a total of m sub-shares in each of the n lists, one for each player.

Similarly to [30], we need the sub-shares to be encrypted before being dis-
tributed to a player in a way that no player can decrypt their sub-shares before
a round of communication is over. This is done so that players communicating
non-simultaneously do not know until after they have broadcast their share for
a given round, whether or not that was the revelation round. This is crucial to
achieve fairness and ensure that players continue to be motivated to follow the
scheme [21].

Our construction achieves this time delay using homomorphic time-lock puz-
zles (HTLPs), first introduced in [31] (see Definition 5). Using a HTLP scheme
with hardness parameter T , the dealer sets the time limit for each round of com-
munication to be bounded above by time T . Encrypting the sub-shares creates
so-called sub-puzzles7 of the sub-shares, which the dealer distributes as a list to
individual players before reconstruction begins.

7 We call the HTLP encryption of the sub-shares sub-puzzles for ease of understanding.
They are simply time-lock puzzles that can be homomorphically evaluated to obtain
a puzzle of the share which corresponds to the homomorphic evaluation of the given
sub-shares.
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Each round of the reconstruction phase Γr,r+1 has players communicate non-
simultaneously the corresponding sub-puzzle from their list, whilst processing
in parallel the sub-puzzles received from the previous round. In a round of the
communication phase, players must send their sub-share before time T . Once
this time has elapsed, a player checks that they have received (n−1) sub-puzzles
from the other players. In this case, in the next round of the reconstruction phase,
these n sub-puzzles will be processed.

In the processing phase, players work independently and evaluate the n sub-
puzzles from the previous round. In doing so, they will obtain a puzzle of the
share for the previous round. This is computationally correct given that the sub-
shares were derived by the dealer such that over some function the sub-shares
homomorphically compute this share. The puzzle of the share is decrypted using
the solve algorithm in the HTLP scheme to obtain the corresponding share.

Players attempt to reconstruct the actual secret from the shares that they
have reconstructed so far. They determine whether they have reached the rev-
elation round by using the checking share s0 to confirm whether their solution
is the real secret. If so, players output the secret s. If the reconstructed value
as determined by the checking share, is s′ �= s, the players do not output a
result. Instead, they will start the subsequent reconstruction phase round. Play-
ers repeat this cycle of steps until they have reconstructed the correct secret s
unless either of the following scenarios occurs:

1. A deviant player has quit communicating in a round of the phase. Even if
they correctly guess the right round to quit (round r), the time delay of the
encrypted sub-puzzles ensures that the deviant player cannot decrypt the
evaluated puzzle of the share before the end of a round.
The non-deviant players quit communicating if at the end of the round they
have received fewer than (n − 1) sub-puzzles. As a consequence, they cannot
reconstruct a puzzle share for that round and will have an insufficient number
of reconstructed shares, so the outcome for reconstruction will be ⊥. The
act of aborting means that no player learns the secret including the deviant
player, as they are identified as a cheater before they can reconstruct the
secret, if at all.

2. Players have sent the final, mth sub-puzzle from their list and so have no
more sub-puzzles to share after this round. Players quit communication and
attempt to reconstruct the secret from the shares that were reconstructed in
the previous rounds.

3.1 Our Construction

Given an honest, non-interactive dealer D and a set of n rational players P =
{P1, . . . , Pn} communicating non-simultaneously, we use a HTLP to build a fair
RSS scheme with sound output. Assume that each round of the reconstruction
phase is bounded by the time hardness parameter T .
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Definition 6 (Non-Simultaneous RSS Scheme).

Given security parameter λ, time hardness parameter T , an efficiently samplable
distribution of the set of secrets Sλ with operator Ψ , secret s ∈ Sλ, efficiently
samplable discrete distributions G,G′, we construct a RSS scheme with recon-
struction phase in the non-simultaneous setting as a tuple of three PPT algo-
rithms (Setup′,Share′,Recon′) from a secret sharing scheme (Setup,Share,Recon)
and a HTLP scheme
(HP.Setup,HP.Gen,HP.Solve,HP.Eval) as follows:

– Sharing Phase: The honest dealer D takes as input the secret s ∈ Sλ and
performs the following steps non-interactively:
1. pp′ ← Setup′(1λ, T ) a probabilistic algorithm on inputs 1λ, T in which

the dealer runs:
(a) pp1 ← HP.Setup(1λ, T ) which outputs public parameters pp1.
(b) pp2 ← Setup(1λ, T ) which outputs the public parameters pp2. Addi-

tionally let for r ←$ G be the sampled revelation value and d be a
random value d ←$ G′.

Outputs are sampled values r, d and public parameters pp′ := {pp1, pp2}.
2. {s0, {list1, . . . , listn}} ← Share′(pp′, s): a probabilistic algorithm that

takes as input the secret s ∈ Sλ and public parameters pp′. The out-
put consists of a checking share s0 and lists labelled listj for j ∈ [n], each
composed of m sub-puzzles for m = r + d.
(a) Run {s0, {s1, . . . , sr}} ← Share(pp2, s) a probabilistic algorithm with

inputs the public parameters pp2 and secret s ∈ Sλ. The outputs are
(r + 1) shares of the secret; the checking share s0 and si for i ∈ [r].

(b) {sr+1, . . . , sm} ←$ Sλ, randomly sample d fake shares from Sλ.
(c) For every i ∈ [m], compute the list of sub-shares {si,1, . . . , si,n} such

that si = Ψ
j∈[n]

si,j .

(d) Run Zi,j ← HP.Gen(pp1, si,j) a probabilistic algorithm that takes as
input sub-shares si,j and public parameters pp1, and outputs sub-
puzzles Zi,j , ∀i ∈ [m],∀j ∈ [n].

(e) D distributes listj = {Z1,j , · · · ,Zr,j ,Zr+1,j , · · · ,Zm,j} to the corre-
sponding player Pj , for every j ∈ [n].

3. The dealer distributes the following:
(a) D broadcasts {pp′, s0} to all P the public parameters pp′ and checking

share s0.
(b) D distributes listj to Pj for every j ∈ [n].

– Reconstruction Phase: All players in P = {P1, . . . , Pn} independently take
part in this phase.

1. Communication: We are in the kth round of the communication, for some
1 < k ≤ m.
(a) Pj sends to all of P the sub-puzzle Zk,j for every j ∈ [n] non-

simultaneously.
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(b) At the end of round k (after time T has elapsed), along with their
own sub-puzzle, player Pj should have received {Zk,1, . . . ,Zk,n} from
all of P .

(c) Move to round (k + 1) of communication and round k of processing,
unless fewer than (n−1) sub-puzzles have been received. In this case,
proceed to abort communication and move to 2c with reconstructed
shares {s1, . . . , sk−1}.

2. Processing: We are in round (k − 1) of processing, for some 1 < k ≤ m.8

For any j ∈ [n], Pj does the following:
(a) Zk−1 ← HP.Eval(pp1, T , Ψ,Zk−1,1, · · · ,Zk−1,n): Run the probabilistic

algorithm HP.Eval with inputs the public parameters pp1, hardness
parameter T , and the list of n sub-puzzles for the (k − 1)th round,
a player homomorphically evaluates sub-puzzles with operator Ψ to
output share puzzle Zk−1.

(b) sk−1 ← HP.Solve(pp1, T ,Zk−1): Run the probabilistic algorithm
HP.Solve that takes as input the public parameters pp1; hardness
parameter T ; and puzzle share Zk−1 and outputs secret share sk−1.
Output the round share sk−1 and move to reconstructing s.

(c) {s,⊥} ← Recon′(pp′, s0, {s1, . . . , sk−1}): where the players run
{s,⊥} ← Recon(pp2, {s1, . . . , sm}), a deterministic algorithm that
inputs public parameters pp2 and (k − 1) reconstructed shares of the
secret {s1, . . . , sk−1}. Player Pj uses checking share s0 to confirm the
soundness of their reconstructed value and outputs either the correct
secret s or abort ⊥.

(d) If Pj outputs ⊥, but no player quit in round k of communication and
every player Pj ∈ P has listj �= ∅, then players go to (k + 1)th round
of reconstruction phase. If either case holds, output ⊥.

We have the following result.

Theorem 1. Our non-simultaneous rational secret scheme (Setup′,Share′,
Recon′) satisfies correctness, fairness and soundness in the presence of side infor-
mation related to the secret, assuming the following properties:

– correctness, security, and compactness of the HTLP scheme,
– correctness and secrecy of the SS scheme,
– the checking share side information is correct, protocol-induced auxiliary

information.

We prove Theorem 1 in Appendix F of [24], demonstrating that our construction
satisfies correctness, achieves soundness in the non-simultaneous setting using
protocol-induced side information, and achieves fairness despite the presence of
this side-information by using a HTLP to provide a time-delay to the scheme.

8 At least one round of communication is required before players can start processing.
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More specifically, in our security analysis, we summarise the scenarios in
which a deviant player attempts to mislead. In particular, we demonstrate that
if a player aborts in a round k with respect to revelation round r, regardless
of the round that k is, the outcome for all players is the same. Analysing the
scenarios in which a players quits communicating aids the proofs of fairness
and correctness, by providing an intuition to the outcome of the reconstruction
phase.

Fairness of the scheme is proven as follows: we show that Definition 3 is
satisfied in our construction assuming the correctness and security of the HTLP
scheme [31] (definitions of which are provided in [24], Appendix A.2), which is
employed to implement a time-delay in the scheme. We use a reduction to break
the correctness and security of the HTLP scheme, contradicting our assumptions,
in order to show that there does not exist a deviant player with the ability to
decrypt a puzzle in time less than T . Furthermore, assuming the correctness and
secrecy of the underlying SS scheme (see Appendix A.3 [24]), we show that the
probability of a deviant player learning the secret, whilst other players do not,
is negligible in the security parameter λ. Observe that we additionally show in
[24] that the rational players strategies −→σ are in a computationally strict Nash
equilibrium (Appendix D.2, Definition 16 [24]) following the proofs of [10,30].

In order to prove soundness, we provide an Appendix E preceding the analysis
of Theorem 1 in the full version of our paper [24], to define the side information
used to achieve soundness. We closely follow the proof of [10] by firstly defining a
membership oracle. Informally, this is an oracle queried by players in reconstruc-
tion in order to check the soundness of their reconstructed value [30]. Following
[10], we claim and prove that the checking share in our construction can be used
in place of a sound membership oracle (see Definition 18, Appendix E [24]), as a
specific form of protocol-induced side information to ensure soundness. Finally,
we prove that our generic construction achieves soundness with a checking share
(found in Appendix F, Theorem 2 of [24]).

We defer the reader to [24], Appendix F for the full details of our proofs.

Next, we highlight the efficiency improvements our construction achieves by
using a HTLP over standard TLPs. We then discuss how our results improve
upon the scheme of [10], the most relevant related work.

HTLPs vs. TLPs. The homomorphic property of a HTLP scheme means that
solving a puzzle, the most computationally expensive step for the players, need
only be run once rather than n times in the processing phase of our scheme. The
computational cost of running HP.Solve is Ω(2T )-steps9.

Indeed, if we were to use a standard TLP in the processing phase of our
scheme, each player would independently have to solve each of the n sub-puzzles
using P.Solve, and then evaluate the n sub-shares to obtain the share for that
round. Conversely, by using a HTLP in our scheme, players must run HP.Eval

9 In a standard TLP scheme, the computational complexity of the puzzle-solving algo-
rithm P.Solve is the same as HP.Solve.
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once over the n sub-puzzles, outputting a master puzzle, and proceed to run
HP.Solve once on this master puzzle to obtain the corresponding share. Thus,
HTLPs are more efficient by a linear factor of n, where n corresponds to the
number of players participating in the reconstruction phase.

It is important that the homomorphic property of the HTLP scheme satisfies
the definition of compactness in [31] (found in the full version of this paper [24],
Appendix A.2, Definition 9). This means that the runtime of homomorphically
evaluating puzzles, is bounded above by a fixed polynomial that only depends
on the security parameter λ and not the time hardness parameter T . Otherwise,
the trivial solution would be indeed to use a standard TLP scheme.

Comparison with [10]. Our scheme closely follows the work of [10]. Their con-
struction involves linearly evaluating sub-shares encrypted using memory-bound
functions for the time-delay to ensure fairness of the scheme and reconstructing
the secret using Shamir’s SS scheme. In contrast, our generic construction uses
CPU-bound HTLPs to ensure a time-delay in rounds of the scheme, which we
have argued in the Introduction constitutes an improvement.

Furthermore, the construction of [10] requires players to independently
decrypt each share before they proceed to the secret reconstruction using Shamir
SS scheme. The advantage of using HTLPs is that they provide an efficiency
improvement for the honest players evaluating puzzles in comparison to using
standard TLPs. Therefore our contributions are the efficiency improvements for
honest players in homomorphically evaluating puzzles.

Finally, we have generalised our construction so that it can be adapted for
different applications. The HTLP schemes of [31] are flexible in using different
homomorphic operations and can be extended to using puzzles with varying lev-
els of hardness (different T values), with potential for public-coin setup schemes
and reusable setup schemes. Unlike [10] who provide a concrete scheme, our
construction is generic and adaptable to the application for which it is being
used.

3.2 A Concrete Instantiation

Our final contribution is to provide a concrete fair and sound RSS scheme by
instantiating our construction with a specific variant of Shamir’s SS scheme
and a multiplicative HTLP (MHTLP [31]). In more detail, we instantiate our
construction as follows:

– A multiplicative homomorphic threshold secret sharing scheme (Setup,
Share,Recon) (Appendix B of [24]), for a secret space Sλ over a finite group
with respect to multiplication, defined as in [11,13,40],

– A MHTLP scheme (MHP.Setup,MHP.Gen,MHP.Eval,MHP.Solve) (in [24],
Appendix B), which is multiplicatively homomorphic over a ring (JN , ·).
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The multiplicative operator ⊗ enables the dealer to split the ith share, for some
i ∈ [m], of the secret into n sub-shares in the following way,

si,n = si ·

⎛
⎝

n−1∏
j=1

si,j

⎞
⎠

−1

,

enabling players to homomorphically evaluate sub-puzzles by running MHP.Eval,
and MHP.Solve on the master puzzle output from evaluation to obtain the cor-
rectly reconstructed share for the ith round. To ensure soundness of the con-
crete instantiation, the dealer distributes a checking share s0 to all players.
This is computed as s0 = f(y0) (mod N), for some polynomial f determined
in the setup phase of the scheme from a multiplicative homomorphic threshold
SS scheme.

Whilst we have not implemented the concrete instantiation here, we note the
following: firstly, the inclusion of a MHTLP scheme to a secret sharing scheme
does increase the computational burden on the players participating in recon-
struction, however it provides the important property of fairness in our scheme
when soundness is additionally being provided by the means of side information.
Secondly, we use a multiplicative-homomorphic TLP rather than a standard
TLP in order to reduce the computational overhead for players by a linear factor.
Indeed, in the instantiation, one run of MHP.Eval is necessary, which translates
to n multiplications. This is followed by one run of MHP.Solve of complexity
Ω(2T ). If we used a plain TLP in the instantiation instead, assuming the same
parameters, we require n runs of HP.Solve of complexity Ω(2T ), followed by n
runs of HP.Eval, which means n multiplications.

In addition to the assumptions used in the security analysis of our generic
construction, the instantiation relies on standard cryptographic and number-
theoretical assumptions, including the sequential squaring and decisional Diffie-
Hellman assumptions for a MHTLP [31], found in Appendix A.2 of [24]. We defer
to [24] (Appendix C) for a full description of the instantiation of our construction.

Final Remarks. In this paper we have proposed a construction for a fair and
sound rational secret sharing scheme in the non-simultaneous setting of com-
munication from homomorphic time-lock puzzles. We have argued the benefits
of this novel approach, and we have suggested a concrete scheme, relying on
standard assumptions.
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Abstract. Motivated by the need of catering for changes of security pol-
icy during the deployment of distribution of trust, threshold changeable
secret sharing studies the construction of secret sharing schemes that
have a built-in mechanism that, when activated, transforms the scheme
into one with different access structures. By combining the two main
techniques frequently used in previous constructions: packing and fold-
ing, we construct optimal threshold changeable ramp schemes that cover
the full threshold change range, while known constructions either achieve
only reconstruction threshold change or change both privacy and recon-
struction thresholds but require the two thresholds to change proportion-
ally. We justify the claim that the full threshold change range for which
optimal schemes are possible is completely covered by proving a com-
pleteness result information-theoretically. The share size of these thresh-
old changeable ramp schemes are much bigger than the lower bounds for
plain ramp schemes (without requiring threshold changeability). This
suggests the natural open question of understanding the share size lower
and upper bounds for ramp schemes with built-in structures.

Keywords: Threshold changeable secret sharing · Universal threshold
changeable secret sharing · Communication efficient secret sharing ·
Admissible threshold change range

1 Introduction

Secret sharing, introduced independently by Blakley [3] and Shamir [18], plays
fundamental roles in many cryptographic applications. The goal in secret shar-
ing is to divide a secret s into a number of shares s1, . . . , sn that are distributed
among n participants such that the shares in an authorized subset of the players
can reconstruct the secret, while on the other hand, the shares in an unautho-
rized subset contains no information about the secret. A secret sharing is called
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perfect if all subsets of [n] are either authorized or unauthorized. The set of
authorized and unauthorized subsets define an access structure, of which the
most widely used is the so-called threshold access structure. A threshold secret
sharing scheme is defined with respect to an integer parameter r called recon-
struction threshold and satisfies the following property: Any set A ⊂ [n] with
|A| < r is an unauthorized set and any set A ⊂ [n] with |A| ≥ r is an autho-
rized set. A threshold secret sharing is then a perfect secret sharing. The Shamir
scheme with threshold r represents a secret as a finite field element and divides
it by first sampling a uniform random polynomial of degree at most r − 1 that
has the given secret as its constant term and then evaluating the random poly-
nomial at n distinct non-zero elements in the same finite field to generate the
shares. It is straightforward to verify that with r shares, the random polynomial
(including its constant term, the secret) can be recovered through interpolation
and any up to r − 1 shares contain no information about the secret. The Shamir
scheme is optimal in the sense that its secret (same size as each share) is the
largest possible for a threshold scheme. Let log be the logarithm to the base 2,
then the share size of Shamir scheme with n participants is at least log(n + 1)
bits, since we need n distinct non-zero evaluation points from the underlying
finite field for generating the n shares. It turns out that this is also almost the
best possible for a threshold scheme, even when we only share one bit secret [5].

The notion of threshold secret sharing can be relaxed to ramp secret shar-
ing which allows some subset of participants to learn some partial information
about the secret (no longer a perfect secret sharing). A ramp scheme is defined
with respect to two threshold parameters, the privacy threshold t and the recon-
struction threshold r. In a (t, r, n)-ramp scheme, the knowledge of any t shares
or fewer does not reveal any information about the secret, any r shares can be
used to reconstruct the secret and subsets of size in between t+1 and r − 1 may
reveal some partial information about the secret. We consider a threshold secret
sharing scheme with threshold r as a special case of a (t, r, n)-ramp scheme with
t = r − 1. We denote it a (r, n)-threshold scheme. The largest size of secret that
is possible for a (t, r, n)-ramp scheme is larger than the special case of threshold
scheme (proportional to the threshold gap g = r − t). If a (t, r, n)-ramp scheme
has minimum share size, then it is called an optimal (t, r, n)-ramp scheme, which
can be constructed by extending Shamir’s construction. The share size of this
approach, however, is much larger than the share size lower bound for a (t, r, n)-
ramp scheme, which is reversely proportional to the threshold gap g = r − t
[5]. The construction from algebraic geometric codes gives near optimal (t, r, n)-
ramp schemes that also have share size almost matching the share size lower
bound.

These secret sharing schemes with simple access structures (but can be
constructed with rich algebraic structures) are particularly important building
blocks in threshold cryptography [7], which is devoted to mitigate breakdowns
that result from differences between ideal and real implementations of crypto-
graphic algorithms by enabling distribution of trust across operators. In these
applications, we usually do not consider complicated access structures in the
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underlying secret sharing scheme, but crucially need some homomorphic proper-
ties. A good example is the application of secret sharing in the constructions of
secure multi-party computation [6]. Here we need the underlying secret sharing
scheme to allow for each participant to locally compute on his/her shares of a set
of secrets to generate a share of a function of the set of secrets. For example, each
participant adds up his/her share for secret one and his/her share for secret two
to obtain a share for the sum of the two secrets. Continuing on the motivation
of bridging ideal and real implementations of cryptographic algorithms, in real
life implementations the threshold is determined by a security policy based on
an assessment of the running environment. But more than often we encounter
a change of running environment during the life time of the system and need
to adjust the threshold. A standard solution is to discard all the stored data
and re-initiate the system use the new threshold, which demands huge compu-
tational and communicational resources. A much more economic solution would
be to build some flexibility into the underlying secret sharing scheme such that
during a change of running environment, each operator is prompt to (through
broadcast or some form of public discussion) locally apply a share conversion
function to transform a share of the secret sharing scheme corresponding to the
initial threshold to a share of one corresponding to the new threshold, and the
system seamlessly transits into one running with a different threshold.

The concept of threshold changeable secret sharing [1,4,8,15] was proposed
for different models in particular, the model studied in [15] assumes no secure
communication channels nor dealer intervention, hence allows for the local con-
version. A threshold scheme with minimum share size that can be converted
into such a ramp scheme with minimum share size and minimum combiner
communication complexity is defined to be optimal. An explicit construction of
such optimal (r,n)-threshold scheme threshold changeable to r’ was also given in
[15] using the geometric construction of Blakley [3]. There are follow up works
on this model of threshold changeability that gave new constructions of opti-
mal (or near optimal) threshold changeable secret sharing with various features
[11,14,21,22]. For example, the packed Shamir scheme construction in [21] is
essentially an optimal construction for threshold changeable secret sharing and
[22] proposed a variant of the construction that reduces the share size. All these
constructions consider the special case of changing the reconstruction threshold
(the privacy threshold remains the same), which makes this model of threshold
changeable secret sharing coincides with the study of communication efficient
secret sharing [21], where the goal is to minimise the overall download band-
width for reconstructing the secret through contacting a given number (bigger
than the threshold of the threshold scheme) of shares and only download partial
information from each share.

For the above applications in threshold cryptography sketched above, we
would need a threshold changeable secret sharing that is capable of both privacy
threshold and reconstruction threshold changes. The constructions of threshold
changeable secret sharing in [19,20] not only allow both privacy threshold and
reconstruction threshold to change at the same time, but also enjoy the freedom
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of choosing the new thresholds after the secret is shared by the dealer. The later
property is termed universal in the line of works on communication efficient
secret sharing [2,9,16]. Threshold changeable secret sharing with both privacy
threshold and reconstruction threshold change was formerly defined for general
threshold change range (t, r, n) → (t′, r′, n) and a new construction with uni-
versal property was proposed in [13]. Interestingly, the constructions in [19,20]
and [13], though using totally different philosophy, yield schemes with the same
threshold change pattern, more concretely, the initial thresholds (t, r) and the
new thresholds (t′, r′) satisfy the relation

t′

t
=

r′

r
.

This leaves open the question of whether (optimal) threshold changeable secret
sharing can be constructed for thresholds not satisfying t′

t = r′
r and moreover,

what is the complete range of threshold change that admits (optimal) threshold
changeable secret sharing.

Our Contributions. We propose a generic construction that takes a threshold
changeable ramp scheme that only changes its reconstruction threshold (this
is also known as a communication efficient secret sharing) and construct a
(t, r, n) → (t′, r′, n) threshold changeable ramp scheme that is capable of chang-
ing both privacy and reconstruction thresholds for any 1 < t′

t < r′
r . Threshold

changeable ramp schemes with this type of threshold change range was not
known before. We then show that when the input threshold changeable ramp
scheme is optimal, the (t, r, n) → (t′, r′, n) threshold changeable ramp scheme
constructed using the generic construction is also optimal. We then obtain opti-
mal (t, r, n) → (t′, r′, n) threshold changeable ramp schemes for the new thresh-
old change range 1 < t′

t < r′
r . These new optimal threshold changeable ramp

schemes together with the optimal threshold changeable ramp schemes that only
change the reconstruction threshold (t′ = t) and those with proportional changes
of both privacy and reconstruction thresholds t′

t = r′
r cover the threshold change

range 1 ≤ t′
t ≤ r′

r . We take one step further and consider a (t, r, n)-ramp
scheme which is capable of changing its thresholds to a set of new threshold pairs
T = {(t′k, r

′
k)} universally, where T contains all the pair (t′k, r

′
k) that satisfies

1 ≤ t′
k

t ≤ r′
k

r . With the above newly constructed optimal threshold changeable
ramp schemes, we are now, for the first time, able to construct a universal thresh-
old changeable ramp scheme such that for each new threshold pair (t′k, r

′
k) in the

set T , the scheme is an optimal (t, r, n) → (t′k, r
′
k, n) threshold changeable ramp

scheme. We then call such universal threshold changeable ramp scheme universal
optimal threshold changeable ramp scheme. We note here that our results are
readily extended to near optimal cases that greatly reduce the share size, by
plugging in the algebraic geometry codes based secret sharing constructions. We
discuss these developments in the full version of this paper.
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We also obtain results that argue to the effect that the threshold change
range t < r < r′, t′ < r′ ≤ n, 1 ≤ t′

t ≤ r′
r , namely,

t < r < r′, t′ < r′ ≤ n, 1 ≤ t′

t
≤ r′

r
(1)

is complete range that admits constructions of optimal threshold changeable
ramp schemes. For clarity, we write the proofs for ramp schemes with full recon-
struction, which means that the reconstruction algorithm not only reconstructs
the secret but also reconstructs the full share vector. We present two claims to
describe the relationship about thresholds r, r′, t, t′ and the entropy of the shares
between the initial (t, r, n)-ramp scheme and resulting (t′, r′, n)-ramp scheme.
We then apply claims to an optimal (t, r, n) → (t′, r′, n) ramp scheme, and
get the range (1) by using some bounds about share sizes which have been
given in [10,13]. We further find that this range is covered by our construc-
tions together with [2,13], which means the range (1) is complete range that
admits constructions of optimal threshold changeable ramp schemes. In other
words, we get a necessary and sufficient condition for the existence of an opti-
mal (t, r, n) → (t′, r′, n) ramp scheme. Meanwhile, a range

t < r, t ≤ t′ < r′ ≤ n, r′ − t′ > r − t,

that presented in [13] is only a necessary condition.

Open Questions. Lower and upper bounds on share size for secret sharing
(even sharing one bit secret) with a given access structure is a fundamental topic
in secret sharing. For simple access structures such as (r, n)-threshold scheme
and more generally (t, r, n)-ramp scheme, there are known tight bounds [5]. Our
study of threshold changeable secret sharing suggests an interesting problem of
bounding the share size of simple secret sharing schemes with threshold change
properties. It can be observed that the share size of the constructed thresh-
old changeable secret sharing schemes increases as the amount of flexibility in
threshold change increases and there is a big gap between the lower bound of
plain ramp secret sharing and the constructed threshold changeable secret shar-
ing. It is interesting to see how much a particular threshold change requirement
affects the share size lower bound of a ramp scheme.

Related Works. The works most related to this work are the lattice based
construction [19,20] and the binary secret sharing based construction [13] of
(t, r, n) → (t′, r′, n) ramp secret sharing. Firstly, in terms of the coverage of the
threshold change range, all previous constructions only achieve the threshold
change type 1 < t′

t = r′
r while the results presented in this work cover the full

range of 1 ≤ t′
t ≤ r′

r . Secondly, on one hand, the universal threshold changeable
ramp secret sharing constructed in all previous works have small share size while
the universal variants constructed in this work are huge. On the other hand, the
universal threshold changeable ramp secret sharing constructed in all previous
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works have weaker forms of privacy/correctness definitions. Though the initial
schemes are standard Shamir scheme and Chinese Remainder Theorem secret
sharing, the privacy of the resulting ramp scheme after applying the share con-
version functions in [19,20] is probabilistic over the randomness of some public
parameters and the secrecy guarantee is to leak at most a ηH(S) bits of entropy,
where η can be made as small as one wishes when the secret is uniformly dis-
tributed. The binary secret sharing based construction of [13] gives statistical
secret sharing, where the privacy is measured by statistical distance. There are
evidence that standard secret sharing and secret sharing with weaker form of
privacy/correctness definitions obey different share size bounds [12].

2 Preliminaries

Let X denote a random variable. The Shannon entropy of X is denoted by H(X).
The mutual information between X and Y is given by

I(X;Y) = H(X) − H(X|Y) = H(Y) − H(Y|X),

where H(Y|X) denotes the conditional Shannon entropy.

Definition 1. Let P = {P1, . . . , Pn} be a group of n participants (a.k.a. share-
holders). Let S be the set of secrets and a secret s ∈ S is denoted in boldface.
Let Si be the share space of the participant Pi. A secret sharing scheme of n
participants is a pair of algorithms: the dealer and the combiner. For a given
secret from S and some random string from R, the dealer algorithm applies the
mapping

D : S × R → S1 × · · · × Sn

to assign shares to participants from P. The shares of a subset A ⊂ [n] of
participants can be input into the combiner algorithm

C :
∏

Pi∈A
Si → S

to reconstruct the secret.

Definition 2. A (t, r, n)-ramp scheme is a secret sharing scheme with n partic-
ipants such that the combiner algorithm always reconstructs the correct secret for
any A ⊂ [n] of size |A| ≥ r and for any A ⊂ [n] of size |A| ≤ t, no information
about the secret can be learned from pooling their shares together. Moreover if
t < r − 1, for any A ⊂ [n] of size t < |A| < r, neither the combiner algorithm
can uniquely reconstruct a secret nor the secret can remain unknown. That is r
is the smallest integer such that correct reconstruction is guaranteed and t is the
biggest integer such that privacy is guaranteed. We associate a probability with
each s ∈ S and obtain a random secret S ← S. The share vector obtained from
sharing the random secret S is denoted by

V ← S1 × · · · × Sn.
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Let H(S|VA) denote the entropy of the random variable S conditioned on the
knowledge of the shares held by the participants in A. The above conditions defin-
ing a (t, r, n)-ramp scheme can be described information-theoretically as follows.

– Correctness: H(S|VA) = 0, for any A ⊂ [n] of size |A| ≥ r;
– Privacy: H(S|VA) = H(S), for any A ⊂ [n] of size |A| ≤ t;
– Ramp security: 0 < H(S|VA) < H(S), for any A ⊂ [n] of size t < |A| < r.

The parameter t is called the privacy threshold and the parameter r is called the
reconstruction threshold. The difference of these two thresholds is called the gap
and denoted by g = r − t. The last item ramp security in Definition 2 is void
when t = r − 1, as there is no integer lying in between t and r. In this case when
the gap g = 1, we call it a (r,n)-threshold scheme for short.

Definition 3 ([13]). A (t, r, n)-ramp scheme threshold changeable to (t′, r′, n),
or a (t, r, n) → (t′, r′, n) ramp scheme for short, is a (t, r, n)-ramp scheme
together with a set of publicly known share conversion functions

hi : Si → S ′
i, i = 1, . . . , n,

and a new combiner algorithm

C′ :
∏

Pi∈A
S ′
i → S

for a subset A ⊂ [n] of participants such that the following properties are sat-
isfied. The share conversion function hi convert the share si ∈ Si of the ith
participant Pi into a new share s′

i = hi(si) ∈ S ′
i. The new combiner algorithm

C′ always reconstructs the correct secret for any A ⊂ [n] of size |A| ≥ r′ and for
any A ⊂ [n] of size |A| ≤ t′, no information about the secret can be learned from
pooling their new shares together. Moreover for any A ⊂ [n] of size t′ < |A| < r′,
neither the combiner algorithm can uniquely reconstruct a secret nor the secret
can remain unknown. That is r′ is the smallest integer such that correct recon-
struction is guaranteed and t′ is the biggest integer such that privacy is guar-
anteed. We associate a probability with each s ∈ S and obtain a random secret
S ← S. The share vector obtained from sharing the random secret S and then
applying the share conversion functions is denoted by

V′ ← S ′
1 × · · · × S ′

n.

Let H(S|V′
A) denote the entropy of the random variable S conditioned on the

knowledge of the new shares held by the participants in A. The above conditions
can be described information-theoretically as follows.

– Correctness: H(S|V′
A) = 0, for any A ⊂ [n] of size |A| ≥ r′;

– Privacy: H(S|V′
A) = H(S), for any A ⊂ [n] of size |A| ≤ t′;

– Ramp security: 0 < H(S|V′
A) < H(S), for any A ⊂ [n] of size t′ < |A| < r′.
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In Definition 3, the set of share conversion functions {hi}i∈[n] together with
the dealer algorithm D of the initial (t, r, n)-ramp scheme in fact define a new
dealer algorithm D′ through composition of functions.

D′ : S × R → S ′
1 × · · · × S ′

n. (2)

This new dealer algorithm D′ together with the new combiner algorithm C′

define a new secret sharing scheme. In this interpretation, a (t, r, n) → (t′, r′, n)
ramp scheme is a (t, r, n)-ramp scheme equipped with a set of share conversion
functions that can transform it into a (t′, r′, n)-ramp scheme.

Theorem 1 ([13]). Let Π be a (t, r, n) → (t′, r′, n) ramp scheme, where r <
r′ ≤ n and t ≤ t′ < r′ − (r − t). Let hi : Si → S ′

i, i = 1, . . . , n, be its share
conversion functions. Then the following three bounds hold.

1. Bound on initial share size: max
1≤i≤n

log |Si| ≥ H(S)
r−t ;

2. Bound on new share size: max
1≤i≤n

log |S ′
i| ≥ H(S)

r′−t′ ;

3. Bound on combiner communication complexity: for any I ⊂ [n] of | I |= r′,

∑

i∈I

log |S ′
i| ≥ r′H(S)

r′ − t′
.

Definition 4 ([13]). A (t, r, n) → (t′, r′, n) ramp scheme is called optimal if
equality is achieved in all the bounds in Theorem 1.

In other words, a (t, r, n) → (t′, r′, n) ramp scheme is optimal if and only
if both its initial scheme with (D,C) and its new scheme with (D′,C′) have
minimum share size, where D′ is the composition of the initial dealer algorithm D
and the share conversion functions {hi}i∈[n] as described in (2). Our focus in this
work is the range of achievable new privacy threshold t′ and new reconstruction
threshold r′ by optimal (t, r, n) → (t′, r′, n) ramp schemes.

3 Constructions with New Threshold Change Range

We begin with describing our generic construction, which can be understood as
a compiler that takes a threshold changeable secret sharing that only changes
reconstruction threshold to one that changes both privacy and reconstruction
thresholds.

3.1 Generic Construction

Let t, t′, u, v be positive integers such that 1 ≤ v

u
=

t′

t
. Let Π̃ be a (tv, rv, nv) →

(tv, r′u, nv) ramp scheme. Let Π̃′ denote the resulting (tv, r′u, nv) scheme after
applying the share conversion functions of Π̃. We aim to construct a (t, r, n) →
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(t′, r′, n) ramp scheme Π out of Π̃. The idea of the construction is illustrated in
Fig. 1. The scheme Π is simply the v-folding of Π̃. We then define the share con-
version functions of Π with respect to share conversion functions of Π̃ such that
resulting (t′, r′, n) scheme (call it Π′) after applying share conversion functions
of Π is the u-folding of the Π̃′.

Fig. 1. Generic construction of a (t, r, n) → (t′, r′, n) ramp scheme with 1 ≤ v

u
=

t′

t
.

Construction 1 : Generic construction

Let the dealer algorithm D̃, combiner algorithm C̃, share conversion functions
{h̃j} and new combiner algorithm C̃′ of Π̃ be as follows.

D̃ : S × R → S̃1 × · · · × S̃nv; C̃Ã :
∏

P̃j∈Ã
S̃j → S,

for Ã ⊂ [nv] and

h̃j : S̃j → S̃ ′
j , j = 1, . . . , nv; C̃′

Ã :
∏

P̃j∈Ã
S̃ ′
j → S,

for Ã ⊂ [nv].
The dealer algorithm D, combiner algorithm C, share conversion functions

{hj} and new combiner algorithm C′ of Π are defined as follows.

1. Dealer algorithm D: Given a secret s from S, the dealer samples a random
string from R and use the dealer algorithm D̃ of Π̃ to generate

{s̃j ∈ S̃j |j = 1, 2, . . . , nv}.

The dealer prepares n shares by v-folding the above share vector of Π̃.

si � (s̃(i−1)v+1, s̃(i−1)v+2, . . . , s̃iv), i ∈ [n].

The dealer then distributes si to the ith participant Pi for i ∈ [n].
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2. Combiner algorithm C: Given any A ⊂ [n] of size |A| ≥ r, for si, i ∈ A, the
combiner parses

si = (s̃(i−1)v+1, s̃(i−1)v+2, . . . , s̃iv).

The combiner then recovers Ã ⊂ [nv] from A ⊂ [n] and invoke the combiner
algorithm C̃ of Π̃ with Ã ⊂ [nv] on the parsed si, i ∈ A.

3. Share conversion functions: For any i ∈ [n], the public known share conver-
sion function

hi :
iv∏

j=(i−1)v+1

S̃j �−→
iv−(v−u)∏

j=(i−1)v+1

S̃ ′
j

for the ith participant Pi is defined as follows.

hi(si)
= hi(s̃(i−1)v+1, s̃(i−1)v+2, . . . , s̃(i−1)v+u, s̃(i−1)v+u+1, s̃(i−1)v+u+2, . . . , s̃iv)

= (h̃(i−1)v+1(s̃(i−1)v+1), h̃(i−1)v+2(s̃(i−1)v+2), . . . , h̃(i−1)v+u(s̃(i−1)v+u))

� s′
i.

4. New combiner algorithm C′: Given any A ⊂ [n] of size |A| ≥ r′, for s′
i, i ∈ A,

the combiner parses

s′
i = (s̃′

(i−1)v+1, s̃
′
(i−1)v+2, . . . , s̃(i−1)v+u).

The combiner then recovers Ã ⊂ [nv] from A ⊂ [n] and invoke the combiner
algorithm C̃′ of Π̃′ with Ã ⊂ [nv] on the parsed s′

i, i ∈ A.

Lemma 1. Construction 1 gives a (t, r, n) → (t′, r′, n) threshold changeable
secret sharing.

Proof. Since each share si consists of v shares of Π̃, then it is easy to check that
the dealer algorithm D and combiner algorithm C form a (t, r, n)-ramp scheme.

Next, we prove that Π is a (t, r, n) → (t′, r′, n) ramp scheme with share
conversion functions {hj} and new combiner algorithm C′. According to our
short-hand notation, h̃j(s̃j) is a share of Π̃′ for j = 1, . . . , nv. This means that
each s′

i = hi(si) consists of u shares of Π̃′ for i = 1, . . . , n. (In the process of share
conversion of Π, nv −nu shares of Π̃′ are dropped.) We now verify explicitly the
three defining properties for the share conversion functions and new combiner
algorithm.

– Correctness: Since lu ≥ r′u for any l ≥ r′, then, from the combiner algorithm
C′ and correctness of Π̃′, we have H(S|V′A) = 0, for any A ⊂ [n] of size
|A| ≥ r′.
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– Privacy: Since t, t′, u, v are positive integers such that 1 ≤ v

u
=

t′

t
, for any

l ≤ t′ we have

lu =
l

t′
tv ≤ tv.

From the combiner algorithm C′ and privacy of Π̃′, we get H(S|V′A) = H(S),
for any A ⊂ [n] of size |A| ≤ t′.

– Ramp security: Let t′ < l < r′. Since 1 ≤ v

u
=

t′

t
, then

tv <
l

t′
tv = lu < r′u =

t

t′
r′v ≤ r′v.

From the combiner algorithm C′ and ramp security of Π̃′, we derive 0 <
H(S|V′A) < H(S), for any A ⊂ [n] of size t′ < |A| < r′.

According to Definition 3, the scheme Π obtained from Construction 1 is a
(t, r, n) → (t′, r′, n) ramp scheme.

3.2 New Optimal Threshold Changeable Secret Sharing

Theorem 2. For any positive integers t, t′, r, r′, n satisfying t < r, t′ < r′ ≤ n
and 1 < t′

t < r′
r , there is an optimal (t, r, n) → (t′, r′, n) threshold changeable

secret sharing scheme with share size tt′(r′−t′)
gcd2(t′,t) log q, where q is a prime power

such that q > nt′
gcd(t′,t) .

Proof. Since 1 < v
u = t′

t < r′
r , then r′u > rv, and so we let Π̃ be an optimal

(tv, rv, nv) → (tv, r′u, nv) ramp scheme that constructed in [2].

– Applying Π̃ and its share conversion functions to Construction 1, we can
get an optimal (t, r, n) → (t′, r′, n) ramp scheme. Indeed, Π is a (t, r, n) →
(t′, r′, n) ramp scheme from Lemma 1. Since Π̃ is an optimal (tv, rv, nv) →
(tv, r′u, nv) ramp scheme, then, the share size of Π̃ and Π̃′ are

log |S̃j | =
H(S)

v(r − t)
, log |S̃ ′

j | =
H(S)

r′u − tv
,

respectively. From Construction 1 we know that the share size of Π and Π′

are

log |Si| = v log |S̃j | =
H(S)
r − t

and

log |S ′
i| = u log |S̃ ′

j | =
H(S)

r′ − tv
u

=
H(S)
r′ − t′

respectively, which implies that Π is an optimal (t, r, n) → (t′, r′, n) ramp
scheme from Theorem 1 and Definition 4.
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– Let v = t′
gcd(t′,t) , then v is the smallest positive integer such that u is a positive

integer and v
u = t′

t . On the other hand, from [2] we have

H(S) = v(r − t)(r′u − tv) log q

with q > nv. Then the share size bound of Π is

log |Si| =
H(S)
r − t

=
tt′(r′ − t′)
gcd2(t′, t)

log q,

where q is a prime power such that q > nt′
gcd(t′,t) .

3.3 Extending the Results to Universal Threshold Change

Definition 5. A universal threshold changeable (t, r, n)-ramp scheme with
respect to a set T ⊂ [n]× [n] of new thresholds is a (t, r, n)-ramp scheme together
with publicly known share conversion functions

h
(t′,r′)
i : Si → S(t′,r′)

i , i = 1, . . . , n, (t′, r′) ∈ T ,

and combiner algorithms

C(t′,r′) :
∏

Pi∈A
S(t′,r′)
i → S, (t′, r′) ∈ T ,

for a subset A ⊂ [n] of participants such that the following properties are satis-
fied. The share conversion function h

(t′,r′)
i converts the share si ∈ Si of the ith

participant Pi into a new share s
(t′,r′)
i = h

(t′,r′)
i (si) ∈ S(t′,r′)

i . The new combiner
algorithm C(t′,r′) correctly reconstructs the secret for any A ⊂ [n] of size |A| ≥ r′

and for any A ⊂ [n] of size |A| ≤ t′, no information about the secret is contained
in new shares specified by A. Moreover for any A ⊂ [n] of size t′ < |A| < r′, nei-
ther the combiner algorithm can uniquely reconstruct a secret nor the secret can
remain unknown. That is r′ is the smallest integer such that correct reconstruc-
tion is guaranteed and t′ is the biggest integer such that privacy is guaranteed.
We associate a probability with each s ∈ S and obtain a random secret S ← S.
The share vector obtained from sharing the random secret S and then applying
the share conversion functions is denoted by

V(t′,r′) ← S(t′,r′)
1 × · · · × S(t′,r′)

n .

Let H(S|V(t′,r′)
A ) denote the entropy of the random variable S conditioned on the

knowledge of the new shares held by the participants in A. The above conditions
can be described information-theoretically as follows.

– Correctness: H(S|V(t′,r′)
A ) = 0, for any A ⊂ [n] of size |A| ≥ r′;

– Privacy: H(S|V(t′,r′)
A ) = H(S), for any A ⊂ [n] of size |A| ≤ t′;

– Ramp security: 0 < H(S|V(t′,r′)
A ) < H(S), for any A ⊂ [n] with t′ < |A| < r′.
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We say a (t, r, n) → T ramp scheme is optimal if each (t, r, n) → (t′, r′, n) ramp
scheme is optimal for any (t′, r′) ∈ T .

Theorem 3. For any set T = {(t′1, r
′
1), (t

′
2, r

′
2), . . . , (t

′
m, r′

m)} with positive inte-
gers r, r′

k, t, t
′
k satisfying t < r < r′

k, t
′
k < r′

k ≤ n, 1 ≤ t′
k

t ≤ r′
k

r and k = 1, . . . , m,
there is an optimal (t, r, n) → T threshold changeable secret sharing scheme with
share size bound

v · lcm

(
tv(r′

k1
− t′k1

)
t′k1

, · · · ,
tv(r′

km∗ − t′km∗ )
t′km∗

)
log q,

where

v = lcm
(

t′1
gcd(t, t′1)

,
t′2

gcd(t, t′2)
, . . . ,

t′m
gcd(t, t′m)

)
,

m∗ = |T̃ ∗|, T̃ ∗ =
{

(tv,
tvr′

k

t′k
)|r

′
k

r
	= t′k

t
, for k = 1, . . . ,m

}
,

denote T̃ ∗ by

{
(tv,

tvr′
kl

t′kl

) ∈ T̃ ∗ for l = 1, . . . ,m∗
}

,

and q > nv is a prime power.

Proof. Since r, r′
k, t, t

′
k are positive integers such that 1 ≤ t′

k

t ≤ r′
k

r , then r
t ≤ r′

k

t′
k

for k = 1, . . . ,m. Without loss of generality, we let

r

t
≤ r′

m

t′m
≤ r′

m−1

t′m−1

≤ · · · ≤ r′
2

t′2
≤ r′

1

t′1
.

Let v
uk

= t′
k

t for k = 1, . . . ,m, then rv = r
t tv ≤ r′

m

t′
m

tv = r′
mum, and similarly we

have

tv < rv ≤ r′
mum ≤ r′

m−1um−1 ≤ · · · ≤ r′
2u2 ≤ r′

1u1 = r′
1v

t

t′1
≤ nv.

Clearly, T ∗ = {(tv, r′
kuk)|r′

kuk 	= rv, v
uk

= t′
k

t , for k = 1, . . . ,m}. If T ∗ = ∅,
namely,

r

t
=

r′
m

t′m
=

r′
m−1

t′m−1

= · · · =
r′
2

t′2
=

r′
1

t′1
,

then there is an optimal (t, r, n) → T ramp scheme by using folding technique
[13], where the share size bound is v log q and satisfies our statements. Next, we
consider the case T ∗ 	= ∅.

– Let Π̃(tv,rv) be an optimal (tv, rv, nv) → T ∗ ramp scheme that is constructed
in [2]. Let (t′, r′) ∈ T .
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• If 1 ≤ v
u = t′

t < r′
r , then (tv, r′u) ∈ T ∗, which means Π̃(tv,rv) is an optimal

(tv, rv, nv) → (tv, r′u, nv) ramp scheme. Moreover, Theorem 2 can be easily
extended from 1 < v

u = t′
t < r′

r to 1 ≤ v
u = t′

t < r′
r , and then we get an

optimal (t, r, n) → (t′, r′, n) ramp scheme.
• If 1 < v

u = t′
t = r′

r , then there is an optimal (t, r, n) → (t′, r′, n) ramp scheme
by using folding technique [13].

In a word, there is an optimal (t, r, n) → T ramp scheme if T ∗ 	= ∅.

– Let v = lcm( t1
gcd(t,t1)

, t2
gcd(t,t2)

, . . . , tm
gcd(t,tm) ), then v is the smallest positive

integer such that u is a positive integer and v
u = t′

t for any (t′, r′) ∈ T . On
the other hand, from [2] we have that the share size of Π̃(tv,rv) is log |S̃(tv,rv)

j | =
H(S)

v(r−t) , where

H(S) = v(r − t) · lcm

(
tv(r′

k1
− t′k1

)
t′k1

, . . . ,
tv(r′

km∗ − t′km∗ )
t′km∗

)
log q.

Then the share size of this optimal (t, r, n) → T ramp scheme is

log |S(t,r)
i | = v · log |S̃(tv,rv)

j |

= v · lcm

(
tv(r′

k1
− t′k1

)
t′k1

, . . . ,
tv(r′

km∗ − t′km∗ )
t′km∗

)
log q.

(3)

In conclusion, there is is an optimal (t, r, n) → T ramp scheme, and its share
size is bounded by equation (3).

4 Completeness Results for Secret Sharing with Full
Reconstruction

The definition of full reconstruction threshold is given by Nielsen and Simkin
[17] recently. It defines how many shares are needed to reconstruct all shares
of a secret sharing. We restrict to a special class of secret sharing whose full
reconstruction thresholds are the same as their reconstruction thresholds, and
then argue that the new optimal threshold changeable ramp schemes constructed
in this work together with the constructions from [2,13] cover the full admissible
threshold change range.

Definition 6. For a (t, r, n)-ramp scheme with share vector

V ← S1 × · · · × Sn,

we say it has full reconstruction if H(V|VA) = 0 for any A ⊂ [n] of size |A| ≥ r.



Optimal Threshold Changeable Secret Sharing 375

Many secret sharing schemes have full reconstruction such as Shamir’s (r, n)
secret sharing scheme. Any r participants can reconstruct the random polyno-
mial f(x) with Lagrange interpolating formula, and then all the shares can be
computed with public known values xi for i ∈ [n]. This is also true for the opti-
mal threshold secret sharing schemes constructed in [2,9,13,16,22]. Clearly, this
class of schemes have been used in many scenarios. We assume all the secret
sharing schemes have full reconstruction in the following.

Theorem 4. Let r, r′, t, t′, n be positive integers. Then there is an optimal
(t, r, n) → (t′, r′, n) ramp scheme if and only if t < r < r′, t′ < r′ ≤ n and
1 ≤ t′

t ≤ r′
r .

Proof. We begin by presenting two claims, which will make our proof more
clearly.

Claim (1). If Π is a (t, r, n) → (t′, r′, n) ramp scheme, then

H(Si) ≥ H(S ′
i),H(V′

A′ |VA′) = 0,H(VA) ≥ H(V′A′),

where i ∈ [n], and A,A′ ⊂ [n] of size |A| = r and |A′| = r′ respectively.

Proof of Claim (1): Let si ∈ Si and s′
i ∈ S ′

i be the shares of Π and Π′ respectively,
then s′

i = hi(si) with public known share functions hi for i ∈ [n]. Consequently,
H(S ′

i|Si) = 0 and H(Si) ≥ H(S ′
i). This implies that for any A,A′ ⊂ [n] of size

|A| = r and |A′| = r′, we have H(V′
A′ |VA′) = 0. From Definition 6 we know

that H(V|VA) = 0. Meanwhile, VA′ ⊂ V, and so H(V′
A′ |VA) = 0. By the chain

rule of mutual information we have

I(VA,V′
A′) = H(V′

A′) − H(V′
A′ |VA)

= H(VA) − H(VA|V′
A′).

Therefore

H(VA) = H(V′
A′) − H(V′

A′ |VA) + H(VA|V′
A′)

= H(V′
A′) + H(VA|V′

A′)
≥ H(V′

A′).

Claim (2). If Π is a (t, r, n) → (t′, r′, n) ramp scheme, then

t < r ≤ r′, t ≤ t′ < r′ ≤ n, (t, r) 	= (t′, r′).

Proof of Claim (2): It is straightforward that t < r, t′ < r′ ≤ n and (t, r) 	= (t′, r′)
from Definition 3. Next, we give the proof of r ≤ r′. For any A′ ⊂ [n] of size
|A′| = r′, we have H(S|V′

A′) = 0. Since H(V′
A′ |VA′) = 0 from Claim 4, then

H(S|VA′) = 0, which implies that r′ = |A′| ≥ r from Definition 2. Finally, we
prove t ≤ t′ which has been given by Lin et al. [13]. From s′

i = hi(si) we know
that no information can be generated other than those already contained in si.
Since t participants learn nothing about the secret with their initial shares si, we
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then obtain that any set of t new shares s′
i does not contain information about

the secret. This indicates that t ≤ t′, and then complete the proof of this claim.
Next, we prove this theorem. Assume that Π is an optimal (t, r, n) → (t′, r′, n)

ramp scheme, then t < r ≤ r′, t ≤ t′ < r′ ≤ n and (t, r) 	= (t′, r′) from Claim
(2). Moreover, the share size of Π and Π′ are minimum, namely,

log |Si| = H(Si) =
H(S)
r − t

, log |S′
i| = H(S′

i) =
H(S)
r′ − t′

,

for any i ∈ [n]. Since H(Si) ≥ H(S′
i) from Claim (1), then r − t ≤ r′ − t′, which

shows that r < r′ for r ≤ r′, t ≤ t′ and (t, r) 	= (t′, r′). Let A,A′ ⊂ [n] of size
|A| = r and |A′| = r′ respectively, then, from Theorem 5 and Result 3 in [10]
we have

rH(S)
r − t

≤ H(VA) ≤
∑

i∈A
H(Si) =

rH(S)
r − t

and
r′H(S)
r′ − t′

≤ H(V′
A′) ≤

∑

i∈A′
H(S′

i) =
rH(S)
r′ − t′

.

This implies that H(VA) =
rH(S)
r − t

and H(V′
A′) =

r′H(S)
r′ − t′

. Since H(VA) ≥

H(V′A′) from Claim (1), then
r′

r
≤ r′ − t′

r − t
. From the above discussion, we

have t < r < r′, t ≤ t′ < r′ ≤ n and
r′

r
≤ r′ − t′

r − t
, which are equivalent to

t < r < r′, t′ < r′ ≤ n and 1 ≤ t′
t ≤ r′

r . This gives the proof of the necessary
part of this theorem.

On the other hand, there is an optimal (t, r, n) → (t′, r′, n) ramp scheme
under the following parameters range.

– Ours (Theorem 2): t < r, t′ < r′ ≤ n and 1 < t′
t < r′

r .
– Bitar et al. [2]: t = t′ < r < r′ ≤ n.
– Lin et al. [13]: t′ < r′ ≤ n, 1 < t′

t = r′
r .

We can check that the union of these ranges are equivalent to t < r < r′, t′ <
r′ ≤ n and 1 ≤ t′

t ≤ r′
r , and complete the proof of the sufficient part of this

theorem.
A necessary condition for the existence of an optimal (t, r, n) → (t′, r′, n)

ramp scheme is given in [13], which is t < r, t ≤ t′ < r′ ≤ n and r′−t′ > r−t. On
the other hand, from the proof of Theorem 4, we know that the full admissible
threshold change range can be also written by t < r < r′, t ≤ t′ < r′ ≤ n

and
r′

r
≤ r′ − t′

r − t
, namely, t < r, t ≤ t′ < r′ ≤ n and 1 <

r′

r
≤ r′ − t′

r − t
. Our

result is a necessary and sufficient condition for the existence of an optimal
(t, r, n) → (t′, r′, n) ramp scheme.



Optimal Threshold Changeable Secret Sharing 377

Remark 1. In this work, we present a new threshold change range 1 < t′
t < r′

r

in Theorem 2, while the previous range in [13] is 1 < t′
t = r′

r . When we consider
to transform the reconstruction threshold r to a given r′, the privacy threshold
can be changed from t to t′1 in the new range and t′2 in the previous range,
respectively, such that 1 <

t′
1
t < r′

r and 1 <
t′
2
t = r′

r . One may wonder why we
need the new threshold change range that makes the privacy threshold t′1 smaller
than t′2? Note that the gap g1 = r′ − t′1 in this work is bigger than the previous
gap g2 = r′ − t′2. This shows that we can share more secrets in new threshold
change range than in the previous range. In fact, this statement is also true for
the scenarios that require to change privacy threshold t to a given t′.

5 Conclusion

We continued the study of threshold changeable ramp scheme with the goal of
making it more practical. Previous constructions either enable only the recon-
struction threshold change or require both thresholds to change proportionally.
We constructed optimal threshold changeable secret sharing schemes with both
thresholds changes and without the limitation of proportionality for privacy
threshold and reconstruction threshold. We further investigate the full admissible
threshold change range for optimal schemes and concluded that our new schemes
together with previous schemes cover the complete range. We also extend these
results to construct optimal schemes that can change both thresholds universally
within the complete threshold change range. An open question of theoretical
interest is how much a special threshold change requirement affects the lower
bound of the share size for a ramp scheme.
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Abstract. The National Institute of Standards and Technology (NIST)
is working on the standardization of post-quantum algorithms. In Febru-
ary 2019, NIST announced 26 candidate post-quantum cryptosystems
had entered the Round 2. Prior work has shown how to mount key recov-
ery attacks on several candidates like FrodoKEM, NewHope, and Kyber,
but their methods do not work for LAC, which uses a different encod-
ing scheme and rounding method. To address this gap, we describe a
powerful new attack on LAC. In particular, we propose a simple and
effective method to recover the reused secret key of LAC.CPA. Follow-
ing the method we show that, using the recommended parameters, thou-
sands of queries are sufficient to recover the full secret key with a 100%
probability, which is verified by experiments. Since LAC.KE is based on
LAC.CPA, our method can be used to assess the key-reuse resilience of
LAC.KE. In particular, if Alice reuses a secret key, Bob can recover it
by communicating with Alice thousands of times. Since LAC is a Round
2 candidate in the NIST PQ process, the presented result may well have
a high impact on the understanding of this important cryptosystem.

Keywords: LAC · PKE · IND-CPA · NIST · Post quantum · Lattice
based · Active attack · Key reuse

1 Introduction

In 1994, Shor [5] proposed a quantum algorithm, which can break most cur-
rent public key cryptosystems based on integer factoring problem, discrete log-
arithm problem etc. Public key cryptosystems based on these hard problems
are no longer secure when large quantum computers are implemented. There
is an urgent need to replace them. For this purpose, the National Institute of
Standards and Technology (NIST) initiated a standardization process for post-
quantum algorithms, and in January 03, 2017, they called for proposals [27] for
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post-quantum cryptosystems [26,28], including Key Encapsulation Mechanism
(KEM), Public Key Encryption (PKE) and signature.

By the end of 2017, many submissions were present. After the first round
of evaluation, in February 2019, NIST announced 26 candidate post-quantum
cryptosystems have entered the Round 2 [15]. Among these, only a very few
types of algorithms are proposed, such as lattice-based, code-based, hash-based,
multivariate-based or isogeny-based. One of the most promising algorithms is
lattice-based [8,9]. Most lattice-based candidate algorithms, including Frodo,
NewHope, Kyber [11,13,29] and LAC, are based on core IND-CPA PKEs. These
PKEs are inspired by the Regev cryptosystem [23], such as the Lyubashevsky-
Peikert-Regev cryptosystem [7]. Even for these candidate PKEs for which secret
key reuse is considered as a misuse of the mechanism, having an accurate estimate
of the complexity of the secret key recovery really helps to assess the possible
danger [12]. In order to analyze how easy it is to run a key recovery under multiple
key reuse, Băetu et al. [6] mounted a classical key recovery under plaintext
checking attack (KR-PCA) (i.e., with a plaintext checking oracle (PCO) saying
if a given ciphertext decrypts well to a given plaintext) on 12 IND-CPA PKEs
entering the Round 1 [14].

KR-PCA attack is an adaptive key recovery attack and comes from the model
of Fluhrer attacks [1] where an adversary encrypts a message by deviating a bit
from the protocol. Then, he sends the ciphertext for decryption and checks if the
decryption matches what he expected. After a few trials, the adversary recovers
the secret key. The predecessor of KR-PCA attack is what is called a“reaction
attack” in [32] or a “sloppy Alice attack” in [33]: adversary has a guess for the
output of each decryption, and learns whether actual decryption output matches
this guess. Adversary does not need any further information. KR-PCA attack
does not need the full power of a CCA decryption oracle. Security against KR-
PCA attack is implied by IND-CCA security. In particular, at PKC’19, D’Anvers
et al. [31] explored decryption failure attacks on IND-CCA secure lattice-based
schemes, which are CCA attacks. Recently, at ASIACRYPT’2019, the attack
Guo et al. [16] have proposed also falls into this category. KR-PCA attack is
not in the IND-CPA security framework. Hence, a PKE could be IND-CPA
secure but still vulnerable to a KR-PCA attack. In particular, Băetu et al. [6]
can recover the reused secret key of FrodoPKE with a 100% probability by
querying oracle PCO thousands of times.1 However, the method doesn’t work
for NewHope, Kyber and LAC which shorten ciphertexts by rounding off the
low bits and enlarge them when decrypting.2

In order to assess the key-reuse resilience of NewHope [20], Bauer et al.
[12] came up with a new method which can recover the reused secret key of

1 Băetu et al. also recovered the reused secret keys of the other 8 IND-CPA PKEs,
but these schemes did not advance to the second round.

2 In implementation of LAC, in order to minimize the size of the ciphertext, the lower
4 bits for each coefficient in v are discarded, and each coefficient is enlarged by
shifting 4 bits to the left when decrypting.
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NewHope-CPA-PKE [20] with high probability.3 Recently, Qin et al. [2] and
Okada S et al. [38] improved this method and recovered the secret key with
a higher probability and fewer queries. In addition, Qin et al. [18] also put
forward a method to recover the reused secret key of Kyber.CPAPKE.4 However,
these methods can’t be used directly to analyze LAC.CPA, which uses different
encoding method and rounding method.

1.1 Our Contributions

In this paper, we fill a gap in the post-quantum literature. In particular, we assess
the key-reuse resilience of LAC.CPA and propose a new method to recover the
reused secret key of LAC.CPA by querying oracle PCO. The secret key is a
polynomial of degree n, and recovering the full secret key requires recovering
each coefficient. Using our method, each coefficient can be recovered with a
100% probability with at most 2.63 queries on average, which is verified by
experiments. Since LAC.KE is directly obtained from LAC.CPA, our method can
be used to recover the reused secret key in LAC.KE. In particular, if Alice reuses
secret key, Bob can recover it by communicating with Alice several thousands of
times.

1.2 Techniques

In Băetu’s work [6], in order to recover the reused secret key sk, attacker adds
disturbance x to ciphertext ct = (u,v) and queries oracle PCO with the disturbed
ciphertext (u,v+x) and a given plaintext m. The oracle will return a bit saying
if (u,v+x) decrypts well to m. The returned bit will leak information about the
noise δ to the attacker. By constantly changing the value of x and repeating the
above operations, the attacker can recover δ. Based on the relationship between
sk and δ, the attacker can build a system of equations. By solving the system,
the attacker can get the secret key sk. The noise δ is so small that the attacker
has to change the value of x carefully in this process.

Candidates NewHope-CPA-PKE, Kyber.CPAPKE and LAC.CPA shorten
ciphertexts by rounding off the low bits, which is a common technique for reduc-
ing ciphertext size. In these schemes, ciphertext (u,v) falls into a small space
and is enlarged back into the original space when decrypting. If attacker adds a
disturbance x to (u,v), x will be amplified when decrypting. Unable to fine tune
the value of x, the attacker can’t recover the secret key sk according to Băetu’s
method.

Before introducing our method, we give two observations:
3 In the paper, they recovered the reused secret key of NewHope-CPA-KEM by query-

ing a key mismatch oracle, which can be regarded as an adaptive variant of the
plaintext checking oracle in KEM or key exchange.

4 In the paper, they proposed an efficient key mismatch attack on Kyber.CCAKEM.
However, they replaced oracle O with oracle Om in the attack, where these two
oracles are not equivalent. In fact, they presented a new method to recover the
reused secret key of Kyber.CPAPKE.
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– When querying oracle PCO with ciphertext (u,v) and a given plaintext m, the
oracle will return a bit saying if m′ = m, where m′ is the result of decrypting
(u,v). In the decryption algorithm of LAC.CPA, m′ = ECCDec(m̂), then the
returned bit indicates whether ECCDec(m̂) = m.

– LAC.CPA adopts error correcting codes, which can correct at most lv errors,
that is to say, at most lv differences between m̂ and ECCEnc(m) are allowed.

In LAC.CPA, the secret key s ∈ Rq is a polynomial of degree n. Therefore,
recovering the complete s requires recovering n coefficients. In order to recover
coefficient si, i = 0, ..., n − 1, we construct (u,v) skillfully based on the algebra
and the encoding method of scheme so that whether (the 0-th positions of) m̂
and ECCEnc(m) are equal or not depends entirely on si. Thus, when the attacker
queries oracle PCO with (u,v), the returned bit will leak 1 bit information of si.
Since si has 3 possible values, −1,0 and 1, si can be completely recovered by a
second query.

First, we assume that the error correcting code has no error ability, that is
to say, no difference between m̂ and ECCEnc(m) is allowed. At this time, the
attacker constructs (u,v) so that

m̂0

{ �= ECCEnc(m)0, si = 1
= ECCEnc(m)0, si ∈ {−1, 0},

m̂j = ECCEnc(m)j , j ∈ [1, lv).

Thus, whether m̂ and ECCEnc(m) are equal or not depends entirely on si. Then
when the attacker queries oracle PCO with (u,v), the returned bit can determine
si = 1. In order to determine si completely, the attacker makes a second query
where (u,v) satisfies

m̂0

{ �= ECCEnc(m)0, si = −1
= ECCEnc(m)0, si ∈ {0, 1},

m̂j = ECCEnc(m)j , j ∈ [1, lv).

When the error correction code can correct up to lt errors, the attacker first
chooses lt positions from [1, lv − 1] and record them in set Ierr, then constructs
(u,v) so that

m̂0

{ �= ECCEnc(m)0, si = 1
= ECCEnc(m)0, si ∈ {−1, 0}, m̂j

{ �= ECCEnc(m)j , j ∈ Ierr

= ECCEnc(m)j , j ∈ ([1, lv) − Ierr).

Thus, whether m̂ and ECCEnc(m) are equal or not depends entirely on si except
for these lt positions. Since the error correcting code can correct these lt errors,
when querying oracle PCO with (u,v), the returned bit can determine si = 1.
In the second query, (u,v) satisfies

m̂0

{ �= ECCEnc(m)j , si = −1
= ECCEnc(m)j , si ∈ {0, 1},

m̂j

{ �= ECCEnc(m)j , j ∈ Ierr

= ECCEnc(m)j , j ∈ ([1, lv) − Ierr).

In summary, in order to recover si, the attacker needs to query the oracle
PCO 2 times. Therefore, it takes 2n queries to recover complete secret key s.
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In fact, 2n is just an upper bound. Since h
2 coefficients can be determined by

querying once, the actual total number of queries is 2n − h
2 .

Using the method, we successfully recover the secret keys of LAC-128 and
LAC-192, not LAC-256, which adds one more step of D2 encoding to reduce
decryption failure rate. In order to recover the secret key of LAC-256, we improve
the method and recover si and si+lv together. In particular, we describe how to
recover s0 and slv . First, we construct (u,v) so that whether (the 0-th positions
of) m̂ and ECCEnc(m) are equal or not depends entirely on s0 + slv . When
querying oracle PCO with (u,v), the returned bit will leak information of s0+slv .
After at most 4 queries, we can determine the value of s0+slv . Then we construct
(u,v) so that whether (the 0-th positions of) m̂ and ECCEnc(m) are equal or
not depends entirely on s0 − slv . And after at most 4 more queries, we can
determine the values of s0 and slv completely. Therefore, we can recover both
coefficients s0 and slv with a 100% probability after at most 8 queries. In this
way, we can recover 2lv coefficients of the secret key by querying at most 8lv
times. In LAC-256, n = 1024, lv = 400, we can recover the first 800 coefficients
using the method. When recovering the coefficient s800+i, i ∈ [0, 224), at most 2
queries will suffice because s800+i+lv = s800+i+lv−n = si+176 and we have found
this coefficient. Therefore, the total number of queries to recover the complete s
is at most 8lv + 2(n − 2lv). If we consider the distribution of the secret key, the
actual total number should be 46

8 lv + 7
4 (n − 2lv).

LAC.KE is constructed from LAC.CPA by using LAC.CPA to convey a secret
message m. Our method can also be used to recover the reused secret key of
LAC.KE, where Alice reuses key pair and Bob can communicate with Alice which
responds honestly. In particular, according to the results above, Bob can recover
the reused secret key of Alice by communicating with Alice several thousands of
times.

1.3 Related Work

Key leakage in RLWE-based key exchange with reused keys was first pointed out
in [17] but without any concrete description of an attack to exploit the leakage.
In 2016, Fluhrer [1] showed how several RLWE-based key exchange protocols can
be broken, under the assumption that the same public key is used for multiple
exchanges. Following this idea, Ding et al. [3] described an attack on DING12’s
one pass case without relying on the signal function output but using only the
information of whether the final key of both parties agree, and Bernstein et al.
[24] developed a similar attack on HILA5 [19]. In 2017, Ding et al. [4] showed that
the signal function used in RLWE-based key exchange could leak information to
find the secret key of a reused public key. They gave an insight into how long-
term public keys reuse in RLWE-based key exchange protocols can be exploited.
They specifically focused on the attack on the key exchange protocol in [10]. In
response to the attack, Ding Key Exchange, one of cryptosystems entering the
Round 1 [14], includes a RLWE-based key exchange protocol with reusable keys,
which can achieve secure key reuse. Gao et al. [21] constructed a new randomized
RLWE-based key exchange protocol secure against the signal leakage attack. In
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particular, they incorporated an additional ephemeral public error term into key
exchange materials. However, these two countermeasures only focused on the
security of one party’s reused key and ignored the other party, especially Wang
et al. [30] improved the two countermeasures. Directly motivated by the work
[4], Liu et al. [22] described a new key reuse attack against the NewHope key
exchange protocol proposed by Alkim et al. [25] in 2016. In particular, Ding
et al. [35] presented a simple key reuse attack on LWE and RLWE encryption
schemes used directly as KEMes. This attack could work due to the fact that a
key mismatch in a KEM is accessible to an adversary. At PQCrypto’19, D’Anvers
et al. [34] pointed out that the higher-than-expected failure rate could lead to
more efficient cryptanalysis of the schemes based on Ring/Module Learning with
Errors/Rounding through decryption failure attacks. They provided a method
to estimate the decryption failure probability, taking into account the bit failure
dependency.

Concurrent and Independent Work. We have recently become aware of
a concurrent and independent work by Greuet et al. [36]. In particular, they
studied the security of LAC.KE in a misuse context: when the same secret key
is reused for several key exchanges and an active adversary has access to a
mismatch oracle. This oracle indicates information on the possible mismatch
at the end of the KE protocol. In fact, the oracle is an adaptive variant of the
plaintext checking oracle in key exchange, and the key to the success of the attack
on LAC.KE is essentially that LAC.CPA is vulnerable to a KR-PCA attack.

Having grasped the key point, we focus on the analysis of LAC.CPA. We also
include the analysis of LAC.KE, which is based on the results of LAC.CPA. In
fact, Greuet’s attack is easy to detect because m is always 0lv in many queries.
For this reason, we consider the case of random choice of m. Further, when
analyzing the number of queries required, we give a more accurate estimate
based on the distribution of secret key. This result has been experimentally
confirmed using the reference implementations of LAC.

Most recently, we have noticed another independent work [37] by Dumittan
and Vaudenay, who also studied KR-PCA attack on LAC.CPA and recovered
the reused secret key of LAC-128 successfully. However, they lacked analysis of
LAC-192 and LAC-256, especially LAC-256 which adds one more step of D2
encoding. Similarly, they chose m to be 0lv in many queries, and the number of
queries they theoretically analyzed can be further reduced and refined.

1.4 Organization

In Sect. 2, We introduce some preliminaries, including mathematical nota-
tions, centered binomial distribution, hard problem, PKE, KR-PCA attack and
LAC.CPA algorithm. In Sect. 3, we use our method to recover the reused secret
key of the LAC.CPA by querying the oracle PCO. The secret key s is a poly-
nomial of degree n, and recovering s requires recovering each coefficient. When
recovering si, we first consider a simple case where the attacker chooses a special
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m, then consider the general case where a random m is chosen. In each case,
we start by assuming that the error correcting code has no error correcting abil-
ity, then consider that it can correct up to lt errors. We also consider the case
where the lower 4 bits of each coefficient in v are discarded. Using the method,
we successfully recover the secret keys of LAC-128 and LAC-192, not LAC-256,
which adds one more step of D2 encoding. In particular, we improve the method
to recover the secret key. Based on the results in Sect. 3, we recover the reused
secret key of LAC.KE in Sect. 4. Finally, we make a conclusion in Sect. 5.

2 Preliminaries

2.1 Mathematical Notations

For an integer q ≥ 1, let Zq be the residue class ring modulo q and Zq = {0, ..., q−
1}. Define the ring of integer polynomials modulo xn + 1 as R = Z[x]/(xn + 1)
for integer n ≥ 1, and the ring Rq = Zq[x]/(xn + 1) denotes the polynomial ring
modulo xn+1 where the coefficients are from Zq. The addition and multiplication
of the elements in Rq are operated according to those of polynomials. Vectors
are denoted by bold lower-case characters, such as a. For a n-dimensional vector
a, where the ai’s are the components of a for 0 ≤ i ≤ n − 1. The elements in Rq

can also be represented as vectors whose i-th coordinate is the coefficient related
to xi. In the sequel, we use either the polynomial notation or the vectorial one.
In particular, for a ∈ Rq, ai denotes the i-th coefficient of a, 0 ≤ i ≤ n − 1. Zl

q

denotes a set of vector of length l and vector components are taken from Zq. For
a ∈ Z

l
q, ai denotes the i-th component of a, 1 ≤ i ≤ l. {0, 1}� denotes a set of

strings of length �. For a ∈ {0, 1}�, ai denotes the i-th bit of a, 0 ≤ i ≤ � − 1. In

particular, 0� denotes an all 0 bit string of length �. For a set S, x
$←− S denotes

that an element x is chosen from S uniformly at random. For a distribution χ,
x

$←− χ denotes that an element x is sampled according to the distribution χ.
A polynomial f ∈ Rq is chosen from S (sampled from χ), we mean that each
coefficient is chosen from S (sampled from χ).

Centered Binomial Distribution. We define centered binomial distribution
Bη as follows:

(a1, ..., aη, b1, ..., bη) $←− {0, 1}2η

and output
η

∑

i=1

(ai − bi).

The samples are in the interval [−η, η]. When we write that a polynomial f ∈ Rq

is sampled from Bη, we mean that each coefficient is sampled from Bη.
See Appendix A for RLWE problems (A.1) and cryptographic definitions

(A.2).
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2.2 KR-PCA Attack

Definition 1 [6]. The key recovery game with oracle PCO is shown in Fig.1,
where PCO(ct, m) is a plaintext checking oracle which receives ciphertext ct and
plaintext m, runs the decryption and only returns one bit saying if it decrypts to
m.

Game KRPCO
A (): Oracle PCO(ct,m)

1: KeyGen() → (pk, sk) 1: Dec(ct, sk) → m′

2: APCO(·)(pk) → sk’ 2: return 1m′=m

3: return 1sk=sk’

Fig. 1. KR-PCA game

The KR-PCA model comes from the model of Fluhrer attack [1] and makes
sense when an adversary can play with a server with a modified ciphertext and
check if it still decrypts to the same plaintext as before. For instance, in the
client-server protocol where the encryption is used to transport a symmetric
key to start secure messaging, an adversary can try to encrypt a symmetric
key by deviating from the protocol. He generates malformed ciphertexts which
may decrypt to the chosen symmetric key or not. By sending the malformed
ciphertext to the server, the adversary can easily see if secure messaging with
the server is possible, hence simulate a PCO oracle. Clearly, it is devastating that
such an attack would lead to a key recovery [6].

Security against KR-PCA attack is implied by IND-CCA security. KR-PCA
attack is not in the IND-CPA security framework. Hence, a PKE could be IND-
CPA secure but still vulnerable to a KR-PCA attack.

2.3 LAC.CPA

Algorithm 1. LAC.CPA.KeyGen():

Output: Secret key sk ∈ Rq

Output: Public key pk ∈ Rq × {0, 1}ls

1: seeda
$←− {0, 1}ls

2: a ←− Samp(U(Rq), seeda) ∈ Rq

3: s ←− Samp(Bh
η , ε) ∈ Rq

4: d ←− Samp(Bh
η , ε) ∈ Rq

5: b = as+ d ∈ Rq

6: sk = s
7: pk = (b, seeda)
8: return(sk,pk)

Algorithm 2. LAC.CPA.Enc(m, pk, seed):

Output: Ciphertext ct ∈ Rq × Z
lv
q

1: a ←− Samp(U(Rq), seeda) ∈ Rq

2: t ←− Samp(Bh
η , seed) ∈ Rq

3: e ←− Samp(Bh
η , seed) ∈ Rq

4: f ←− Samp(Bη , seed) ∈ Z
lv
q

5: u = at+ e ∈ Rq

6: v = (bt)lv + f+ � q
2
� · (ECCEnc(m)) ∈ Z

lv
q

7: return ct = (u,v)
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Algorithm 3. LAC.CPA.Dec(ct,sk): decryption

Output: Message m′ ∈ {0, 1}lm

1: m̃ = v − (us)lv

2: for j = 0 to lv-1 do
3: if q

4 ≤ m̃j < 3q
4 then

4: m̂j ← 1
5: else
6: m̂j ← 0
7: end if
8: end for
9: m′ ← ECCDec(m̂)
10: return m′

LAC [15] is a suit of public key cryptographic primitives based on Ring Learning
With Errors. The foundation of LAC is LAC.CPA, an IND-CPA secure public
key encryption scheme. LAC.CPA comprises three algorithms: the key genera-
tion algorithm LAC.CPA.KeyGen, the encryption algorithm LAC.CPA.Enc, the
decryption algorithm LAC.CPA.Dec, as illustrated in Algorithms 1, 2 and 3,
which are simplified descriptions of the algorithms and may partly deviate from
the notations the original specification of these algorithms [15].

See Appendix A for the notations (A.3) and parameters (A.4).

3 KR-PCA Attack on LAC.CPA

In this section, we show how the attacker recover reused secret key s of LAC.CPA
by querying the oracle PCO with (ct = (u,v), m).

The secret key s ∈ Rq is a polynomial of degree n, and recovering the com-
plete s requires recovering n coefficients. In our attack, the method of recov-
ering each coefficient is the same. Generally, we consider recovering coefficient
si, i = 0, ..., n − 1.

3.1 Choosing Special m

When recovering si, the attacker needs to construct ct = (u,v) skillfully based
on ECCEnc(m). In particular, we first consider a simple case where the attacker
chooses m such that ECCEnc(m) = 0lv ∈ {0, 1}lv .5

In LAC.CPA, the byte level modulus incurs a very high decryption error rate
by design. In order to reduce the decryption error rate, LAC.CPA adopts error
correcting codes, which can correct at most lt errors. Next, we will take two
steps to recover si: the first step is to assume that the error correcting code has
no error correcting ability, and the second step is to consider it can correct at
most lt errors.
5 ECCEnc(m) is chosen to be 0lv for ease of explanation. In fact, it’s ok to randomly

choose m and generate ECCEnc(m), which will be explained further later.
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The Error Correcting Code Has No Error Correcting Ability. Assuming
the error correcting code has no error correcting ability, the attacker constructs
ct such that m̂ and ECCEnc(m) are the same except for the 0-th position, and
the 0-th position of m̂ depends on si. Thus, whether ECCDec(m̂) (or m′) and m
are equal depends on si. Then, when querying the oracle PCO with (ct,m), the
returned bit will leak the information about si.

In particular, when recovering si,

– the attacker first chooses m such that ECCEnc(m) = 0lv .
– Then, the attacker chooses u = q

8xn−i and constructs v1 and v2 as follows:

v1
j =

{

3q
16 , j = 0
0, j ∈ [1, lv),

v2
j =

{

13q
16 , j = 0
0, j ∈ [1, lv).

– Next, the attacker queries the oracle PCO with (ct = ( q
8xn−i,v1),m), and

the oracle will return a bit to indicate whether m′ and m are equal.
– Finally, the attacker queries the oracle PCO with (ct = ( q

8xn−i,v2),m), and
gets the returned bit.

After getting these two returned bits, the attacker can recover si ∈ {−1, 0, 1},
and the explanation is as follows. Recall that in the decryption algorithm
LAC.CPA.Dec,

m̃ = v − (us)lv , m̂j =
{

1, m̃j ∈ [ q
4 , 3q

4 )
0, m̃j ∈ ([0, q

4 ) ∪ [ 3q
4 , q)),

m′ = ECCDec(m̂).

Given that u = q
8xn−i, v = v1, we have

m̃j =
{

3q
16 + q

8si, j = 0
± q

8s(i+j) mod n, j ∈ [1, lv),

where

3q

16
+

q

8
si ∈

{
[ q
4
, 3q

4
), si = 1

([0, q
4
) ∪ [ 3q

4
, q)), si ∈ {−1, 0},

± q

8
s(i+j) mod n ∈ ([0,

q

4
) ∪ [

3q

4
, q)).

Therefore, we have

m̂0 =
{

1, si = 1
0, si ∈ {−1, 0},

m̂j = 0, j ∈ [1, lv),

and

m̂

{ �= ECCEnc(m), si = 1
= ECCEnc(m), si ∈ {−1, 0}.

Assuming that the error correction code has no error correction capability,
we have

m′
{ �= m, si = 1

= m, si ∈ {−1, 0},
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that is to say, when querying the oracle PCO with (ct = ( q
8xn−i,v1),m), the

returned bit 0 indicates that si = 1, and the bit 1 indicates that si ∈ {−1, 0}.6

In order to further determine whether si is equal to −1 or 0, the attacker
queries the oracle PCO with (ct = ( q

8xn−i,v2),m), and we have

m̃j =
{

13q
16 + q

8si, j = 0
± q

8s(i+j) mod n, j ∈ [1, lv),

where
13q

16
+

q

8
si ∈

{

[ q
4 , 3q

4 ), si = −1
([0, q

4 ) ∪ [ 3q
4 , q)), si ∈ {0, 1}.

Then

m̂0 =
{

1, si = −1
0, si ∈ {0, 1},

m̂j = 0, j ∈ [1, lv),

and

m̂

{ �= ECCEnc(m), si = −1
= ECCEnc(m), si ∈ {0, 1}.

Therefore, we have

m′
{ �= m, si = −1

= m, si ∈ {0, 1},

which means that when querying the oracle PCO with (ct = ( q
8xn−i,v2),m),

the bit 0 indicates that si = −1, and the returned bit 1 indicates that si = 0.
Therefore, after these two queries, the attacker can recover si completely.

The Error Correcting Code can Correct Up to lt Errors. When the error
correcting code can correct up to lt errors, the attacker constructs ct such that
there are lt differences between m̂ and ECCEnc(m) except for the 0-th position.
In particular, he chooses the lt positions from the 1-th to the lv-th and constructs
v1 and v2 as follows:

v1
j =

⎧

⎨

⎩

3q
16 , j = 0
q
2 , j = [1, lt]
0, j = (lt, lv),

v2
j =

⎧

⎨

⎩

13q
16 , j = 0

q
2 , j ∈ [1, lt]
0, j ∈ (lt, lv).

Given that u = q
8xn−i, v = v1, we have

m̃j =

⎧

⎨

⎩

3q
16 + q

8si, j = 0
q
2 ± q

8s(i+j) mod n, j ∈ [1, lt]
± q

8s(i+j) mod n, j ∈ (lt, lv),

where
q

2
± q

8
s(i+j) mod n ∈ [

q

4
,
3q

4
).

6 Recall that in KR-PCA game, when querying the oracle PCO, the oracle return
1m′=m or 0m′ �=m.
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Then

m̂0 =
{

1, si = 1
0, si ∈ {−1, 0},

m̂j =
{

1, j ∈ [1, lt]
0, j ∈ (lt, lv).

Since the error correction code ECCDec can correct at most lt errors, we have

m′
{ �= m, si = 1

= m, si ∈ {−1, 0}.

Similarly, given that u = q
8xn−i, v = v2, we have

m̃j =

⎧

⎨

⎩

13q
16 + q

8si, j = 0
q
2 ± q

8s(i+j) mod n, j ∈ [1, lt]
± q

8s(i+j) mod n, j ∈ (lt, lv).

Then

m̂0 =
{

1, si = −1
0, si ∈ {0, 1},

m̂j =
{

1, j ∈ [1, lt]
0, j ∈ (lt, lv).

Therefore,

m′
{ �= m, si = −1

= m, si ∈ {0, 1}.

3.2 Choosing m Randomly

When the attacker randomly chooses m and generates ECCEnc(m), he will do
the same except that he will query the oracle PCO with different v1 and v2.
Similarly, we will take two steps and the first step is to assume that the error
correcting code has no error correcting ability.

The Error Correcting Code Has No Error Correcting Ability. After
choosing m and generating ECCEnc(m), the attacker records the positions of 1
and 0 in ECCEnc(m) except for 0-th position in sets I1 and I0 respectively, and
constructs v1 and v2 as follows:

v1
j =

⎧

⎨

⎩

3q
16 , j = 0
q
2 , j ∈ I1
0, j ∈ I0,

v2
j =

⎧

⎨

⎩

13q
16 , j = 0

q
2 , j ∈ I1
0, j ∈ I0.

The Error Correcting Code Can Correct up to lt errors. When the error
correcting code can correct up to lt errors, the attacker chooses lt positions from
I1

⋃

I0, records these positions in set Ierr, and constructs v1 and v2 as follows:

v1
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

3q
16 , j = 0
q
2 , j ∈ I1 − Ierr

0, j ∈ I1
⋂

Ierr

0, j ∈ I0 − Ierr
q
2 , j ∈ I0

⋂

Ierr,

v2
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

13q
16 , j = 0

q
2 , j ∈ I1 − Ierr

0, j ∈ I1
⋂

Ierr

0, j ∈ I0 − Ierr
q
2 , j ∈ I0

⋂

Ierr.
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Discarding the Lower 4 Bits of Each Coefficient in v. In the implemen-
tation of LAC.CPA, in order to minimize the size of the ciphertext, the lower
4 bits for each coefficient in v are discarded in the algorithm of LAC.CPA.Enc.
Therefore, vj has 16 possible values and they are k, k = 0, 1, ..., 15.

In order to carry out the attack, when querying the oracle PCO, 3q
16 will be

replaced with such a k that 16k is closest to 3q
16 . It’s the same for q

2 and 13q
16 . Since

3q
16 , q

2 and 13q
16 are closest to 48, 128 and 208 respectively, they will be replaced

with 3, 8 and 13. In general, when the error correcting code can correct up to lt
errors, the attacker chooses m randomly and queries the oracle PCO with

v1
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

3, j = 0
8, j ∈ I1 − Ierr

0, j ∈ I1
⋂

Ierr

0, j ∈ I0 − Ierr

8, j ∈ I0
⋂

Ierr,

v2
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

13, j = 0
8, j ∈ I1 − Ierr

0, j ∈ I1
⋂

Ierr

0, j ∈ I0 − Ierr

8, j ∈ I0
⋂

Ierr.

Finally, we summarize the process of recovering secret key s into Algorithm 4.

Algorithm 4. Recovering secret key s of LAC.CPA

Input: parameters (n, q, η, lm, lv, lt, h)
Output: s (All the coefficients in s)
1: choose m randomly
2: construct v1 and v2 as described in the previous section
3: for i = 0 to n − 1 do
4: queries the oracle PCO with (ct = ( q

8xn−i,v1),m);
5: queries the oracle PCO with (ct = ( q

8xn−i,v2),m);
6: recover si according to these 2 returned bits;
7: end for
8: return s

3.3 Attack on LAC-256

According to the Algorithm 4, the attacker can recover the secret keys of LAC-
128 and LAC-192, not LAC-256, where D2 encoding is used in the encryption
procedure and the coordinates of v are duplicated: for all 0 ≤ j ≤ lv −1, vj+lv =
vj . This redundancy in v allows to decrease the decoding error when decrypting.
In the decryption procedure, the first step is to compute m̃ = v − (us)2lv and
when computing m̂j , the decryption algorithm considers two cases: if m̃j and
m̃j+lv < q

2 or m̃j and m̃j+lv ≥ q
2 , the algorithm compares: q

4 <
m̃j+m̃j+lv

2 < 3q
4 ;

if m̃j < q
2 and m̃j+lv ≥ q

2 or m̃j ≥ q
2 and m̃j+lv < q

2 , the algorithm compares:
0 <

|m̃j−m̃j+lv |
2 < q

4 .
Next, we consider recovering s0 and slv together. In particular, we denote

(I0 − Ierr)
⋃

((I0 − Ierr) + lv), (I0
⋂

Ierr)
⋃

((I0
⋂

Ierr) + lv), (I1 − Ierr)
⋃

((I1 −
Ierr) + lv) and (I1

⋂

Ierr)
⋃

((I1
⋂

Ierr) + lv) as Ī0, Î0, Ī1 and Î1, and construct
v3 ∼ v8 as follows:
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v3
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

7q
32 , j = 0, lv
q
8 , j ∈ Ī0

5q
8 , j ∈ Î0
5q
8 , j ∈ Ī1
q
8 , j ∈ Î1,

v4
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

q
4 , j = 0, lv
q
8 , j ∈ Ī0

5q
8 , j ∈ Î0
5q
8 , j ∈ Ī1
q
8 , j ∈ Î1,

v5
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

25q
32 , j = 0, lv

q
8 , j ∈ Ī0

5q
8 , j ∈ Î0
5q
8 , j ∈ Ī1
q
8 , j ∈ Î1,

v6
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

3q
4 , j = 0, lv
q
8 , j ∈ Ī0

5q
8 , j ∈ Î0
5q
8 , j ∈ Ī1
q
8 , j ∈ Î1,

v7
j =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

3q
4 , j = 0
q
4 , j = lv
q
8 , j ∈ Ī0

5q
8 , j ∈ Î0
5q
8 , j ∈ Ī1
q
8 , j ∈ Î1,

v8
j =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

3q
4 , j = 0
3q
8 , j = lv
q
8 , j ∈ Ī0

5q
8 , j ∈ Î0
5q
8 , j ∈ Ī1
q
8 , j ∈ Î1.

Since s0, slv ∈ {−1, 0, 1}, we have s0 + slv ∈ {−2,−1, 0, 1, 2}. When the
attacker queries the oracle PCO with (ct = ( q

16 ,v3),m), the returned bit can
reveal that s0+slv = −2. When querying the oracle PCO with (ct = ( q

16 ,v4),m),
the returned bit can further reveal that s0+slv = −1. When the attacker queries
the oracle PCO with (ct = ( q

16 ,v5),m), he can further determine that s0+slv = 2.
When he queries the oracle PCO with (ct = ( q

16 ,v6),m), he can further determine
that s0+slv = 1. In summary, after 4 queries, the attacker can determine s0+slv

completely.
In order to further determine s0 and slv , the attacker first queries the oracle

PCO with (ct = ( q
16 ,v7),m) to determine if s0−slv = 1 or −1, and if s0−slv = 2

or −2(0). Then, the attacker queries the oracle PCO with (ct = ( q
16 ,v8),m) to

further determine if s0 − slv = −2 or 0. Therefore, the attacker can recover both
coefficients s0 and slv with a 100% probability after 8 queries. In particular, he
can recover 2lv coefficients of secret key s after 8lv queries.

In LAC-256, n = 1024, lv = 400, the attacker can recover the first 800
coefficients by querying 3200 times. When recovering the coefficient s800+i, i ∈
[0, 224), 2 queries will suffice because s800+i+lv = s800+i+lv−n = si+176 and
he has already found this coefficient. Similarly, when the lower 4 bits for each
coefficient in v are discarded, corresponding queries will change, as shown in
Appendix A.5.

3.4 Number of Queries and Probability of Success

To sum up, in LAC-128 and LAC-192, we can recover the each coefficient si with
a 100% probability after 2 queries, and the total number of queries to recover
the complete s is 2n. However, it is a rough estimate. In fact, when querying the
oracle with (ct = ( q

8xn−i,v1),m), si = 1 can be determined. Since s is sampled
from Bh

η , the numbers of both 1’s and −1’s are h/2, the number of 0 is n − h.
Therefore, the actual total number of queries to recover the complete s can be
estimated as

h

2
+ (

h

2
+ n − h) × 2 = 2n − h

2
,
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and it is 7
4n in LAC-128 and 15

8 n in LAC-192.
Based on the results from the previous section, the total number of queries

to recover the complete s of LAC-256 is 8lv + 2(n − 2lv). Similarly, it is a rough
estimate, and the actual total number should be 46

8 lv + 7
4 (n − 2lv), which is

obtained based on the distribution of the secret key.

Experiments. We implement the attack on LAC.CPA’s source code submitted
to NIST, and then compile it with the same makefile in the source code. In
particular, our attack is based on the source code of reference implementation.
The platform of our experiments is Ubuntu 16.04.3 running on a 3.4 GHZ Intel
Core i7 processor with 16 GB RAM. All experiments are in C and compiled with
gcc version 5.4.0. LAC recommends 3 parameter sets for different security levels
and they are LAC-128, LAC-192 and LAC-256. In each parameter set, we first
generate a secret key, count the number of queries and time to recover the full
secret key, then repeat 100 times and average. In particular, the time starts from
the initial generation of the secret key to the recovery of the whole secret key by
accessing the oracle multiple times.

Table 1. The number of queries and time in each parameter set

4 Recovering Reused Key in LAC.KE

LAC.KE is a passively secure unauthenticated key exchange protocol and it
is directly obtained from LAC.CPA, as described in Fig. 2. In particular,
LAC.KE can be divided into three stages. In the first stage, Alice invokes
LAC.CPA.KeyGen, generates public key pk and secret key sk, and sends pk
to Bob. In the second stage, Bob picks secret m and encrypts it by invoking
LAC.CPA.Enc, generates ciphertext ct and sends ct to Alice. In the third stage,
Alice recovers secret m′ by invoking LAC.CPA.Dec. The final shared secret K
(K ′) is derived from the pk and m (m′) by hashing.

According to the results in the previous section, if honest Alice reuses key pair
(pk, sk) and malicious Bob can communicate with Alice who responds honestly,
then Bob can recover the secret key sk of Alice. In particular, in order to recover
the i-th coefficient of sk of LAC-128 and LAC-192,

– Bob first chooses m randomly.
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H : {0, 1}∗ → {0, 1}lk

boBecilA
(pk, sk) ←− LAC.CPA.KeyGen() pk−−−−−→

m
$←− {0, 1}lm

ct←−−−−− ct ← LAC.CPA.Enc(m, pk)
m′ ← LAC.CPA.Dec(ct, sk) K ← H(pk,m) ∈ {0, 1}lk

K′ ← H(pk,m′) ∈ {0, 1}lk

Fig. 2. LAC.KE

– Then, he sends ct = ( q
8xn−i,v1) to Alice and determines whether m′ and m

are equal.7

– Next, Bob sends ct = ( q
8xn−i,v2) and determines whether m′ and m are

equal.
– Finally, Bob recovers the i-th coefficient of sk based on the information

obtained in these two communications.

After recovering each coefficient, Bob will get the full secret key sk, which requires
Bob to communicate with Alice 2n − h

2 times. Similarly, based on the results in
previous section, in order to get the full secret key of LAC-256, Bob needs to
communicate with Alice 46

8 lv + 7
4 (n − 2lv) times.

5 Conclusion

In this paper, we propose a simple and effective method to recover the reused
secret key of LAC.CPA by querying the plaintext checking oracle. The secret key
s ∈ Rq is a polynomial of degree n. Therefore, recovering the complete s requires
recovering n coefficients. When recovering coefficient si, we first consider a very
simple case where the attacker chooses m such that ECCEnc(m) = 0lm , and then
analyze the general case where a random m is chosen. In each case, we start by
assuming that the error correcting code has no error correcting ability and then
consider that it can correct at most lt errors. We also consider the case where
the lower 4 bits of each coefficient in v are discarded. Using the method, the
secret keys of LAC-128 and LAC-192 can be recovered completely after 2n − h

2
queries, and 46

8 lv + 7
4 (n − 2lv) queries to recover the secret key of LAC-256.

Since LAC.CPA is used to construct LAC.KE, our method can be used to
recover the reused secret key of Alice in LAC.KE. In particular, based on the

7 In LAC.KE, shared secret is usually used to generate symmetric keys that Alice and
Bob would use to communicate. Bob can generate his symmetric keys based on his
shared secret K; if Alice is able to decrypt (and respond) based on those keys, then
(with high probability) Bob’s shared key K matches Alice’s shared key K′; if Alice
rejects, then Bob’s shared key K mismatches Alice’s shared key K′, which is why
the attack is called key mismatch attack [2,12,18].
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above results, malicious Bob can recover the reused secret key of Alice by com-
municating with Alice thousands of times. Our future work is to investigate if it
is possible to recover the reused secret keys of other NIST candidates.

Acknowledgements. This work is supported by the National Key Research and
Development Program of China (No. 2017YFB0802000), the National Natural Science
Foundation of China (No. U1536205, 61802376).

Appendix A

A.1 RLWE Problems

Decisional Ring Learning with Errors (RLWE) [7]. Let n, q be positive
integers, and χs, χe be distributions over R. Distinguish the following two dis-
tributions: D0: (a,b) and D1: (a,u), where b = as + e for a $←− Rq, s $←− χs and

e $←− χe, and u $←− Rq.

A.2 Cryptographic Definitions
A public key encryption scheme PKE is a tuple of algorithms (KeyGen, Enc,
Dec):

– KeyGen() → (pk, sk): A probabilistic key generation algorithm that outputs
a public key pk and a secret key sk.

– Enc(m, pk) → ct: A probabilistic encryption algorithm that takes as input a
message m and public key pk, and outputs a ciphertext ct. The deterministic
form is denoted as Enc(m, pk, r) → ct, where the randomness r is passed as
an explicit input.

– Dec(ct, sk) → m′: A deterministic decryption algorithm that takes as input
a ciphertext ct and secret key sk, and outputs a message m′.

We use the notion of indistinguishability under chosen plaintext attacks
(IND-CPA) to define the advantage of an adversary A by:

Advind-cpa
PKE (A) =

∣

∣

∣

∣

∣

∣

∣

∣

Pr

⎡

⎢

⎢

⎣

b′ = b:

(pk, sk) ← KeyGen();
(m0,m1) ← A(pk);

b ← U(0, 1); ct ← Enc(mb, pk);
b′ ← A(pk, ct);

⎤

⎥

⎥

⎦

− 1
2

∣

∣

∣

∣

∣

∣

∣

∣

.

A.3 Notations
Samp is an abstract algorithm which samples a random variable according to a
distribution with a given seed: x ←− Samp(D, seed), where D is a distribution, and
seed is the random seed used to sample x. For an empty seed ε, the process x ←−
Samp(D, ε) is the same as x

$←− D. Bh
η is a n-ary centered binomial distribution

with fixed Hamming weight. For a random variable according to the distribution,
its Hamming weight is fixed to the expectation h, and the numbers of both
1’s and −1’s are h/2, the number of 0 is n − h. ECCEnc and ECCDec are the
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encoding and decoding of the error correction codes, which switch between a
message m ∈ {0, 1}lm and its encoding m̂ ∈ {0, 1}lv , where lv is a positive integer
denoting the length of the encoding. (·)lv is a function that inputs a polynomial
and outputs the first lv coefficients of the polynomial. For an element x ∈ Q we
denote by 
x� rounding of x to the closest integer with ties being rounded up.

A.4 Parameters
The main parameters of the LAC.CPA are integers n, q, η, lm, lv, lt, h, where
n, q are the parameters of the polynomial ring Rq, η is the parameter of the
centered binomial distribution Bη, lm and lv are the length of the message and
the encoding, respectively, lt is the maximum number of errors that can be
corrected by error correcting code, h is the hamming weight of the centered
binomial distribution. LAC.CPA recommends 3 parameter sets: LAC-128, LAC-
192, LAC-256. Throughout these parameter sets q is always 251, lm is always
256. The values of n, η, lv and h vary for different security levels. In particular,

– In LAC-128, n = 512, η = 1, lv = lm + 18 × 8, h = n
2 .

– In LAC-192, n = 1024, η = 1
2 , lv = lm + 9 × 8, h = n

4 .
– In LAC-256, n = 1024, η = 1, lv = lm + 18 × 8, h = n

2 .

The centered binomial distribution Bη with η = 1
2 is defined as follows:

sample (a, b) ← (B1, B1) and output a × b, and the samples are in the interval
[−1, 1].

A.5 Discarding the Lower 4 Bits of Each Coefficient of v in LAC-256.
When the lower 4 bits for each coefficient in v are discarded in the algorithm of
LAC.CPA.Enc, vj has 16 possible values and they are k, k = 0, 1, ..., 15. In order
to carry out the attack, the attacker constructs v3 ∼ v8 as follows:

v3
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

3, j = 0, lv
2, j ∈ Ī0

10, j ∈ Î0
10, j ∈ Ī1
2, j ∈ Î1,

v4
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

3, j = 0, lv
2, j ∈ Ī0

10, j ∈ Î0
10, j ∈ Ī1
2, j ∈ Î1,

v5
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

12, j = 0, lv
2, j ∈ Ī0

10, j ∈ Î0
10, j ∈ Ī1
2, j ∈ Î1,

v6
j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

12, j = 0, lv
2, j ∈ Ī0

10, j ∈ Î0
10, j ∈ Ī1
2, j ∈ Î1,

v7
j =

⎧

⎪
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⎪
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⎪

⎪

⎪

⎪
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⎪

⎩

12, j = 0
4, j = lv
2, j ∈ Ī0

10, j ∈ Î0
10, j ∈ Ī1
2, j ∈ Î1,

v8
j =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

11, j = 0
4, j = lv
2, j ∈ Ī0

10, j ∈ Î0
10, j ∈ Ī1
2, j ∈ Î1.

The attacker queries the oracle PCO with (ct = ( q
16 ,v3),m) to determine

that s0 + slv = −2, and queries the oracle PCO with (ct = ( 2q
17 ,v4),m) to

further determine that s0 + slv = −1. When he queries the oracle PCO with
(ct = ( q

34 ,v5),m), he can further determine that s0 + slv = 2. When he queries
the oracle PCO with (ct = ( 2q

17 ,v6),m), he can further determine that s0+slv = 1.
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When querying the oracle PCO with (ct = ( q
16 ,v7),m), he can determine if

s0 − slv = 1 or −1, and if s0 − slv = 2 or −2(0). When querying the oracle PCO
with (ct = ( q

16 ,v8),m), he can determine if s0 − slv = −2 or 0.
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Abstract. The National Institute of Standards and Technology (NIST)
is working on the standardization of post-quantum algorithms. In Febru-
ary 2019, NIST announced 26 candidate post-quantum cryptosystems,
including NewHope and LAC, had entered the second round. In order
to investigate the resilience of various candidate algorithms in key reuse
situations, a series of work has been carried out.

In fact, randomness also has the risk of reuse, and in the real word
random number generators (RNGs) frequently fail and produce bad ran-
domness. In this work, we assess the resilience of candidate NewHope-
CPA-KEM and LAC.KE in randomness reuse situations. In particular,
we propose a method, which can recover the reused randomness after sev-
eral communications. NewHope-CPA-KEM and LAC.KE are based on
NewHope-CPA-PKE and LAC.CPA, respectively. The key to our method
is that they share a common feature: if public key satisfies certain con-
ditions, the ciphertext will reveal information about the randomness of
encryption. The recovered randomness can be used to attack another
session where the same randomness is used.

Keywords: NewHope · LAC · KEM · PKE · IND-CPA · NIST · Post
quantum · Lattice based · Active attack · Randomness reuse

1 Introduction

In 1994, Shor [34] proposed a quantum algorithm, which can break currently
widely deployed public key cryptosystems based on integer factoring problem,
discrete logarithm problem. Public key cryptosystems based on these hard prob-
lems are no longer secure when large-scale quantum computers are implemented.
There is an urgent need to replace them. For this purpose, the National Insti-
tute of Standards and Technology (NIST) initiated a standardization process
for post-quantum algorithms, and on January 03, 2017, they called for proposals

c© Springer Nature Switzerland AG 2020
K. Nguyen et al. (Eds.): ProvSec 2020, LNCS 12505, pp. 402–421, 2020.
https://doi.org/10.1007/978-3-030-62576-4_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62576-4_20&domain=pdf
https://doi.org/10.1007/978-3-030-62576-4_20


Security of Two NIST Candidates in the Presence of Randomness Reuse 403

[26] for post-quantum cryptosystems, including Key Encapsulation Mechanism
(KEM), Public Key Encryption (PKE) and signature.

By the end of 2017, many algorithms had been submitted. After the first
round of evaluation, in February 2019, NIST announced 26 candidate post-
quantum cryptosystems had entered the second round. Among these, only a
very few types of algorithms are proposed, such as lattice-based, code-based,
hash-based, multivariate-based or isogeny-based. One of the most promising
algorithms is lattice-based, and some lattice-based candidate cryptosystems,
including NewHope [1] and LAC [24], contain a weaker scheme. In particular,
NewHope and LAC contain NewHope-CPA-KEM and LAC.KE, respectively.
Even for these candidate schemes for which secret key reuse is considered as
a misuse of the mechanism, having an accurate estimate of the complexity of
the secret key recovery really helps to assess the possible danger [6]. Aiming to
analyze how easy it is to run a secret key recovery under multiple key reuse, a
series of work [6,18,27,30] has been carried out.1 In particular, after thousands
of communications, the reused secret keys of most candidates can be recovered.

Usually, these candidates are used to implement a purely ephemeral key
exchange protocol [26]. In this case, the randomness can be regarded as (Bob’s)
secret in the protocol, which also has the risk of reuse. In particular, Ding et al.
[11] studied Bob’s reuse of secrets in DING12 [14], and Liu et al. put forward
an attack [23] on NewHope’16 [3] with static Bob. In fact, in the real word,
random number generators (RNGs) are consistently a weak link in the secure
use of cryptography [33], and RNGs used in practice frequently fail, causing
spectacular attacks [36].

Determining how an incorrect use of randomness affects the security of a
candidate can help to identify potential dangers, and also may well have a high
impact on the understanding of the important cryptosystem.

1.1 Our Contributions

In this work, we assess the security of NewHope-CPA-KEM and LAC.KE in
randomness reuse situations. Since they are constructed directly from NewHope-
CPA-PKE and LAC.CPA respectively, we start with these underlying PKEs.

– first, we develop a meta-PKE construction and show both NewHope-CPA-
PKE and LAC.CPA follow this construction.

– next, we observe a feature of meta-PKE: if the public key satisfies certain
conditions, the ciphertext may reveal information about the randomness of
encryption. The feature is true in NewHope-CPA-PKE and LAC.CPA.

– then, based on the features of NewHope-CPA-PKE and LAC.CPA, we recover
the reused randomness in NewHope-CPA-KEM and LAC.KE after several
communications (queries).2 The results in each recommended parameter set
are shown in Table 1.

1 There is also some work to analyze other candidates, such as [4,7,13,21,31].
2 In Sect. 5, we define a reused randomness recovery game and simulate communication

by querying the game.
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– finally, after recovering the reused randomness in LAC.KE, we demonstrate
that these randomness can be used to recover the shared secret in another
session where the same randomness is used.

Table 1. The results in each recommended parameter set

1.2 Techniques

NewHope-CPA-PKE consists of three algorithms.

– The key generation algorithm NewHope-CPA-PKE.KeyGen generates public
key pk = (b,a)3 and secret key sk = s, where b = as + d.

– The encryption algorithm NewHope-CPA-PKE.Enc encrypts secret pt with
public key pk and random coinB to produce ciphertext ct = (u,Compress(v)),
where u = at+ e, v = bt+ f+ Encode(pt), t, e, f are randomness with coinB
as seed.

– The decryption algorithm NewHope-CPA-PKE.Dec recovers secret pt with
secret key sk.

In NewHope-CPA-PKE, the randomness t, e, f are sampled from centered
binomial distribution Bη and their coefficients are in set {−η,−η+1, ..., η−1, η}.
The coefficients of Encode(pt) belong to set {0, � q

2�}. If public key b is an integer
in Zq, there are at most 2(2η + 1)2 possible values for the coefficients of v. In
particular, if b is chosen to make the coefficients of v have exactly 2(2η + 1)2

possibilities, v will reveal the values of t, f, Encode(pt) (then pt) completely. How-
ever, in order to reduce bandwidth, NewHope-CPA-PKE compresses v, causing
the coefficients of close size in v are compressed into a same coefficient in Com-
press(v). As a result, Compress(v) can reveal the complete pt and part of the
information about t, not f. In order to give the results above, we first develop a
meta-PKE construction. Then, we give a feature of the meta-PKE (Theorem 1).
Finally, we show NewHope-CPA-PKE follows the construction (Example 1) and
also has the feature (Corollary 1 and Example 3).

NewHope-CPA-PKE is directly used to construct NewHope-CPA-KEM,
which can be divided into three stages.

– First, the initiator Alice invokes NewHope-CPA-PKE.KeyGen to generates
public key pk and secret key sk, sends pk to the responder Bob.

– After receiving public key pk, Bob produces secret pt and random coinB,
encrypts pt by invoking NewHope-CPA-PKE.Enc to produce ciphertext ct,
sends ct to Alice.

3 In order to reduce the bandwidth, the public key pk usually contains only a seed
seeda, and then generates a through an expansion algorithm.
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– After receiving ciphertext ct, Alice recovers secret pt by invoking NewHope-
CPA-PKE.Dec. The final shared secret K is derived from the pt by hashing.

When honest responder Bob generates static randomness t, and reuses it for
multiple communications with malicious initiator Alice, based on the feature of
NewHope-CPA-PKE, Alice can recover t.

In LAC.CPA,v = (bt)lv +f+� q
2�·(ECCEnc(pt)), where function (·)lv is used to

take the first lv coefficients of the polynomial bt. Similarly, if b is chosen properly,
v can reveal the complete f, pt and part of the information about t. However, in
order to minimize the size of the ciphertext, in implementation the lower 4 bits for
each coefficient in v are discarded, causing the coefficients of close size in v are con-
verted into a same coefficient in v, where v is the value after discarding the lower 4
bits of each coefficient in v. As a result, v can reveal the complete pt and part of the
information about t, not f. In order to get the results, we show LAC.CPA follows
the meta-PKE construction (Example 2) and also has the feature (Corollary 2 and
Example 4). Based on the feature, in LAC.KE, when honest responder Bob gener-
ates static randomness t, and reuses it for multiple communications with malicious
initiator Alice, Alice can recover t.

1.3 Related Work

Key leakage in RLWE-based key exchange with reused keys was first pointed
out in [22] but without any concrete description of an attack to exploit the
leakage. In 2016, Fluhrer [15] showed how several RLWE-based key exchange
protocols can be broken, under the assumption that the same public key is
used for multiple exchanges. Following this idea, Ding et al. [11] proposed a
signal leakage attack on DING12 [14]. In order to resist the signal leakage
attack, Ding Key Exchange, one of cryptosystems entering the first round [26],
includes a RLWE-based key exchange protocol with reusable keys, which can
achieve secure key reuse. Gao et al. [17] constructed a new randomized RLWE-
based key exchange protocol secure against the signal leakage attack. However,
these two countermeasures only focused on the security of one party’s reused
key and ignored the other party. Recently, Wang et al. [35] improved the two
countermeasures. At PKC’19, D’Anvers et al. [8] explored decryption failure
attacks on IND-CCA secure lattice-based schemes, which are CCA attacks. At
ASIACRYPT’19, Guo et al. [19] proposed an CCA attack against LAC using
decryption error. At PQCrypto’19, D’Anvers et al. [10] pointed out that the
higher-than-expected failure rate could lead to more efficient cryptanalysis of
the schemes based on Ring/Module Learning with Errors/Rounding through
decryption failure attacks. They provided a method to estimate the decryption
failure probability, taking into account the bit failure dependency. In addition,
Ding et al. [12] presented a simple key reuse attack on LWE and RLWE encryp-
tion schemes used directly as KEMs. Recently, at EUROCRYPT’20, D’Anvers
et al. [9] extended the “failure boosting” technique in PKC’19 and proposed an
approach that we call “directional failure boosting” that uses previously found
“failing ciphertexts” to accelerate the search for new ones.
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Concurrent and Independent Work. In [6], Bauer et al. also assessed the
security of NewHope-CPA-KEM in randomness reuse situation in Appendix A.
In particular, they proposed a method to recover the reused randomness in
NewHope-CPA-KEM. The method requires Alice to use a different a for each
communication, which makes it does not apply to the situation where the public
global parameter a is cached. In practice, if it turns out to be too expensive to
generate a for every public key, it is possible to cache a [1].

Different from Bauer’s method, our method does’t requires Alice to change
the public global parameter a, so it can apply to the situation where a is
cached. Our method can also be used to analyze other candidate schemes, such
as LAC.KE. Moreover, the analysis of NewHope-CPA-KEM with randomness
reused is only part of our work.

1.4 Organization

In Sect. 2, We introduce some preliminaries including mathematical notations,
RLWE problem, cryptographic definitions, NewHope-CPA-PKE and LAC.CPA.
In Sect. 3, we develop a meta-PKE construction and show both NewHope-CPA-
PKE and LAC.CPA follow this construction. In Sect. 4, we show a feature of
meta-PKE, which is also true in NewHope-CPA-PKE and LAC.CPA. Based on
the features of NewHope-CPA-PKE and LAC.CPA, in Sect. 5, we recover the
reused randomness in LAC.KE and NewHope-CPA-KEM. After recovering the
reused randomness, we also show that these recovered randomness is disastrous
for another session where the same randomness is used. Finally, we make a
conclusion in Sect. 6.

2 Preliminaries

2.1 Mathematical Notations

Let q be a prime number in N and let Zq denote the ring elements Z/qZ. The
elements in Zq can be equivalently represented as integers in {0, ..., q−1}. Define
the ring of integer polynomials modulo xn + 1 as R = Z[x]/(xn + 1) for integer
n ≥ 1, and the ring Rq = Zq[x]/(xn + 1) refers to the polynomial ring modulo
xn + 1 where the coefficients are from Zq. The addition and multiplication of
the elements in Rq are operated according to those of polynomials. For a ∈ Rq,
ai denotes the ith coefficient of a, 1 ≤ i ≤ n. Z

l
q denotes a set of vector of

length l and vector components are taken from Zq. For a ∈ Z
l
q, ai denotes the

ith component of a, 1 ≤ i ≤ l. {0, 1}l denotes a set of strings of length l. For

a ∈ {0, 1}l, ai denotes the ith bit of a, 1 ≤ i ≤ l. For a set S, x
$←− S means

that an element x is chosen from S uniformly at random. For a distribution χ,
x

$←− χ means that an element x is sampled according to the distribution χ. A
polynomial f ∈ Rq or a vector in Z

l
q is chosen from S (sampled from χ), we

mean that each coefficient is chosen from S (sampled from χ).
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Centered Binomial Distribution. We define centered binomial distribution
Bη as follows:

(a1, ..., aη, b1, ..., bη) $←− {0, 1}2η

and output
η∑

i=1

(ai − bi).

The samples are in the interval [−η, η].

2.2 RLWE Problem

Decisional Ring Learning with Errors (RLWE) [25]. Let n, q be posi-
tive integers, and χs, χe be distributions over R. Distinguish the following two
distributions:

– D0: (a, b), and
– D1: (a, u)

where b = as + e for a
$←− Rq, s

$←− χs and e
$←− χe, and u

$←− Rq.

2.3 Cryptographic Definitions

Public Key Encryption (PKE). A public key encryption scheme PKE is a
tuple of algorithms (KeyGen, Enc, Dec):

– KeyGen() → (pk, sk): A probabilistic key generation algorithm that outputs
a public key pk and a secret key sk.

– Enc(pt, pk) → ct: A probabilistic encryption algorithm that takes as input a
message pt and public key pk, and outputs a ciphertext ct. The deterministic
form is denoted Enc(pt, pk, coin) → ct, where the random coin is passed as
an explicit input.

– Dec(ct, sk) → pt’: A deterministic decryption algorithm that takes as input
a ciphertext ct and secret key sk, and outputs a message pt’.

We use the notion of indistinguishability under chosen plaintext attacks
(IND-CPA) to define the advantage of an adversary A by:

Advind-cpa
PKE (A) =

∣∣∣∣∣∣∣∣
Pr

⎡

⎢⎢⎣b′ = b:

(pk, sk) ← KeyGen();
(pt0, pt1) ← A(pk);

b ← U(0, 1); ct ← Enc(ptb, pk);
b′ ← A(pk, ct);

⎤

⎥⎥⎦ − 1
2

∣∣∣∣∣∣∣∣
.
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2.4 NewHope-CPA-PKE

NewHope [1] is a suit of cryptographic primitives that rely on the hardness of
RLWE. Its core component is NewHope-CPA-PKE, an IND-CPA secure public
key encryption. NewHope-CPA-PKE has first been described in [2] and it con-
sists of three algorithms: NewHope-CPA-PKE.KeyGen, NewHope-CPA-PKE.Enc
and NewHope-CPA-PKE.Dec, as shown in Algorithms 3, 4, 5, which can be
abbreviated as NewHope.KeyGen/Enc/Dec, respectively. In these algorithms, we
omit some details (e.g. the so-called NTT transform or the encoding of the mes-
sages) to simplify the presentation. These simplifications do not imply any loss
of generality for our analysis. In order to keep the context consistent, the nota-
tions of the algorithms may be different from the original specification of these
algorithms [1].

Notations and Parameters. H is a hash function. Gena is the generating func-
tion of global parameter. Samp is an abstract algorithm which samples a random
variable according to a distribution with a given seed: x ←− Samp(D, seed), where
D is a distribution, and seed is the random seed used to sample x. NewHope-
CPA-PKE uses three main parameters n, q, η, where n, q are the parameters of
the polynomial ring Rq, η is the parameter of the centered binomial distribution
Bη. NewHope-CPA-PKE recommends 2 parameter sets:

– NewHope512: (n, q, η) = (512, 12289, 8).
– NewHope1024: (n, q, η) = (1024, 12289, 8).

NewHope-CPA-PKE uses four specific functions: Encode, Decode, Compress
and Decompress. The following paragraphs describe these functions.

Encode and Decode. The Encode function takes a 256-bit input ν and creates
an element K ∈ Rq which stores 2 (or 4) times the element ν. The redundancy
is used by the function Decode to recover ν with a noisy K.

Compress and Decompress. NewHope-CPA-PKE shortens ciphertexts by
rounding off the low bits as in LWR-based schemes [5], which is a common
technique for reducing ciphertext size also in LWE-based schemes [28,29]. In
particular, this technology is realized by function Compress, which takes as input
a vector C in Rq and applies on each of its component a modulus switching to
obtain an element c in Z8[x]/(xn + 1). For an element x ∈ Q we denote by �x	
rounding of x to the closest integer with ties being rounded up. In particular,

Compress(Ci) = �(8/q) · Ci�, Decompress(ci) = �(q/8) · ci�.
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Algorithm 1. Encode: {0, 1}256 → Rq

Input: ν ∈ {0, 1}256

Output: K ∈ Rq

1: K ←− 0
2: for i = 0 to 255 do
3: Ki ← νi · � q

2
�

4: Ki+256 ← νi · � q
2
�

5: if n = 1024 then
6: Ki+512 ← νi · � q

2
�

7: Ki+768 ← νi · � q
2
�

8: end if
9: end for
10: return K

Algorithm 2. Decode: Rq → {0, 1}256

Input: K ∈ Rq

Output: ν ∈ {0, 1}256

1: ν ←− 0
2: for i = 0 to 255 do

3: t ← ∑1
j=0 |Ki+256j − � q

2
�|

4: if n = 1024 then

5: t ← ∑3
j=0 |Ki+256j − � q

2
�|

6: end if
7: if t < q then νi ← 1 else νi ← 0
8: end if
9: end for
10: return ν

Algorithm 3. NewHope.KeyGen()

Output: Secret key sk ∈ {0, 1}14·n
Output: Public key pk ∈ {0, 1}14·n+256

1: seed
$←− {0, 1}256

2: (seeda, coinA) = H(seed)
3: a ←− Gena(seeda) ∈ Rq

4: s ←− Samp(Bη , coinA) ∈ Rq

5: d ←− Samp(Bη , coinA) ∈ Rq

6: b = as+ d ∈ Rq

7: sk = s, pk = (b, seeda)
8: return (sk,pk)

Algorithm 4. NewHope.Enc(pt, pk, coinB)

Output: Ciphertext ct ∈ {0, 1}14·n+8·n
1: a ←− Gena(seeda) ∈ Rq

2: t ←− Samp(Bη , coinB) ∈ Rq

3: e ←− Samp(Bη , coinB) ∈ Rq

4: f ←− Samp(Bη, coinB) ∈ Rq

5: u = at+ e ∈ Rq

6: v = bt+ f+ Encode(pt) ∈ Rq

7: ct = (u,Compress(v))
7: return ct

Algorithm 5. NewHope.Dec(ct,sk): decryption

Output: Message pt’ ∈ {0, 1}256

1: v = Decompress(Compress(v)) ∈ Rq

2: pt’ = Decode(v − us)
3: return pt’

2.5 LAC.CPA

LAC [24] is a suit of public key cryptographic primitives based on RLWE. The
foundation of LAC is LAC.CPA, an IND-CPA PKE. LAC.CPA comprises three
algorithms: LAC.CPA.KeyGen, LAC.CPA.Enc, and LAC.CPA.Dec, as illustrated
in Algorithm 6, 7, 8, which are simplified descriptions of the algorithms and may
partly deviate from the notations the original specification of these algorithms [24].
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Notations and Parameters. {0, 1}ls is the space of random seeds and {0, 1}lm

is the message space, where ls, lm are positive integers. For an empty seed ε, the
process x ←− Samp(D, ε) is the same as x

$←− D. Bh
η is a n-ary centered binomial

distribution with fixed Hamming weight, where 0 < h < n/2 is even. For a
random variable according to the distribution, the numbers of both 1’s and -
1’s are h/2, the number of 0 is n − h. ECCEnc and ECCDec are the encoding
and decoding of the error correction codes, which switch between a message pt ∈
{0, 1}lm and its encoding p̂t ∈ {0, 1}lv , where lv is a positive integer denoting the
length of the encoding. (·)lv is a function that inputs a polynomial and outputs
the first lv coefficients of the polynomial. LAC.CPA recommends 3 parameter
sets: LAC-128, LAC-192, LAC-256. Throughout these parameter sets q is always
251, lm is always 256. The values of n, η and lv vary for different security levels.
In particular,

– In LAC-128, n = 512, η = 1, lv = lm + 18 × 8.
– In LAC-192, n = 1024, η = 1

2 , lv = lm + 9 × 8.
– In LAC-256, n = 1024, η = 1, lv = (lm + 18 × 8) × 2.

The centered binomial distribution Bη with η = 1
2 is defined as follows:

sample (a, b) ← (B1, B1) and output a × b, and the samples are in the interval
[−1, 1].

Algorithm 6. LAC.CPA.KeyGen()

Output: Secret key sk ∈ Rq

Output: Public key pk ∈ Rq × {0, 1}ls

1: seeda
$←− {0, 1}ls

2: a ←− Gena(seeda) ∈ Rq

3: s ←− Samp(Bh
η , ε) ∈ Rq

4: d ←− Samp(Bh
η , ε) ∈ Rq

5: b = as+ d ∈ Rq

6: sk = s, pk = (b, seeda)
7: return (sk,pk)

Algorithm 7. LAC.CPA.Enc(pt, pk, coinB)

Output: Ciphertext ct ∈ Rq × Z
lv
q

1: a ←− Gena(seeda) ∈ Rq

2: t ←− Samp(Bh
η , coinB) ∈ Rq

3: e ←− Samp(Bh
η , coinB) ∈ Rq

4: f ←− Samp(Bη, coinB) ∈ Z
lv
q

5: u = at+ e ∈ Rq

6: v = (bt)lv + f+ � q
2
� · (ECCEnc(pt)) ∈ Z

lv
q

7: ct = (u,v)
8: return ct

Algorithm 8. LAC.CPA.Dec(ct,sk)

Output: Message pt’ ∈ {0, 1}lm

1: p̃t = v − (us)lv

2: for i = 0 to lv-1 do
3: if q

4
≤ p̃ti < 3q

4
then

4: p̂ti ← 1
5: else
6: p̂ti ← 0
7: end if
8: end for
9: pt’ ← ECCDec(p̂t)
10: return pt’
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3 A Meta-PKE Construction

At Eurocrypt’19, Băetu et al. [4] proposed a meta-PKC construction and showed
9 IND-CPA PKEs [26] entering the first round all follow the construction. In
fact, this construction is inspired by the Regev cryptosystem [32] such as the
Lyubashevsky-Peikert-Regev cryptosystem [25]. In this section, we give a meta-
PKE construction, which is a further refinement of meta-PKC construction. In
particular, both NewHope-CPA-PKE and LAC.CPA follow this construction.

Algorithm KeyGen(): Algorithm Enc(pt, pk, coinB):
1: generate a random seedA and coinA 1: parse pk = (seedA, B)
2: generate A ← GenA(seedA) ∈ SA 2: generate A ← GenA(seedA)
3: sample secrets sk ∈ Ssk, d ∈ SB 3: sample randomness t ∈ St, e ∈ SU , f ∈ SV

from distribution Ψ by using coinA from distribution Ψ by using coinB
4: B ← A × sk+ d ∈ SB 4: U ← t × A + e ∈ SU

5: pk ← (seedA, B) 5: V ← t × B + f + encode(pt) ∈ SV

6: return (sk, pk) 6: return ct = (U, V )

Algorithm Dec(ct,sk):
7: parse ct = (U, V )
8: W ← V − U × sk ∈ SV

9: pt ← decode(W ) ∈ M
10: return pt

Fig. 1. The meta-PKE defined on the algebra

We consider six additive Abelian groups Ssk, SA, SB, St, SU , and SV and
four bilinear mappings which are all denoted with ×. The relationships between
the four bilinear mappings and the six additive Abelian groups are as follows:
SA×Ssk → SB , SU ×Ssk → SV , St×SA → SU , and St×SB → SV . In particular,
there is an associativity in the sense that (t×A)× sk = t× (A× sk) for all t ∈ St,
A ∈ SA, and sk ∈ Ssk. We also define three functions GenA : SseedA

→ SA, encode
: M → SV and decode : SV → M .

Finally, we give meta-PKE construction in Fig. 1 where the choice of the
algebra, bilinear mapping, GenA/encode/decode, and the probability distribution
Ψ are left free. Compared with meta-PKC in [4], meta-PKE stresses that secrets
and randomness sk, d, t, e, f are sampled from the same probability distribution
Ψ . In addition, instead of directly picking a random A ∈ SA, meta-PKE generates
A using a random seedA, which is widely adopted by most candidate algorithms.

Example 1 (NewHope-CPA-PKE). NewHope-CPA-PKE defines SA =
Ssk = SB = St = SU = SV = Rq. Bilinear mappings are simply multiplica-
tions of polynomials in Rq. Message pt ∈ {0, 1}256 is encoded by multiplying it
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by � q
2� and represented twice (four times).4 Namely, Y = encode(pt), and the bit

pti of the message appears at position i and i + 256 (and i + 512, i + 768) of Y
by Yi = Yi+256 (= Yi+512 = Yi+768) = pti� q

2�, i = 1, ..., 256. The distribution Ψ is
the centered binomial distribution Bη with η = 8. In order to compress the size
of ciphertext, function Compress is introduced and it simply performs coefficient-
wise modulus switching between modulus q and modulus 8 by multiplying it by 8
and then performing a rounding division by q.

Example 2 (LAC.CPA). LAC.CPA defines SA = Ssk = SB = St = SU = Rq

and SV = Z
lv
q . Bilinear mappings are simply multiplications of polynomials in

Rq. Message pt ∈ {0, 1}ls is first encoded as ECCEnc(pt) ∈ {0, 1}lv , then it is
encoded as Y by multiplying it by � q

2	, namely, Y = � q
2	 · (ECCEnc(pt)). The bit

ECCEnc(pt)i appears at position i of Y by Yi = ECCEnc(pt)i� q
2	. The secrets and

randomness are sampled from the centered binomial distribution Ψ = Bη with
η = 1 or 1

2 . In particular, in calculating V ← t × B + f + encode(pt), function
(·)lv is introduced and used to take the first lv coefficients of the polynomial t×B.
In addition, in order to minimize the size of the ciphertext, in implementation
the lower 4 bits for each coefficient in V are discarded.

4 A Feature of Meta-PKE

In meta-PKE construction, there is a key step

V ← t × B + f + Y,

where B is part of the public key pk, V is part of the ciphertext ct, t, f are
randomness, Y is the encoding of secret pt and Y = encode(pt). Usually, ran-
domness t, f are sampled from a centered binomial distribution and codeword
Y belongs to set {0, q

2}, the coefficients of t, f and Y are discrete integers. In
particular, the number of possible values they can take are denoted as Ωt, Ωf

and ΩY , respectively.
We observe that if B is chosen as an integer, each coefficient of V has at most

Ωt × Ωf × ΩY possibilities. Further, if Alice chooses B so that each coefficient
of V has exactly Ωt × Ωf × ΩY possibilities, V can reveal the values of t, f ,
Y (then pt) completely. In particular, NewHope-CPA-PKE and LAC.CPA also
have this feature and we use the following theorem and corollaries to explain it.

Theorem 1. t, f, Y ∈ Rq, and the coefficients ti, fi are in {−D, ...,D}, D 
 q,
Yi ∈ {0, q

2}, i = 1, ..., n. B ∈ Zq and V = B × t + f + Y mod±q.5 If 2D + 1 ≤
B < q/4D − 1, then V will reveal the values of t, f, Y completely.

4 NewHope recommends 2 parameter sets and they adopt different coding methods.
5 For ease of understanding and explanation, we consider the modular reductions in

[−� q
2
�, � q

2
�], which corresponds to [0, q − 1] one by one. In particular, r′ = r mod±q

is the unique element in range [−� q
2
�, � q

2
�] such that r′ = r mod q.
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Proof. Given that ti, fi ∈ {−D, ...,D}, B ∈ Zq and B < q/4D − 1, we have

(t×B+f)i ∈ {−DB−D,−DB−(D−1), ...,DB+(D−1),DB+D} ⊂ (−q

4
,
q

4
).

Considering that Yi ∈ {0, q
2}, we have

Vi = (B×t+f +Y )i ∈ ({−DB−D,−DB−(D−1), ...,DB+(D−1),DB+D}∪

{−DB − D +
q

2
,−DB − (D − 1) +

q

2
, ...,DB + D +

q

2
}),

where

{−DB − D +
q

2
,−DB − (D − 1) +

q

2
, ...,DB + D +

q

2
} ⊂ ((−q

2
,−q

4
) ∪ (

q

4
,
q

2
)).

Based on the above analysis, we have that Vi ∈ (− q
4 , q

4 ) reveals Yi = 0,
and Vi ∈ ((− q

2 ,− q
4 ) ∪ ( q

4 , q
2 )) reveals Yi = q

2 . Further, when B ≥ 2D + 1, the
2(2D + 1)2 elements in set

{−DB − D,−DB − (D − 1), ...,DB + (D − 1),DB + D}∪

{−DB − D +
q

2
,−DB − (D − 1) +

q

2
, ...,DB + D +

q

2
}

are different, thus Vi can determine values of ti, fi, Yi uniquely and
definitely. �

In NewHope-CPA-PKE, in order to compress the size of ciphertext, com-
pression function Compress is introduced which simply performs coefficient-wise
modulus switching between q and p by multiplying by p and then performing a
rounding division by q. In this case, it is difficult to recover the value of f from
Compress(V ), because the compression function compresses adjacent integers
into the same integer. In particular, we have the following corollary.

Corollary 1. t, f, Y ∈ Rq, and the coefficients ti, fi are in {−D, ...,D}, Yi ∈
{0, � q

2�}, i = 1, ..., n, q = 12289,D = p = 8. B ∈ Zq and V = B×t+f+Y mod±q.
If B satisfies certain conditions, then Compress(V ) will reveal the complete Y and
part of the information about t.

Proof. See Appendix A.1 for the proof. �

Example 3 (NewHope-CPA-PKE continued). In NewHope-CPA-PKE,
t, f , Y ∈ Rq, q = 12289, p = 8, ti, fi ∈ {−8, ..., 8}, Yi ∈ {0, � q

2�}, i = 1, ..., n.
According to Corollary 1, if B satisfies B < q/4D − 1, p(8B − D)/q > 1 and
p(7B + D)/q < 1, then Compress(V )i will reveal Yi, and Compress(V )i = 1
and −1 will reveal ti = 8 and −8, respectively; if B satisfies B < q/4D − 1,
p(7B − D)/q > 1 and p(6B + D)/q < 1, then Compress(V )i will reveal Yi,
and Compress(V )i = 1 and −1 will reveal ti is in {8, 7} and {−8,−7}, respec-
tively; ...; if B satisfies B < q/4D − 1, p(B − D)/q > 1, then Compress(V )i

will reveal Yi, and Compress(V )i = 1 and −1 will reveal ti is in {8, 7, ..., 1} and
{−8,−7, ...,−1}, respectively.
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In LAC.CPA, in order to minimize the size of the ciphertext, in implemen-
tation the lower 4 bits for each coefficient in V are discarded. In this case, it is
difficult to recover the value of f from V , where V is the value after discarding
the lower 4 bits of each coefficient in V , because the operation converts adjacent
integers into the same integer. In particular, we have the following corollary.

Corollary 2. t, f, Y ∈ Rq, and the coefficients ti, fi are in {−D, ...,D}, Yi ∈
{0, � q

2	}, i = 1, ..., n, q = 251,D = 1. B ∈ Zq and V = B × t + f + Y mod q. If
B satisfies certain conditions, then V will reveal t, Y completely.6

Proof. See Appendix A.2 for the proof. �

Example 4 (LAC.CPA continued). In LAC.CPA, t ∈ Rq, f, Y ∈ Z
lv
q , q =

251, ti, fj ∈ {−1, 0, 1}, Yj ∈ {0, � q
2	}, i = 1, ..., n, j = 1, ..., lv. In calculating

V ← t × B + f + encode(pt), function (·)lv is introduced and used to take the
first lv coefficients of the polynomial t×B. According to Corollary 2, if B = 175,
then V i will reveal the values of ti, Yi, i = 1, .., lv; if B = 175xlv , then V i will
reveal the values of tlv+i, Yi, i = 1, .., lv; if B = 175x2lv , then V i will reveal the
values of t2lv+i, Yi, i = 1, .., lv.

5 The Recovery of Reused Randomness in
NewHope-CPA-KEM and LAC.KE

NewHope-CPA-KEM is an IND-CPA KEM and it is constructed from NewHope-
CPA-PKE. LAC.KE is a passively secure unauthenticated key exchange protocol
and it is directly based on LAC.CPA. If randomness t is reused in NewHope-
CPA-KEM and LAC.KE, then it can be recovered according to the results of
the previous section.

5.1 The Reused Randomness Recovery Game

First, we define reused randomness recovery game in key exchange which is
constructed from meta-PKE by using it to convey a secret pt. Since a KEM can
be used as a key exchange, our game can cover both NewHope-CPA-KEM and
LAC.KE.

Definition 1. As shown in Fig. 2, Rand-Rec is the reused randomness recovery
game, where oracle O simulates Bob’s actions and reuses randomness t. Adver-
sary A has access to this oracle to make multiple queries. When adversary A
queries oracle O with pk’, the oracle O generates secret pt, runs the encryption
where randomness t is fixed, returns the ciphertext ct.

The Rand-Rec game comes from Ding’s signal leakage attack model [11],
where the client Bob is static and reuses secret, a malicious server Alice can
initiate key establishment with Bob which responds honestly.
6 If the lower 4 bits for each coefficient in V aren’t discarded, V will reveal t, f, Y

completely.
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Game Rand-RecO
A(): Oracle O(pk’)

1: KeyGen()→ (sk, pk) 1: generate secret pt
2: AO(·)(pk) → t 2: Enc(pt, pk’, coinB) → ct,
3: return t where randomness t is fixed

3: return ct
4: generate shared secret K

Fig. 2. The reused randomness recovery game

5.2 Recovering Randomness in NewHope-CPA-KEM

In NewHope-CPA-KEM (Fig. 3), if Bob reuses randomness t and malicious Alice
can initiate key establishment with Bob which responds honestly. Based on the
previous results, as long as Alice queries oracle O (initiates key establishment
with Bob) 8 times7 with different b, Alice can recover t completely. Then, e can
be recovered by computing e = u − at.

boBecilA
(pk, sk) ←− NewHope.KeyGen() pk = (b, seeda)−−−−−−−−−−−−−−−→

coin $←− {0, 1}256

pt‖coinB ←− SHAKE256(64, coin)
ct = (u,Compress(v))←−−−−−−−−−−−−−−−− ct ← NewHope.Enc(pt, pk, coinB)

pt ← NewHope.Dec(ct, sk) K ← SHAKE256(32, pt)
K ← SHAKE256(32, pt)

Fig. 3. NewHope-CPA-KEM.

In fact, in NewHope-CPA-KEM, reusing randomness is disastrous. In order
to protect against attacks involving disclosure of system randomness, NewHope-
CPA-KEM computes pt and coinB by hashing random coin, rather than picking
them directly. Further, coinB is used to sample randomness t. Therefore, the
reuse of t actually stems from a reused coin. Since the final shared secret K
is derived from pt by hashing, a reused coin will cause pt to be all the same
in multiple conversations. Thus, the final shared secret K is all the same too.
Therefore, it is very easy for Alice to detect that Bob is reusing randomness.
Further, when Bob communicates with others as a responder using the same
randomness, the shared secret is known to Alice.

7 See Corollary 1 and Example 3 for more details.
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5.3 Recovering Randomness in LAC.KE

In LAC.KE (Fig. 4), in order to keep the context consistent, random coinB is
passed as an explicit input, which is different from the original specification of
the algorithms [24].

H : {0, 1}∗ → {0, 1}lk

boBecilA
(pk, sk) ←− LAC.CPA.KeyGen() pk = (b, seeda)−−−−−−−−−−−−→

pt $←− {0, 1}lm

coinB $←− {0, 1}ls

ct = (u,v)←−−−−−−−−−−−− ct ← LAC.CPA.Enc(pt, pk, coinB)

pt ← LAC.CPA.Dec(ct, sk) K ← H(pk, pt) ∈ {0, 1}lk

K ← H(pk, pt) ∈ {0, 1}lk

Fig. 4. LAC.KE (v is the value of v after discarding the lower 4 bits of each coefficient.)

If Bob reuses randomness t and malicious Alice can initiate key establish-
ment with Bob which responds honestly. According to the previous results, as
long as Alice queries oracle O (initiates key establishment with Bob)  n

lv
	 times

with different b, Alice can recover t completely. Then, e can be recovered by
computing e = u − at.

5.4 Recovering the Shared Secret in Another Session

In LAC.KE, the recovered randomness t can be used to recover the shared secret
in another session, where the same randomness is used. In particular, we consider
a scenario where Bob communicates with Alice and Carol as a responder using
the same randomness t, e, f.8 If Alice gets Bob’s reused randomness t, then Alice
can recover the shared secret between Carol and Bob.

When Bob communicates with Carol as a responder, Carol first sends
pk′ = (b′, seeda′) to Bob. Next, Bob chooses secret pt’, reuses randomness t, e, f,
computes

u′ ← a′t + e,

v′ ← (b′t)lv + f + �q

2
	 · (ECCEnc(pt′)),

discards the lower 4 bits of each coefficient in v′ and gets v′ (Discarding the
lower 4 bits of each coefficient is equivalent to shifting 4 bits to the right.),
Then, Bob sends message ct′ = (u′,v′) to Carol, and computes the shared secret
K ′ ← H(pk’, pt’).

8 We consider that e, f are also reused. In fact, whether they are reused or not does
not affect our analysis.
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In the process, Alice intercepts pk′ = (b′, seeda′) and ct′ = (u′,v′), shifts
each coefficient of v′ 4 bits to the left and gets ṽ′. Having got randomness t,
Alice computes

�q

2
	 · (ECCEnc(pt′)) ← ṽ′ − (b′t)lv , (1)

pt′ ← ECCDec(ECCEnc(pt′)),

K ′ ← H(pk′, pt′).

Thus, Alice gets the shared secret K ′ between Carol and Bob.
In (1), ṽ′−(b′t)lv actually produces an approximation of (� q

2	·(ECCEnc(pt′)))
due to the noise caused by shift operations and unknown f. However, these noises
are relatively small and don’t affect getting the accurate value. In particular,
ECCEnc(pt′) ∈ {0, 1}lv and (� q

2	 · (ECCEnc(pt′))) ∈ {0, � q
2	}lv , that is to say,

each component of (� q
2	·(ECCEnc(pt′))) is either 0 or � q

2	. By doing experiments,
we found each component of ṽ′ − (b′t)lv is in [110, 127] or ([235, 250] ∪ {0, 1}),
namely, each component is near 0 or � q

2	. Therefore, Alice can get the accurate
value of (� q

2	 · (ECCEnc(pt′))) according to ṽ′ − (b′t)lv .

6 Conclusion

In this paper, we provide better insight into the resilience of NewHope-CPA-
KEM and LAC.KE against randomness reuse. Since they are based on NewHope-
CPA-PKE and LAC.CPA respectively, we start with these underlying PKEs. In
particular, we first show that they share a common feature. Based on the feature,
we recover the reused randomness in NewHope-CPA-KEM and LAC.KE. Since
our method does’t require Alice to change the public global parameter a, it can
apply to the situation where a is cached. Using the parameter sets recommended,
the randomness can be recovered after several communications, which confirm
that randomness reuse should be strictly avoided. After recovering the reused
randomness in LAC.KE, we also demonstrate that these randomness can be used
to recover the shared secret in another session where the same randomness is
used.

Although underlying PKE can be used to construct IND-CCA KEM by
applying the Fujisaki-Okamoto transformation [16,20], the re-encryption pro-
cess in transformation allows Alice access to all the randomness. Our future
work is to investigate if our attack is possible in other NIST candidates.

Acknowledgements. This work is supported by the National Key Research and
Development Program of China (No. 2017YFB0802000), the National Natural Science
Foundation of China (No. U1536205, 61802376).
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Appendix A

A.1 The Proof of Corollary 1

Proof. According to Theorem 1, when B < q/4D −1, we have that Vi ∈ (− q
4 , q

4 )
reveals Yi = 0, and Vi ∈ ((− q

2 ,− q
4 ) ∪ ( q

4 , q
2 )) reveals Yi = � q

2�. Considering the
function Compress performs coefficient-wise modulus switching between modulus
q and modulus p, we have that Compress(V )i ∈ (−p

4 , p
4 ) reveals Yi = 0, and

Compress(V )i ∈ ((−p
2 ,−p

4 ) ∪ (p
4 , p

2 )) reveals Yi = � q
2�.

Further, if B satisfies p(8B − D)/q > 1 and p(7B + D)/q < 1, then
Compress(V )i = 1 and −1 will reveal ti = 8 and −8, respectively; if p(7B −
D)/q > 1 and p(6B + D)/q < 1, then Compress(V )i = 1 and −1 will reveal ti is
in {8, 7} and {−8,−7}, respectively; if p(6B − D)/q > 1 and p(5B + D)/q < 1,
then Compress(V )i = 1 and −1 will reveal ti is in {8, 7, 6} and {−8,−7,−6},
respectively; ...; if p(B − D)/q > 1, then Compress(V )i = 1 and −1 will reveal ti
is in {8, 7, ..., 1} and {−8,−7, ...,−1}, respectively. �

A.2 The Proof of Corollary 2

Proof. Given that ti, fi ∈ {−1, 0, 1}, Yi ∈ {0, 126}, Vi has at most 18 possible
values when B is an integer in Zq. In particular, each possible value corresponds
to a set of values ti, fi and Yi. After discarding the lower 4 bits of Vi, adjacent
integers in V are converted to the same integer in V , which makes it difficult to
recover the value of fi from V i. However, if the public key B ∈ Zq is chosen so
that the coefficient V i has at least 6 possibilities, V i can reveal the values of ti
and Yi. For example, if B = 175, then V i = 4 will reveal ti = −1 and Yi = 0;
V i = 12 will reveal ti = −1 and Yi = 126;..., as shown in Table 2. �

Table 2. The values of ti and Yi revealed by V i when B = 175
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