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Abstract. Conceptualization development is central in modeling lan-
guage design. As one of their first design steps, language designers need
to decide on a set of concepts on which the language will be based and
which can be understood and used by a population of modelers for char-
acterizing and representing relevant domain information. Thus, exposing
candidate concept sets to future users may offer insights on how well the
concepts of choice are understood and distinguished from each other by
those who will be called to actually use the language. We propose an
empirical measurement framework to allow just that. The framework
consists of an instrumentation approach whereby participants sampled
from the user population classify domain expressions to the correspond-
ing concepts, and a set of measurement constructs for translating partic-
ipant observed data into design insights. A small case study is conducted
to explore the feasibility and limitations of the proposed approach.

Keywords: Conceptual modeling · Conceptualization quality ·
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1 Introduction

Developing conceptualizations lies at the heart of conceptual modeling language
design. Such conceptualizations are sets of concepts and their definitions that
the language designers think are useful for modeling a domain [12,26]. Once
the main conceptualization is decided, designers can proceed with the definition
of syntax, notation, modeling and reasoning procedures and mechanisms and
other components needed to develop a fully-fledged modeling language. However,
deciding why a particular candidate set of concepts is better than a competing
one, all else being equal, seems to remain an art rather than a science. Designers
seem to have little to rely on for knowing if and how end users would understand
candidate conceptualizations that emerge in the design process.

We propose an empirical measurement framework to be used for assisting the
evaluation of qualities of conceptualizations in the context of a language design
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effort. The framework consists of a set of empirical constructs, operationalized on
the basis of exposing untrained experimental participants to sets of concepts and
then asking participants to classify expressions of the domain under the concept
that best describes each. The resulting metrics reveal levels and patterns by
which participants agree on how expressions should be classified, both within
themselves and with the language designers. Subsequent descriptive analyses
offer designers insight of how their conceptualization proposals are understood by
prospective modelers. In an empirical study, we investigate whether consistencies
exist among the metrics and between the metrics and our intuition.

The rest of the paper is organized as follows. In Sect. 2 we present our moti-
vation and the experimental constructs we propose. In Sect. 3 we describe the
empirical study we performed and in Sects. 4 and 5 we discuss our findings,
limitations, future and related work.

2 Conceptualizations and Their Quality

2.1 Conceptual Modeling Languages and Conceptualizations

Conceptual modeling languages are based on the definition of a core set of con-
cepts that modelers are to use in order to develop models according to the
language. Such sets are called conceptualizations (henceforth also: concept sets),
that is, “concepts used to articulate abstractions of state[s] of affairs in a given
domain” [12]. Based on this foundation of concepts, a modeling language com-
plete with syntax, notation, modeling procedures and mechanisms can be devel-
oped [4,17]. To facilitate the discussion that follows, we distinguish between the
concern domain (henceforth domain), which describes the aspects of reality that
we wish to focus on in our modeling (e.g. intention/motivation, process, struc-
ture, function etc.) and application domain, the actual problem that we wish to
model (e.g. a travel agency or a flight booking system).

It is easy to observe that for the same or similar concern domain, differ-
ent concept sets can emerge. Taking the intention domain for example, several
goal modeling languages have been introduced: KAOS [10], i* [33], URN/GRL
[2,34], Tropos [30], iStar 2.0 [9] and their variants, as well as Archimate and its
a motivation aspect [31]. These languages have similar but not the exact same
concept sets. For instance, KAOS models intention using a set that includes
“agents”, “goals”,“constraints” and “actions” [10], while iStar 2.0 includes
“actors”, “goals”,“qualities” and “tasks” (the latter referred to as “plans” in
some Tropos conceptualizations [30]) and Archimate’s motivation aspect has
“goals”,“outcomes”, “drivers” and “requirements” [31].

2.2 Conceptualization Quality

Given two candidate concept sets for a domain, examples can be devised in
which it is obvious for some observer that one conceptualization is a better
fit for the domain than the other. For example, the above mentioned iStar 2.0
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concepts seem to be more suitable for modeling intention than the concepts
“account”,“credit” and“debit”, which are probably better suited for, say, model-
ing economic transactions. However, more rigorous and systematic measures of
fit would be useful when the candidate conceptualizations are not as semanti-
cally distant, and therefore which one should be preferred is not as “obvious” or
a matter of strong agreement among designers.

Our proposed framework focusses on empirical measures of fit between a
chosen conceptualization and its domain, i.e. measures coming from observing
behaviors and attitudes of potential users of the conceptualizations (or proxies
of such users). To devise such goodness-of-fit measures, and a theory thereof,
we draw inspiration from well established methods from the area of qualitative
content analysis [18]. At the heart of content analysis lies the effort to classify
defined units of qualitative content (e.g. text, audiovisual) into a system of codes,
a “data language”. The latter contains data variables, each offering a set of
semantically mutually exclusive values (also: codes), each of which is best suited
for classifying specific units of content.

Our reference to the content analysis tradition is based on an analogy between
conceptualizations and such variables. Given a unit of phenomena in the world
– known indeed through consumption of content (interview responses, policy
documents etc.), modelers choose one of the concepts of the conceptualization
to model the unit as such. For example, an iStar 2.0 modeler confronted with the
unit “Travel Office” has to choose a concept from the iStar 2.0 concept set we
saw above to incorporate the unit within their model. In the iStar 2.0 diagram,
the unit will most likely emerge in form of a circular visual element, signifying
that the modeler has decided to model it (code it) as an “actor”, simultaneously
excluding the possibility of modeling it as something else (e.g. “task”).

Continuing our analogy with content analysis, a variable and its set of codes
can be seen as a measurement instrument that detects the presence or absence
of specific kinds of meaning within content. For such an instrument to be useful
it needs to be reliable, i.e. to result in the same coding outcome independent
of the coding event and involved person(s) [18]. A similar expectation largely
holds in modeling. We would not like “Travel Office” to be modelled as either
an “actor”, a “task” or a “quality” in equal frequency depending on who does
the modeling and when, the domain information being otherwise the same.

We propose three conditions for a conceptualization to be reliable – which
by no means exhaust all such conditions. Firstly, the conceptualization allows
for reproducible modeling: a group of different modelers in different times, when
exposed to the exact same information about the application domain, they will
choose the same concepts to model the same units of content. Thus, “Travel
Office” is always modelled using the same concept independent on whom one
asks and when. We will henceforth refer to this reliability construct as agreement,
which can be intra-rater (compare answers of the same person at different times)
and inter-rater (compare answers of different persons). Secondly, the way mod-
elers classify domain information into concepts, should agree with standards set
by conceptualization designers. We call this, accuracy. Thus, when the designers
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expect that “Travel Office” should be modelled as “actor” within a given appli-
cation domain description and modelers actually do so in practice, this supports
the belief that “actor” is a concept that will likely be used as intended. Finally, a
conceptualization would tend to be more reliable if its constituent concepts have
minimum or no semantic overlap, in a way that each concept partitions states
of affairs within an application domain instance into classes with no or minimal
intersection. For instance, all instances of “goals” and all instances of “actors”
in the application domain are conceptualized as such, respectively, without a
large class of instances being equally able to be classified either way based on
the same application domain information.

These reliability features need not be seen as a pre-requisite for conceptual
modeling language usefulness. However, they can be useful for supporting lan-
guage design in terms of assessing how the concept set will be understood by
the application community.

2.3 Metrics

Operationalizations of the qualities described above is based on observing how
a group of human participants S uses a provided concept set O to model a
description of a state of affairs. The group of participants is sampled from a
population of potential users (modelers) of the language which will use O as its
basis, or a proxy when a suitable sample is unattainable. The participants are
trained to O using definitions and authoritative examples, such as those that
accompany language guides and tutorials. Then the participants are offered a
set L of expressions of states of affairs within some application domain and are
asked to classify each to one of the concepts in O. Reliability qualities can then be
explored through various aggregations and visualizations of such observational
data, on the basis of the constructs discussed above: agreement, accuracy and
overlap. We turn our focus to operationalizations of each of these.

Agreement is based on the measuring of the degree to which participants
in S classify each item in L using the same concept from O. Given an item
l ∈ L the agreement per expression (GpE(l)) is any measure of concentration
of classifications of l to specific subset of concepts by the participants. From
the several available options, we here adopt the Herfindahl-Hirschman index –
used in Economics to measure market concentration – normalized to [0,1] [6].
Specifically, let f(l, oi) be the proportion of classifications in which l is classified
by s ∈ S as oi ∈ O. The GpE for l is then:

GpE(l) =

∑
oi∈O f(l, oi)2 − 1/|O|

1 − 1/|O|
The closer the index is to 1, the more the concentration of responses to a

specific concept, hence the more the agreement on the classification of l. GpE
can be used as a building block for aggregated agreement measures such as the
total agreement (GT ) which is the average GpEs of all expressions in L. Note
that although the above are for inter-rater analysis, analogous constructs can be
envisioned for intra-rater agreement.
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Accuracy measures are based on calculating the degree to which partici-
pants in S classify an item l in L in a way that agrees with how the designers
would classify l. Analogously to agreement, accuracy per expression (ApE(l)) is
the proportion of classifications that are in agreement with the authoritative one
for item l, normalized from the interval [q, 1] to [0, 1], where q = 1/|O| is the
proportion expected by random. Then, accuracy per concept (ApC(o)) is aggre-
gation of individual ApEs by the authoritative concept to which l is classified by
the designers, ApC(o) = meanl∈Lo

(ApE(l)), where Lo ⊆ L is the set of items
that designers think should be classified as o. Finally accuracy per participant
(ApP (s)) measures each participant’s s ∈ S proportion of classifications that
agree with the authoritative classification.

Overlap is based on measuring the degree to which participants in S classify
each item in L on the same pair of concepts from O. One way to define observed
overlap per expression (V pE(l, o1, o2)) for two concepts o1 and o2 is:

V pE(l, o1, o2) =
min{f(l, o1), f(l, o2)}
max{f(l, o1), f(l, o2)} [f(l, o1) + f(l, o2)]

where, again, f(l, o) is the proportion of classifications in which l is classified
as o. The observed overlap per pair is the average per expression for a spe-
cific pair V pI(o1, o2) = meanl∈L(V pE(l, o1, o2)) – noting that the average
can be weighted per authoritative classification through the overlap per concept
V pC(o) = meano′∈O(V pP (o, o′)) metric.

3 Case Study

We now turn to an empirical study we performed to acquire initial feasibility
evidence for some of the measures. Our goal is to examine whether acquisition
of the measures is possible and whether they are consistent with each other and
with intuitions we have about the qualities of the languages we put to test.

Two conceptualizations are studied: one constructed as a subset/derivative
of iStar 2.0 and one from a made-up language we call “intention models”. The
goal modeling language conceptualization contains the concepts {goal, quality,
task, belief} the former three concepts adopted directly from the iStar 2.0 and
belief added from GRL [34]. The intention modeling language conceptualization
contains the concepts {goal, objective, claim, assertion}. The concepts are chosen
in a way that the first two and the last two appear to be synonyms, so referring
to the same kinds of phenomena in the application domain.

A number of sets of expressions are also prepared for each language: one
featuring only a list of such without any additional context, one based on the
main example from the iStar 2.0 guide contextualized within a description of
a fictional character with goals, tasks, qualities copied as-is from the guide [9]
and beliefs constructed from scratch, and a third constructed in the same way
from Archimate’s authoritative examples on motivation structures; the expres-
sions are transferred as-is from concept instances in exemplar models [31]. For
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the intention models, an additional set of expressions and context description
concerning a hypothetical grocery store owner are constructed from scratch.

The experimental units are initially placed in two separate instruments, one
for goal models and one for the intention models. Each instrument starts with an
instructional video presenting the concepts through the authoritative definitions
and authoritative examples. Then, each expression set is presented in a separate
screen, with its context description, wherever applicable, and participants are
asked to classify each expression to one of the four concepts of the correspond-
ing concept set. A total of 41 participants from the Mechanical Turk pool [7],
13 female and 28 male, ages 23 to 69 (median 40), majority (34) in Science,
Technology and Engineering are recruited.

Results. For a first glimpse of how the two languages compare, we use a heatmap
style visualization we call concept overlap maps to visually explore overlaps
between concepts, as in Fig. 1. Starting from intention models, the categories
within intentions and statements exhibit substantial overlap compared to other
pairs, as strongly expected. Also in agreement with expectation, goal models
show that goals overlap with tasks and, less so with qualities.
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Fig. 1. Concept Overlap Maps

As a second exploratory step, we compare GpE with the p values of simple
multinomial tests for each expression against the hypothesis that participants
classify randomly, i.e. choose one of the four choices as if rolling a dice. His-
tograms of the results are seen in Fig. 2(A). For the analysis, intention models
are considered in three modes: as introduced (flat mode, “Int. M. Flat”), with
each pair of overlapping concepts (goal-objective and claim-assertion) merged
to one (between mode, “Int. M. Between”) and, conversely, focussing on the
dominant overlapping pair in each expression and treating it as if it were a two-
concept language (within mode, “Int. M. Within”). As expected, more frequent
high levels of GpE are observed in the between mode of intention models. Goal
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models offer similar distributions of GpE as flat mode intention models. Com-
parison with the binomial result, however, which offers an indication of overall
randomness, shows that patterns of agreement may exist within seemingly low
GpEs; from Fig. 1 we see that in goal models this is probably due to the distance
of belief from the three other concepts.
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Fig. 2. Randomness and Agreement

Finally, accuracy measures can be meaningfully compared between goal mod-
els and intention models in between mode, as there is no authoritative response
in the within and flat modes. The ApC for goals, qualities, tasks and beliefs is
respectively 0.3, 0.63, 0.47 and 0.64. The two lowest levels are consistent with
where overlaps occur as per Fig. 1. In intention models, expressions authorita-
tively designated as goals or objectives and claims or assertions exhibit ApCs of
0.78 and 0.93, respectively. This is in agreement with our expectation: the two
pairs do not have as much of a conceptual overlap between them as goals, tasks
and qualities do in goal models.

4 Validity Concerns and Future Work

We now discuss important validity threats and pitfalls that one must be mindful
of when considering the proposed measurement approach. In terms of external
validity, generalization of the findings is sensitive to the choice of expressions,
the domain of origin thereof, and the participant sample. For an independent
investigator, a first check can include expressions taken or derived from the
authoritative examples most often provided by designers in language-defining
publications, tutorials and guides. Such expressions can be assumed to be the
best samples of: (a) expressions describing phenomena the designers destine their
language to be used for, (b) associations between expressions and their author-
itative classifications. The participant sample, on the other hand, is meant to
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be taken from a modeler population, i.e., persons who could be using the lan-
guage in practice. From an internal validity viewpoint one can further observe
that both the collected expressions and the training procedure can interfere
with conclusions with respect to the conceptualization qualities. For example,
an otherwise well-chosen conceptualization may yield low agreement measures
or strange overlaps due to bad training or badly written expressions. This can
be mitigated by observing the behavior of the measures over repeated studies on
the same conceptualization whereby training and expression choices and formats
vary. An additional construct validity threat is whether and how the way a par-
ticipant classifies an expression to a concept is biased by the way it is written.
For example, in iStar 2.0, the examples in the language guide [9] train modelers
that if, e.g., bill payment is a task it is written as “Pay Bills” but if it is a goal
it is written as “Have Bills Paid”. Using such cues, participants may accurately
classify expressions according to language style rather than the domain infor-
mation, revealed e.g. in the description context. Avoiding such effect is on the
investigator’s hands and interests, who can choose to tailor both training and
expressions to specific needs.

Finally, the agreement, accuracy and overlap measures themselves are subject
for further study and refinement from a variety of angles. One is their ability
to compare concept sets of different sizes. While the proposed normalizations
allow for rough qualitative comparisons, a theory of such comparisons is yet be
developed. It would be specifically relevant to know if decrease in conceptual
granularity (cf. [14]) is always (as a law) accompanied with increase in accuracy
and agreement, and, if yes, how we control for this increase for a fair comparison.
A second concern is the identification of statistical properties of the measures so
to allow inferences to populations, when random sampling has been assumed.

Thirdly, a connection of these measures with existing conceptualizations of
language quality can be investigated. Relevant here are the analytical constructs
of lucidity, laconicity, soundness and completeness [32] as used for ontological
analysis of conceptualization quality [12]. The constructs presented here appear
to be coarser and do not clearly indicate the specific pathology of the concep-
tualization in those terms. For example, low agreement – they way we defined
it – may not be an exclusive symptom of construct redundancy as it can also be
caused by, e.g., incompleteness. It appears, nevertheless, that refinements of our
constructs are possible to allow for some commensurability if not direct opera-
tionalization relationships with the four quality constructs. Regardless, empirical
investigation does not compete with the need for ontological analysis. Likewise,
more work will be required to position such metrics within established language
quality attributes [19,23,25]. For example, modeler appropriateness and par-
ticipant appropriateness [19] refer to the correspondence between the language
constructs and the way producers and users of models perceive reality. From an
empirical standpoint, however, any measurement of comprehensibility or domain
appropriateness (i.e., lucidity, laconicity etc. [12,32]) is likely based on modeler
and/or participant samples, requiring care in clarifying the precise object of
measurement and the relevant influencing factors.
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5 Related Work and Conclusions

Empirically studying conceptual modeling languages is not a new enterprise, with
many efforts having been dedicated on firstly understanding the basic empiri-
cal constructs of quality [19,23,25] and then engaging in experimental or other
empirical activity. A plethora of studies have been conducted focussing on vari-
ous understandability conceptions of conceptual models in general. Houy et al.
offer a comprehensive survey aimed at organizing our understanding of under-
standability [16]. Much of the work has focussed on process and entity or other
domain structure models, e.g. [8,24]. Goal models, our example focus here, have
also been the subject of empirical investigation in various instances, e.g., Hadar
et al. [13], Horkoff and Yu [15], Santos et al. [27], Estrada et al. [11] or Liaskos
et al. [1,20–22]. A strong appeal to the consensus of user populations has been
put forth by Caire et al. [5], which we also espouse as a principle. Naturally, this
line of work is complemented by several analytical and ontology-based efforts to
explore qualities of intention conceptualizations, e.g., Bernabè et al. [3].

Our work is inspired by a vision of measurement standardization for sys-
tematizing empirical evaluation, as is commonly done in other disciplines. By
using standard, reproducible and comparable quality assessment instruments,
language designers are better equipped in their effort to demonstrate the qualify
of their designs and increase the appeal of such to practitioners.

References

1. Alothman, Norah., Zhian, Mehrnaz, Liaskos, Sotirios: User perception of numeric
contribution semantics for goal models: an exploratory experiment. In: Mayr, Hein-
rich C., Guizzardi, Giancarlo, Ma, Hui, Pastor, Oscar (eds.) ER 2017. LNCS, vol.
10650, pp. 451–465. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-
69904-2 34

2. Amyot, D., Mussbacher, G.: User requirements notation: the first ten years, the
next ten years (Invited Paper). J. Software 6(5), 747–768 (2011)
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