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Preface

We are delighted to present the proceedings of the 7th edition of the 2020 European
Alliance for Innovation (EAI) International Conference on Green Energy and Net-
working (GreeNets 2020). This conference aims at establishing a multidisciplinary
scientific meeting to discuss complex societal, technological, and economic problems
of green communication and green IoT for researchers, developers, and practitioners
from around the world. All of the topics related to these subjects were addressed during
the GreeNets 2020 conference.

The technical program of GreeNets 2020 consisted of 35 full papers in oral
presentation sessions at the main conference tracks. The conference tracks were: Track
1 – Green Communication; Track 2 – Green Energy; Track 3 – Green Networking.
Aside from the high-quality technical paper presentations, the technical program also
featured two keynote speeches. The two keynote speeches were Dr. Weixing Li from
Dalian University of Technology of China and Dr. Fan-Yi Meng from Harbin Institute
of Technology, China.

It was a great pleasure to work with the excellent organizing team of the EAI, which
was absolutely essential for the success of the GreeNets 2020 conference. In particular,
the peer-review process of technical papers was completed by the Technical Program
Committee, which made for a high-quality technical program. We are also grateful to
all the authors who submitted their papers to the GreeNets 2020 conference.

We strongly believe that the GreeNets 2020 conference provided a good forum for
all researchers, developers, and practitioners to discuss all science and technology
aspects related to green energy and networking. We also expect that the future
GreeNets conferences will be as successful and stimulating, as indicated by the
contributions presented in this volume.

August 2020 Xiaolin Jiang
Peng Li
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Research on Sub-synchronous Oscillation
in Wind-HVDC-Thermal System

Yuming Pei, Xunwen Su(B), Hanqing Cui, and Rongbo Ma

Heilongjiang University of Science and Technology, Harbin 150022, China
suxunwen@163.com

Abstract. To comply with the characteristics of energy and source-load inverse
distributed, the thermal-wind bundling system has been used in the grid of our
country, such as Hami-Zhengzhou UHVDC channel and Jiuquan wind farm
base power delivery channel. But it can induce some stability problem like sub-
synchronous oscillation, especially in some limit operation state. This paper build
a wind-thermal bundling systemwith HVDC in PSCAD/EMTDC simulation soft-
ware, then by means of changing DC line parameter and manual putting 3-phase
fault into inverter side PCC three aspects to explore the factor that entails SSO
phenomenon. In conclusion, parameter mismatch and DC fault and so on factor
can induce SSO phenomenon.

Keywords: Thermal-HVDC-wind farm system · SSO factor · Common coupled
point

1 Introduction

Wind-Thermal bundling system operates with a method of bundling wind power and
thermal power, and realizing power delivery through power transmission lines. This
method can not only meet the needs of inter-regional power transmission and the con-
struction of a strong grid, but also increase the use and development of renewable energy
sources such as wind power. The wind-thermal bundling system can improve the power
transmission capacity and reduce the cost of power supply, but it also brings some prob-
lems to the stable operation of the power grid. In the initial operation period of the wind
and fire bundling energy base, the system is easy to run near the limit state, and the sys-
tem stability cannot be guaranteed. At this time, it is particularly important to study the
related technical issues such as the sub-synchronous oscillation caused by the transient
stability and disturbance of the wind-fired AC/DC delivery system, and the coordination
between the power supply and the line [1, 2].

Sub-synchronous oscillation (SSO) is an abnormal electromagnetic and mechani-
cal oscillation phenomenon that occurs when the operating system’s operating equilib-
rium point is disturbed or multiple natural oscillation frequencies for significant energy
exchange [3]. The sub-synchronous oscillation belongs to the oscillation instability of

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
Published by Springer Nature Switzerland AG 2020. All Rights Reserved
X. Jiang and P. Li (Eds.): GreeNets 2020, LNICST 333, pp. 3–13, 2020.
https://doi.org/10.1007/978-3-030-62483-5_1
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the system. It is caused by a special electromechanical coupling effect in the power sys-
tem. The biggest harm is that the serious electromechanical coupling effect may directly
cause the serious damage to the shaft system of the large steam turbine generator set,
which cause major accidents to endanger the safe operation of the power system. Wind-
fired bundling via a DC transmission system is a new system structure that has emerged
with the rapid development of wind power in recent years.

At present, most of the researches on sub-synchronous oscillation are focused on the
single-synchronous generating unit, single wind-powered unit via DC transmission sys-
tem and wind-fired bundling via series-supply delivery system, and the sub-synchronous
oscillation of wind-fired bundling via DC-supply system Little research has been done
[4]. With the increase of installed wind power capacity and the development of DC
transmission projects, the possibility of the system structure increasing. In actual engi-
neering, the problem of sub-synchronous oscillation does exist in the wind-fired bundled
DC delivery system. On July 1st, 2015, the Hami region of Xinjiang, China, after the
direct-drive wind farm was connected, a sub-synchronous oscillation accident occurred
in the power system, which caused the torsional vibration protection of three thermal
power units in the thermal power plant 300 km away from the wind farm to successively
cause Power loss is 1280 MW. In July 2015, a thermal power plant accident caused by
a synchronous synchronization occurred at a thermal power plant near the transmission
terminal of the Harbin-Zhengzhou DC transmission was related to the large-scale wind
power transmission at the transmission-side AC system. Therefore, it is of great signifi-
cance to study the problem of sub-synchronous oscillation of wind and fire bundling via
a DC output system.

2 Principe of Sub-synchronous Oscillation

Sub-synchronous oscillation (SSO) is a type of system stability problem that belongs to
the dynamic process of electromechanics. Since the Mohave power station in the United
States has experienced two times of generator shaft failure due to series compensation,
this phenomenon has raised worldwide electrical workers. Note that the issue of sub-
synchronous oscillation has also become a research hotspot in power system stability
[5].

According to the different generation mechanisms, the mainstream problem of
sub-synchronous oscillation is divided into two categories, namely: sub-synchronous
resonance (SSR) problems and sub-synchronous control interaction (SSCI) problems.
SSR problems can be divided into induction generator effect problems according to
their causes and effects. SSR problems can be divided into three aspects according to
their causes and effects: induction generator effect (IGE), sub-synchronous torsional
interaction (SSTI), and sub-synchronous torque amplification (SSTA) [6].

IGE is because the rotor speed is higher than the sub-synchronous rotating magnetic
field speed generated by the sub-synchronous current component on the stator side.
From the perspective of the stator, the equivalent resistance of the rotor to the sub-
synchronous stator current has a negative resistance characteristic. Effect, when this
negative resistance is large enough, it can cause self-excited oscillation of the electrical
system.
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SSTI is a kind of electromechanical coupling self-excited oscillation phenomenon
caused by the electrical system’s electrical resonance frequency being complementary
to the natural torsional vibration frequency of the generator shaft system. When the
frequency generated on the generator rotor is equal to the natural torsional vibration fre-
quency of the generator shaft system, it will A complementary secondary synchroniza-
tion frequency voltage component is induced on the stator side. If the voltage component
frequency is close to the electrical resonance frequency of the system at this time, the
secondary synchronization torque generated by the rotor will be maintained. When the
secondary synchronization torque is greater than or When it is equal to the mechanical
damping torque of the generator, this trend will show increasing oscillation and form a
continuous unstable process.

In the case of large disturbances such as faults, machine cuts, non-synchronous grid
connection, and frequent operation of line switches, SSTA is due to the mutual increase
of electromechanical oscillations, which causes mutual interactions on a certain natural
frequency or frequencies on the shaft system and may cause severe damage in the first
torsional vibration period [7].

3 Modeling of Wind-HVDC-Thermal System

3.1 Doubly-Fed Induction Generator (DFIG) Model

According to Aerodynamics, a wind turbine can transfer the wind power to the mechan-
ical energy PW as shown in Eq. 1. This Equation illustrates that the input mechanical
power PW is relevant to the air density ρ, blade radius R, wind speed VW and power
coefficient CP [8].

PW = 1

2
CPρπR2V 3

W (1)

The power coefficient CP as shown in the Eq. 2 could accurately demonstrates the
power losses on the aspects of wind power utilization. And the variable value CP is
relative to one variation, the turbine angular velocity ωW multiply by the blade radius R
and divided by wind speed VW , which we called tip speed ratio λ.

CP = 0.22

(
116

(
1

λ
− 0.035

)
− 5

)
e
−12.5

(
1
λ
−0.035

)
(2)

We can make a derivation of input mechanical torque TW demonstrated in the Eq. 3
by combining Eq. 1 and 2.

TW = PW

ωR
= 1

2

CPρπR3V 2
W

λ
(3)

The drive mechanism in the turbine could be divided into 3 aspects: the hub, the
transmission shaft and the gear box. On the static state, it could be illustrated by the
Eq. 4 of the drive mechanism model. In Eq. 4, τW is the time constant of the entire
mechanism.

dTM
dt

= 1

τW
(TW − TM ) (4)
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The turbine and the generator is connected by a speed-variable gear box, and there
exist aN-times relationship of the angular velocity between the generatorωG and turbine
ωW, which is shown in the Eq. 5.

ωG = NωW (5)

3.2 High Voltage Directive Current (HVDC) Model

At present, quasi steady state (QSS) models are used to model the dynamic problems
caused by DC transmission. The converter uses a steady-state mathematical model and
the related control system uses a dynamic model to describe transient process in the
QSS model [9]. Figure 1 shows the converter part of the HVDC system. For this system,
the AC system voltage E, the rectifier-side and inverter-side trigger angles α, β, and the
commutation angle γ are known. Ud0 is the converter-side equivalent voltage. XT is the
equivalent reactance of converter loss and transformer leakage reactance (Fig. 2). The
steady-state model of the rectifier side and the inverter side and the dynamic model of
the dc line are respectively shown in Eqs. (6)–(8).

VSC
AC

Grid

PCC

E
XT

n:1

Id

Ud

Ud0

Fig. 1. HVDC converter model

Udi0Udr0 Udr0cosα

dxr Rd

Udr

dxi

Udi
Udr0cosβ

Rectifier InverterDC
Line

Fig. 2. QSS equivalent model

⎧⎪⎨
⎪⎩
Udr0 = 3

√
2Er

nπ

Udr = dxrIdr = 1

2Udr0(cosα − cos(α + γ ))

Udr = Udr0 cosα − dxrIdr

(6)
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⎧⎪⎨
⎪⎩
Udi0 = 3

√
2Ei

nπ
dxi = 3XT

π

Udi = Udi0 cosβ + dxiIdi

(7)

⎧⎪⎨
⎪⎩
C dUdr

dt = Idr − Id
C dUdi

dt = Idi + Id
Ld

dId
dt = Udr − Udi − Rd Id

(8)

3.3 Thermal-HVDC-Wind Farm System

Figure 3 shows the schematic diagram of thermal-HVDC- wind farm system. The power
frequency of the whole system is 60 Hz.The thermal power unit adopts the IEEE first
standard model. The thermal power unit adopts the four-masses (LPA-LPB-GEN-EXT)
block model, the rated voltage is 7.97 kV meanwhile the rated current is 3.136 kA, and
the rated power is 892.4 MV.A, and is fed into the HVDC system through 13.8/62.5 kV
boost transformer.

VSC1 VSC2

DC  Line

WF

G

Fig. 3. Schematic graph of thermal-HVDC-wind farm system

The HVDC system transmits 115 kV DC voltage and 75 MW rated power, and the
length of the DC line is 50 km. In order to ensure system voltage stability and stable
power transmission, the rectifier side adopts thefixed active power control strategy shown
in Fig. 4(a), and the inverter side adopts the fixed DC power control strategy shown in
Fig. 4(b). The inverter is connected to a 110 kV power grid. The final equivalent of the
power grid is an infinite system with a rated voltage of 110 kV and a rated power of
100 MV.A.

The wind farm is a N identical 2 MW DFIG wind turbines of the same model, with
a rated voltage of 0.69 kV, which is connected to the inverter-side common coupling
point (PCC) after 0.69/110 kV step-up transformer. The rotor side of the inverter adopts
stator flux-oriented vector control, and decoupling control of active and reactive power
is achieved through coordinate transformation. The stator side adopts the grid voltage-
oriented vector control strategy to achieve stable output of the generator port voltage
according to the grid current and provide a trigger angle for the rotor side flux control
(Fig 5).
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Xd/V
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Angle 
Order

+

+
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(a)  Rectifier control strategy

Vdc

Vdcref

P
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Inverter
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Order

+
_
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Fig. 4. HVDC system control strategy
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_
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P
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Ircref
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Invert Park
Conversion

(a) Rotor side convertor control strategy
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Conversion
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β
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+
_
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(b)   Stator side convertor control strategy

Fig. 5. Wind farm converter control strategy
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4 Simulation

This paper uses PSCAD/EMTDC simulation software to build a model of wind-thermal
bundle systemwith HVDC as shown in Fig. 3. By changing the related parameters of the
DC transmission system, and the PCC fault on the inverter side, the factor and influence
of SSO is explored in such wind-thermal system with HVDC.

4.1 Infects of the DC Line Parameters

To explore the effect of SSO by changing DC line parameter, the experience will change
the length from 50 km to 200 km. It is shown that when the line span 50-km long, the
system will operate at static state as demonstrated in Fig. 6.

(a)  Thermal active power output                          (b)   DC line voltage 

Fig. 6. Static state power and DC voltage characteristic

When the length become longer, the stability of the system may changed. At the
length of 125 km, the active power of the thermal generator suffered a variation which
was beginning at the time of 3 s and maintaining 1 s, then the power operated with small
scale vibration as is shown in Fig. 7.(a). So did the DC voltage both on the rectifier side
and on the inverter side in Fig. 7.(b), but after a 1 s period variation it finally operated in
a new static state. So in reality, if the shaft is robust enough that can bear the first period
torque amplification, the system could finally operates in a stable state.

However, there is a severe damage at the length of 150 km as is vividly demonstrated
in Fig. 8(a)–(d). There is a variation at the time of 3 s and maintaining 1 s, rectifier side
DC voltage VdcR dropped to a very low level. About 3.5 s later, second variation occurs
and it induced a severe unstable state: Torque LPA-LPB and Torque LPB-GEN amplified
at times and maintaining till the end of the simulation.

When the length span 200 km, a variation about 3–4 s occurs in the system. And
the DC voltage finally emerged a trend to get close to a new stable state as shown in
Fig. 9.(b). In the new state, DC line voltage dropped at the sending end.
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(a)  Thermal active power output                          (b)   DC line voltage 

(c) LPB-GEN torque   

Fig. 7. Power, DC voltage and torque characteristic when L = 125 km

In conclusion, the mismatch of the DC line parameter may enduce SSO phenomenon
in the system. A matched parameter is essential in the period of the system modeling
and operating.

4.2 Infects of the Inverter Side PCC Fault

In this section, a single line short circuit, 3-phase fault will be manually put into at the
6 s, and the fault will sustain 1 s. When the single line to ground short circuit was putting
into the PCC, it is shown that there is a small disturbance on generator output power and
torque. There is a small transient voltage drop at inverter side DC line, while rectifier
side shows no influence when the fault was put into operation (Fig. 10).

When the 3-phase short circuit was putting into the PCC, it could be seen that active
power of thermal generator and torque amplified swiftly, meanwhile DC voltage at the
inverter side dropped to a very low standard. But 2 s later, the fault was cleared and
the system recovered to a new steady state. And if the fault time sustained longer, such
transient process would be longer (Fig. 11).
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(a)  Thermal active power output                         (b)   DC line voltage 

 (c)   LPB-GEN torque   

Fig. 8. Power, DC voltage and torque characteristic when L = 150 km

(a)  Thermal active power output                          (b)   DC line voltage 

(c)   LPB-GEN torque   

Fig. 9. Power, DC voltage and torque characteristic when L = 200 km
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(a)  Thermal active power output                         (b)   DC line voltage

Fig. 10. Power and DC voltage graph when single line to ground short curcuit occurs

(a)  Thermal active power output                         (b)   DC line voltage 

 (c)   LPB-GEN torque    

Fig. 11. Power, DC voltage and torque characteristic when symmetric short circuit occurs in the
system

5 Conclusion

(1) A mismatched DC line parameter may caused SSO in the thermal-HVDC-wind
farm system. Such torsional interaction influence is stronger in the thermal system
than in the DFIG wind farm. And the mainly factor of such SSO is power shortage,
which entails DC line voltage unstable and thermal torque amplification. This SSO
phenomenon should pay more attention on the first oscillaton period.
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(2) Faults appears at inverter-side would induce a voltage drop at inverter DC line side,
while the degree of the generator output power, torsional torque on the shaft and
rectifier-side DC voltage will mostly depend on the fault type on inverter-side PCC
and time scale of the fault.
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Abstract. In order to study the phenomenon of sub-synchronous oscillation (SS0)
in thermal power plants considering different topologies, based on the IEEE
first standard model, this paper uses the PSCAD simulation platform to build
models of different topological structures of thermal power plants. The complex
torque coefficient (CTC) analysis method is used to obtain the electrical damp-
ing (De) in each topology. The analysis shows that the topology will affect the
sub-synchronous oscillation, if the system topology is more complex, the sys-
tem’s ability to withstand the sub-synchronous oscillation will be stronger, and it
is verified by time-domain simulation..

Keywords: Sub-synchronous oscillation · Complex torque coefficient ·
Topology · Electrical damping

1 Introduction

Sub-synchronous oscillation is an abnormal operating state in the power system. When
sub-synchronous oscillation occurs in the system, it will produce continuous or even
increased oscillations in the related variables of the mechanical system’s shafting and
electrical system. In severe cases, it can even cause The shaft system is damaged or even
broken, becoming a major threat to the stable operation of the power system [1]. Since
1970 and 1971, sub-synchronous oscillation accidents occurred in the Mohave power
plant in the United States, resulting in damage to the shaft system. The issue of sub-
synchronous oscillation began to receive widespread attention [2, 3]. Because the sub-
synchronous oscillation is very harmful, the analysis and research of the sub-synchronous
oscillation phenomenon is of great significance to the stability of the system.

Commonly used sub-synchronous oscillation analysis methods are: frequency scan-
ning method, complex torque coefficient analysis method, eigenvalue analysis method
and time domain simulation method [4]. The frequency scanning method can screen out
system operating conditions with potential sub-synchronous oscillation threats, but the
frequency scanning method results are not accurate and can only be used as a prelim-
inary screening method to identify units that may have SSO problems. The eigenvalue
analysis method needs to solve the eigenvalues of the system coefficient matrix. As the
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complexity of the system increases, the matrix dimension becomes larger and larger,
and it has the problem of dimensional disaster. The complex torque coefficient analysis
method can get the full picture of the electrical damping coefficient changing with fre-
quency, and can also take into account the effects of dynamic processes and operating
conditions of various control systems on sub-synchronous oscillation [5, 6].

The topology of the power grid will have a direct impact on the stability of the power
system.A reasonable grid structure can improve its reliability. Therefore, it is particularly
important to analyze and study the influence of network topology on sub-synchronous
oscillation of power systems [7].

In this paper, simulation models of different topologies are built on the PSCAD
electromagnetic simulation platform. The complex torque coefficient analysis method
is used to analyze the electrical damping under different topologies. The influence of
the topology on sub-synchronous oscillation is analyzed,and verify with time domain
simulation.

2 Complex Torque Coefficient Analysis Method

2.1 Principle of Complex Torque Coefficient Analysis Method

The complex torque coefficient analysis method is to divide the system into two parts,
namely the electrical part and the mechanical part. Consider the two subsystems sepa-
rately and add small disturbances, then we can obtain the electric complex torque coef-
ficient KE(jζ ) and the mechanical complex torque coefficient KM (jζ ), and write them
in plural, when the sum of the real parts is equal to zero, and the sum of the imaginary
parts is less than zero, the system will oscillate sub-synchronously.

The specific method of the complex torque coefficient method is: apply a forced
small amplitude oscillation with a frequency f to the relative angle of the rotor of a
generator set in the system, that is,

�δ = �δme
jζ t (1)

Where ζ = 2π f , �δm is the amplitude of the oscillation. The electrical complex
torque increment �Te and the mechanical complex torque increment �TM in the gen-
erator electrical system and mechanical system response caused by this small amplitude
oscillation �δ can be obtained through calculation, respectively, and define the equiv-
alent electrical complex torque coefficient KE(jζ ) = �Te/�δ, the equivalent effec-
tive mechanical complex torque coefficient KM (jζ ) = �TM /�δ. Usually KE(jζ ) and
KM (jζ ) are plural.

KE(jζ ) = Ke(ζ ) + jζDe(ζ ) (2)

KM (jζ ) = Km(ζ ) + jζDm(ζ ) (3)
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WhereKe,De are called electrical elastic coefficient and damping coefficient respec-
tively;Km,Dm are called mechanical elastic coefficient and damping coefficient, respec-
tively, they are functions of frequency ζ ,De andDm indicate the damping characteristics
of the system at different frequencies. By comparing these coefficients, we can analyze
the oscillation characteristics of the system at frequency f = ζ/2π . The discriminant
formula for unstable sub-synchronous oscillation is as follows:

[Dm(ζ ) + De(ζ )]Km(ζ )+Ke(ζ )=0 < 0 (4)

When the frequency f changes from 0 to 60 Hz, the characteristic curves of the
system’s coefficients Km(ζ ), Dm(ζ ), Ke(ζ ), De(ζ ) as a function of frequency can be
obtained. In fact, it is usually only necessary to scan the coefficients within a narrow
frequency range near the natural torsional oscillation frequency of the shaft system to
determine whether the system will have unstable sub-synchronous oscillations.

3 Model Establishment

3.1 Establishment of Shafting Model

In this paper, a six-mass blockmodel is adopted. The generator shaft system is a six-mass
blockmodel. The high-pressure cylinder HP, themedium-pressure cylinder, the two low-
pressure cylinders LPA, LPB, the generator GEN and the exciter EXC are connected in
sequence through a massless spring. Figure 1 is the schematic diagram of the model.

HP IP LPA LPB GEN EXC

Fig. 1. Shaft structure diagram

The equation of the shafting system is Eq. (4) and Eq. (5)

dδi

dt
= ωi − ω0, i = 1, 2, · · · , 6 (5)

Where δi is the electrical angular displacement of the i-th mass with respect to the
synchronous rotation reference cycle, and ωi is the electrical angular velocity of the i-th
mass.
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TJi Is the inertia time constant of the i-th mass, Tmi is the original torque on the i-th
mass,Dii is the self-damping of the i-th mass, andDi,i+1 is between the i-th and i+ 1-th
masses Mutual damping.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

TJ1
dω1
dt = Tm1 − D11ω1 − D12(ω1 − ω2) − K12(δ1 − δ2)

TJ2
dω2
dt = Tm2 − D22ω2 − D12(ω2 − ω1) − D23(ω2 − ω3)

− K12(δ2 − δ1) − K23(δ2 − δ3)

TJ3
dω3
dt = Tm3 − D33ω3 − D23(ω3 − ω2) − D34(ω3 − ω4)

− K23(δ3 − δ2) − K34(δ3 − δ4)

TJ4
dω4
dt = Tm4 − D44ω4 − D34(ω4 − ω3) − D45(ω4 − ω5)

− K34(δ4 − δ3) − K45(δ4 − δ5)

TJ5
dω5
dt = Tm5 − D55ω5 − D45(ω5 − ω4) − D56(ω5 − ω6)

− K45(δ5 − δ4) − K56(δ5 − δ6)

TJ6
dω6
dt = −Tm6 − D66ω6 − D56(ω6 − ω5) − K56(δ6 − δ5)

(6)

Linearize Eqs. (5) and (6) at the operating point to obtain Eq. (7).

⎧
⎨

⎩

TJiP�ωi = �Ti − Dii�ωi − Di−1,i(�ωi − �ωi−1) − Di,i+1(�ωi − �ωi+1)

− Ki−1,i(�δi − �δi−1) − Ki,i+1(�δi − �δi+1)

P�δi = ωb�ωi

(7)

i = 1, 2, · · · , 6

3.2 Establishment of Disturbance Model

The addition of disturbances should not destroy the linearity of the system, so the ampli-
tude of the disturbances is chosen as 0.01 pu. Due to the complexity of the system,
adding only one disturbance per simulation will cause too low efficiency, but it will add
disturbances of multiple frequencies at the same time. The superimposed perturbation
signal will have spikes, and the amplitude is large enough to destroy the linearization of
the system, so a nonlinear lag phase is added to the perturbation of each frequency [9].
In summary, the disturbance model established is as follows:

N =
60∑

k=5

Tk cos(2πkf0 + (kf0)
5) (8)

Since the sub-synchronous oscillation frequency range is 5–60 Hz, the disturbance
frequency f0 is taken as 5–60 Hz. Set up the disturbance model in PSCAD/EMTDC as
shown below (Fig. 2).
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Fig. 2. Disturbance model

4 Simulation Analysis

In the PSCAD/EMTDC simulation platform, this paper combines the IEEE standard
model and a 39-node system to build a simulation model to study the influence of
the topology on the sub-synchronous oscillation of the system with series compensa-
tion. Because mechanical damping Dm is generally a small positive value, electrical
damping De is the main factor affecting sub-synchronous oscillation. Therefore, elec-
trical damping coefficients are often used to judge the factors that affect the system’s
sub-synchronous oscillation [10].

4.1 Topology 1: 39 Asynchronous System Connected to the Generator’s Far End

The 39-node system is connected to the side of the series compensation capacitor, that
is the end away from the steam turbine. Its topology is shown in Fig. 3.

GS

39 Bus System

Generator Transmission
Line

RLC Branch

CapacitorStep-down
Transformer

Step-up
Transformer

T1 T2
Infinite
System

Fig. 3. Schematic of topology 1

The complex torque coefficient analysis method can be used to obtain the De value in
this topology as shown in Fig. 4. The electrical damping coefficient has a large negative
value around 10 Hz, which is about −8000pu. This shows that the system has a higher
risk of sub-synchronous oscillation.
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Fig. 4. De for topology 1

4.2 Topology 2: 39 Asynchronous System Connected to the Generator’s Near
End

The 39-node system is connected to the primary bus of the step-down transformer.
Compared with the topology, a 39-node system is closer to the turbine. Its topology is
shown in Fig. 5.

GS

Generator Transmission
Line

RLC Branch

CapacitorStep-down
Transformer

Step-up
Transformer

T1 T2
Infinite
System

39 Bus System

Fig. 5. Schematic of topology 2

The complex torque coefficient analysis method can be used to obtain the De value
in this topology as shown in Fig. 6. The electrical damping coefficient has a large
negative value of about −70pu around 24 Hz. It shows that the system has the risk of
sub-synchronous oscillation.
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Fig. 6. De for topology 2

4.3 Topology 3: 39-Node System in Parallel with Step-Down Transformer
and Inductor at Both Ends

The 39-node system is connected to the IEEE first standard model as shown in Fig. 7.
It can be found that the topology of this model is more complicated than the above two
models.

GS

39 Bus System

Generator Transmission
Line

RLC Branch

CapacitorStep-down
Transformer

Step-up
Transformer

T1 T2
Infinite
System

Fig. 7. Schematic of topology 3

Using the complex torque coefficient analysis method, the value of De in this topol-
ogy can be obtained as shown in Fig. 8. The electrical damping coefficient has a large
negative value around 10 Hz, which is about −1500 pu. This indicates that the system
is at risk of sub-synchronous oscillation. The frequency at which the De value peaks is
similar to that of Topology 1 at about 10 Hz, but its negative value is much smaller than
that of Topology 1, and larger than the DE value of Topology 2.
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Fig. 8. De for topology 3

4.4 Time Domain Simulation to Verify

In the PSCAD/EMTDC electromagnetic simulation software, the time domain simu-
lation is performed on the models of the above three topologies, and a three-phase
short-circuit fault is added in 1.5 s, and the fault lasts for 0.075 s. Figure 9, 10 and 11
shows the torque between the two low-pressure cylinders LPA and PLB in each model.

It can be found that the three topologies have sub-synchronous oscillations, which
are consistent with the results obtained by the complex torque coefficient method in
the previous chapter. Among them, topology 1 oscillates most intensely, topology 2
has a tendency to converge, and topology 3 has For small amplitude equal amplitude
oscillations. It can be seen that the complex torque coefficient method can effectively
analyze the risk of sub-synchronous oscillations in the system, but the magnitude of De
and the severity of the oscillations are not directly related. The topology structure will
affect the sub-synchronous oscillation. The structure of topology 3 is more complicated,
but the system is relatively more stable.

Fig. 9. Torque between LPA and LPB for topology 1
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Fig. 10. Torque between LPA and LPB for topology 2

Fig. 11. Torque between LPA and LPB for topology 3

5 Conclusion

Based on the IEEE first standard model, this paper uses the PSCAD/EMTDC simula-
tion platform to build models of different topologies. The complex torque coefficient
analysis method is used to obtain the electrical damping of each system, and the risk of
sub-synchronous oscillation in each system is evaluated. And verified by time domain
simulation, the following conclusions are obtained:

(1) The complex torque coefficient analysis method can effectively analyze the risk of
sub-synchronous oscillation of the system, and can obtain the curve of the electrical
damping coefficient change in the full frequency domain.

(2) The electrical damping obtained by the complex torque coefficient analysis method
can explain the possibility of subsynchronous oscillation of the system.

(3) Different topological structures will affect the risk of sub-synchronous oscillations.
The more complex the topology, the stronger the ability to resist sub-synchronous
oscillations. The topological structure of the system should be reasonably designed
to avoid the occurrence of sub-synchronous oscillations.
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Abstract. Atpresent, fault line selection theoryof small current grounding system
mainly focuses on solving the reliability problem of urban power supply system.
There is little research on the line selection theory ofmine distribution network, but
single phase ground fault in mine distribution network will cause more harm. This
paper analyzes and compares the existing fault line selection theories applicable
to the mine power supply system and other industrial sites, providing theoretical
guidance for the study of fault line selection in special occasions such as mines.

Keywords: Fault line selection · Small current grounding system · Mine power
supply system

1 Introduction

Most of the low-voltage distributed system inChina adopt neutral non-grounding system,
and the faults are mostly single-phase grounding fault. The increase of the unfaulted
phase voltagewill endanger theweak link of insulation and seriously affect the reliability
of power supplies when the system has single-phase grounding fault in neutral non-
grounding system [1]. Especially in mines and other special occasions, the power supply
environment is more dangerous and complex, which may lead to more serious.

At present, the research of line selection theory focuses on urban power supply
system, but the research on fault line selection for special occasions such as mine is
relatively few. Based on the analysis and comparison of the existing fault line selec-
tion theory which is applicable to mines and other industrial sites, this paper provides
theoretical guidance for the study of fault line selection in mines and other special
industrial occasions.

2 Fault Signal Characteristic Analysis of Small Current Grounding
System

2.1 Steady-State Characteristics of Neutral Non-grounding System

In neutral non-grounding system,we assume that the line resistance is zero,which there is
no voltage drop on the load current line, and the load is treated as constant to simplify the
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analysis. The parameters of the distribution network system are symmetrical parameters
during normal operation. The three relative ground capacitors of each line are equal to
C0, the ground capacitance of bus and back power supply is C0S, and each phase the
power supply is represented by EA, EB, EC, respectively.

When metallic grounded fault occurs in phase A of line L2, the steady-state capaci-
tance current distribution of the system is shown in Fig. 1. As can be seen from Fig. 1,
Fig. 2 and Fig. 3, steady-state capacitive current has the following characteristics [2]:

C B A I f

AE

BE

CE

OC

OC

OSC

1L

2L

Fig. 1. Schematic diagram of single-phase ground fault

AE

BECE

BI

AI

CI

Fig. 2. Normal voltage vector relation

AI

BI

0U

BE

AE

BUCU

CE

CI

Fig. 3. Fault voltage vector relation

1. In the fault line, phase A to ground voltage drops to 0, so the capacitance current is
0. The other two phase to ground voltage rises to

√
3 times, and the capacitance to

ground current correspondingly increases by
√
3 times.

2. The value of zero-sequence current in the fault line is equal to the sum of the capac-
itance current of the non-fault components of the whole system to the ground, and
the actual direction of capacitive reactive power is line to bus.

3. The zero-sequence current of the unfaulted phase line is the grounding capacitive
current of the line itself, and the zero-sequence reactive power flows from the bus to
the line.
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2.2 Transient Characteristics of Neutral Non-grounding System

When the neutral indirectly grounded system has ground fault, the zero-sequence current
will oscillate strongly. These abundant transient signals have large amplitude and wide
spectrum, which provide important criteria for identifying grounding fault. Transient
characteristics of small current ground fault [3]:

1. The discharge capacitor current caused by a rapid drop in the fault phase voltage,
which flows from the bus to the fault point, and the discharge is rapidly attenuated,
with an oscillating frequency of up to several kilohertz.

2. The unfaulted phase voltage will rise to
√
3 times the phase voltage resulting in the

charging capacitor current, which loops through the power supply. Due to the large
inductance of the whole circuit, the charging current decays slowly and oscillates
low, usually only a few hundred Hertz.

3 Fault Detection Method for Small Current Grounding System

At present, there are three kinds of fault line detection methods, namely, manual pulling
method, active line selection method and passive line selection method.

3.1 Manual Wire Pulling Method

Manual wire pulling method. When an earth fault occurs, the power grid operation and
maintenance personnel shall close each line one by one, and look for the fault line
according to the different states after closing. This method can cause short interruption
of power supply, but it is very reliable and often used in actual operation.

3.2 Active Line Selection Method

Signal injection method [4]. The method is to inject the current signal of specific fre-
quency into the earthing circuit through the neutral point of the three-phase voltage
transformer. The injected signal will be injected into the ground along the fault line
through the landing site, and each line will be detected with a signal detector. When the
fault occurs, the line that detects the presence of an injection signal is determined as the
fault line.

The merit of this method is that it is not influenced by the arc suppression coil,
does not need to install the zero sequence current transformer. It can also detect faults
along the fault line with a detector to find out where the fault occurred on the overhead
line. But the disadvantage is that the signal injection equipment needs to be installed. In
the actual application, the fault signal is often weak and difficult to detect, resulting in
misjudgment.
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3.3 Passive Line Selection Method

Passive mode can be divided into fault steady-state variable line selection, fault transient
variable line selection and fault transient and steady-state variable comprehensive line
selection method.

Line Selection Method Based on Fault Steady State Information. Zero-sequence
current amplitudemethod [5]. This method is based on the zero- sequence current ampli-
tude of each line to determine the fault line. In other words, the largest amplitude is the
fault line. However, the line selection may fail when the amplitude difference is not large
or the bus fails. In addition, it is also influenced by unbalanced current of the current
transformer, system operation mode, environmental factors and other problems. This
line selection method has a small range of application and low reliability.

Zero-sequence current phase ratio method. Through fault signal characteristic anal-
ysis of neutral non-grounding system, it can be seen that the flow direction of zero-
sequence current of fault line is opposite to that of healthy line. By using this character-
istic, fault line can be quickly identified. However, the zero-sequence current flowof fault
line is the same as that of unfaulted line when small current system is overcompensated.

Zero-sequence current group amplitude-phase method [6]. This method summarizes
the above two ways of line selection. Firstly, the zero-sequence current amplitude of the
line is compared, and several lines of large zero-sequence current amplitude are selected
as alternative lines. Then, the phase comparison of the alternative lines is carried out.
If the zero-sequence current phase of the selected line is different from that of other
lines, the line is considered a fault line. If the zero-sequence current phase of each line
is the same, it is judged to be bus fault. This method overcomes some disadvantages of
the former two methods to some extent, but it also cannot overcome the influence of
unbalanced current and transition resistance of current transformer.

Although the calculation amount of the steady-statemethod is small, the fault current
amplitude is very small, and the current is also superimposed in the load current. The
electromagnetic interference in thefield is relatively large,whichmakes the detected fault
component have a very low signal-to-noise ratio. Therefore, in the actual distribution
network, the line selection method based on steady-state component is easy to cause
misjudgment.

Line Selection Method Based on Fault Transient information. First half wave
method [7]. There is a fixed phase relation between transient zero-sequence current
and transient zero-sequence voltage at the initial stage of fault occurrence, lasting about
1/4 period. The phase polarity of the fault line is opposite, and the polarity of the healthy
line is the same, so this feature can be used to identify the fault line. This method is
suitable for neutral arc suppression coil grounding system and neutral indirect ground-
ing system, and can also detect unstable grounding fault. However, the opposite polarity
only holds in a very short time, and has a great influence in many aspects.

PRONY algorithm [8]. Prony algorithm can accurately analyze the fault current
of grounding point. The method uses exponential fitting model for spectrum analysis.
The amplitude, phase, frequency and other parameters of the transient components of
fault current in the neutral non-grounding system are obviously related to the fault
characteristics. The algorithm uses these characteristics to select fault line. Using prony



28 X. Zhu et al.

algorithm can effectively achieve fault location, but the calculation of this algorithm is
relatively large.

Line selectionmethod of wavelet transform [9].Wavelet transform has the reputation
of “mathematical microscope” and can analyze the local characteristics of fault current
signal well. Choosing the appropriate wavelet base to transform the zero sequence cur-
rent, the modulus of wavelet coefficient which is much larger than the normal value can
be obtained. Through the comparison of modulus, the maximummodulus is determined
as the fault line.

The advantage of wavelet method is that it can be used in neutral non-grounding
system and arc suppression coil grounded system. This method can also be used to
deal with the situation that the fault waveform is disordered and the fault condition
is complex. However, in the complex and changeable working environment of power
system, all kinds of interferences are very strong and the signal-to-noise ratio is low.
Wavelet analysismethod is a comparative analysis of the singular points of zero-sequence
current waveform, which is usually difficult to distinguish and prone to misjudgment.

4 Conclusion

This paper summarizes the method of single-phase grounding fault line selection, and
introduces merit and demerit of various methods in detail, which can guide the line
selection in industrial field. In the current society, whether it is urban distribution net-
work or mine power supply reliability is becoming more and more important. With the
development of fault theory research and fault signal processing, it is believed that it is
not far to realize fault line selection reliably and accurately in the neutral point indirectly
earth system.
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Abstract. Clicking on the log data saved by the website, using the big data means
to analyze and mine the information stored by massive data, many crucial infor-
mation of website operation can be learned. This paper adopts Hadoop distributed
platform, uses HDFS data storage and Hive to analyze log big data, designs aWeb
log analysis system and expounds the design process of the system.

Keywords: Big data · Hadoop · The log

1 The Introduction

In the age of information and amount of data that can be accessed fromweb logs is getting
larger and faster. However, with the traditional stand-alone analysis approach to log data,
reading one T data will take a few hours, and the amount of data we need to process
is much larger than this. Thus it can be seen, such a long waiting time can no longer
meet the daily requirements. Based on the above problems, the big data technology can
be well solved. It adopts a cluster to process massive data in parallel, compared with
a single server to process data, which undoubtedly provides technical support of each
forums and saves log processing costs [1].

2 Technical Introduction

2.1 Introduction to Hadoop

Hadoop is an open-source distribution framework developed by the Apache Software
Foundation, which uses clusters to compete, analyze and store data. The core design
of Hadoop framework is HDFS and Mapreduce. HDFS provides distributed storage for
massive amounts of data, while Mapreduce provides analysis and calculations for data.
At the same time, Hadoop can read the stored data quickly, while HDFS uses the method
of data stream to read the data [2].

Foundation item: Philosophy and social science project of heilongjiang province
(16EDC04);School-level topics(KJY202002)

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
Published by Springer Nature Switzerland AG 2020. All Rights Reserved
X. Jiang and P. Li (Eds.): GreeNets 2020, LNICST 333, pp. 29–35, 2020.
https://doi.org/10.1007/978-3-030-62483-5_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62483-5_4&domain=pdf
https://doi.org/10.1007/978-3-030-62483-5_4


30 G. Yu et al.

2.2 Introduction to Hive

Hive is an open source tool based on Hadoop for storing and processing large amounts of
structured data that is presented as forms in Hive. Compared with traditional databases,
Hive enjoys a larger scale of data processing and gives a support on using the collection
of data such as map, struct and array. In addition, it will search for data with minimal
header addressing, so it is fast in processing data over TB and PB, eliminating the energy
consumption disadvantage of traditional database when searching data [3].

2.3 Introduction to Flume

Flume is a reliable, distributed log collection system that collects, aggregates and trans-
fers data from large logs. It is a component of the Hadoop, with high ease of use and
an open source tool. According to the need to modify the configuration file, system can
achieve the receipt of different data sources, also can do some simple processing of
the data, then the data will be transferred to the receiving place(HDFS receiving in this
system).

3 The Overall Design of the System

The system is divided into three parts: data collection, data processing and data display.
The overall function module is shown in Fig. 1.

Fig. 1. Overall functional module diagram
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4 Main Function Design

4.1 Data Acquisition Design

The system needs to adopt data once a day. For the convenience of classification, the
system uses time as a catalogue to classify collected data and configure flume. Hadoop
has the disadvantage of not being good at handling large numbers of small files. The
system edit and control flume to make flume pass the data every once in a while or wait
for the data to reach a certain size to pass the data once. The data acquisition process is
shown in Fig. 2:

Fig. 2. Flow chart of data acquisition module

4.2 Data Processing Design

The first step: the log data in HDFS is cleaned with the written MR algorithm,and then
cleaned data stored into HDFS.

The second step: Analyze the data in hdfs using Hive’s hal statements. Write hiveudf
code to analyze some data that cannot be analyzed with HQL statements, and then store
the analyzed data in HDFS.

The third step: sqoop is used to transform the analyzed data and transfer to the
MySQL database storage. The overall flow chart of data processing is shown in Fig. 3:

4.2.1 Algorithm Design of Cleaning and Analyzing Data

This system applies MR algorithm, which has two functions of mapping and reduction
(map function and reduce function). Map function is to use the form of key-value pairs
to carry out preliminary processing on the transmitted data and use the key to mark each
row of log data. The value is the log data [5].

The Reduce function is the further processing of the data processed by the map
function and the marked data is processed by Reduction. Combine the same data into a
single line and merge once to count a number. Then combine the combined data with
the corresponding count times to form an array and mark the array. Finally, the array is
analyzed according to the code in reduce to get the required data and the data is stored
in HDFS. The flow chart of MR algorithm is shown in Fig. 4:
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Fig. 3. Overall flow chart of data processing

Fig. 4. Flow chart of MR algorithm

4.2.2 Detailed Design of Data Cleaning

Data cleaning is written by MapReduce to read the log files on HDFS. Then the log
file is parsed into a Txt file. Clean up log data by writing map and reduce to get rid of
useless fields, clutter, and clean up the data. Type the prepared MR program into a jar
package, run the jar package, clean the data, and transfer the cleaned data to HDFS. The
data cleaning process is shown in Fig. 5:
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Fig. 5. Data cleaning flow chart

4.2.3 Detailed Design of Data Analysis

The first step in data analysis, read the cleaned data of MR in HDFS through Hive. The
second step, design analysis methods based on requirements. The third step,The cleaned
data is further analyzed using HQL statements and written hiveudfs. Get the data that
is useful for the development of BBS, and store the analyzed data on the hdfs. The step
4, Sqoop is used to extract the data which analyzed by Hive and convert the data into a
format that MySQL can recognize and store in the MySQL database. Data analysis flow
chart is shown in Fig. 6:

Fig. 6. Data analysis flow chart

Processing in Hive: the first step, according to the log data cleaned by MR in hdfs,
establishing a Hive temporary storage framework. The second step is to analyze the log
data by using HQL statements. The data that cannot be analyzed with HQL, we need to
write hiveudf and put the compiled hiveudf into a jar package in hive’s lib. Use the hql
statements to run the self-built hiveudf jar package.

4.2.4 The Data Visualization Design

Use JSP technology and Struts2 framework to design different statistical analysis pages
after obtaining the analysis results. The page provides the user with the query results.
Page function module design can be based on different business needs, personalized
business development. The data presentation process is shown in Fig. 7:
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Fig. 7. Data display flow chart

5 Experimental Results

In order to verify the high efficiency of Hadoop for log analysis processing, an experi-
mental comparison was made between a stand-alone machine and an HDFS cluster.Web
logs of different file sizes were processed separately in the experiment and calculate the
execution time to obtain the following data. The result is shown in Fig. 8.

Fig. 8. The result

6 Conclusion

Data processing is the comparison of processing time between Hadoop distributed plat-
form and stand-alone platform. As the data set grows, the processing time of the Hadoop
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platform becomes shorter. Since the time consumed by the system to start the MapRe-
duce task is negligible in the case of large data sets, the computing efficiency is relatively
high.
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Abstract. SOC estimation is currently a function of the energy management sys-
tem for new energy vehicles. Based on the SOC of batteries, the remaining avail-
able capacity of batteries can be directly determined to determine the remaining
driving range of electric vehicles. Aiming at this problem, this paper use the two
Resistance and Capacitance equivalent circuit model for the ternary lithium-ion
battery, and then obtains the OCV-SOC curve by using spline interpolation. The
improved recursive least squares (FFRLS) method with forgetting factor is used to
identify parameters of the battery model. Due to the nonlinear state of the external
characteristics of the battery, the linear kalman filter would lead to a large error
in the estimation, which cannot meet the need for accuracy. Therefore, in this
paper, EKF is improved in this paper, and spline interpolation is used to optimize
the relationship between open circuit voltage and SOC in data processing, thus
improving the estimation accuracy.

Keywords: SOC estimation · Spline interpolation · Recursive least squares ·
Extended kalman filter

1 Introduction

Nowadays, electric vehicles (EV) have gradually begun to promote the application. For
the power batteries of electric vehicles, lithium batteries have higher working voltage,
excellent performance, durable quality and other characteristics. Both domestic and
foreign countries strongly support the domestic electric vehicle industry.

Lithium battery already used in EV are lithium iron phosphate (LiFeO4) and ternary
lithium ion batteries (batteries with elements Ni, Co andMn). LiFePO4 is a very popular
lithium battery electrode material with a large discharge capacity. It is often used in new
energy vehicles as a power battery [1]. But the performance of lithium iron phosphate
batteries is subject to changes in temperature. Ternary lithium-ion batteries are not as
safe as lithium iron phosphate batteries, but have higher energy density than lithium iron
phosphate batteries. Ternary lithium-ion batteries are still subject to resource bias due
to the energy density of vehicle power batteries.
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There have been basically four estimation methods for SOC. The first is to use the
Coulomb method. Up to now, the utilization rate of Coulomb counting method has not
been much in engineering, because it has a big limitation. The first is that the Coulomb
countingmethod needs a sufficiently accurate initial value [8]. However, the sensor is not
interference-free, so the reliability is not as high. The second is the open circuit voltage
method, but this method is too high for experimental conditions, and the relationship
between the open circuit voltage and the charged state may be different for different
batteries. The third approach is to use machine learning or artificial neural networks.
Neural network method has been applied to the estimation of SOC [2, 3]. The fourth
is to use the battery equivalent model to estimate SOC. Another method is to convert
the electrochemical reaction of the battery into the form of circuit for analysis by using
the equivalent Thevenin model. As a kind of model convenient for SOC analysis, the
Thevenin equivalent model has been widely used [4].

The state equation of twoResistance andCapacitance equivalentmodel of the battery
is used in this paper, and then use spline interpolation to obtain the relationship curve
betweenOCVandSOC,which canbe used to estimate SOCbycombining improved least
squaremethod based on forgetting factor and extended kalman filter (EKF). Experiments
under UDDS conditions is used to estimate battery parameters by RLS method.

The structure of the paper can be divided into five parts. The second part is to apply
the battery equivalent model to establish the equation, which lays a foundation for the
following work. In the third part, the model parameters of the second part are measured
based on the experiment and parameter identification algorithm. The fourth part use EKF
to estimate SOC. The fifth part gives the conclusion.

2 The Establishment of Battery Model

For lithium-ion batteries, it is impractical tomodel themdirectly, because charging or dis-
charging a battery is not a linear time-invariant model, and the equations used to describe
internal chemical reactions cannot be used directly in engineering [5]. The two Resis-
tance and Capacitance equivalent circuit model takes into account the characteristics of
the inside of the battery and can accurately describe its dynamic characteristics.

Figure of two Resistance and Capacitance model is shown in Fig. 1. Cb is an ideal
voltage source, and the voltage across it is the battery’s open circuit voltage. It rep-
resents the terminal current of battery; The two sets of RC represent the polarization
characteristics of the cell in the Thevenin model.

According to the battery equivalent model, the mathematical expression can be
obtained as follows,{

Uo = Uoc + U1 + U2 + ItR0

It = U1/R1 + C1dU1/dt = U2/R2 + C2dU2/dt
(1)

where Ut is port voltage, Uoc is open circuit voltage, and U1, U2 is voltage of the two
RC parts respectively.

According to the time integration method, the expression of the battery SOC is as
follows,

SOC = SOC0 − η

Qc

∫ t

0
i(τ )dτ (2)
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R0

Cb
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R2

C2

It

Ut
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Fig. 1. Cell model equivalent circuit diagram

where SOC0 is the initial value of SOC, and Qc is battery capacity. Parameter η is the
Coulomb efficiency. The equations in the discrete state of two RC model are,

⎡
⎣SOCk+1

U1k+1

U2k+1

⎤
⎦ = A

⎡
⎣SOCk

U1k

U2k

⎤
⎦ + BIt,k +

⎡
⎣w1,k

w1,k

w1,k

⎤
⎦ (3)

Ut,k = Uoc(SOCk) − U1,k − U2,k − R0It,k + vk (4)

where A =
⎡
⎢⎣
1 0 0

0 e
−T
τ1 0

0 0 e
−T
τ2

⎤
⎥⎦, B =

⎡
⎢⎣

−ηT/Qc

R1(1 − e
−T
τ1 )

R2(1 − e
−T
τ2 )

⎤
⎥⎦. The product of each set of resistance

and capacitance values corresponding to the time constant τ . System noise is w, and
observation noise is v.

3 Identification of Battery Model Parameters

The capacity of lithium battery is 32 Ah. The functional relationship between the open
circuit voltage (OCV) and SOC can be displayed through a polynomial fitting method,
but it still has its limitations for the polynomial fitting, so the fitting method is changed
to use spline interpolation method.

In this paper, piecewise spline interpolation is adopted to fit the experimental data.
The advantage of using spline interpolation to establish OCV model is to make the data
smoother, and the whole OCV curve is continuous, so that the accuracy is higher.

According to the sampled data points, two different methods are used for data fitting.
It can be seen that the degree of fitting of the 6th polynomial is significantly less than
that of the cubic Spline interpolation. Therefore, Spline interpolation is used to fit the
OCV-SOC curve. The interpolation results are shown in Fig. 2.

The experiment uses HPPC working conditions to identify the parameters. The test
data of HPPC is brought into the FFRLS algorithm for identification, and the battery
parameters can be obtained. Finally, the performance of SOCalgorithmcombining spline
interpolation and EKF is tested under UDDS condition. Figure 3 shows the terminal
voltage variation of the battery under typical UDDS operating conditions.
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Fig. 2. OCV - SOC curve

Fig. 3. Battery terminal voltage under UDDS condition

The characteristic of least square method is that it can be widely used for system
identification [7]. The RLS method is an improvement on the LS method. In order to
solve the problem that the number of recursive steps of least squaremethod is too large to
be corrected normally, the forgetting factor is added to eliminate this effect. The process
of RLS is as follows:

If a system expression in discrete form can be written:

θk =
n∑

i=1

miθk−i +
n∑

i=1

piuk−i + vk (5)

The parameter to be estimated is mi, pi. F is the sum of the squares of the residuals:

F(ψ) =
N∑
i=1

(θ − Φψ)2 (6)
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The purpose of recursive least squares is to minimize F(ψ). The equation after
combining the recursive least square method with the battery model is as follows:

Ut = Uoc + (
R1

τ1(xk − xk−1)/T + 1
+ R2

τ2(xk − xk−1)/T + 1
)It + R0It (7)

Equation (8) can be simplified into the following form:

m1Utv
2 + m2Utv + Ut = m1Uocv

2 + m2Uocv + Uoc + m1R0Iv
2 + m3Iv

2 + m4I (8)

where m1 = τ 1τ 2, m2 = τ 1 + τ 2, m3 = R0 + R1 + R2, m4 = R0m1 + R1τ 1 +R2τ 2, v
= (xk-xk-1)/T.

Finally, the equation can be converted to the following form:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ut,k − Uoc,k = a1(Uoc,k−1 − Ut,k−1) + a2(Uoc,k−2 − Ut,k−2) + a3Ik + a4Ik−1 + a5Ik−2

a1 = −(2m1 +m2T )

T2 +m2T +m1
a2 = m1

T2 +m2T +m1

a3 = m1R0 +m3T
2 +m4T

T2 +m2T +m1

a4 = −(2m1R0 +m4T )

T2 +m2T +m1

a5 = m1R0
T2 +m2T +m1

(9)

After a1–a5 are identified, the parameters of twoRCmodel can be obtained according
to the parameter relationship. The recognition image is shown below. The identification
results of R0 is shown in Fig. 4, and other parameter identification results are shown in
Fig. 5, Fig. 6.

Fig. 4. R0 identification
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Fig. 5. R1,2 identification

Fig. 6. C1,2 identification

4 Battery SOC Estimated by EKF

Due to the immeasurability of SOC, in order to have a relatively accurate monitoring of
battery state, a specific algorithm is needed to calculate the accurate SOC. Kalman filter
algorithm is widely used in system control. The filter of the system is realized by using
the principle of recursion [6]. The basic principle of kalman filter is as follows,

{
xk+1 = Axk + Buk + wk

zk = Mxk + Nuk + vk
(10)

where A, B, M, N are the coefficient matrixs, and w and v are the process noise and
measurement noise.

State prediction, covariance prediction and K gain are shown below:
⎧⎪⎨
⎪⎩

x̂k+1 = Ak x̂k + Bkuk
Ppre,k+1 = AkPkAT

k + Q

Kkal = Ppre,k+1CT
k+1

(
Ck+1Ppre,k+1CT

k+1 + R
)−1

(11)
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At the end of these steps, the latest state and the estimation of the covariance of the
states can be calculated with the following equation:{

x̂
′
k+1 = x̂k+1 + Lk+1[zk+1 − Mk+1x̂k+1 − Nk+1uk+1]

P
′
pre,k+1 = (I − Lk+1Mk+1)Ppre,k+1

(12)

At first, the initial value is set for the whole nonlinear system. After the initial value
is set, the state of the system is predicted and its covariance is estimated for the next
prediction. After iteration, the estimated result can be obtained as follows,

xk+1 ≈ A
′
kxk + f (uk , xk) − A

′
kxk + wk (13)

zk+1 ≈ M
′
kxk + h(uk , xk) − N

′
kxk + vk (14)

where f and h are nonlinear functions respectively, and the partial derivative of the
state variable xk is taken to carry out Taylor expansion. Their first partial derivatives are
respectively used as the new coefficient matrix:⎧⎪⎪⎨

⎪⎪⎩
A

′
k = ∂f

∂xk

∣∣
xk=x̂k (xk − x̂k)

M
′
k = ∂h

∂xk

∣∣
xk=x̂k (xk − x̂k)

(15)

The iteration of status updates is complete. The images of SOC accuracy value,
estimated value of the battery tested under UDDS condition and the images of error
curve are shown in Fig. 7, Fig. 8.

Fig. 7. SOC estimation curve

It can be seen that the estimated value at the beginning of the image still maintains
a good tracking effect, but the error gradually increases at the middle and the end of
the image, and the error at the end of the image decreases. After analysis, it may be
related to OCV There is a problem with the fitting of the OCV-SOC curve relationship.
In the interpolation curve of OCV-SOC, the curve inputted by the sample point and then
spline interpolation is not accurate enough. In the subsequent work, it is necessary to
use the OCV-SOC curve. Better methods will improve its accuracy in order to expect
more accurate estimation results.
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Fig. 8. SOC estimation relative error curve

5 Conclusion

For the ternary lithium-ion battery of this experiment, an equivalent two RC model
is established for its characteristics, and its resistance and capacitance were identified
using an improved RLS regression method with a forgetting factor for its equivalent
circuit. Compared with offline parameter identification, the accuracy of this method is
improved, and online parameter identification has the advantages of simple operation
and less program volume. For the non-linear battery model, EKF is used to estimate the
SOC, which improves the shortcomings of the extended Kalman filter that uses offline
parameter identification for the estimation accuracy of the non-linear system.
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Abstract. As the “heart” of power system, synchronous generator’s accurate
model parameters are the basis of power system simulation, operation analysis
and fault diagnosis. These parameters also have a very important impact on the
operation analysis of power grid. This paper introduces themathematical model of
the sixth-order synchronous generator and establishes the incremental model for
its identification. Themethods of grey boxmodeling and nonlinear least square are
used to identify the parameters of the sixth-order synchronous generator. When
a single - phase short - circuit fault occurs in the power system, the response
data of the generator is simulated in the PSASP software. When a program for
synchronous machine parameter identification is written, the result will verify the
validity of this approach.

Keywords: Synchronous machine · Parameter identification · Least square
method

1 Introduction

Synchronous generator is the core of power system. The establishment of accurate syn-
chronous generator model is crucial to accurate calculation and the analysis of power
system dynamic characteristics. At present, most power system analysis and calculation
can only be based on data provided by the manufacturer or user manual. However, as
the manual data can’t consider the influence of actual working conditions, the results
are often inconsistent with actual working conditions, which seriously affects the accu-
racy and reliability of system analysis and calculation. Therefore, it is of great practical
significance to study the modeling of real-time synchronous generator set [1, 2].

Through the GPSwith the PhasorMeasurement unit and the wide-areaMeasurement
System (Wide AreaMeasurement System ofWAMS), wide-area generator power Angle
and bus voltage can be monitored in real time. Phasor’s observation of the real running
state of the power grid provides a key to the safe and stable operation of power grid in the
measurements. It has been widely used in the monitoring of normal and abnormal state
of power system, auxiliary decision-making of accident handling and dynamic process
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control. Using the synchronous phasor measurement information provided by the wide-
area measurement system can improve the accuracy and reliability of the power system
simulation model, and the reliability and economic benefit of its operation, which has
far-reaching significance for the power system to adapt to the development [3, 4].

Therefore, this paper carries on the Matrix modeling to the sixth-order Synchronous
Motor Mathematical Model. Based on the measurement information of synchronous
phasor, grey box modeling and least square method are used to identify the parameters
of synchronous motor. Finally, the validity of parameter identification is proved.

2 Mathematical Modeling of Six-Order Synchronous Motor

2.1 Mathematical Model of Six-Order Synchronous Motor

According to the choice of different state vectors, different identification models (i.e.
state equations) can be constructed. The sixth order model of synchronous generator is
selected in this paper, which is as follows.

Generator electrical model of d axis:
⎧
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Generator electrical model of q axis:
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Rotor motion equation:
{

dδ
dt = ω − 1
M · dω

dt = Tm − Te − D(ω − 1)
(3)

WhereE
′′
d ,E

′′
q ,E

′
d ,E

′
q are subtransient and transient potient of d_q axis; x

′
d , x

′
q, x

′′
d , x

′′
q

are substransient, transient and synchronous reactance of d_q axis, T
′′
d0, T

′′
q0,T

′
d0,T

′
q0 are

subtransient and transient open circuit time constant of d_q axis, Ef is exciting voltage,δ
is generator power angle, ω is nominal angular, M is inertia time constant,D is damping
coefficient, Tm, Te is mechanical and electromagnetic torque.

2.2 Incremental State Model of Six-Order Synchronous

The matrix form of six-order synchronous motor’s state incremental equation can be
obtained by converting the mathematical model of the synchronous motor into an
incremental equation and then expressing it in matrix form [5, 6].
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From formula (1), the matrix expression of the d-axis increment equation can be
obtained as follows:
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In the identification process, the input vector is [�uq,�Efd ], the state vari-

able is
[
�E

′
q �E

′′
q

]
, Output is �id , The parameter to be identified is α =

[xd , x′
d , x

′′
d ,T

′
d0,T

′′
d0]T .

From formula (2), the matrix expression of the q axis increment equation can be
obtained as follows:
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In the identificationprocess, the input vector is�uq,State the amount of
[
�E

′
d �E
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]
,

Output is �iq. The quantity to be recognized is α =
[
xq, x

′
q, x
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q,T

′
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q0

]T
.

From formula (3), the matrix expression of generator rotor increment equation can
be obtained as follows:
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In the identification process, the input vector is �Te, The output is �δ, The quantity
to be recognized is α = [M ,D]T .

3 The Principle and Process of Parameter Identification
of Synchronous Motor

3.1 The Principle of Parameter Identification

Parameter identification problem is to determine the mathematical model of a system or
a process by observing its input-output relationship. Parameter identification based on
grey box modeling is selected by the rules in a class of models which are best suited to
the data [7, 8].
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e

Fig. 1. The process and principle of synchronous motor parameter identification based on grey
box modeling

The basic process of synchronous generator identification is shown in Fig. 1 which
uses the input and output data provided by the dynamic process of the test system. The
structure andparameters of the adjustmentmodel of the synchronousmotormathematical
model are constantly adjusted. The results of the model are as close as possible. The X is
the input vector, Yr is the output vector of the prototype system, Ym is the output vector
of the model, and e is the error vector, θ is the model parameter vector.

In order to evaluate the model of parameter identification, an equivalent criterion J
is defined to measure error e. Under the action of an input signal X, the error between
the actual system output and the model output is e. After the calculation identification
criteria, the model parameters will be corrected and repeated until the error e is small
enough.

3.2 The Process of Parameter Identification

1. Let the differential equation of the continuous system be as shown in Eq. (7).

Ẋ (α) = A(α)X (α) + B(α)U

Y (α) = C(α)X (α) + D(α)U (7)

Where X (α) is a state vector, Y (α) is an output observation vector, U is a known
input vector, A(α),B(α),C(α),D(α) are matrix contains parameters that need to be
identified.

2. Give the initial value of each state vector and quantity to be identified.
3. Calculate the dynamic process curve Ym of the output vector according to the incre

mental model of parameter identification by fourth order runge-kutta method.
4. The value of objective function J (�α) is calculated from the measured data of

simulation and the data of identification model. The objective function is shown in
Eq. (8).

J (�α)α0 =
∫ T

T0
[Yr − YM (α0) − (

∂YM
∂αT

)α0�α]TW [Yr − YM (α0) − (
∂YM
∂αT

)α0�α]dt
(8)
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5. In order to use the least square method, the partial derivatives of the output vector
Ym are obtained for the identification parameters. The process of finding the partial
derivative is shown in Eq. (9).

(
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∂αT

)α0 = C(α)(
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Where (
∂C(α)

∂αT ), (
∂D(α)

∂αT ) can be obtained directly, α0 is the initial value of quantity

to be identified. ∂XM
∂αT is expected to solve the following differential Eqs. (10).
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6. Calculate J (
∧
α) by Eqs. (11).

∧
α = αn + �α (11)

7. If J (
∧
α) < J (αn), αn+1 = ∧

α, k = 1, turn to step 9. Otherwise, continue.
8. Take k = k + 1 and move on to step 5.

9. If max
1≤j≤m

(
�α

j
n

α
j
n

)

< ε, Where �α
j
n is the jth component of �αn, Take αn+1 as the

identification result, otherwise n = n + 1, go back to step 2.

4 Simulation Examples and Identification Results

In this paper, the integrated power systemsimulation program (PSASP) is applied to carry
out dynamic digital simulation test with EPRI-7 node system as an example. The wiring
diagram of the system is shown in Fig. 2. The process and principle of the synchronous
motor parameter identification are based on grey box modeling. The method described
above is applied to identify the parameters of generator G1.

The synchronous generator uses a detailed six - order model. The electrical damping
of the damping winding has been taken into account in detail in this model. Only when
the mechanical damping is very small, can D can be zero.

The disturbance data is based on the single-phase short-circuit grounding fault data
on the line. At 0.02 s, the fault occurs on the line between bus b4-500 and bus b3-500.
At 0.1 s, the fault is eliminated and the data interval is 0.01 s (Fig. 2).

The simulation results show that when using the line fault by the measurement of the
generator voltage, current and Angle information, time-domain nonlinear least squares
method can identify respectively d shaft generator and q axis and the rotor equations of
motion parameters. Test results show that the algorithm has strong robustness, and the
method is used to identify the effectiveness of the synchronous generator parameters
(Table 1 and Figs. 3, 4).
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Fig. 2. EPRI (China) Seven lines diagram of node system

Table 1. Parameter identification results

Name of
parameter

Set Value Given initial
value

Results of
identification

Given initial
value

Results of
identification

xd (pu) 0.162 0.150 0.1714 0.3564 0.1711

x
′
d (pu) 0.0199 0.016 0.0197 0.044 0.0197

x
′′
d (pu) 0.0154 0.013 0.0154 0.0339 0.0154

xq(pu) 0.162 0.14 0.1667 0.324 0.1627

x
′
q(pu) 0.0398 0.032 0.0357 0.08 0.0385

x
′′
q(pu) 0.0154 0.013 0.0153 0.0308 0.0153

T
′
d0(s) 8.62 6.79 8.5436 18.96 8.5436

T
′′
d0(s) 0.05 0.05 0.0492 0.11 0.0492

T
′
q0(s) 2.2 1.77 2.1482 4.4 2.1314

T
′′
q0(s) 0.07 0.05 0.0727 0.14 0.00726

M 8 5 7.9757 24 7.9757
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Figure 3 The convergence curve of xd x
′
d x

′′
d T

′′
d0 parameters

Fig. 4 The convergence curve of xqx
′
qx

′′
q T

′′
q0 parameters
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Abstract. With the continuous development of oil field, the recovery and recov-
ery of crude oil are gradually reduced, and the water content ratio of oil field
production is higher and higher. The ultrasonic oil-water separation technology
can improve this situation. The performance of ultrasonic power supply directly
affects the reliability and economic benefit of oil-water separation system, which
is an important part of the system. This paper introduces an ultrasonic power sup-
ply with high efficiency and strong stability. This power supply mainly adopts
inverter technology to realize the continuous regulation of output voltage and
working frequency. Matlab simulation experiment shows that the output voltage
of H-bridge is positive and negative pulse waveform, and the output current is sine
wave; reasonable setting of parameters can ensure that the output voltage ampli-
tude is 0 V–00 V, and the frequency is 15 kHz–35 kHz, which meets the actual
production demand. The results show that the ultrasonic power supply designed in
this paper has good output characteristics and can provide energy to the transducer
efficiently and reliably, which is of great significance to the practical application
of the ultrasonic oil-water separation system.

Keywords: Oil water separation · Ultrasonic power · Inverter technology ·
Positive and negative pulse

1 Introduction

The crude oil extracted fromoilwells contains not only a small amount of solid impurities
such as silt and rust, but also a large amount ofwater. Thesemoisturewill increase the fuel
consumption during heating and smelting. If working in this condition for a long time, it
will cause the corrosion of equipment and pipelines and even the blockage of pipelines.
This problem can be effectively improved by using ultrasonic technology. Because the
common power supply can not provide the high frequency alternating current matching
with the ultrasonic transducer, the research on the high-efficiency and reliable ultrasonic
special power supply [1–4] has become a key problem.

At present, some achievements have beenmade in the field of ultrasonic power supply
at home and abroad. It has gone through two stages of electronic tube generator and
transistor analog generator [5, 6], but the former has been eliminated due to its too many
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shortcomings, and the latter is suitable for low-power occasions (below 200 W), and its
cost is low and can be used in a certain range [7]. Transistor switch generator [8] is the
current mainstream development direction, which can be used in high-power situations
(more than 200 W) and can be easily combined with micro electric processor [9]. The
switch generator uses the duty cycle of control signal to control the output voltage, which
has low power consumption and high efficiency. Thus, the heat dissipation requirements
are reduced so that the volume and weight per unit power are smaller [10].

In this paper, the ultrasonic power supply for oil-water separation is taken as the
research object. Combined with the current research trend, the DSP with faster CPU and
higher integration is used for control, and the new inverter technology is used to realize
the continuous change of output voltage and frequency, improve work efficiency and
reduce cost.

2 Overall Plan

The structure of the ultrasonic power system is shown in Fig. 1. The input voltage is
220 V/50 Hz AC. the DC voltage is output through the diode uncontrolled rectifier
circuit. The DC voltage is chopped and reduced by the forward converter to obtain a
stable DC voltage to the H-bridge transmitter. The H-bridge transmitter outputs voltage
square wave and current sine wave. The frequency and amplitude of the output voltage
are sent to the DSP by the sampling circuit, and then to the driver circuit after the DSP
processing. The driver circuit drives the switch tube according to the DSP signal.

~220V
50HZ

Drive circuit

Rectifying circuit Positive shock
change circuit

H bridge
transducer Matching

network

Energy
converter

Auxiliary power supply DSP signal processing Sampling circuit

Fig. 1. System diagram of ultrasonic power supply.
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3 Hardware Circuit Design

3.1 Main Circuit

The main circuit is as shown in Fig. 2. The input is 220 V 50 Hz AC. the DC voltage
is output through a single-phase uncontrolled rectifier circuit. The chopper step-down
circuit is a single switch forward circuit, and the forward excitation is output to the
single-phase H-bridge transmitter, so as to realize positive and negative pulse voltage
and sinusoidal current output.

Fig. 2. Schematic diagram of main circuit.

Thedriving chipofH transmitter is IR2110. IR2110 is highly integrated,with external
protection and blocking port, which can be used to drive power tube of - 4–500 V bus
voltage system, and can drive two switch tubes of the same bridge arm. And IR2110
can drive power switches with frequency up to 500 kHz [11–14] to meet the system
requirements. The driving circuit is mainly composed of bootstrap diode, bootstrap
capacitor and other peripheral devices, as shown in Fig. 3.

Fig. 3. Drive circuit.
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3.2 Auxiliary Power Circuit

Because the digital chip in the control circuit needs positive and negative 12 V voltage
and positive 5 V voltage, it needs to design an efficient auxiliary power supply for the
control circuit. Flyback converter is selected as the main circuit of the auxiliary power
supply,whichhas the advantages of simple structure, high efficiency and small loss, and is
suitable for outputtingmulti-channel DC [15]. As shown in Fig. 4, the schematic diagram
of auxiliary power supply is 220 AC, 36 V AC is obtained through power frequency
transformer, and 43 V DC is obtained after diode rectification and capacitance filtering.
Finally, the flyback converter is used to obtain positive and negative 12 V voltage, and
the switching frequency is 82 kHz.

Fig. 4. Auxiliary power supply.

3.3 Detection Circuit

Figure 5 shows the output current detection circuit. The detected current should be fed
back to the inverter control circuit for frequency tracking, so it must be selected from
the resonance channel. So I choose the current of the channel as the frequency feedback
signal. Hall sensor is used to detect the current of the channel. Because the output current
of the ultrasonic power supply is sine wave, the detected current should be processed
into DC signal and sent to the A / D port of DSP.

The output voltage detection circuit is shown in Fig. 6. By setting the appropriate
magnification, adjust the linear proportion relationship between the sampling voltage
input and output. Since the working voltage range of DSP is 0 to 3.3 V, the amplitude of
the voltage signal entering DSP should be controlled between 0 to 3.3 V. So the limiting
circuit is designed to prevent the high amplitude of the voltage signal entering the DSP
from burning the chip.
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Fig. 5. Current detection circuit.

Fig. 6. Voltage detection circuit.

3.4 Protection Circuit

Figure 7 shows the over-current and over-voltage protection circuit. The 5-pin lm319
chip is led out by the current sampling circuit in Fig. 5. If the input voltage of 5-pin is
higher than the 4-pin positive phase input voltage of the over-current comparator, the
12 pin of the comparator will output a low level, and the LED D39 is on, indicating the
line over-current. Since the 1 pin of the optocoupler pc787 is high level, the LED in
the optocoupler will turn on the light, then the 4 and 3 pins of the optocoupler will turn
on. The 3-pin optocoupler is connected to the power protection interrupt pin pdpinta of
DSP, and the potential of 3-pin changes to low level, which will produce a falling edge,
resulting in the effective interruption. DSP immediately blocks PWM drive signal to
realize protection. The working principle of over-voltage protection is similar to that of
over-current protection.

3.5 Buffer Circuit

Because the switch tube flows a lot of current when it is turned on and bears a lot of
impulse voltage when it is turned off, it is necessary to design a buffer circuit to restrain
the impulse of current and voltage. The buffer circuit can also improve the reliability of
the circuit, reduce the loss of the switch and suppress the electromagnetic interference.
The buffer circuit is shown in Fig. 8.
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Fig. 7. Protection circuit of over voltage and over current.

Fig. 8. Buffer circuit.

4 Software Design and Simulation Analysis

4.1 Flow Chart Design of Current and Voltage Sampling Program

TMS320LF2407A chip has integrated a/D A/D conversion module, so the collected
voltage signal is directly sent to a/D pin adcin00 of DSP. The timer in the event man-
ager EVA is used to generate 1 cycle ADC conversion trigger signal and read out the
conversion value in the ADC interrupt program. In order to improve the accuracy of the
sampling value, the average value of the sampling value is taken by setting the sampling
times [17, 18]. Figure 9 shows the current and voltage sampling flow chart.
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Interrupt

Clear T1 flag bit

Read current values I and
voltage values

U

Sampling frequency
N=0？

Take the average of
I and U

Open total interrupt

Return

Y

N

Fig. 9. Flow chart of current detection.

4.2 Flow Chart Design of External Pin Interrupt Program

The external pin interrupt flow is shown in Fig. 10. The external interrupt XINT1 is used
to detect whether the waveform output by the optocoupler isolator pc787 is the rising
edge or the falling edge. The external interrupt XINT1 pin status is monitored by xint1cr
in the DSP chip [19]. When rising edge is detected, iopa6 pin outputs low level, and
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when rising edge is detected, iopa6 pin outputs high level. The dead time is equal to the
delay time plus the program instruction execution time [20, 21].

Interrupt

Delay

Set I/O output low

Descending edge
interrupt

Clear the interrupt
flag bit

Set XINT1CR-2
=1

Return

Y

N

Set I/O output high
level

Set XINT1CR-2
=0

Fig. 10. Flow chart of external pin interrupt.
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4.3 Simulation Analysis

The simulation experiment is carried out on the Simulink platform,which is an integrated
environment of dynamic system modeling, simulation and comprehensive analysis pro-
vided by MATLAB [22, 23]. As shown in Fig. 11, it is the output voltage waveform in
the single switch forward open-loop state. The output voltage changes with the input
voltage, and the output voltage drops seriously under load. Under the open-loop control,
the output voltage tends to be stable after 0.4 s. Since the open-loop control has large
defects, the closed-loop control is adopted, and the stable time waveform is shown in
Fig. 12. The output stabilization time is 0.0037 s. Compared with the open-loop control,
the proportional feedback control greatly improves the control speed. In a certain input
range, the output voltage is stable and the load adjustment rate is small.

Fig. 11. Output voltage wave of open loop.

Fig. 12. Output voltage wave of proportional control.

Although the proportional control is better than the open-loop control, but the output
has a large error [24, 25], which can not meet the actual requirements, so the proportional
integral control is chosen to reduce the steady-state error of the system. The output
voltage is as shown in Fig. 13. The steady-state error is 0.3, the stable time is 0.0106 s,
and the overshoot is 0.01%.
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Fig. 13. Output voltage wave of proportional integral control.

The four switches of the H-bridge unit adopt phase-shifting control, and there is a
certain dead zone between the pulses to prevent the straight through of the same bridge
arm. The driving waveform is shown in Fig. 14.

Fig. 14. Wave of drive signal.

The output voltage of H bridge is square wave, the frequency is 20 kHz, and the
amplitude is plus orminus 100 squarewave. The output voltagemeets the actual demand,
and its waveform is shown in Fig. 15.

The output matching network is LC resonance [26]. The resonance frequency can
be obtained by setting the parameters of inductance and capacitance reasonably. The
resonance frequency is set in the controllable range of H-bridge. The output current
waveform after resonance matching is shown in Fig. 16, which is similar to sine wave.
In the experiment, the capacitance is set as 500 pf, the inductance is set as 1000 µ h, and
the resonance frequency is 22.5 kHz.
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Fig. 15. Output voltage wave of H-bridge.

Fig. 16. Output current wave.

5 Conclusion

In this paper, the ultrasonic power supply for oil-water separation device is studied.
The main structure of the system is composed of single-phase uncontrolled rectifier
circuit, single switch forward circuit and single-phase H-bridge transmitter, and DSP is
used as the control chip. By using the typical PID control algorithm, the output voltage
and frequency are changed continuously, and the power density of the power supply
is greatly improved. Through the MATLAB simulation experiment, it is found that the
output voltage and output current waveform are consistent with the expectation after the
resonance matching; in the appropriate frequency and amplitude range, it can meet the
actual work needs. It is proved that the scheme of ultrasonic power supply proposed in
this paper is feasible and has certain reference value for practical application.
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Abstract. Chaotic signals have the characteristics of noise-like, difficult to pre-
dict, and very sensitive to the initial state. They have broad application prospects
in the fields of communication and cryptography. Aiming at the shortcomings of
the traditional one-dimensional discrete logistic chaotic map, the full mapping
space is small, and the complexity is not high. In this paper, a new type of logistic
digital chaos generation circuit with better performance is modeled and simu-
lated. By testing and analyzing the initial value sensitivity, autocorrelation and
other characteristics of the generated sequence, the influence and rules of circuit
parameter setting on the randomness of digital chaotic sequences are obtained, so
as to provide the necessary theoretical basis for the application of digital chaotic
sequences.

Keywords: New logistic chaos · Digital circuit · NIST test

1 Introduction

Chaos is a common motion form of nonlinear dynamics, and is a seemingly random
behavior generated by deterministic nonlinear systems. This random behavior is differ-
ent from the general random phenomenon and is determined only by the randomness of
the system [1]. Owing to the unpredictability, anti-interception, high randomness, high
complexity and easy implementation of chaotic signals, it has an excellent application
prospect in secure communication [2]. Although the traditional logistic mapping is sim-
ple in form, it has the problems of small chaotic parameter range, small full mapping
space, uneven iterative distribution, and low complexity, etc., poor security greatly limits
the application of chaotic circuits in practice [3–6]. A new type of logistic mapping can
be proposed in Literature [7], which has the advantages of high complexity, difficult
prediction, strong sensitivity, full mapping parameter range, uniform iterative distribu-
tion, and strong randomness, and can better meet the chaotic secure communication field
application requirements.

Due to Field Programmable Gate Array (FPGA) has the advantages of short develop-
ment cycle, low input cost, reprogrammable, erasable, etc. [8], Many researchers have
tried to use digital circuit technology to implement chaotic systems and applications
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in FPGA circuit boards. In this paper, the new logistic digital chaotic circuit in Mat-
lab/Simulink environment can be achieved by modeling and simulating via using the
DSP-Builder toolbox. Via reasonable circuit design and parameter setting, simulation
analysis and NIST test of the new logistic chaotic circuit can be experimented, and the
potential security risks are reduced and eliminated by studying the influence of the cir-
cuit parameter settings on the randomness of the chaotic sequence and its regularity.
Thus, the digital chaotic signals generated by the system model can better meet the
requirements in the application of chaotic secure communication systems.

2 New Logistic Chaotic Map

Discrete chaotic mapping refers to a system described by a difference equation, capable
of generating discrete time domain and continuous amplitude chaotic signals. Owing
to only through mapping functions, generation rules, and initial conditions, chaotic
sequences can be generated. Thus, it has the advantages of simple, rapid, and easy
control, and is widely used in the field of secure communications.

The traditional logistic chaotic map has become a widely studied and applied chaotic
mapbecause of its simplemathematicalmodel.Although it has goodpseudo-randomness
and correlation and simple circuit implementation, there are still many problems, such
as infinitely many fixed point attractors, small mapping space, small chaotic parame-
ter range, uneven iterative distribution, and low complexity. Thereby reducing system
security and anti-interference [9]. The new logistic chaotic mapping equation is:

xn+1 = µxn(1 − x2n) n = 1, 2, 3 . . . (1)

In Eq. (1), initial value x0 ∈ (0, 1), xn is the value of the n iteration, xn+1 is the value
of the n + 1 iteration, xn ∈ (−1, 1), system parameters µ ∈ (0, 4], when µ ∈ [2.38, 4],
the new logistic map is in a chaotic state.

3 Circuit Design of New Logistic Chaotic Map

As shown in Fig. 1, the new logistic chaotic circuit is built using the DSP Builder
component library in theMatlab/Simulink environment.When the input pulse of the data
selector is high, Constant = 0.15 is used as the initial value of the chaotic circuit. When
the input pulse of the data selector is low, the new logistic chaotic iteration is started. The
delayer ensures stable data output. The multiplier completes the data multiplication, the
adder completes the data addition, the amplifier completes the data amplification and
completes an iterative output, and finally realizes the interval quantization output through
the barrel shift register and the bit decimator. The interval quantization function is defined
as follows:

T [x(n)] =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, x(n) ∈
2m−1⋃

k=0
Im2k

1, x(n) ∈
2m−1⋃

k=0
Im2k−1

(2)
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Fig. 1. Digital generation circuit of new logistic chaotic map

In Eq. (2), m > 0 and any positive integer. Im0 , I
m
1 , I

m
2 , . . . is 0, 1 interval 2m con-

secutive equal molecular interval. If the conversion value falls in the odd interval, it is
quantized to 1, and if the conversion value falls in the even interval, it is quantized to 0.

In the case of ensuring that the bit width is sufficient and data will not overflow,
minimizing the width of the bit width as much as possible can save resources inside the
FPGA chip. The Altbus module (a:b) can map floating-point signals to fixed-point data.
a represents the number of binary digits before the decimal point, and b represents the
number of binary digits after the decimal point. By changing the settings of the Altbus
module, the optimal parameter settings of the system are obtained, and achieve circuit
design on target hardware.

4 Characteristics Analysis of New Logistic Chaotic Map

4.1 Numerical Distribution of New Logistic Chaotic Map

The numerical distribution of chaotic sequences is the criterion for judging the sys-
tem’s pseudo-randomness and the ability to resist statistical analysis attacks. The more
uniform the distribution, the stronger its performance [10]. The new logistic numerical
distribution is simulated. As shown in Fig. 2, the simulation time is set to 100, the gain
is set to 3, and the initial value is set to 0.15. Through simulation analysis, it can be seen
that when the Altbus module parameter b < 20, the numerical distribution of the new
logistic chaotic sequence is not ideal; when the Altbus module parameter b ≥ 20, the
new logistic chaotic sequence has a relatively ideal numerical distribution. Therefore, it
is concluded that the larger the b value of the Altbus module parameter is set, the better
the numerical distribution of the new logistic. In order to balance system performance
and hardware resources, the b value should generally be set to 20.
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Fig. 2. Numerical distribution of new logistic chaotic map

4.2 Initial Value Sensitivity of New Logistic Chaotic Map

The initial value sensitivity of chaos is an objective reflection of the change of the
system trajectorywhen the system undergoes small changes in the initial conditions [11].
The strength of the randomness of the system depends on the initial value sensitivity.
Simulation experiments are performed on the initial sensitivity of the new logistic chaotic
model. As shown in Fig. 3, the simulation time is set to 100, the gain is set to 3, and the
initial values are set to 0.15 and 0.150001. Fig(a) shows the iteration values, and Fig(b)
shows the difference between the two. Through simulation analysis, it can be seen that
when the parameter b of the Altbus module is less than 20, the initial value sensitivity
of the new logistic chaotic sequence is not ideal; when the parameter b of the Altbus
module is greater than or equal to 20, the initial chaotic value differs only by 0.000001
and its iterative output will be completely different. Therefore, it is concluded that the
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(a)  Altbus1:15  (b)              (a)   Altbus1:16 (b)

(a)   Altbus1:17  (b)         (a)   Altbus1:18  (b)

(a)   Altbus1:19 (b) (a)  Altbus1:20 (b)
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Fig. 3. Initial value iteration of new logistic chaotic map
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Fig. 3. (continued)

larger the b value of the Altbus module parameter, the better the initial value sensitivity
of the new logistic. In order to balance system performance and hardware resources, the
b value should generally be set to 20.

4.3 Autocorrelation of New Logistic Chaotic Map

Autocorrelation is a measure of the time-delay sequence similarity of the random
sequence itself, and is an important index for measuring the security of chaotic systems
[12]. In order to verify the influence of autocorrelation on the random characteristics of
chaotic systems, a simulation experiment is performed on the autocorrelation of the new
logistic chaotic model. As shown in Fig. 4, the simulation time is set to 1000, the gain
is set to 3, and the initial value is set to 0.15. The simulation analysis shows that when
the Altbus module parameter b < 20, the autocorrelation of the new logistic chaotic
sequence is not ideal; when the Altbus module parameter b ≥ 20, the new logistic
chaotic sequence has ideal autocorrelation. Therefore, it is concluded that the larger the
b value of the Altbus module parameter, the better the autocorrelation of the new logis-
tic. In order to balance system performance and hardware resources, the b value should
generally be set to 20.

4.4 NIST Test of New Logistic Chaotic Map

In order to further verify that the performance of the new logistic chaotic sequence is
affected by the Altbus module parameter settings, according to the 16 test standards
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Fig. 4. Autocorrelation analysis of new logistic chaotic map

prepared by the National Institute of Standards and Technology (NIST), this paper con-
ducts four tests: single-bit frequency, block frequency, runs, and longest run [13]. Among
them, the p value * indicates that it does not meet the test requirements. If the p value
is a number, it indicates that the test is passed. A larger p value indicates a better test
result [14]. As can be seen from Table 1, when the b value of the Altbus module is set to
15–19, the test result of the new logistic chaotic sequence is poor, and the test result is
better when the b value of the Altbus module is set to 20–25. Therefore, it is concluded
that the larger the b value of the Altbus module parameter is set, the better the test result
of the new logistic. In order to balance system performance and hardware resources, the
b value should be set to 20 in combination with the above experiments.
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Table 1. NIST test of new logistic chaotic map

Altbus
a:b

Single-bit frequency Block frequency Runs Longest run

p value Proportion p value Proportion p value Proportion p value Proportion

1:15 * 100/100 * 100/100 * 100/100 * 99/100

1:16 * 100/100 * 100/100 * 98/100 * 100/100

1:17 * 98/100 * 97/100 * 98/100 * 98/100

1:18 * 99/100 * 100/100 0.304126 100/100 * 99/100

1:19 * 100/100 * 98/100 0.401996 100/100 * 100/100

1:20 0.381557 100/100 0.897762 100/100 0.237811 100/100 0.350485 100/100

1:21 0.319084 97/100 0.534146 97/100 0.162606 97/100 0.201998 97/100

1:22 0.619747 98/100 0.595549 98/100 0.334408 98/100 0.384125 98/100

1:23 0.712603 100/100 0.616305 100/100 0.498671 100/100 0.667396 100/100

1:24 0.892042 98/100 0.743126 98/100 0.868922 98/100 0.732411 98/100

1:25 0.912033 99/100 0.754439 99/100 0.877469 99/100 0.886579 99/100

5 Conclusion

Traditional logistic chaos, which has its unique characteristics and simple calculation
rules, has very significant advantages in practical applications. The design and imple-
mentation of chaotic circuits is the key to the research of chaotic applications. This paper
utilizes DSP-Builder toolbox to realize the modeling and simulation of the new logistic
digital simulation circuit in matlab/simulink environment. It overcomes the difficulty
and instability of the design of the analog chaotic circuit, and focus on the influence of
chaotic circuit characteristics on the Altbus parameters setting of the conversion mod-
ule, thereby reducing and eliminating potential safety hazards. The conclusions in this
paper provide a certain theoretical basis for the generation of digital chaotic circuits, and
have excellent application prospects in chaotic secure communication systems. The next
step is to study the frequency domain characteristics of the new logistic digital circuit
by changing the parameter settings, and obtain more accurate and comprehensive new
logistic chaotic circuit characteristics.

Funding. This work was supported by Heilongjiang Fundamental Research Foundation for the
Local Universities (2018KYYWF1189) and Science and Technology Innovation Foundation of
Harbin (2017RAQXJ082).
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Abstract. Graphite water elution acid and alkali is the indispensible key link
of producing high purity graphite, expanded graphite and other graphite deep
processing. This design adopts the AT89S52 single chip microcomputer as the
control core, supplemented by pH sensors, temperature sensors, power amplifi-
cation circuit, display circuit, buttons, and control circuit, controlling the water
pump, motor, scraper centrifuge, air knife and mechanical device to achieve the
automation of graphite automatic washing to take off the acid and alkali, solving
the problems such as using artificial detection graphite liquid pH to test whether it
can achieve specific standard, causing inaccurate measurement, inefficiency and
waste of human resources and other issue. Through the application of the graphite
automatic water elution acid-base device, it can significantly improve graphite
washing steps in the process of deep processing of efficiency and effectiveness,
shortening the process time, reducing the labor costs and electricity consump-
tion. The results show than compared with the conventional similar equipment
this design can reduce the electricity consumption nearly 35% and improve work
efficiency about 2.5 times, have a high practical application value of engineering.

Keywords: Graphite washed · Automation · pH sensor

1 Overview

At present, washing the centrifugal equipment at home and abroad can only be washed
after the material by means of centrifugal dry, and do not have the function of the pH
detection for the washing material. Each wash must be manually sampled on the lotion.
PH meter is used to measure the discharge of the pH of the water. And then it is judged
whether to mark, if not up to standard, it requires manpower and the material to water,
centrifugal, repeat the above steps, which is time-consuming. If washing time is not long
enough, it will make drainage pH value not standard, which needs to adjust the time of
centrifugal, a new water centrifugal. If washing time is too long, it is a waste of time,
and the efficiency is low. The equipment can be concluded a kind of material washing
process after many washing experiments, which both increased the burden of human,
and operation is extremely complicated [1, 2].
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This design mainly adopts intelligent real-time monitoring measures, which will
makewashingmachine andwashing centrifuge become one, achieving automatic control
of the equipment by adding a pHsensor and temperature sensor.Whenwashing, electrical
machine inside thewashingmachine can turn positive and negative two directions in turn,
mixing fully to material, which will make part of the glue material conduct a thorough
break by washing machine’s first wash, preventing incomplete washing of materials’
getting together in the process of washing materials. After washing, materials through a
water pump will be broken and lotion with import water washing in the centrifuge, the
centrifugal dehydration, and set a pH sensor and a temperature sensor in the outlet of the
centrifuge, collecting the information of lotion’s PH in time when washing centrifuge
dehydration. Then to judge whether the PH of lotion is standard through the single chip
microcomputer. If it is not up to standard, washing centrifuge will continue to run until
the PH of lotion is up to standard, it will stop working automatically and then the single-
chip microcomputer control water centrifuge spatula to scrape down in the material [3],
and is accompanied by the end of the prompt, suggesting it is the end of the washing.
It not only can solve common equipment which can not be real-time monitoring of pH
value and achieve full automatic difficulty, and also can lighten the burden of human,
save water resources.

2 System Design Scheme and the Key Circuit

This design system regards AT89S52 single chip microcomputer as the control core
of the system. Circuit is controlled by button, PH value detection and power amplifier
circuit, A/D conversion circuit, temperature compensation circuit and the water level
sensor circuit, etc. and pH sensors, temperature sensors and water pumps, pneumatic
scraper centrifuge [4], the mechanism structure diagram of system is as shown in Fig. 1.

When system is working, it puts graphite raw material into the washing machine,
doingwashingmixing.Blades in thewashingmachine havepositive andnegative rotation
alternately, which can break materials thoroughly, preventing materials glue together
because of going bad [5, 6]. After washing mixing water pump will make graphite
material in the washing machine and lotion smoke into the centrifuge, and open water
and centrifugal centrifuge. Placing a pH sensors at the outlet of the centrifuge, lotion
for real-time measurement of discharge outlet, measuring the size of the PH value,
transmitting numerical value to single chip microcomputer to judge whether graphite
materials washed completely through single chip microcomputer. If the pH value is not
up to standard, centrifuge will keep water for material and the status of centrifugal, until
single chipmicrocomputer judges that the pH sensors detect the liquid pHvalue standard,
centrifuge begins to stop work. Then open air knife, sweep the materials on the walls of
the centrifuge, complete the automated processing of graphite automatic washing to take
off the acid and alkali. This design also chooses LCD to display the current working
state, we can intuitively understand the working information of system. At the same
time, it can also show washing or centrifuge time. And also it can be adjusted by button
scanning circuit of washing or centrifugal time and for other operating systems. When
washing is over and through the test, the buzzer will beep, warning that staff’s washing
ends, reducing the human, improving efficiency.
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Fig. 1. The structure diagram of material remove waste acid alkaline bath system

This design also chooses LCD to display the current working state, we can intuitively
understand the working information of system. At the same time, it can also show
washing or centrifuge time. And also it can be adjusted by button scanning circuit of
washing or centrifugal time and for other operating systems. When washing is over and
through the test, the buzzer will beep, warning that staff’s washing ends, reducing the
human, improving the process efficiency.
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2.1 Button Control Circuit

Button circuit is mainly used for washing time of systems and the setting of graphite
lotion PH reference. This design adopts the independent key, key input with low level
effectively, when the switch is not pressed, the input for the high level, after closing,
input is low level. Connection circuit is shown in Fig. 2.

Fig. 2. Button control circuit

2.2 PH Value Detection and Power Amplifier Circuit

PHsensors are used to detect the centrifuge afterwashing lotion of pHvalue, to determine
the graphite raw water elution the effect of acid and alkali, but as a result of general pH
sensor output voltage is in the Howe v level, if it is directly transmitted to MCU and
it cannot identify [7], so it is necessary to carry out amplification on its output voltage
driving. PH sensor resistance generally in more than 10m euro, ordinary amplifying
circuit resistance can never reach. So you need to select input fault of power amplifier,
so that you can need not consider to carry out amplification on its pH sensor resistance.
This design chooses OP07 power amplifier to achieve as shown in Fig. 3, which has
characteristic of low disorders, high open-loop gain especially suitable for high gain
measurement equipment and the weak signal amplification. At the same time, it adopted
to eliminate the zero wave potentiometer, which can effectively eliminate the zero drift.

2.3 A/D Conversion Circuit Design

PH value detection signal which is zoomed is a an analog voltage signal, needing to
convert to digital signals, in order to conducting detection and management. The design
adopts TLC1549 as the core of the A/D conversion circuit. It is 10 AD converter, inter-
nal converter with high speed (10 µs conversion time), high precision (10 resolution,
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Fig. 3. PH value detection and power amplifier circuit

maximum plus or minus 1 LSB not adjust error) and the characteristics of low noise.
TLC1543 chip of the three input and an output terminal with 51 series microcontroller
I/O ports can be connected directly.

2.4 Temperature Compensation Circuit Design

This system adopts the pH sensor as washing graphite material detection device, because
the change of medium temperature has the influence on the electrode pH measurement,
which will lead to the measurement deviation, affect the washing effect. So you need
to use temperature compensation correction ways for pH sensor calibration to measure
precise pH value. Considering the design needs to measure the temperature of the acid
and alkali liquid, so using strong acid and alkali resistance and with industrial water-
proof outer packing of the digital thermometer DS18B20, the thermometer provides
nine (binary) temperature readings, measuring range from −55 °C to +125 °C, the
incremental value of 0.5 °C, is available in ls (typical) within the temperature transform
into digital. At the same time, adopting the mode of external power supply, speeding up
the measuring [8].

2.5 Water Level Sensor Circuit Design

Considering the design needs to measure the liquid level of the acid and alkali liquid, so
we should choose the sensors which are strong acid and alkali resistance, high tempera-
ture resistant, anti-aging, tearing resistance, difficult to produce scale, no water seepage.
Therefore, this designuses industrialwater level sensor. It adopts special compositemate-
rial and design pulse of alternating voltage internally, and use high temperature resistant
material encapsulation, make the sensing component with super corrosion resistance,
anti scaling function, stable work. The core parts of sensor adopt foreign latest win min
element has high precision, to ensure the measurement precision in bad environment.
Water level sensor is mainly composed of four resistors in series, from the bottom to
up, in turn, is 30k, 10k, 10k, 10k, and the corresponding electrode from bottom to top
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respectively are: the public, 75% electrode, 60% electrode, 50% electrode, 30% elec-
trode. No water in the tank, the water resistance is 60k, with the increase of water level,
the resistance will decrease in turn. When measuring water level, the sensor is inserted
into the water, the deeper the resistance is smaller.

3 The Design of System Software

The design of System software in the Windows 7 environment adopts Keil Vision4 soft-
ware and makes use of C language to write in order to realize the single chip microcom-
puter control functions. Software control programs include the master control program,
the pH reading, button scanning, liquid crystal display subroutine. Master control pro-
gram controls the overall program. Through their procedure call, the function of each
part of the system is realized.

3.1 Main Program Design

After the system is powered on, it begins to initialize. After manual work puts graphite
material into washing machine, washing time and PH value of standard setting can
be set. After it begins, single-chip microcomputer controls washing machine to wash,
which includes the forward and reverse of washing machine. When the washing time
ends, it shows washing time’s over through the liquid crystal display, accompanied by
voice prompt, and then water pump starts to work, which make a mixture of graphite
materials and water in the washing machine pump into the centrifuge. At the same time,
the centrifugal is opened to do centrifugal dehydration of graphite and to go on washing
from the centrifuge internal to the graphite surface water. When washing. PH sensor
tests the water solution PH value through real-time monitoring, to determine whether
the washing is over or not. If it is not up to standard, washing should be continued. If the
PH value of testing standards is up to standard, washing will be over. And then return
to the main program and continues to scan button, preparing for the next operation. The
system main program flow chart is shown in Fig. 4.

3.2 PH Value Setting Subroutine

When operating procedures are for setting pH, through scanning the buttons, to deter-
mine whether the corresponding key is pressed or not, if pressed, then bring up the
corresponding subroutine to control system and through the LCD12864 to display. If no
press, then continue to scan. S2 for the subsequent operation keys, the S3 key for pH
value, minimum value minus 0.1; S4 for pH value, minimum value will be increased
by 0.1; S5 for pH value maximum reduced 0.1; A maximum S6 for pH value will be
increased by 0.1. PH value set subroutine flow chart shown in Fig. 5.
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Fig. 5. PH value setting subroutine flow chart

4 Conclusion

The design puts AT89S52 single chip microcomputer as control core, combing with high
precision dynamic real-timemonitor of the pH value, realizing the full automatic control
for the graphitewater elution acid-base device. The systemhardware structure is compact
and simple, which is easy to control, shortening the time of preparation process of high
purity graphite and expanded graphite, significantly improving the effect of graphite
washed link, improving the production efficiency, solving the traditional process using
artificial detection caused by inaccurate measurement, such problems as low efficiency
and waste of human resources, reducing the labor costs and electricity consumption.
In order to reach the purpose of rapid graphite washing in the industry, compared with
the conventional similar centrifuge, the motor power have been increased from 30 kw to
55 kw, the rotate speed have been increased from970RPM to 2400RPM, and realized the
PH value automatic accurate measurement and automatic control. The experiment result
shows that compared with the traditional similar equipment, the power consumption of
this equipment can be reduced nearly 35%, the manual unloading time can be greatly
reduced, and the production efficiency can be significantly improved. At the same time,
this design can also be applied to other industrial production in the field of material
of water washing and processing, which has high value in engineering application and
popularization value.
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Abstract. The main research direction of this article is to explore the artificial
lighting of themuseumemotionally by adopting the innovative thinking and design
methods of multidisciplinary cross integration. Three main innovations are pro-
posed. 1. The theory of tourists’ demand and space is analyzed. 2. We use creative
thinking to answer the relationship between optical engineering and the time that
tourists stay in the exhibition area. 3. Interactive formulas are used to quantify emo-
tions. This experiment takes the Dalian Modern Museum as the research object.
Firstly, for the space division of the museum and the tour route, we analyzed
and discussed it according to the needs of tourists and the size of the exhibition
space. Under a certain space size condition, the illuminance, color temperature
and color rendering index were measured and then we collated and analyzed the
data obtained. Under different light environment conditions, we obtained the rela-
tionship between the R9, Rf and Rg values in the color rendering index and the
residence time of visitors in the exhibition area. Finally, the factor analysis method
is used to analyze the experimental data. This experiment provides theoretical sup-
port for the emotional design of artificial lighting, and has creative thinking and
research significance.

Keywords: Artificial lighting design · Emotional response level · Creativity

1 Introduction

As a carrier of cultural exchange, the museum’s lighting environment greatly affects the
visitors’ viewing experience. At the same time it is also a functional facility, its main
purpose is to display, educate and spread culture [1]. The rationality of lighting design
is an important indicator to measure the level of museum construction. Different types
of museums should have different display themes, which means different lighting tech-
nologies [2]. For the museum, the design of the lighting environment should not only
consider the protection of cultural relics, but also consider the color performance of the
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exhibits and the texture clarity of exhibits [3],we must also pay attention to whether
the vision conveys the information inside and around the museum’s collection [4]. The
lighting in themuseum not only meets the visual requirements of tourists, but also makes
tourists feel comfortable and enjoy during the visit of the museum [5]. The psycholog-
ical experience of museum visits and the emotional and educational significance to the
visitors need to be conveyed. Therefore, a suitable lighting condition needs to be deter-
mined by combining space theory and optical indicators in a multi-disciplinary way.
According to the purpose of museum visitors, different tour routes and space attributes
are divided. We combine it with the color temperature and color rendering index in
the light environment of the corresponding area to provide tourists with a high-quality
viewing experience while meeting people’s psychological and physiological needs.

In order to ensure the reliability and authenticity of the data, we selected Dalian
Modern Museum as the research object and conducted a field survey. This experiment
mainly explores the factors that affect tourists’ emotions through a combination of sub-
jective evaluation and objective evaluation. Objective experimental data mainly test the
relevant parameters of the lighting in the display area (such as illuminance, color temper-
ature, color rendering index (hereinafter referred to as CRI) and the size of the exhibition
space. In subjective evaluation, we invite tourists to complete a subjective questionnaire
survey. The survey object is to randomly select visitors at the museum site. The objective
experimental data is combined with the purpose and route of tourists in the subjective
questionnaire survey to analyze, so as to determine the most appropriate lighting envi-
ronment when visiting the museum. The overall survey has innovative practical and
research significance.

2 Measurement and Analysis of Museum Light Environment

2.1 Spatial Theory and Psychological Needs

Tourists have different psychological needs and purposes when visiting the museum,
such as visiting the museum as a tourist attraction, accompanying their family or friends,
alleviating the pressure on life, etc. The relationship between space and psychological
needs is complementary. For example, different space shape, height and size, color and
texture of wall paint will affect the psychological experience of tourists [5]. We sum
up the two points as Fig. 1 and Fig. 2. Figure 1 is the tour route of most tourists. The
investigation of Dalian modern museum mainly divides visitors’ visiting purposes into
six categories. As shown in Fig. 2, most tourists regard the museum as a scenic spot
or accompany their families to visit, and these people are in a happy mood. There are
relatively few people who are decompressed, and they are calm when they visit the
exhibits.

2.2 Measurement and Analysis of Lighting Conditions

Illuminance Measurement
The illumination measurement mainly adopts the central point method, dividing the
area into square grids on average. The central point of the grid is the test area [6]. The
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Fig. 1. Museum visit process for general visitors.

Fig. 2. Visitor’s purpose

objective measurement is mainly aimed at the educational exhibition hall, the modern
military exhibition hall, the modern life exhibition hall and the street exhibition area.
The ground uniformity and the light color test uses the central point method to take the
points, taking the average (Eq. 1) and the average of the reflectivity of nine points. The
illumination uniformity of the whole environment is obtained by Eq. (2).

Eav is the average illuminance value, the unit is Lux (Lx), Ei is the illuminance value
of a point, Emin is the minimum of illumination M is the longitudinal measuring point,
and N is the transverse measuring point (Eq. 1 and 2):

Eav = 1

M · N
∑

Ei (1)

U0 = Emin

Eav
(2)

As shown in Fig. 3, Fig. 4 and Fig. 5, the education exhibition hall mainly relies
on LED panel lights and natural light for lighting, because the exhibition hall mainly
carries out the education function without cultural relics display, so the overall level of
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illumination is relatively high. The average illumination is 145.3 lx (Eq. 1) for 9 points.
The illumination uniformity of the whole environment is 0.7 by Eq. 2.

Fig. 3. Education exhibition hall

Fig. 4. Illumination distribution of Education exhibition hall

Fig. 5. Education exhibition hall illumination spectrum

Figure 6 is a modern living exhibition hall, which mainly relies on track metal halide
lamp for lighting. The test points are 2 * 6, the average is 16 lx, and the illumination
uniformity is 0.625. Modern Life Exhibition Hall Illumination Spectrum is shown in
Fig. 7.
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Fig. 6. Illumination distribution and scene of modern life exhibition hall

Fig. 7. Modern life exhibition hall illumination spectrum

Fig. 8. Modern military exhibition hall

Figure 8 is a modern military exhibition hall. The LED panel and guide metal halide
lamp are used for lighting. The test points (Fig. 9) are 4 * 3, the average illumination
is 16 lx, the illumination uniformity is 0.625. The illumination spectrum of modern
military exhibition hall is shown in Fig. 10.
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Fig. 9. Illumination distribution of modern military exhibition hall

Fig. 10. Illumination spectrum of modern military exhibition hall

Fig. 11. Illuminance distribution and scene map of street exhibition area

Fig. 12. Illumination spectrum of street display area
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Figure 11 is a street display area with LED. The panel lamp is illuminated, and the
test point is 4 * 3, the average is 16 lx, and the illumination uniformity is 0.625. the
illumination spectrum of street display area is shown in Fig. 12.

The results show that in the four exhibition halls, only the illumination value of
the education exhibition hall is relatively standard. The illumination of the other three
exhibition halls is usually low. The details, stereoscopic sense and texture clarity of
the exhibits cannot be well guaranteed. As a result, tourists spend less time in this
environment than expected.

Color Temperature Measurement
Color temperature conditions have a subtle influence on our viewing experience. In the
study of interior lighting design, kruithof defined “comfortable area” by comparing the
correlation between color temperature (CCT) and illuminance, and proposed amethod to
achieve “pleasant area” [5]. kruithof’s rule shows that the specific area of high (low)CCT
corresponds to high (low) illuminance, which makes the view Observers feel happy [6],
3000–4000K is a relatively popular color temperature range, or a relatively high visual
comfort range, which makes people feel more comfortable and bright [7], different types
of museums have different emotions to convey to people. Flexible use of the relationship
between light and color temperature enables visitors to have different sensory experience
during the visit. In this experiment, we use spectroradiometer to measure the color
temperature in the field. The number of measuring points in each area shall not be less
than 9, and each functional area shall have more than three measuring points. The color
temperature of each light source or mixed light source under different light sources is
measured. The results show that the average color temperature of education exhibition
hall is 3643k, modern life exhibition hall is 3273k, modern military exhibition hall is
2953k, and street display area is 3010k. The CCT of the four exhibition halls is in the
comfortable area, the modern life exhibition hall, the modern military exhibition hall
and the street exhibition area is at a low CCT level, which will make the tourists have a
heavy and depressing mood in the process of visiting.

CRI Measurement
Lighting with high CRI can truly restore the original appearance, color and texture of
the cultural relics, and can better spread the culture [9]. For the museum, where there
are abundant collections, exhibits with different attributes need different light sources
to display. The CRI of light sources directly affects the hue and saturation of the color
of the exhibits. For displayed paintings, color fabrics and other places with high color
identification requirements, The CRI of commonly used light source shall not be less
than 90. For placeswith general color identification requirements, TheCRI of commonly
used light source shall not be less than 80 [10].

The measurement results of the color rendering index of the modern museum are
shown in the Table 1. It suggests that higher color rendering index of education exhibition
hall can make people feel clear and relaxed. Modern life exhibition hall has a higher
overall color rendering index because of its rich silk fabrics and high color temperature.
At the same time, the main lighting fixtures in the exhibition area are metal halide lamps
with guide rails, R9 is normal. For the modern military exhibition hall and street display
area, the requirements of collection protection and color rendering are not high, and the
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lighting lamps mainly use LED panel lamp. Because of the inherent shortcomings of
LED lamp and the lack of red band, the R9 value and overall CRI are low.

Table 1. Measurement results of the color rendering index of modern museums

Hall Ra R9 Rg Rf SDCM

Education Exhibition Hall 90.1 81 96 90 3.2

Modern Life Exhibition Hall 92.1 83 97 91 2.7

Modern Military Exhibition Hall 82.3 −7 96 92 4.9

Street Exhibition Area 80.3 −7 79 97 5.1

3 Emotional Response Model

3.1 Sensory Questionnaire

The subjective evaluation is carried out by inviting tourists to fill in a questionnaire on
the spot, which is reliable. A total of 117 sets of data were collected from more than 20
individuals. The exhibition area is education exhibition hall, modern life exhibition hall,
modern military exhibition hall, painting exhibition hall and street exhibition area, and
non exhibition area is corridor. Measurements are made at the following levels: A is 10,
a - is 8, B is 7, B - is 6, C is 5, C - is 4, D is 3, D - is 0. 11 indicators, such as the size of
the authenticity color, the preference of the light source color, the detail expressiveness
of the exhibits, the visual adaptability and the pleasure of viewing the exhibits, can be
calculated. According to each evaluation, the corresponding scores are above 80, above
70, above 60 and below 60. It is divided into four levels: excellent, good, medium and
poor [11]. Get illumination of the display area. As can be seen from Fig. 12, the lighting
conditions in the basic display area are of general grade.

Fig. 13. Basic display subjective assessment results
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3.2 Emotional Response

The purpose of this study is to define the relationship between emotional perception and
the different combinations of CCT, CRI and various illumination values. The uncertainty
of the experimental evaluation data was tested by the root mean square (RMS) on the
emotional response level table through the variability between the observer and the
observer (Eq. 3). The smaller the RMS value, the greater the consistency between the
two data sets [12]. The higher the RMS value, the worse the consistency within or
between observers. For variability among observers, yi is the score of the individual
observer for the I stimulus. xi is the average score of all observers for the I stimulus;
N is the total number of stimuli. As shown in Table 2 the root mean square values of
variability between and within observers in this experiment.

Table 2. RMS values of variability between and within observers

Emotional Scale Observer Change Internal Observer Change

Pleasant 0.92 0.38

Comfort 0.92 0.37

Bright 0.89 0.38

Color 0.92 0.36

Clean 0.88 0.33

Nature 0.96 0.38

Lively 0.92 0.36

Ease 0.90 0.37

Soft 0.83 0.34

Classical 0.85 0.35

Warm 0.84 0.35

Average 0.89 0.36

RMS =
√∑n

i1(yi − xi)2

n
(3)

By adding the measured data to the emotional quantification evaluation and substi-
tuting it into formula (3), we can get a high consistency with the quantitative value of
RMS below. Emotional indicators are 11 phrases in Fig. 13. According to the results of
the visitors’ evaluation of each index, different experimental conditions of light envi-
ronment were constructed subjectively. Finally, by changing the objective parameters
such as illuminance, color temperature and color rendering index, combined with the
different lighting environment constructed according to the subjective, the emotional
response of museum lighting can be obtained.
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4 Discussion and Summary

Through the experiment of Dalian Modern Museum, we can draw a conclusion that the
tourists’ visiting purpose is directly related to the size of the space. For different tourists’
visiting purposes, most tourists who aim at visiting scenic spots or accompanying family
and friends will complete the whole process. The visiting time is shorter and most of
them will stay in small space and exhibits-intensive areas for a long time. For pressure
relief tourists, they spend longer time visiting places with large space and do not choose
to go to Museum stores. For visitors who visit designated exhibits and satisfy their
curiosity, they are more excited. They usually go directly to designated exhibits and
follow-up visits are slower. At the same time, combined with the relationship between
residence time and illumination, color temperature and color rendering index, under the
same illumination condition, R9 value of some spatial rendering index using LED as
the main light source is lower or negative, which is due to the inherent disadvantage of
the ratio of LED light source - less red band, and with the increase of the efficiency of
LED light, the reduction of the red part will be more serious. In these places where the
R9 value is low, most of the tourists are not very happy, and the sense of ornamental
experience will decrease. According to these data and analysis, four kinds of emotional
models of museum lighting are determined by interactive formula.
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Abstract. In order to suppress the hidden danger brought by the blind area of
construction vehicles, a vehicle collision prevention device is designed. The real-
ization method is introduced in the paper. Combined with DSTWR and SFKF
algorithm, UWB detection technology is applied to achieve reliable ranging and
positioning. It is found through one-to-many ranging experiment that the maxi-
mum static absolute error is 0.093 m, the average static error is 0.37 m, and the
maximum static relative error is 0.0106; the maximum dynamic absolute error is
0.15 m, the average dynamic error is 0.073 m, and the maximum dynamic relative
error is 0.0174. The positioning experiment shows that the maximum errors along
the direction of the three axes are 0.17 m, 0.29 m, and 0.45 m, and the average
position error of the node is about 0.241 m. The experimental results show that the
proposed method satisfies the actual functional requirements, and can ensure sta-
ble detection with high speed and accuracy. The large error and track discontinuity
under the action of motion and vibration factors can be effectively suppressed by
the method, which has application value.

Keywords: Anti-collision of the vehicle · Ultra-wideband · Positioning ·
Kalman filter

1 Introduction

With the continuous improvement of industrial mechanization, engineering vehicles are
widely used in the construction of ports, mines, road, bridge and so on. There are blind
spots for many engineering vehicles in the operation process, making a personal safety
hazard for on-site construction personnel. Therefore, it is of great significance to develop
a wireless ranging and positioning system with automatic detection and early warning
functions [1–3].

At present, more mature ranging methods include laser, microwave, infrared, GPS
and ultrasonic. The basic principles of laser, ultrasonic and infrared measurement dis-
tances are: The target sends laser, ultrasonic or infrared light, and the receiver sends them
by the original way. And then the time interval between transmission and reception is
obtained to estimate the distance. Laser ranging must be point-to-point ranging, and
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ultrasonic and infrared ranging are easily affected by multipath environments, resulting
in low accuracy [4, 5]. A microwave with a carrier wavelength of 0.8–10 cm is used to
achieve microwave ranging, and it is modulated and transmitted by the primary station,
received and forwarded via the secondary station. The post-lag phase difference of the
modulated wave after mixing processing is measured to estimate the distance. The cost
of microwave ranging is high [6, 7]. Based on the global positioning system and the
Beidou positioning system, GPS ranging is combined with an electronic map and road
data to achieve ranging [8]. Existing GPS navigation systems are affected by complex
environments. For example, accurate location services cannot be provided in viaducts
and tunnel areas [9, 10]. Affected by various factors, these ranging methods have the
defects, such as low immunity, high signal transmission power, channel fading, and low
energy efficiency. They are not suitable for application between construction vehicles
and construction personnel and construction equipment [11, 12].

In recent years, UWB communication technology has developed rapidly. UWB com-
munication has the advantages of low power consumption, wide bandwidth, low spectral
density, high data transmission rate, strong confidentiality, highmulti-path immunity and
high resolution [13]. How to apply UWB to achieve accurate and reliable ranging has
become a research hotspot, where the ranging algorithm and signal collision avoidance
mechanism are the keys [14]. TOA,TDOA,AOA,RSSI, andTWRand so on are common
ranging algorithms [15–18].

The waveform characteristics of numerous UWB signals are analyzed by Stefano M
and Wymeersch H et al. NLOS state identification and error reduction are carried out
using support vector machine to effectively eliminate NLOS error and improve ranging
accuracy. However, this method is based on a large number of data statistics with a large
workload; Huerta J M et al. use particle filter and unscented Kalman filter to locate
position and measure speed, which can effectively suppress NLOS error. However, the
algorithm is too complicated to implement [19, 20]; in the literature [21], ranging is
achieved by integrating RTT (Round Trip Time) and AOA (Angle Of Arrival) to propose
a grid-based clustering algorithm that does not need tomaster the prior conditions such as
the indoor environment. However, its hardware part should be based on the antenna array,
with a high cost; literature [22] judges the NLOS state based on the prior information,
and identifies the NLOS error by INS (Inertial Navigation System) and processes it.
Since this method is more complicated, the additional hardware is required.

In order to improve the reliability of measurement information, the theory of robust
estimation is proposed byYangYXet al. to eliminatemeasurement error[19]. Combined
neural network andKalman filtering, adaptive suppression state vector andmeasurement
interference method are proposed by GaoWeiguang and others. But the training process
of the neural network has a large workload [23, 24]. A new vector robustness factor
is proposed by Miao Yuewang et al. using the GNSS/INS combination to improve the
system accuracy [25, 26].

Considering the system detection speed, accuracy and reliability requirements under
actual working conditions, the combination of DSTWR (Double-sided Two-way Rang-
ing) algorithm and SFKF (Sampling FittingRobustKalman Filter) is proposed to achieve
ranging and positioning [27].
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2 Ranging Method

DSTWR algorithm based on the improvement of TWR does not need to consider the
synchronization problem between nodes in the ranging process and has higher precision
and speed in the actual measurement [1]. The DSTWR ranging diagram is shown in
Fig. 1.

Node2 Node1

TOF

TR1

Start

TD2

Return

End

TD1
TR2

TOF

Fig. 1. Ranging principle diagram of DSTWR.

Node 1 sends a Start signal to Node 2. After a TD2 time, node 2 sends a Return signal
to node 1. After a TD1 time, node 1 sends an End signal to node 2. Supposing that time
interval of sending and receiving of node 1 is TR1, and that time interval of sending and
receiving of node 2 is TR2, and the flight time between the two nodes is TF, it can be
obtained that:

TR1 = 2TF + TD2 (1)

TR2 = 2TF + TD1 (2)

Simultaneous formula (1) and (2), the flight time is:

TF = TF (2TD2 + 4TF + 2TD1)

2TD2 + 4TF + 2TD1

= TF (2TD2 + 4TF + 2TD1)

TR2 + TR1 + TD2 + TD1

= (TD2 + 2TF )(TD1 + 2TF ) − TD2 × TD1
TR2 + TR1 + TD2 + TD1

= TR2 × TR1 − TD2 × TD1
TR2 + TR1 + TD2 + TD1

(3)

The distance between the two nodes is:

d = TR2 × TR1 − TD2 × TD1
TR2 + TR1 + TD2 + TD1

× C (4)
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In the formula (4), C represents a signal transmission speed.
Supposing the offset errors of two node clocks are e1 and e2 respectively, and they

are brought in the Eq. (4) to obtain the actual distance d’ of the two nodes:

d ′ = TR2(1 + e2) × TR1(1 + e1) − TD2(1 + e2) × TD1(1 + e1)

TR2(1 + e2) + TR1(1 + e1) + TD2(1 + e2) + TD1(1 + e1)
× C (5)

The distance error �d of the simultaneous Eqs. (4) and (5) is:

�d = d − d ′ = (TF (e1 − e2) + TF × O(e1, e2, TD2, TR2)) × C (6)

It can be seen that the DSTWR algorithm does not need to consider the node syn-
chronization problem, with small calculation amount and small error, which can ensure
the high measurement accuracy and speed [28, 29].

3 Location Method

Positioning is the extension of point-to-point ranging, which is achieved by measuring
the distance from a node to multiple base stations [30]. The distance value during the
positioning process is sent to the upper computer, and the upper computer calculates the
distance according to the distance from the node to all the base stations, as shown in
Fig. 2. Taking the three base stations as an example, the coordinates of the three base
stations are known, the coordinates of each base station are taken as the origin point,
draw three circles based on the distance from the node to each base stations, and the
intersection point of the three circles is node coordinates [31–33].

Due to external noise interference, when the positioning node is in the moving
state, the measured node movement trajectory is intermittent [34]. Considering the
requirements of algorithm accuracy, speed and complexity in practical applications [35],
the Kalman filtering algorithm is introduced, which makes the measurement results
smoothed and more in line with the movement trajectory.

Supposing the nonlinear state equation and the observation equation expression are:

Y (m + 1) = f
[
y(m), u(m), w(m)

]
(7)

G(m) = h
[
g(m), u(m), v(m)

]
(8)

In Eqs. (7) and (8), f [·] represents the transition function of the nonlinear state,
w(m) represents the noise component, h[·] represents a nonlinear observation function,
v(m) represents an observed noise component. Both variablew(m) and variable v(m) are
Gaussian white noise, and the variances are respectively Q and R. Y (m+ 1) is the state
vector, g(m) is the observation vector and u(m) is the control vector. According to the
Gaussian distribution, the recursion relationship of the state variable Ym,m and Ym,m−1
at time m is:

Ŷm,m = Ŷm,m−1 + Am · (Gm − Ĝm) (9)
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J1 J2
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r3

N
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y

d

Fig. 2. Three base stations positioning principle.

In Eq. (9), Am is the denoising gain, Ym,m−1 is the previous state value and Gm is the
optimal prediction value. System updates and forecasts can be expressed as:

Am = Pymgm · P−1
gy

Pm = Pm,m−1 − Am · PgmA
T
m

Ŷ = Ŷm,m−1 + Am · (Gm − Ĝm)

(10)

The Jacobian linearization matrix can be expressed as:

φm,m−1 = ∂f [ym−1,wm−1]
∂ym−1

|ym−1 = ŷm−1

Hm = ∂h[ym, vm]
∂ym

|ym = f (ŷm−1, wm−1)
(11)

The Eq. (10) and (11) are substituted into Eq. (7):

ŷm = f (ŷm,m−1, wm−1) + Am · {gm − hm[f (ŷm−1, wm−1, vm)]}
Am = Pm,m−1 · HT

m · (Hm · Pm,m−1 · HT
m · Rm)−1

Pm,m−1 = φm,m−1 · Pm−1 · φT
m,m−1 + Qm−1

Pm = (I − Am · Hm) · Pm,m−1

ŷ0 = E[y0], P0 = E[(y0 − ŷ0)(y0 − ŷ0)T ]

(12)

Equation (12) belongs to the state recursion equation, the initial value determines the
accuracy of the prediction result, and the high precision can be maintained only when
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the linear equation is approximated. Therefore, the state vector is first sampled to fit the
linear equation, and then filtering is carried out to make the prediction result closer to
reality.

Let the state equation of a wireless sensor node be:

Ym+1 = fm(Ym) + Wm (13)

The measurement equation is:

Gm = hm(Ym) + Vm (14)

In the Eqs. (13) and (14), m represents the time m and gm represents a measurement
vector corresponding to the time m. ym indicates the state vector at time m, hm is the
measured value, fm represents the state transition function. wm and vm are zero mean
white noise and they are not correlated with each other.

The sigma point sample is carried out for the state vector y. The y statistical prop-
erty is (ȳ, Py). There are 2n + 1 sampling points, which are respectively ξi(i =
0, 1, 2, · · · , 2n). The expressions of ξ and the weight ω are:

⎧
⎨

⎩

ξ0 = Ȳ
ξi = Ȳ + (

√
(n + λ)Py)i, (1 ≤ i ≤ n)

ξi = Ȳ − (
√

(n + λ)Py)i, (n < i ≤ 2n)
(15)

{
ω

(jz)
0 = λ

λ+n

ω
(jz)
i = 0.5

λ+n , (i = 1, 2, . . . , 2n)
(16)

{
ω

(fc)
0 = λ

λ+n + (1 − α2 + β)

ω
(fc)
i = 0.5

λ+n , (i = 1, 2, · · · , 2n)
(17)

In Eqs. (15)–(17), λ is the scaling factor of the sampling point and mean spacing.
Supposing λ = α2(n + l) − n, l generally takes 0. α usually takes 0.1, indicating
the degree of dispersion of the sampling points; (

√
(n + λ)Py)i corresponds to the ith

column square root of the matrix; β takes 2 (consistent with Gaussian distribution) and
describe the distribution information of y; ω(jz) represents the mean weight value and
ω(fc) represents the variance weight value.

The prediction function of the node state is:
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ξ im|m−1 = fm(ξ
(i)
m−1|m−1 ), i = 0, 1, 2, · · · , 2n

ŷm|m−1 =
2n∑

i=0
ω

(jz)
i ξ

(i)
m|m−1

P(i)
m|m−1 =

2n∑

i=0
ω

(fc)
i (ξ

(i)
m|m−1 − ŷm|m−1 )(ξ

(i)
m|m−1 − ŷm|m−1 )T + Qm−1

(18)
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The prediction function of node measurement is:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ζ
(i)
m|m−1 = hm(ξ

(i)
m ), i = 0, 1, 2, · · · , 2n

ĝm|m−1 =
2n∑

i=0
ω

(jz)
i ζ

(i)
m|m−1

Pŷm =
2n∑

i=0
ω

(fc)
i (ζ

(i)
m|m−1 − ŷm|m−1 )(ζ

(i)
m|m−1 − ŷm|m−1 )T + Rm

Pŷmĝm =
2n∑

i=0
ω

(fc)
i (ζ

(i)
m|m−1 − ŷm|m−1 )(ζ

(i)
m|m−1 − ŷm|m−1 )T

(19)

The update of the covariance matrix and the Kalman coefficient K of the node state
prediction can be expressed as:

⎧
⎪⎨

⎪⎩

ŷm|m = ŷm|m−1 + Km(gm − ĝm|m−1 )

Km = PȳmḡmP
−1
ḡm

Pm|m = Pm|m−1 − KmPḡmK
T
m

(20)

According to Eqs. (15)–(20), the nodes’ position estimates of every moment can be
obtained.

Supposing the node coordinate is y = (x, y)T and state vector is ym = (xm, ym)T ,
then the state equation is:

ym+1 = Dym + wm (21)

In Eq. (21), wm represents noise and D represents a state transition matrix (unit
matrix).

The quantity measurement model varies with the observed value, base station node
is supposed to be n(n = 1, 2, 3). Lm is a three-dimensional distance vector, and vm
is three-dimensional noise. When the observed value is the distance between the base
station and a node, the measurement function is:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

gm = Lm = hm(ym) + vm

Lm =
⎛

⎝
Lm1
Lm2
Lm3

⎞

⎠ =

⎛

⎜
⎜⎜
⎝

√
(xm − xn1)2 + (ym − yn1)2√
(xm − xn2)2 + (ym − yn2)2√
(xm − xn3)2 + (ym − yn3)2

⎞

⎟
⎟⎟
⎠

(22)

In Eq. (22), L = (L1L2L3)T is the distance from a node to the base station, Lm =
(Lm1Lm2Lm3)T is the distance vector at the mth calculation. xn1 = (xn1, yn1)T , xn2 =
(xn2, yn2)T and xn3 = (xn3, yn3)T are respectively the coordinate vector of the base
station n(n = 1, 2, 3).

4 Construction of Hardware Experiment Platform

The wireless ranging and positioning system is a wireless network composed of a plu-
rality of base station devices and a plurality of node devices. The structure of each base
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station or node is shown in Fig. 3, including the control unit with STM32F103C8T6 as
the core, DWM1000 communication unit, alarm unit, and power supply unit. The power
supply unit of the base station is composed of USB interface and voltage regulator chip,
and the power supply unit of the node is composed of USB interface, voltage conversion
module, battery and charging management module.

Control unit

Communication
unit of UWB

Alarm
unit

Battery

Control unit

Communication
unit of UWB

Power

PC

Station Node

Fig. 3. Structure diagram base station (node).

Each base station and node has a unique code. Each base station and the node
can communicate wirelessly. The base station detects and calculates the distance of
each node, and the alarm can be triggered when the detected distance value exceeds
the safe range. The measurement results of multiple base stations can be referred to
locate the node. The control unit mainly completes the work such as timing provision,
distance calculation and control instruction release for the UWB unit; with UWM data
transceiving function, the communication unit can accurately measure time stamps [36].

5 Test Experiment

Ranging experiment and positioning experiment are carried out respectively according to
the anti-collision alarm function, detection accuracy, speed demand, simulation system
application environment. First, a base station and four nodes are used to perform basic
system function tests, that is distance detection between the base station and each node.
The notebook is connected to the base station by using the serial port, and the operation
results of the base station at two times are randomly selected as shown in Fig. 4(a) and
Fig. 4(b). The selected node numbers are node [1], node [2], node [3], and node [4],
respectively. Therefore, dist[1], dist[2], dist[3], and dist[4] in Fig. 4(a) and Fig. 4(b)
respectively represent the distance values from the base station to the four nodes, which
are in centimeters. So the system is able to provide valid data for test experiments. Before
each test, the distance from the base station to the node must be calibrated.

5.1 Static Ranging Experiment

A square is selected as a test site to simulate a working environment such as a dock and
a distribution center, and place a base station in the car body. Considering the actual
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(a) result(1)                           (b) results(2)

Fig. 4. Base station operation.

application, 12 m, 10 m and 8 m are respectively set as alarm thresholds, and correspond
to different alarm sounds. One node is placed in turn at 12 m, 10 m, and 8 m from the
car body, and stayed at each position for enough time to obtain enough experimental
data. The photograph of ranging experiment is shown in Fig. 5(a), and the photograph of
collision prevention device is shown in Fig. 5(b). The base station calculation results are
shown in Fig. 6(a), Fig. 6(b), and Fig. 6(c). The horizontal axis represents the number of
tests and the vertical axis represents the distance value. It can be seen that the maximum
ranging errors of 12 m, 10 m, and 8 m are 0.089 m, 0.093 m, and 0.085 m respectively,
and the average errors are 0.0374 m, 0.0380 m and 0.0349 m respectively.

(a) the ranging experiment           (b) the collision prevention device

Fig. 5. The photos of physical test.
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(a) at 12 M.                                                        (b) at 10 M. 

 
(c) at 8 M. 
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Fig. 6. Static ranging results.

5.2 Dynamic Ranging Experiment

In order to simulate the actual working conditions, multiple vehicles are arranged around
the vehicle and nodes at the base station as a signal barrier. Generally, engineering
vehicles are not too fast. So the base station vehicle approaches the node at a speed of
25 km/h. The operation results of the base station are shown in Fig. 7(a), Fig. 7(b), and
Fig. 7(c). The maximum ranging errors which are visible at 12 m, 10 m, and 8 m is
0.148 m\0.15 m\0.139 m, respectively. The average errors are 0.073 m, 0.075 m, and
0.070 m, respectively.

5.3 Positioning Experiment

The three base stations are respectively placed at fixed positions (at the same height,
and within the effective communication distance) to form a triangular structure. The
nodes are randomly moved within the effective range, and the observation positioning
result and the actual position are as shown in Table 1. It can be seen that the maximum
positioning errors in the three coordinate axes of X, Y and Z are 0.17 m, 0.29 m, and
0.45 m, respectively, and the average errors are 0.11 m, 0.10 m, and 0.19 m respectively.
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(a) at 12 M.                                                          (b) at 10 M 
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Fig. 7. Dynamic ranging results.

Table 1. Locating experimental results.

Measuring
coordinates/m

Actual
coordinates/m

Error/m

X Y Z X Y Z �X �Y �Z

1 5.06 4.97 0.98 4.99 5.01 0.85 0.07 0.04 0.13

2 5.63 9.73 0.96 5.58 9.66 0.91 0.05 0.07 0.05

3 10.8 7.54 1.06 10.7 7.52 1.24 0.12 0.02 0.18

4 8.28 7.90 0.66 8.39 8.02 0.21 0.11 0.12 0.45

5 7.35 0.83 0.47 7.18 1.12 0.78 0.17 0.29 0.31

6 3.63 1.46 0.07 3.68 1.55 0.11 0.05 0.09 0.04

7 1.98 10.2 1.86 2.13 10.2 2.09 0.15 0.01 0.23

8 0.84 3.35 0.78 0.69 3.51 0.92 0.15 0.16 0.14
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6 Conclusion

The implementing method of vehicle anti-collision device is introduced in this paper.
Taking DWM1000 as the core, the system achieves reliable ranging and positioning by
combining DSTWR with SFKF algorithms. The test results show that the vehicle and
personnel with the detection device perform different distance detection in the static
state, with the maximum absolute error of 0.093 m, the average error of 0.037 m, and
the maximum relative error of 0.0106; distance detection is carried out in the moving
state, with the maximum absolute error of 0.15 m, the average error of 0.073 m, and the
maximum relative error of 0.0174; in the positioning experiment, the maximum errors in
the three coordinate axes are 0.17 m, 0.29 m, and 0.45 m, respectively, and the average
position error of the node is about 0.241 m. The experimental results prove that the
method in this paper can effectively eliminate large errors, stabilize the errors in small
range, keep the detection track continuous, meet the actual functional requirements, and
has application value. It should be noted that in practical applications, the detection
algorithm and communication mechanism should be further optimized for the number
of nodes.
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Abstract. The volt-ampere relation (VCR) of nonlinear resistance elements is a
nonlinear function relation which does not satisfy ohmic law. In this paper, the
curve intersection method of nonlinear resistance circuits is studied and analyzed.
Firstly, the existence and uniqueness of the solution of nonlinear resistance circuit
are discussed, and then the feasibility of the algorithm is verified by computer sim-
ulation. Then the actual operation is verified byMultisim software. The experiment
is an algorithm used when the volt-ampere characteristics of nonlinear resistance
are given by the actual test data. This is an algorithm for finding the intersection
point of arbitrary straight line and polynomial curve function. Compared with the
actual measured results, the results obtained by the algorithm are almost resulting
in. It can be said that the algorithm is an efficient and simple method to solve the
problem.

Keywords: Non-linear · Curve intersection method · Cubic polynomial ·
Simulation simulation

1 Introduction

Nonlinear circuit theory has always been one of the important research directions of
circuit theory. Because all real circuits have nonlinear circuit properties from a realis-
tic perspective. Therefore, strictly speaking, all circuits belong to nonlinear circuits in
reality.

Linear circuit is a special form in nonlinear circuit. If the difficulties facing the non-
linear circuit are overcome, the difficulty that the linear circuit needs to solve is naturally
solved.

In this paper, the nonlinear resistance circuit is solved by the method of curve inter-
section in MATLAB calculation software. The measured data points are fitted with the
three-time polynomial fitting through the MATLAB software, the obtained function is
used instead of the nonlinear resistance characteristic curve equation, and the intersec-
tion point of the load line and the fitting curve is obtained. The intersection of two
volt-ampere characteristic curves is the static working point of the circuit.

A set of experimental data are generated by using Multisim software to simulate and
test, and then the coordinates of intersection points are obtained by using interpolation
and fitting algorithm in MATLAB software.
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2 Solution Method of Nonlinear Resistance Circuit

In linear circuits, the characteristic of linear components is that their parameters do not
change with voltage or current. If the parameter of the circuit element varies with voltage
or current, it is referred to as a non-linear element. A circuit comprising a non-linear
element is referred to as a non-linear circuit.

All of the actual circuits in the reality are non-linear circuits. In general, those ele-
ments whose non-linear degree changes are not very obvious are treated as linear ele-
ments, and the accuracy and accuracy of various parameters calculation can be ensured
while the circuit analysis is simplified. However, for the circuit whose nonlinear charac-
teristics can not be ignored, it must be treated as a nonlinear circuit. Avoid the difference
between the calculated value and the actual value without significance.

Themethod of analyzing the non-linear circuit has curvilinear intersection algorithm,
piecewise linear method, small signal analysis. These methods can solve the nonlinear
circuit with simple circuit diagram, but it is difficult to find the approximate solution
satisfying the accuracy for the complex nonlinear circuit.

With the rapid development of science and technology. The computer algorithm
replaces the traditional manual calculation. It not only can improve the computational
efficiency, but also get the exact value.

In the following article, the non-linear resistance circuit is simply introduced,
and several commonly used methods for solving the non-linear resistance circuit are
mentioned.

2.1 Curve Intersection Method

The advantage of curve intersection is that it can depict the content by chart.
A simple nonlinear Resistance circuit by voltage source U0 and linear resistance R0

nonlinear resistance R composition. Figure 1(a) is Nonlinear Resistance Circuit.

(a)                                      (b)

Fig. 1. Static operation point

The electrical network is consisted of the voltage source U0 and the linear resistor
R0. The nonlinear resistance element R is an external circuit. The intersection of the
volt-ampere characteristic curve of the two-part circuit is the static working point Q(UQ,
IQ). Figure 1(b) is the resulting graph.
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2.2 Small Signal Analysis Method

A nonlinear circuit that is usually encountered in an electronic circuit It not only has a
DC power supply, but also has an input voltage that varies over time. Suppose in any
case, there’s an |us(t)| � U0 · us(t) is called a small signal voltage. Small signal
analysis can be used to analyze this kind of circuit.

The method of the small signal analysis method comprises the following steps of:

1. Solving the static working point Q of the non-linear circuit.
2. Solving the dynamic resistance of nonlinear circuits.
3. Make a small signal equivalent circuit for a given nonlinear resistance at a static

operating point. Figure 2 is the equivalent circuit

Fig. 2. Small signal equivalent circuit

4. The Solution of the Equivalent Circuit Based on the Small Signal.

3 Existence of Solutions for Nonlinear Resistance Circuits

3.1 Solution of Nonlinear Resistance Circuit

Unique solution: In the voltage-controlled resistance circuit, if the volt-ampere charac-
teristic curve is monotonous, and this set of voltage and current values satisfies the KCL,
KVL at the same time. Figure 3(a) is a curve with only one solution.

Multiple solutions: The electrical network is consisted of the voltage source and the
linear resistor. The nonlinear resistance element is an external circuit. In practice, the
volt-ampere characteristic curves of some nonlinear resistance are not monotone. The
load line and the non-linear resistance volt-ampere characteristic curve have a plurality
of intersection points. The volt-ampere characteristics of nonlinear resistance curves
with multiple solutions is shown in Fig. 3(b).
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(a)                                            (b) 

Fig. 3. Solution of nonlinear Resistance Circuit

4 MATLAB Programming

4.1 Introduction of MATLAB Drawing Function

In MATLAB, the most basic and widely used drawing function is plot, which can draw
different curves on two-dimensional plane, while the plot drawing statement used in this
design is used in this design.

Plot function is used to draw the graph of linear coordinate on two - dimensional
plane.

For example, when you draw a function image of y = cos (x), we can use the plot
statement. Figure 4 is the function graph.

Fig. 4. y = cos(x) function graph
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Enter the command in the command window:

� x = 0 : pi/100 : 2 ∗ pi;
� y = cos(x);
� plot(x, y); drawing y = cos(x) images

4.2 Cubic Spline Interpolation

With the rapid development of modern scientific and technological means. People often
encounter that function expressions are too complex to be worked out in a short period of
time. Therefore, it is necessary to study a new interpolation method-Spline interpolation
method.

The term spline comes from life, and a set of data actually measured is expressed
in plane coordinates. All the points in this set of data are connected smoothly to form
a smooth curve that connects all the experimental data points. Such a curve is called a
spline. It is actually connected by the cubic polynomial curve, and the so-called spline
interpolation is obtained mathematically.

5 Multisim Simulation

5.1 Simulation Circuit Design and Measured Data

The simulation is simulated according to the schematic Fig. 5. Select a linear sliding
rheostat with an adjustment range of 0–100 �. The regulated range of the DC voltage
source is 1–10 V. Select model 1N4149 Diode as nonlinear resistance. Adjust the size of
the DC power supply and record the voltage ui and current ii of the nonlinear resistance.
Table 1 is the actual measured data.

Fig. 5. Wiring diagram of the simulation circuit
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Table 1. Measured data of simulation circuit

ii(A) 1.452 1.555 1.773 1.804 2.110 2.318 2.553 4.295

ui(V ) 0.108 0.124 0.159 0.164 0.218 0.257 0.304 0.773

5.2 Volt-Ampere Characteristic Curve of Nonlinear Resistance

Enter directly in the command window.
The command is executed as shown in Fig. 6.

>>x=[1.452 1.555 1.773 1.804 2.110 2.318 2.553 4.295];
>>y=[0.108 0.124 0.159 0.164 0.218 0.257 0.304 0.773];

>>xi=1.4:0.01:4.3; 
yi=spline(x,y,xi); 
plot(x,y, o ,xi,yi); 

, ,3 ;p polyfit xi yi

Fig. 6. Nonlinear resistance volt-ampere characteristic curve

5.3 The Principle of the Algorithm for Finding the Intersection Point

In this paper, the one-dimensional interpolation method is used. The plane volt-ampere
characteristic curve of nonlinear resistance g(u) is drawn by one-dimensional interpola-
tion method and the analytical expression is obtained. In this method, the test data points
are used as interpolation nodes and described by cubic splines interpolation function.

Use s(u) if the allowable error is close to the wireless small Gradually approach
g(u). According to the derivative in the course of higher mathematics, s(u) must be a
convergence function and must have a second-order smoothness condition.
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The principle of l(u) and s(u) intersection is shown in Fig. 7. The coordinate axis of
independent variables is divided into infinitely many small intervals, and it is necessary
to ensure that the interval length of each new interval is less than the length of the original
interval. Until the coordinates of the intersection point within the allowable error range
can be obtained, which is the solution of the circuit. In essence, the iterative process is
gradually approaching to the real value, and the solution within the allowable range of
the error is obtained. The specific algorithms are as follows:

Fig. 7. Intersection of isometric cut

First average segmentation �1 : a = u0 < u1 < . . . uj < . . . uN = b,
j = 0, 1, 2, . . . N, uj = u0 + j[(b− a)/N ], Interval length δ1 = (b− a)/N . Subtract
each dividing point uj, just as f (uj) = l(uj) − s(uj). If there is a unique intersection Q
within the area [a, b], the two sides f (uj) and f (uk) of the Q point are opposite to each
other.

Then the subinterval of the first isometric segmentation δ1 = (b− a)/N is replaced
by the total length of the original interval for the second isometric segmentation.

It is determined that the coordinates of the intersection point Q are in a narrower
range of area, the width of which is 1/N of the length [a1, b1] of the small section of the
last isometric division. This cycle iterates until an interval length is obtained and within
the allowable error range. The iterative process is ended and the intermediate value of
the area is taken as the intersection coordinate Q.

5.4 Calculation of Static Working Point

The load line and the non-linear characteristic curve are both represented in the soft-
ware, and the intersection points of the two curves are calculated by using the assem-
bler language. This is the very important static working point we need to ask for. The
programming content is as follows:
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1.452 1.555 1.773 1.804 2.110 2.318 2.553 4.2 5 ;][ 9x
0.108 0.124 0.159 0.164 0.218 0.257 0.304 0.7 3 ;][ 7y
1.4 : 0.01: 4.3;xi

, , ;yi spline x y xi
( ,,,, ;)plot x y o xi yi

>>hold on; 
>>x2=0:4.5; 
>>y2=-0.05*x2+0.435; 
>>plot(x2,y2); 
>>[x,y]=solve('0.003*x^3+0.0069*x^2+0.1132*x-0.0801','y2=-0.005*x2+0

.435'); 
x=

       2.671 
y=

       0.319

Figure 8 is intersection curve. By using the algorithm, the coordinates of the inter-
section point are obtained to be (2.671, 0.319). That is the static operating point of the
diode.

Fig. 8. Load line and characteristic curve

6 Conclusion

The static working point of the circuit is obtained by the curve intersection method,
which has higher accuracy than the traditional graphic method. This practical solution
can be applied to any monotonous nonlinear resistance circuit.

It is found that the curve intersection method is the best method with fast calculation,
low complexity and high accuracy.
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Abstract. In this paper, an analytical formula for the coupling coefficient (k) was
introduced for two inductively coupled coils of ring configuration. The response
surface methodology (RSM) was used as a tool to develop this formula. The k was
tested as a function of the geometrical parameters which include the followings
parameters: an air-gap (d) between inductively coupled coils; coils dimensions
which include the inner (r1) and outer (r2) radii of the transmitter coil, inner (R1)
and outer (R2) radii of the receiver coil; and misalignment parameters. There-
fore, the introduced k formula is facilitating of a ring coil design, performance
optimization of an IPT system, and prediction of system behaviour at normal or
misalignment cases. The percentage effect of each parameter on the k was calcu-
lated. It was found that the d has the most considerable impact on the k among
other geometrical parameters.

Keywords: Wireless power transfer · Inductive power transfer · Battery
charging · Electric vehicles · Ring coil · Coupling coefficient · Box-Behnken
design · Response surface methodology

1 Introduction

TheThe inductive power transfer (IPT) technologyhas a pivotal role in thewidely spread-
ing of contactless battery charging, such as electric vehicles (EVs), mobile phones, and
laptops etc. This technology playsmajor role in addressing the issues of convenience and
safety which are causes by the wired charging systems. The IPT technology based on the
electromagnetic induction, where the electric power is transferred from the transmitter
coil to the receiver coil wirelessly. These coils could take many geometrical config-
urations, such as ring, rectangular, square etc. It has been found that the geometrical
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configuration of the coils and their dimensions have a significant influence on the power
transfer level and distance (air-gap) [1].

Recently, much researches have been focused on enhancing the IPT power transfer
capability in terms of optimization the geometrical coils parameters of the inductively
coupled coils, or using resonance topologies [2, 3]. However, the power transfer capa-
bility and efficiency of an IPT system are mainly affected by the magnetic coupling
coefficient (k) between the inductively coupled coils; this parameter is geometrical. The
optimizing of this parameter results in an optimization of the whole system performance.
For example, Hiroya T. et al. have found that the optimum k of the H-shaped core trans-
former obtained at 1.4 of the winding width to the air-gap ratio [4]. On the other hand,
it was observed that as the receiver area increases, the k increases [5]. Also, it has been
noted that a misalignment between the inductively coupled coils has a negative effect
on the IPT system performance [6].

One way to optimize a ring coil performance is to find a mathematical expression of
k. For example, an analytical formula of mutual inductance (M) and self-inductances of
the transmitter (L1) and receiver (L2) coils in [7] was proposed based on the Neumann’s
expression; then, k can be calculated due to Eq. (1). However, the ferrite plates effect
is not considered; the ferrite plates are usually used behind each coil to enhance the
magnetic coupling. In [8], it was mentioned an analytical formula for k. However, this
formula does not considered the inner radius of the coils, the ferrite effect, and the
misalignment parameters. In this paper, a new analytical formula of k has introduced
for ring coil optimization, design, and performance prediction in an IPT system. The
response surface methodology (RSM) is used as a tool to develop a formula for the k
of two inductively coupled ring coils. Based on this approach, the k can be explored as
function of geometrical ring coil parameters which include the coils dimensions, air-gap,
and the misalignments parameters. The effect of the ferrite plate behind each coil was
considered.

k = M√
L1L2

. (1)

This paper is organized as follows: Sect. 2 presents the IPT system structure,
coils configurations and misalignment between the inductively coupled coils. Section 3
describes the proposed the proposed methodology to find the optimization parameters of
a ring coil. Section 4 presents the simulation results. Section 5 examines the validation
of the introduced formulas. Finally, Sect. 6 shows the conclusion.

2 Fundamentals of the Inductive Per Transfer Technology

2.1 System Structure

The structure of the typical IPT system for contactless batteries charging is illustrated in
Fig. 1. It composes of two unattached sides, which are the transmitter and receiver. The
transmitter side is include the following components: a rectifier; an inverter is utilized
to excite the transmitter coil (L1) with a high AC voltage of high frequency through a
resonance circuit topology. The receiver side is compose of the following components:
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a receiver coil (L2) to pick up the electromagnetic field from the transmitter coil and
convert it to electric power with the same frequency of the inverter; a rectifier for purpose
of AC/DC conversion to supply the battery load with a DC output voltage (VL) [8].

Fig. 1. Typical IPT structure for contactless charging system.

The inductive coupler is described by the k,M, L1, and L2 parameters. The k parame-
ter is usually used to predict an IPT system performance, efficiency and power capability
that could be transferred [2, 12, 13]. The power delivered to the load (PL) in a compen-
sated system is expressed by Eq. (2) [1]. The quality factor of the receiver coil is given
by Eq. (3) [7].

PL = ωI21
M 2

L2
Q2 = VinI1k

2Q2 (2)

Q2 =
{

ωL2
RL

for series compensation
RL
ωL2

for parallel compensation
(3)

2.2 Inductively Coupled Coils

Ithis paper, a ring configuration has been used to represent the inductively coupled coils.
A disc of ferrite plate was added behind each coil. The ferrite plates are commonly
added to the inductively coupled coils for the purpose of improving magnetic coupling
[11]. However, the key aspects of the geometrical parameters of the inductively coupled
ring coils are involve: inner radius (r1) and outer radius (r2) of the transmitter coil; inner
radius (R1) and outer radius (R2) of receiver coil, (see Fig. 2a); and air-gap (d) between
the coils (see Fig. 2b).

2.3 Misalignments

Themisalignment is a deviation of amoveable receiver coil from its normal positionwith
respect to the transmitter coil which is fixed. In this research, two misalignment cases
were considered: lateral misalignment (L) and angular misalignment (α) (see Fig. 3a
and b).
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Fig. 2. (a) A ring coil with ferrite plate; (b) inductively coupled coils.

Fig. 3. Misalignment: (a) lateral; (b) angular.

3 Methods

This paper involves analysing two inductively coupled coils of ring configuration to
develop an analytical formula for k. This parameter was explored as a function of
the geometrical parameters. The geometrical parameters are including the following
parameters: dimensions of the inductively coupled coils, air-gap, and misalignment.

The finite-element analysis (FEA) as well as the response surface analysis (RSA)
were applied to explore the k model. Firstly, series of FEA simulations were carried out
in the ANSYS Maxwell software to analysis the inductively coupled coils at systematic
variation of the geometrical parameters based on a design technique that utilized in the
RSM. Secondly, the FEA results were inserted into JMP software to conduct the RSA.
TheRSAoutputs include the quadratic kmodel; thismodel is function of the geometrical
parameters [12].

3.1 Finite Element Analysis (FEA)

This study was conducted with two ring coils of Litz copper wire. A ferrite plate behind
each coil was considered with a radius of 4 cm larger than the outer radius of transmit-
ter/receiver coil. The FEA was carried out in the ANSYSMaxwell software to calculate
the k.
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3.2 Response Surface Analysis (RSA)

TheRSMutilizes quantitative data from the pertinent experiment to define the regression
model to optimize the output model which is affected by several input parameters. The
RSM includes a group of statistical and mathematical techniques that are used to fit the
empiricalmodel to the experimental outcomes acquired from the relative to experimental
design.Aquadratic surfacefitting is implied by theRSM, this helps to optimize the output
model with a minimum number of experiments, furthermore, analysing the interaction
effect between the input parameters [13]. Consequently, several linear and/or square
polynomial terms are utilized to describe the behaviour of the studied system, and then
explore the conditions of an experimental system until its optimization [14]. In this work,
the FEA simulation data were utilized instead of experimental data.

The RSA of a model involves the followings three basics steps; multivariate design
of experiment (DOE); design technique which utilized for prediction of the coefficients
in the output quadratic model. Finally, analysis of variance (ANOVA) which is used for
purpose of the analysis and evaluation of the resulted quadratic models. The RSA was
achieved with aid of the utilizing the JMP statistical software package.

3.2.1 Multivariate Design of Experiment (DOE)

The multivariate DOE based on the RSMwas performed with the following aspects: k is
the output response; the r1, r2, R1, R2, d, L, and α are the independent input parameters.
In this research, these input parameters are varied with the ranges mentioned in Table 1.
These ranges are usually used in electric vehicles applications. However, the maximum,
average andminimum values are coded in the JMP software as+, 0, and−, respectively.

Table 1. The ranges of the geometrical parameters of two ring coils.

Studied points r1 (cm) r2 (cm) R1 (cm) R2 (cm) d (cm) L (cm) α (deg)

Minimum 2 30 2 30 10 0 0

Maximum 20 60 20 60 50 20 7

Average 11 45 11 45 30 20 3.5

3.2.2 Design Technique

There are many experimental design techniques based on the RSM [14]. We have used
Box–Behnken to find the coefficients of the k analytical model. Box-Behnken has an
efficient estimation of the coefficients in themathematicalmodels. This technique ismore
economical among the others, especially for a large number of input parameters [14].
However, based on the Box-Behnken design, a total of 62 simulated data are required
for the geometrical seven input parameters [13]. These data were obtained using FEA.
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3.2.3 Analysis of Variance (ANOVA)

The graphical analyses are used to define the interaction between the input variables and
the output responses to estimate the statistical parameters influence. For this purpose,
ANOVA was implemented by using the JMP statistical software package design for
the regression analysis. The output model involves linear, quadratic and the interactions
terms between every two input parameters. For example, for two input parameters (x1
and x2) the output model (y) can be described by Eq. (4) [14].

y = b0 + b1x1 + b2x2 + b11x
2
1 + b22x

2
2 + b12x1x2 (4)

Where b0 is a constant coefficient, bi is a coefficient represents the linear effect of
xi on y, bii is a coefficient reveals the quadratic impact of xi on y, and bij is the effect
factor due to interaction between xi and xj on y.

In the ANOVA, the significance of the statistical analysis can be examined. The
parameters standard deviation (SD) and R2 are an indication of the degree of the model
fit. However, the significance of each parameter/term in the polynomial model can be
evaluated based on the F-value or probability value (P-value) at a confidence interval of
95%.

The ANOVA table contains the following columns: source, the degree of freedom
(DF), the sum of squares, mean square, F-value, and P-value. The F-value and P-value
are utilized for assessment the response surface of the output model. The significant
factor is described by F-value or P-value with a 95% confidence level. This means only
the parameters/terms of P-value less than 5% or 0.05 have a significant effect on the
output model. A large F-value or the smaller P-value of a parameter/term points out the
significance effect of the corresponding parameter/term [12].

4 Results and Discussion

In this section, an analytical formula for k of inductively coupled two ring coils is
introduced. The k was tested as a function of seven parameters with their ranges as were
mentioned earlier in Sect. 3.2.1. According to the Box-Behnken design technique, a total
of 62 experimental data are needed for the seven input parameters [12]. In this work,
these data were acquired utilizing the FEA in ANSYS Maxwell software, then entered
into the JMP software, as listed in Table 2.

4.1 ANOVA for the k Model

The terms that have P-value greater than 0.05 were removed from the ANOVA table of
the k model because of their negligible effects. The ANOVA table of the miniature k
model is detailed in Table 3. For this model, the F-value is as much as 558.023. This
points out that this model is statistically significant. The following parameters terms are
considered significate in the k model since they have a P-value less than 0.05: r2, R2, d,
L, r2 * R2, r2 * d, d * L, r22, R

2
2, d

2, and L2.
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Table 2. Output response, k for seven input variables.

No. Pattern Independent input variables Output responses
due FEA

r1
(cm)

r2
(cm)

R1
(cm)

R2
(cm)

d
(cm)

L
(cm)

α

(deg)
k

1 − −0−000 2 30 11 30 30 10 3.5 0.12726

2 − −0+000 2 30 11 60 30 10 3.5 0.18519

3 −0−000− 2 45 2 45 30 10 0 0.27112

4 −0−000+ 2 45 2 45 30 10 7 0.25728

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

61 +0+000+ 20 45 20 45 30 10 7 0.25789

62 ++0−000 20 60 11 30 30 10 3.5 0.19057

Table 3. ANOVA details for the reduced k model.

Source DF Sum of Squares F-value P-value (Prob > F)

Model 11 1.9056906 558.0230

r2 1 0.1118922 360.4062 <.0001*

R2 1 0.0882226 284.1661 <.0001*

d 1 1.4131795 4551.869 <.0001*

L 1 0.0625464 201.4626 <.0001*

r2 * R2 1 0.0094160 30.3292 <.0001*

r2 * d 1 0.0077811 25.0630 <.0001*

d * L 1 0.0332267 107.0236 <.0001*

r22 1 0.0062627 20.1724 <.0001*

R2
2 1 0.0056681 18.2570 <.0001*

d2 1 0.1482140 477.3992 <.0001*

L2 1 0.0027515 8.8627 0.0045*

Error 50 0.0155231

Lack of fit 13 0.01255379 13.1078

Pure error 37 0.00276928

Correlated total 61 1.9212136
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As can be seen from Table 3, the d has the most significant effect on k among other
parameters, since it has the largest F-value. The quadratic terms that have a significant
effect on k are: d, r2, R2, and L. On the other hand, the parameters that have a negligible
effect on k are: r1, R1, and α. However, only the parameters that have a major impact
on k are appeared in its analytical model which can be written by Eq. (5). The absolute
brackets were added to avoid the negative value of k due to fitting error. However, the
SD for the k model is only 0.177469. This means a good accuracy of the k analytical
model was obtained with a R2 as much as 0.99.

k =
∣∣∣∣0.265045 + 0.068280125.

(
r2 − 45

15

)
+ 0.06062954.

(
R2 − 45

15

)
− 0.242657 .

(
d − 30

20

)

− 0.05104995.

(
L − 10

10

)
+ 0.034307.

(
r2 − 45

15

)
.

(
R2 − 45

15

)

− 0.0311871.

(
r2 − 45

15

)
.

(
d − 30

20

)
+ 0.0644463 .

(
d − 30

20

)
.

(
L − 10

10

)

− 0.0209289.

(
r2 − 45

15

)2
− 0.0199105 .

(
R2 − 45

15

)2

+ 0.1018143.

(
d − 30

20

)2
− 0.0138724 .

(
L − 10

10

)2
∣∣∣∣∣ (5)

4.2 Impact of the Input Parameters on the k Model

The graphical analyses are utilized to determine the impact of the interaction between
the input variables on the output model (i.e. k) to estimate the statistical impact of the
input parameters based on Eq. (5). Figure 4(a) details the interaction impact of (r2 and
R2) on k; Fig. 4(b) explains the interaction effect of the (d and L) on the k.

Fig. 4. Interaction effect of the input parameters on k: (a) r2 and R2 at d = 10 cm, L = 10 cm;
(b) L and d at R2 = 30 cm, r2 = 30 cm.
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As can be seen from Fig. 4, the k is considerably declining as d increases. Likewise,
as the L increases, the k is slightly diminishing within the studied range of L. However,
the increasing of d or L have a negative impact on the k value. On the other hand, as the
r2 and/or R2 increasing this result in slightly increasing of k. However, the effect of the
d and L on the k slightly decreases as the r2 and/or R2 increasing.

The numerical representation was applied to measure the percentage impact of the
input parameters on k, the outcomes are presented in Fig. 5.

84%

6%
5%

5%

d

r2

R2

L

Fig. 5. The percentage impact of the significant input parameters on k.

According to Fig. 5, the d has a considerable impact on k which is as many as 84%,
the r2 and R2 have a close effect on k i.e. only 6, and 5, respectively. The L has a slight
effect on k i.e. 5%. Themaximumvalue of k i.e. 0.864 occurs at maximum r2 (i.e. 60 cm),
minimum d (i.e. 10 cm), maximum R2 (i.e. 60 cm), and minimum L (i.e. 0 cm).

5 Validation

To verify the analytical formula of k, its results data is compared with the FEA data.
Since d has the most impact on the k among all other input parameters, it was chosen as a
variable parameter to validate the analytical k formula with the following considerations:
r2 = R2 = 30 cm, and L = 0 cm. The results due to the presented analytical formula and
FEA are explained in Fig. 6.

As can be seen from Fig. 6, the data obtained using the introduced formula of k are
in the line with that obtained by FEA especially when the d within the range specified
in Table 1, at d = 5 cm the k formula is still working but the error increases. This points
out that the introduced k formula has a very good accuracy with specified range, which
listed in Table 1. However, the error increasing gradually as the input parameters are get
far from the investigated ranges.
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Fig. 6. Validation of the analytical k formula with FEA data.

6 Conclusion

In this paper, an analytical formula for magnetic coupling coefficient (k) of the two
inductively coupled ring coils was introduced. The RSM has been used as a tool to find
this formula as function of the geometrical parameters.

In this work, due to our knowledge, it was for the first time to calculate the percentage
impact level of the geometrical parameters (i.e. air-gap, each design and misalignment
parameter) on the k. This calculation has an importance in an IPT system design and
optimization; which helps to specify which parameter has thoroughly to be designed or
has a priority to be optimized. We found out that the d has the most impact on k among
other geometrical parameters. On the other hand, the k is slightly sensitive to lateral
misalignment and has low sensitivity to angular misalignment. This indicates that a ring
coil has good misalignment tolerance; this is a desirable feature in the batteries charging
of the electric vehicles.

The outcomes due to the introduced analytical model were consistent with the FEA
data. This is conclusive evidence that the introduced k model is applicable for any two
inductively coupled ring coils. However, the most we can talk about that k model has a
very good accuracy within the investigated ranges of the input parameters. This model
is still working outside these ranges but the error increases gradually as the parameters
get far from their specified range, as given in Table 1.

Acknowledgments. This work funded by CTS – Centre of Technology and Systems of the UNL
and the Portuguese Foundation of Science and Technology FCT (Project No. funds this work
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on Simulated Annealing Particle Swarm

Optimization Algorithm
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Abstract. In view of the problem of premature convergence of traditional particle
swarm optimization (PSO) algorithm in path planning, which is easy to converge
to local optimal solution and poor path quality, some theory about the correspond-
ing PSO algorithm of simulated annealing optimization is studied in this paper.
While planning the moving path of the robot, it analyzes the effect of initial tem-
perature and cooling coefficient on path length and iteration times from the major
contributing factors of simulated annealing algorithm. Thus deduce the law of its
change and seek the optimal parameter matching. Simulated annealing algorithm
can not only move the updated particle position on the basis of the particle swarm
optimization formula, but also select the updated position with a certain proba-
bility. The method is used to avoid the particle converging into the local optimal
solution in the whole iterative process. The capabilities of the global optimiza-
tion is strengthened. Compared with the traditional PSO algorithm, the simulated
annealing PSO in complex environment has better optimization ability, shorter
path and fewer iterations in the simulation results.

Keywords: Particle swarm · Path planning · Simulated annealing · Linear inertia
weight

1 Introduction

The path planning of mobile robot has always been the focus of the research in the
development of intelligent robot. It is a major task for a moving robot that its travel
path has the lower energy consumption, shorter distance and less time. It is necessary to
avoiding all obstacles based on the origin and destination point coordinates in the work
environment with obstacles.

There are many existing path finding methods, including artificial potential field,
visual graph, etc. But these methods have some limitations, such as artificial potential
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field method can not find the path in front of the near obstacles, visual graph method has
complicated search path and low efficiency [1].

In recent years, many experts and scholars have studied some new algorithms, such
as genetic algorithm, ant colony, bee colony and so on. Compared with some traditional
algorithms, an intelligent bionic algorithm is proposed by simulating one or several
behaviors of natural creatures, which provides a new way to the path ending in complex
environment [2].

PSO has the benefits of fast searching speed, easy accomplishment and simple pro-
gramming language. Due to its own limitations, such as being very possible to shrink
to local optimum solution and being greatly affected by complex constraints in some
problems, its search results are not ideal. To prevent premature maturation to the point
of convergence of population, an improved PSO algorithm is proposed in this research.
PSO uses linear adaptive inertia weight factor and simulated annealing algorithm to opti-
mize, which improves the convergence of PSO. PSO combinedwith simulated annealing
algorithm can make particle swarm jump out of the local optimal point. So the global
optimal or approximate optimal point independent of the initial point selection can be
accomplished [3]. Through the simulation of robot path planning, the result is analyzed
and compared, which shows the effectiveness and rationality of PSO algorithm.

2 PSO Path Planning

2.1 The Basic Principle of PSO

Based on the study of predatory behavior of birds, the path planning of PSO algorithm
is proposed. When solving the optimization value, the solution to algorithm corresponds
to the flight location of a bird in the searching space, so it becomes a “particle”. Every
particle lies in a different place and at a different velocity. The fitness value of the function
is determined to judge quality of a particle [4]. Each particle continuously updates itself
by tracking the influence of the individual optimal location Ibest and the global optimal
locationBbest of the whole population, so as to generate the next round of new population
[5]. The velocity and position update formulas of particles are as follows:

Tk+1
i = wTk

i + c1rand(Ibest − X k
i ) + c2rand(Bbest − X k

i ) (1)

X k+1
i = X k

i + Tk+1
i (2)

Where: Tk
i is the kth dimension speed in the ith iteration; X k

i is the kth dimension
location in the ith iteration; w is the inertia weight; c1 and c2 are learning factors; ‘rand’
is the random number distributed between 0 and 1.

Particle path planning is to search for the shortest path without collision from start
to end. Its function can be expressed

F =
m∑

i=0

√
(xi − xi−1)2 + (yi − yi−1)2 (3)
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In the basic PSO algorithm, w is a fixed value. When it is large, the particle’s global
search ability is strong, which may make particle fly over the lowest point. When it is
small, it can make the local search ability of particles stronger. In this way, particles
tend to convergence to local optimum and lose the global search ability. PSO algorithm
usually consists of three parts: the velocity of particles in the last time, the cognitive
part of particles, and the social cognitive part of the whole population. The value of
inertia weight affects the flying velocity of particles. Learning factors can regulate self
cognition and social cognition. Therefore, there is an important relationship between the
inertia weight and the change of learning factors. In view of the above defects, a group
of scholars represented by Kennedy proposed an algorithm to change the inertia weight
through the linear decreasing law [6], that is, with the iterative process, the value of the
inertia weight is constantly reduced. The algorithm has a strong exploration ability in
the early stage and can search in a larger space range. In the later stage, the reduction
of weight value makes it possible to convergence to a local region for more meticulous
search. The weight variation formula is as follows [7]:

w = wmax − (wmax − wmin)

itermax
i (4)

Where: wmax is maximum; wmin is minimum; itermax is the maximum value; i is
the current value of iterations of particles. The program flow is similar to the basic PSO,
but the final step determines whether the algorithm meets the termination conditions. If
not, adjust the value w and replace the particle speed and location to continue the cycle.
However, with the different optimization problems, the adjustment strategies of linear
inertia weight are also different. So the linear inertia weight have great limitations in
application.

2.2 The General PSO Process

The PSO executing steps are as follows:

Step 1: set initialization scale, learning factor, maximum number of iterations and other
related parameters;
Step 2: Initialize the velocity and location of the individual, record the optimal location
of each particle currently searched as Ibest , and define the optimal location of particle
global searched as Bbest ;
Step 3: calculate the objective function of each particle, such as fitness, and save its
particles and fitness values;
Step 4: update the particle’s velocity, replace the particle’s location according to the
constraint conditions, initialize the particles beyond the boundary again, and then cal-
culate its fitness value according to the optimal positioning in the process of historical
optimization and replace the previous position;
Step 5: checkwhether the particle canmeet the stop condition. If it meets the condition, it
will stop and output the optimal value result of the algorithm program. If it does not meet
the condition, it will return to the third step to continue to update the particle velocity
and position.
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3 PSO Path Planning Based on Simulated Annealing

3.1 The Basic Principle of Simulated Annealing

The algorithm of simulated annealing was first proposed by Metropoli. The idea of
the algorithm comes from the annealing process, that is, first heating the solid to a
higher temperature, and then gradually making the temperature lower. When heating,
the internal particles are in a disordered state.When cooling, the particles become orderly
and reach equilibriumat each temperature.At room temperature, the energy can reach the
minimum value. Therefore, the algorithm has good global search ability, high efficiency
and easy to understand program.

The simulated annealing algorithm can generate new solutions randomly between
the given solution and its local domain. Through the metropolis acceptance criterion, the
solution with better adaptability can be accepted, or the solution with worse adaptability
can be accepted within a certain probability. In the process of particle swarm optimiza-
tion, because the local optimal solution generated by each iteration of the algorithm
does not necessarily meet the constraint conditions of the problem, so by introducing
the local optimal solution for optimization search, we expect to get more local optimal
solutions that meet the constraint conditions and have better adaptive values. A better
global optimal solution is generated, which leads to the evolution of the population [8].

The solution process of simulated annealing algorithm is as follows [9]. The ini-
tial control parameters are set as follows: enough initial temperature, initial iterative
solution, cycle counter, maximum number of iterations of algorithm, decay function
of temperature and end criterion of program; The first random disturbance is carried
out to generate a new solution XN . According to the objective function value of the
new solution, and then the comparison, if f (XN ) less than f (X0), the new solution XN

is accepted. Otherwise calculate the selection probability, if it meets the requirements,
it will also accept the new solution. According to the desuperheating function, carry
out the desuperheating operation, and reach the end criterion to end the desuperheating
operation, otherwise compare again.

3.2 The PSO Algorithm with Simulated Annealing

In the original PSO in order to prevent the particles from generating large offset, the flight
velocity of each particle will be controlled within a range. If a particle flies to a better
location than the current position, then later iterations will be carried out at that position.
At this time, the simulated annealing algorithm is added to make particle jump out of the
local optimal solution. After each particle flies to the latest position after iteration, the
fitness value of the particle is calculated. If the fitness value is greater than the previous
position, the particlemoves to the new position. If it is not better than the current position,
calculate the change value of fitness to judge whether it is greater than the annealing
value. If it is greater than the annealing value, the particle moves to the new location to
complete annealing operation [10]. The algorithm can make every particle be annealed.
The updated particle position can not only move according to the optimization formula
of PSO, but also select the updated position with a certain probability. This characteristic
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of accepting the new solution with a certain probability can effectively avoid the local
search, thus greatly improving the search performance of particle swarm algorithm [11].

Here its detailed steps is.

Step 1: Initialize the following parameters: the scale of the initial population, the learning
factors c1 and c2, the position xi and velocity vi of particles, and the initial temperature
T0 of the maximum value of iterations itermax;
Step 2: Store location and fitness value in the individual extremum, and calculate the
fitness value according to the objective function;
Step 3: Update corresponding information of each particle

Tk+1
i = wTk

i + c1rand(Ibest − X k
i ) + c2rand(Bbest − X k

i ) (5)

X k+1
i = X k

i + Tk+1
i (6)

w = wmax − (wmax − wmin)

itermax
i (7)

Step 4: Calculate the updated fitness value. If it is more superior than the previous
particles, update the values of particles Pid and the values of groups Pgd . Otherwise,
carry out the next step;
Step 5: Add a disturbance near the particle to make the particle generate a new solution
XN .
Step 6: Carry out desuperheating operation and renewal formula of temperature, T (k +
1) = α ∗ T (k), k = 0, 1, 2 . . . . . ., where α is a number close to 1 and the end
temperature is set to 0.2;
Step 7: Judge whether the function reaches the number of termination iterations. If
it reaches the number, stop the program and output the last iteration result, which is
the optimal extreme point and optimal value. Otherwise, skip to step 3 to continue the
iteration.

4 Study on the Influence of Simulated Annealing Parameters

The optimal configuration of important parameters in the simulated annealing algorithm
is very important for path planning, including the initial temperature and annealing
coefficient. The setting of these two parameters plays a decisive role inwhether algorithm
can achieve ideal results.

4.1 Initial Temperature

The initial temperaturemay influence the global optimal solution of the system. The pros
and cons of the algorithm are determined by the selection probability, the denominator
of which is the initial temperature. An important step of simulated annealing algorithm
is to design a reasonable initial temperature. If its probability is not reasonable, it is
likely that it will get a global optimal solution. Generally, a large initial temperature is
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set at the beginning of the algorithm, but too high temperature will make the calculation
time longer.

This paper selects the initial temperature as low temperature, medium temperature
and high temperature to carry out simulation experiments and compares the effects of
different initial temperature on the results. Here, when the temperature is 800, 4000,
25000, 35000 to carry out five simulation experiments under the complex environment
map with annealing coefficient of 0.95, the data is recorded and the average value of
each group of data is curve fitted (Fig. 1).

Fig. 1. Path length at different initial temperatures

It can be seen that at the initial temperature of high temperature, the average path
length can get better value than at low temperature and medium temperature, and the
result at 25000 °C is basically consistent with that at 35000 °C. So when the initial
temperature is set to high temperature, better simulation results can be obtained.

Most of the reasons for this effect come from the most important judgment basis
of simulated annealing algorithm exp(f (X0) − f (XN )/T ) < randm. The difference
between the new solution and the original solution will be adopted within 0.69 times of
the initial temperature. And because the initial temperature will become smaller with
the iteration, the annealing is realized.

4.2 The Cooling Coefficient

The cooling coefficient is also an important parameter. Only by setting a reasonable
desuperheating coefficient, the algorithm can slowly cool down like the solid annealing,
so that the balance can be reached at each temperature. Therefore, the setting of the
cooling coefficient is usually between 0.90 and 0.99. The smaller the value is, the faster
the cooling is. But the algorithm can not fully optimize.

However, when the initial temperature is set high, the temperature is still large when
reaching the limit of iterations times, which may not be conducive to the later local
search. Set the initial temperature as 25000 °C, and the coefficient of desuperheating as
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Fig. 2. Path length under different cooling coefficient

0.90, 0.95 and 0.99 to carry out five simulation experiments and make the average value
of the data into a fitting curve as shown in Fig. 2.

It can be seen that in the case of selecting high temperature, with the increase of
annealing coefficient, the path length of simulated annealing particle swarm optimiza-
tion algorithm first decreases and then increases. Therefore, we consider adding an
exponential annealing coefficient α = exp(−CK1/N ), where C is constant set to 2, K is
the maximum value of iterations, and N is quantity of parameter. In this way, annealing
coefficient has a large value in the beginning, and the slow cooling makes the anneal-
ing temperature have a better search for the whole at a high temperature. In the later
stage, the value is smaller, and the annealing speed is faster, which can reach a smaller
temperature and strengthen the local search.

It can avoid the situation that the simulation result is not ideal when setting a higher
desuperheating coefficient at high temperature. Finally, through the simulation experi-
ment, the path length obtained by using this exponential type of temperature coefficient
is better than that obtained by using constant temperature coefficient.

In conclusion, the particle swarm optimization algorithm of simulated annealing
chooses the initial temperature as 25000 and the annealing coefficient as index.

5 The Global Path Planning Simulation and Result Analysis

The grid method is used to build the environment map. In the environment, the above
PSO and the simulated annealing PSO after parameter matching are used to plan the
path, and the ability of the two methods in the complex environment is compared and
analyzed.

The initialization settings of the parameters are m = 200, itermax = 500, c1 = 1.7,
c2 = 1.8, T0 = 25000, α = exp(−CK1/N ). The simulation results are shown in Figs. 3
and 4.
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Fig. 3. Simulation of each algorithm in complex environment

Fig. 4. Iterative curve of each algorithm in complex environment

After five times of simulation, the simulated annealing particle swarm optimization
algorithm can finally get a smaller objective function, namely the path length, which is
66.4975.

In the complex case, the simulated annealing PSO iterates to the optimal value as
soon as possible, and the objective function value of the path length is the minimum.

From the above simulation chart and convergence curve, we can know that in the
complex environment, the basic particle swarmoptimization algorithmafter iterating 421
times falls into the local optimal solution, the optimal path fitness function is 74.8112,
and the inflection point is 39. The PSO algorithm of linear inertia weight gets the local
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optimal solution in 442 iterations, the function of path is 69.1534, and the inflection
point is 41.

When the simulated annealing PSO iterates 290 times, it jumps out of the local
optimal value. Under the current maximum number of iterations, the most effective path
fitness function is 66.4975, and the inflection point is 35. The turning points involve
the turning times of the robot. It can be seen from the path above that the simulated
annealing PSO algorithm is more smooth than the other two algorithms.

6 Conclusion

Traditional PSO has the advantages of simple modeling, simple calculation process,
fast convergence and less parameters for robot path planning, but it is also easy to
fall into the local optimal solution, so it can not get the global optimal solution in
some complex environments, which makes the optimization result not ideal. The PSO
algorithm combined with simulated annealing can make up for the above shortcomings.
In conclusion, the simulated annealing PSO algorithm has stronger search ability in
complex environment, better path and shorter path length and the algorithm is effective
and reasonable.
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Abstract. The modulation recognition of digital signal is widely used in the field
of communication. In this paper, a decision tree modulation recognition algorithm
based on feature extraction and a conventional classifier recognition based onSVM
are proposed. 9 kinds of common digital signals are identified and simulated. The
results show that the recognition rate of SVM classifier and decision tree is high
at low SNR.

Keywords: Modulation recognition · Feature extraction · SVM

1 Introduction

Modulation recognition and classification of wireless communication signals is vital
when the electromagnetic spectrum is shared among civilian, government, and military
to improve spectrum efficiency and shortage problem. Fast recognition and classification
of a wireless signal is a significant process for accurately learning and reliably sharing
the spectrum to improve spectrum utilization efficiency [1].

Early modulation parameters were mainly identified by using some external instru-
ments and the experience of artificial individuals. This method of manual analysis and
judgment is inefficient, expensive and its accuracy is not guaranteed. With the develop-
ment of science and technology, modulation recognition technology has been rapidly
improved, and automatic modulation recognition (AMR) technology has emerged. As
shown in Fig. 1, one of AMR algorithms is maximum likelihood hypothesis recognition
method based on Bayesian decision theory. There are some common algorithms such as
Average likelihood ratio rest (ALRT) [2–4], Generalized Likelihood Ratio Test (GLRT)
[5], Hybrid LRT [6, 7], Quasi-Hybrid LRT [8, 9] and some improved algorithms [10–13].
Maximum likelihood algorithm can achieve optimal recognition performance theoret-
ically by minimizing the probability of misjudgment. This method can ideally obtain
high recognition rate by using short message. However, the algorithm requires more
prior knowledge (such as carrier rate, channel response information, signal and noise
power) and huge computation, which is not conducive to the application of recognition
technology.
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Fig. 1. Two AMR schemes

The scheme 2 in Fig. 1 is based on feature extraction. It has received increasing inter-
est for its application in spectrum sensing and modulation recognition. In this scheme,
there is no threshold setting, and the computation is less than likelihood ratio test scheme.

The modulation recognition technique based on feature extraction can be divided
into three steps: signal preprocessing, feature extraction and classification (recognition).

(1) Signal preprocessing: This step mainly completes the necessary pre-processing
of received signal data. It includes carrier synchronization, frequency down con-
version, noise suppression, estimation and processing of parameters such as
signal-to-noise ratio, symbol period and carrier frequency.

(2) Feature extraction: According to different schemes, this step can be divided into two
categories: manual feature extraction and automatic feature extraction. The main
task is to use signal processing tools such as wavelet, cyclostationary and cumulant
to extract the characteristic parameters of signal in time domain, frequency domain
or the other transform domain.

(3) Classification and recognition: Different algorithms correspond to different classi-
fiers. According to the extracted feature parameters and classification requirements,
the applicable decision rules and recognition classifiers are selected and determined.

The accuracy of feature data has a great impact on the performance of learning algo-
rithm and recognition results. Reviewing the literature in recent years, these algorithms
for modulation recognition mainly include decision tree, the k-nearest neighbor[14],
support vector machine [15], artificial neural network and some hybrid algorithms [16].

In this paper, we study the recent researchwork and study themodulation recognition
method based on feature extraction. We focus on two methods: decision tree method
and support vector machine method. In this paper, the feature parameters of MPSK,
MFSK, MASK and MQAM are extracted from the features of high-order cumulant,
instantaneous and wavelet transform. Then, the modulation recognition of communica-
tion signals is carried out by using decision tree and support vector machine respectively.
Finally, the simulation experiment is carried out.

2 Decision Tree and Support Vector Machine

Decision Tree is a decision analysis method, which is a graphical method to evaluate
project risk and judge the feasibility of net present value by constructing a Decision
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Tree to obtain the probability that the expected value of net present value is greater than
or equal to zero on the basis of knowing the probability of various situations. Because
this kind of decision branch is drawn like the trunk of a tree, it is called decision tree.
In machine learning, decision tree is a predictive model, which represents a mapping
relationship between object properties and object values.

In SVM regression, the input samples are not linear in general, we need to use a
non-linear relationship to map each input sample into a high-dimensional feature space,
to make it as linear as possible in the high-dimensional space. This makes it easier for
us to use linear relations to deal with them, and then to get the Nonlinear regression of
the source space of the sample.

The regression function is

f (x,w) = wψ(x) + b = (w, ψ(x)) + b (1)

w is the weight vector and b is a constant. The SVM regression problem is generally
solved by introducing a loss function. Coefficients w and b in equation.

The minimization of is estimated by:

minQ = 1

2
‖w‖2 + C

m∑

i = 1

(ξ
′
i + ξi) (2)

The constraints are:
⎧
⎪⎪⎨

⎪⎪⎩

wxi + b − yi ≤ ε + ξi

yi − wxi − b ≤ ε + ξ
′
i

ε, ξ
′
i ≥ 0; i = 1, . . . . . .m

(3)

Where C is the error penalty factor, ξi and ξ
′
i relaxation factors, and ε is the loss

function.
Since the feature space has a high dimension and the objective function is not

differentiable, the Lagrangian multiplier method is used to calculate the feature space.
Quadratic programming problems with linear inequality constraints:

W (ai, bi) =
m∑

i = 1

yi(ai − bi) − ε

m∑

i = 1

(ai + a
′
i) − 1

2

m∑

i,j = 1

(ai − a
′
i)(aj − a

′
i)xix

′
j (4)

The constraints are:
⎧
⎪⎨

⎪⎩

m∑

i = 1

(ai − a′
i) = 0

ai ≥ 0, ai ≤ C

i = 1, 2, . . . ..,m (5)

xi, x′
j is the input, yi is the output, ai and bi are Lagrangian multipliers. Penalty Factor

C is used to control the complexity of regression model and the precision of regression
estimation. The larger the C is, the better the fitting degree of the data, that is, the higher
the accuracy of the regression estimation, but not unlimitedly large, which may make
the model can‘t predict normally, and also used to control the accuracy of the regression
estimation, but also control the generalization ability of the model.
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3 Feature Parameter Analysis and Extraction of Signal

3.1 Features of Higher Order Cumulants

Because the noise and signal are independent each other, the cumulative amount of
Gaussian noise at the fourth order and above is zero according to the nature of high-
order accumulation, the effect of Gaussian noise can be ignored. Therefore, the high-
order accumulation has a strong noise suppression ability. If the signal received by
the receiver has been Carrier synchronization, code element timing, matching filtering,
channel noise is Gaussian white noise, then the sequence of code element synchronous
sampling and complex signals obtained at the output is:

∑

k

ak
√
Ep(t − kTs) exp(jθc) + n(t) (6)

Where, k is 1,2,3, …, N ; N is the length of the send element sequence, ak represents
the code element sequence, p(t) is the sender element waveform, the Ts is the code
element width, the fc is the carrier frequency, the θc is the carrier phase, The E in the
energy of the signal, n(t) is the compound white noise with a zero with a zero mean. For
the smooth random process x(t) of the zero mean, its P-level mixing moment is defined
as:

Mpq = E{X (K) p−q[X ∗ (K)
] q} (7)

The second-order cumulant is:

C20 = Cum(X ,X ) = M20 (8)

C21 = Cum
(
X ,X ∗) = M21 (9)

The fourth-order cumulant is:

C40 = Cum(X ,X ,X ,X ) = M40 − 3M 2
20 (10)

C41 = Cum
(
X ,X ,X ,X ∗) = M41 − 3M20M21 (11)

C42 = Cum
(
X ,X ,X ∗,X ∗) = M42 − |M20|2 − 2M 2

21 (12)

The sixth-order cumulant is:

C60 = Cum(X ,X ,X ,X ,X ,X ) = M60 − 15M40M20 + 30M 3
21

C63 = Cum
(
X ,X ,X ,X ∗,X ∗,X ∗) = M63 − 9M42M21 + 9|M20|2M21 + 12M 3

21
(14)

The three feature parameters extracted based on higher-order cumulants are F1,F2
and F3:

F1 = |C40|/C42, F2 = |C41|/C42, F3 = |C63|2/|C42|3 (15)
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As can be seen from Fig. 2, The three features of higher-order cumulants have
better performance Robustness at low SNR. F1 can be used to divide the nine signals
into {8PSK, 2FSK, 4FSK} and {2ASK, 2PSK, 16QAM, 64QAM, 4ASK and 4PSK},
{2ASK, 2PSK, 16QAM, 64QAM, 4ASK, 4PSK} can be further divided into {2ASK,
2PSK, 4PSK} and {16QAM, 64QAM, 4ASK}byF2. Finally, {2ASK, 2PSK, 4PSK} and
{16QAM, 64QAM, 4ASK} can be divided into {2ASK, 2PSK} and 4ASK, {16QAM,
64QAM}and 4PSK by F3. In other words, 4ASK and 4PSK can be recognized by
extracting high-order cumulant feature parameters and setting appropriate threshold,
and the remaining signals can be divided into three sets: {2ASK, 2PSK}, {16QAM,
64QAM} and {8PSK, 2FSK, 4FSK}.

Fig. 2. Specific parameter for F1, F2, F3

3.2 Transient Characteristics

For the real signal x(t), if we do the David Hilbert transform on x(t), then the David
Hilbert transform signal is y(t) where the David Hilbert transform formula is:

y(t) = 1

π t
⊗ x(t) = 1

π

∫ +∞

−∞
x(τ )

t − τ
dτ (16)

s(t) = x(t) + jy(t) (17)

The instantaneous amplitude is

A(i) =
(
x2(i) + y2(i)

) 1
2

(18)

The instantaneous phase is

∅(i) = ∅(i) + C(i) (19)

Because θ(i) has phase collapse, it is modified by Modulo 2

C(i)

⎧
⎨

⎩

C(i − 1) − 2π, θ(i + 1) − θ(i + 1) > π

C(i − 1) + 2π, θ(i) − θ(i + 1) > π

C(i − 1), else
(20)
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θ(i) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

tan−1
[
y(i)

/
x(i)

]
, x(i) > 0

tan−1
[
y(i)

/
x(i)

] − π, x(i) < 0, y(i) ≥ 0
tan−1

[
y(i)

/
x(i)

] + π, x(i) < 0, y(i) ≥ 0
π/2, x(i) = 0, y(i) ≤ 0
−π/2, x(i) = 0, y(i) > 0

(21)

The instantaneous frequency is

f (t) = 1

2πT
[∅(i) + ∅(i − 1)] (22)

(1) The fluctuation degree of instantaneous amplitude can be reflected by the Maxi-
mum value of center normalized instantaneous amplitude spectral density γmax, whose
function is to distinguish the envelope time-varying signal from the envelope constant
signal, that is, to separate the MFSK signal from the MPSK signal.

γmax = max|DFT (acn(i))|2
/
NS (23)

As shown in the Fig. 3 (a), 2FSK and 4FSK are envelope stable, 2FSK and 4FSK are
equal to zero. However, 2FSK and 4FSK are small constants due to noise, while 8PSK
is a constant that is not zero. Therefore, the system can be used the appropriate threshold
T5 to divide 8PSK, 2FSK and 4FSK into 8PSK and 2FSK, 4FSK.

Fig. 3. Instantaneous characteristics of different signals

(2) The function of the Standard deviation of absolute value of zero center normalized
non-weak signal instantaneous frequency σaf is to distinguish the signal with absolute
and direct frequency information of normalized center frequency from the signal whose
absolute value is constant.

σaf =

√√√√√ 1

C

⎛

⎝
∑

an(i) > ai

f 2N (i)

⎞

⎠ −
⎛

⎝ 1

C

∑

an(i) > ai

∣∣f 2N (i)
∣∣

⎞

⎠
2

(24)

The absolute value of the zero center normalized instantaneous frequency of 2FSK
is a constant, and its standard deviation is zero, but this system is carried out in the noisy
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environment, so the σaf of 2FSK is a relatively small constant But 4FSK instantaneous
frequency absolute value is not zero, therefore 4FSK’s σaf is bigger than 2FSK’S σaf .
As shown in the Fig. 3 (b), the system can identify 2FSK and 4FSK with appropriate
threshold T7.

(3) Amplitude information can be represented by the Compactness of the zero-center
normalized instantaneous amplitude u42a .

u42a =
(
E
[
f 4CN (i)

]/{
E
[
f 2CN (i)

]}2) − 1 (25)

The function of u42a is to distinguish the signals with higher instantaneous amplitude
distribution from those with higher instantaneous amplitude distribution. As shown in
the Fig. 3 (C), there are two levels in the 2ASK, so the compactness of u42a is relatively
small. The 2ASK and 2PSK are separated by appropriate threshold T4 .

3.3 Wavelet Transform Feature

The modulated signal is transformed by wavelet. Because there are many burrs in the
signal after wavelet transform, the median filter is used to remove the burrs of wavelet
transform amplitude. The variance of the obtained wavelet transform amplitude after
median filtering. This feature reflects the stability of wavelet transform amplitude of
various signals. As shown in Fig. 4, since the amplitude stability of 64QAM signal is
obviously different from that of 16QAM signal, the system uses proper threshold T6 to
recognize the two signals in 16QAM and 64QAM

Fig. 4. Vw for 16QAM and 64QAM signals
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4 Classification and Recognition of Modulation Signals Based
on Decision Tree and SVM

4.1 Flow Chart

The recognition flow of the algorithm is shown in Fig. 5.

Fig. 5. Classification flowchart of modulation signals

According to the feature parameters extracted above, nine common digital signal
modulationmodes are identifiedbyusingbinary tree structures. The4PSKand4ASKsig-
nals are identified, and divided into three parts:{2ASK, 2PSK}, {16QAM, 64QAM} and
{8PSK, 2FSK, 4FSK}; Then{2ASK and 2PSK}, {2FSK, 4FSK, 8PSK}and{16QAM,
64QAM} are identified by u42a , γmax , Vw, and 2FSK and 4FSK are identified by σaf .

4.2 Identification Simulation and Performance Analysis

In this paper, MATLAB software is used to verify the algorithm, after the down con-
version to baseband signal, carrier synchronization, symbol timing, matching filter, nine
commondigital signalmodulationmode is identified. The simulated signal is 125 symbol
length, 4000 Hz carrier frequency, 16000 Hz sampling frequency, 2000 bps symbol rate,
0–20 dB signal-to-noise ratio, and the extracted characteristic parameters are averaged
after 100 calculations.

Experiment 1 was a decision tree based statistical recognition model:
Figure 6 (a) is the recognition rate of 1000 times for 9 kinds of signals in 0–20 dB

SNR. From Fig. 6 (a), the recognition rate of 2PSK and 2FSK is poor in 0–2 dB SNR,
and most of the recognition rate is over 90% when the SNR is 5 dB. Figure 6 (b) is the
total recognition rate of 9 kinds of signals under the SNR of 0 to 20 dB. From Fig. 6
(a), the overall recognition rate is below 90% under the SNR of 0 to 5 dB, and the total
recognition rate is 95% and the highest is 99% under the SNR of 6 dB.
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Fig. 6. The recognition rate of decision tree

Experiment 2 was Support Vector Machine based recognition:
Under the condition of signal-to-noise ratio from 0 dB to 20 dB, 500 data samples

are used as training set and 500 data samples are used as test set for each feature. The
effect of recognition is shown in Fig. 7 (a) and Fig. 7 (b).

Fig. 7. The recognition rate of SVM

Figure 7 (a) shows the recognition rate of 9 signals at 0–20 dB SNR. From Fig. 7 (a),
the recognition rate of 4PSK and 8PSK is worse than other signals at 0–2 dB SNR, and
the recognition rate of 64QAM and 2PSK signals is better at low SNR. The recognition
rate of the 9 signals is over 99%when the signal-to-noise ratio is 6 dB. Figure 7.(b) is the
total recognition rate of 9 kinds of signals under the signal-to-noise ratio of 0 to 20 dB.
From Fig. 7 (b), the overall recognition rate is above 90% when the signal-to-noise ratio
is 0 to 2 dB, and the total recognition rate is 99% when the signal-to-noise ratio is 5 dB,
and the highest is 99.8%.
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5 Conclusion

In this paper, the higher-order cumulants of 9 common digital signals are calculated, then
the features of higher-order cumulants, 3 instantaneous features and wavelet transform
are extracted, 9 kinds of signals are identified by Decision Tree Algorithm and SVM
on MATLAB Platform. The experimental results show that the recognition rate of the
method based on decision tree is poor at low snr. After the SNR is 6 dB, the recognition
rate reaches over 90% and the highest is 99% The recognition rate of SVM method at
0 dB has reached 78%, when the SNR is 2 dB, the recognition rate is more than 90%,
the recognition rate is stable at 99% when the SNR is 4 dB, and the highest recognition
rate is 99.8%. Therefore, the algorithm has a good recognition rate in low SNR, which
proves the effectiveness and reliability of the Algorithm.
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Abstract. Based on the current situation of the market, this paper obtains related
data of online user reviews on Meituan the online food delivery platform by soft
wares and implements preprocessing andmining by language correlation function,
and finally draws a conclusion that judging from the mining results of the featured
words and the emotions in the reviews, the Meituan platform and its food delivery
service have been evaluated by users as being cheap, economical, convenient and
fast, and the key elements that users concern regarding to the merchant rating are
the merchant’s attitude, the delivery man’s attitude, the food taste and the food
security respectively.

Keywords: Online user reviews · Text segmentation · Keyword extraction

1 Research Design

Based on the empirical study ofMeituan food delivery and from the perspective of social
psychology, this paper finds out that the basic requirement of users is the key factor for
their choices on products to meet their expectations, while the exposure, sales, rating
and specific review content of a merchant help them to decide whether to choose it. After
a research into the text mining theory applied in the paper, we mined and processed the
data as shown in the Fig. 1 below. Firstly, we preprocessed the data source to achieve
a denoise effect. We created a user customized dictionary and removed stop words to
guarantee the accuracy of the word segmentation, and it demanded repetitions for the
best effect. And finally we carried out mining and analysis on the review content after
the word segmentation.
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Fig. 1. The analytical framework of empirical study

2 The Empirical Analysis

2.1 Data Crawling and Process

We have crawled 3013 reviews of the biggest food delivery platform in China Meituan
integrated on the website Baidu Koubei (https://koubei.baidu.com/, a special website
integrating users’ reviews andmerchants’ catalogs), and a part ofmerchants’ user reviews
on Meituan itself by using a third party software Octopus Crawler. And finally fixed the
merchant Xuji Pie as the object of this text mining research considering its high rating
and quantity of users’ reviews.

There are altogether 597 valid users’ reviews crawled by Octopus Crawler on Xuji,
a restaurant mainly selling pie in Heihe city. The first step is to take a denoise processing
on the text data obtained, and preprocess the data by keeping the useful content while
deleting some irrelevant fields including the nicknames, review times and irrelevant
reviews. And then deleting poor quality reviews including reviews in default templates
and texts in a length no more than 2 characters.

2.2 Keyword Extraction of the Review Texts

The original crawled online reviews should be processed in the formof the structured data
for analysis. A part of the review data is set as the training library, and then the review
content is processed in the steps of word segmentation and featured word extraction.
Partial results are shown as in Fig. 2.

https://koubei.baidu.com/
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Fig. 2. Training result of review text segmentation

The training result of word segmentation reveals that some proper nouns like
“ “ (means 3 fresh vegetables growing underground, a dish of stewed fried pota-
toes, eggplants and peppers) has been separated into two words “ “ (ground) and
“ “ (3 fresh), and the phrase “ “ (not very good) has been separated into
two words “ “ (not very) and “ ” (yummy). Those segmentation results will
affect the accuracy of the text feature extraction, so it is necessary to create a user cus-
tomized dictionary on the basis of merchants’ information for accurate segmentation
of review content. And we can also see a large quantity of noise words like “too” or
“but” where we still need to denoise the segmented texts by the steps of setting down
filter criterias, making a stop word list and deleting useless words accordingly. The stop
words are mined by following the principle that only words with the useful information
will be adopted, and then added into the stop word list for a further deletion.

Basically, we create a user customized dictionary based on the product, cut reviews
into sentences, finish segmentation by using the customized dictionary, and then mark
the part of speech of each word. Because the product characteristic values are mainly
nouns, we filter the nouns by filtering criteria when extracting featured keywords, and
also delete the stop words in the list of marked texts.

All the crawled review texts are processed by word segmentation in terms of the
training results. The processed texts are used for word frequency statistics and keyword
extraction. After processing the featured words by algorithm, we finally selected 20 key
words for the use of Meituan’s user review analysis. The 20 key words selected from
Xuji Pie’s user reviews for analysis are listed in Fig. 3 below.
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Fig. 3. Keyword extraction result of Xuji Pie’s user reviews

3 Review Mining and Result Analysis

A further visualization is conducted on those segmentation words and extracted key
words. The cloud picture as shown in Fig. 4 made by the words can directly show the
core content of the user reviews.

Fig. 4. The cloud picture of Meituan’s user review words on Baidu Koubei

The word “food delivery” has been mentioned many times among all reviews, which
can prove that the food delivery is the featured business of Meituan. The key words
standing for the comprehensive assessment are “economical”, “cheap” and so on. And
we can also infer from Fig. 4 that quite a large number of user’s order food delivery
by using Meituan, and the most commonly words to describe their experience are “not
bad”, “cheap”, “economical” and “love it”. And another word “Islamic” is also a high
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frequent word, but according to the research, the specific reviews related to “Islamic”
topic are almost passive reviews such as “discrimination”, “rubbish”.

Considering that the words reflecting the comprehensive assessment are “economi-
cal”, “cheap” and so on, Meituan and its food delivery team should aim to provide low
prices and convenient and fast service in order to acquire more users, which can also help
to improve users’ satisfaction on both the service and the food, and hence to increase
their dependence and tendency.

Fig. 5. The cloud picture of review words of Xuji Pie

Figure 5 finds that most users prefer to describe their user experience by mention-
ing the words “deliveryman”, “deliveryman buddy”, “attitude”, “volume”, “salty”, “on
time”, “taste” and “clean” in their reviews, which means the factors that users concern
in their experience lie in the punctuality of deliveryman, the attitude of deliveryman, the
attitude of the merchant, food taste, food volume and food security.

Formerchants, to attract users or improve their satisfaction degree, they need to serve
with a good attitude and meanwhile guarantee food security and taste. For delivery men,
they should remember to keep a good attitude and deliver the food on time in safety so
that they can help to improve the user loyalty to Meituan, and hence to increase both the
user number and business sales of Meituan food delivery.

References

1. Li, T.: Data Mining Where Theory Meets Practice. Xiamen University Press, Hainan (2013)
2. Li, Z.: Research on the Influence of O2O Take out Catering Platform Online Comments.

E-commerce Press (2017)
3. Dong, S.,Wang, X., Ge, Z.: Analysis of content characteristics of B2C shopping website online

comments based on text mining. Library Theory and Practice (2017)
4. Li, X.: Feature word extraction in Chinese text classification. Comput. Eng. Des. (2019)
5. Tao, Q., Ge, T.: Research on big data mining technology based on THDS. J. Mudanjiang Norm.

Univ. (2017)
6. Zhang, L.: Language Data Analysis and Mining Practice. Mechanical Industry Press, China

(2015)
7. Hao, Y.: An Empirical Study on the Influence of Online Reviews on Consumers’ Perception

and Purchase Behavior. Harbin Institute of Technology, Harbin (2010)
8. Fang, N., Liu, X.: Business process change domain analysis based on data flow constraint of

petri net. J. Mudanjiang Norm. Univ. (2018)



Extraction of Baseline Based
on Second-Generation Wavelet Transform

Jiancai Wang(B)

Office of Academic Affairs, Hei Longjiang University of Science and Technology,
Harbin 150022, China
154539860@qq.com

Abstract. In the analysis of signals processing, due to thevarious kinds of interfer-
ence in the transformation and sampling of the analytical instruments, the baseline
of the signals is presented in the upper and lower drift. The upper and lower baseline
could affect the accuracy of quantitative calculation, analysis and evaluation. In the
study, the principle of second-generation wavelet is discussed and introduced to
extract the baseline. The features of signals are analyzed and the quantitative accu-
racy of components has been significantly improved by the baseline extraction.
The second-generation wavelet method successfully realizes the split of baseline
from the signal peak with high efficiency and is easy to be implemented.

Keywords: Second-generation wavelet transform · Signals processing ·
Baseline extraction

1 Introduction

In the process of collecting signals, due to there are the various kinds of interference in
the transformation and sampling of the analytical instruments, the baseline of the signals
is presented in the upper and lower drift. The baseline shift can change the shape of the
signal peak, affecting peak height and peak area calculation, which has a bad effect on
the components calculation, quantitative analysis and evaluation [1–3].

There are various kinds of methods for baseline shift correction, such as Digital
filtering, Baseline fitting, Adaptive filtering and Wavelet transform [4] etc. Baseline
fitting is by means of mathematics, a function model (usually n order polynomial) is
established to describe the baseline and then to correct, but it’s difficult to deal with in
technology and real-time processing is not high. In addition, the curve fitting method is
also used to correct baseline shift, but the TLC baseline spectrum is a slowly varying
frequency signal, when the signal is weak, the difference was very difficult to extract.

Recently, the method of wavelet transform is widely applied in traditional Chinese
medicine fingerprint and high performance liquid chromatography fingerprint to correct
baseline shift. In 1995, Sweldens proposed a new wavelet construction method, which
does not depend on Fourier transform, the lifting scheme (Scheme Lifting), which is
called the second generation wavelet transform (SGWT) [5]. In the transformation pro-
cess, through the design of predictor and updater, the wavelet function is obtained with
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expected properties [6]. Using the lifting wavelet to carry out baseline shift correction,
signal denoising, it has the characteristics of simple structure, fast operation, saving
storage space and realizing the integer wavelet transform.

In the study, the D4 wavelet is used in the process of exacting baseline, which will
make a correction effect based on the discussion of the theory of second generation
wavelet transform, with the advantages of simple coefficients and a few floating-point
calculations, the method has a good inhibiting effect on baseline shift.

2 Methods

There are three steps to realize the second generation wavelet transform (SGWT) con-
stituted by the lifting process: Split, Predict and Update. The reconstruction process is
the inverse [7]. The specific implementation is shown in Fig. 1.

Fig. 1. Split and reconstruction process of SGWT
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2.1 Split

The original signal is divided into two subsets, which is usually divided into even
sequences and odd sequences. The length of each subset is half of the atom sets and
does not intersect each other. That is:

split(sj) = (ej−1, oj−1) (1)

In the formula, ej-1= {ej-1,k= sj, 2k}, oj-1= {oj−1, k= sj, 2k+1}

2.2 Predict

According to the correlation between the sequences, generally, the odd sequence is
predicted by the even sequence. In the prediction, there is a deviation dj − 1 between
the actual value Oj − 1 and the predicted value p (ej − 1), the difference is called the
detail coefficient or the wavelet coefficient, which reflects the degree of approximation.
The amplitude change of wavelet coefficient is inversely proportional to the correlation
of the data. The prediction process as follows:

dj−1 = oj−1 − P(ej−1) (2)

In fact, though it is impossible from the subset ej − 1 to predict the subset oj − 1

accurately, p (ej − 1) may be close to oj − 1. In this way, dj − 1 contains less information
than the original. Repeat the process of split and predict, after n steps, the original signal
sets can be represented by {en, on, ……, e1, o1}.

2.3 Update

After the procedure of split, some of the overall characteristics (such as the mean) of
the subsets may not be consistent with the original data. At this time, the procedure of
update is needed to maintain the overall characteristics of the original data. The process
as follows:

sj−1 = ej−1 + U (dj−1) (3)

P and U take different functions, can be constructed by different wavelet transforms.
Sweldens has been proved to make Integers be set to an integer wavelet transform

based on the lifting algorithm [8]. An integer set is obtained by SGWT and it also proves
that any traditional wavelet can be converted into the corresponding second generation
integer wavelet. Select the appropriate algorithms of prediction and lifting for discrete
data samples to be processed, the required frequency band is obtained [9]. For the signal
data, DBwavelet as the prediction and lifting algorithm is chosen in the study, the second
generation of discrete wavelet construction scheme is used to extract the baseline from
the original signal.
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3 Results and Discussion

3.1 Description of the Algorithm

There are many commonly used wavelet functions such as Haar wavelet, Shannon
wavelet and Daubechies wavelet. Due to the frequency spectrum of TLC baseline sig-
nal is low, the trend is relatively flat, and the detection effect of Daubechies wavelet to
non-stationary signals is better, D4 wavelet function is used to split and reconstruct TLC
signal to realization the extraction of the baseline.

The wavelet function of Daubechies wavelet is:

φ(t) = √
2
2N−1∑

n=0

gnφ(2t − n) (4)

The scaling function of Daubechies wavelet is:

f (t) = √
2
2N−1∑

n=0

hnf (2t − n) (5)

Thereinto,the coefficient of High-pass filter is gn, the coefficient of Low-pass filter
is hn. The z transoform of D4 wavelet is h(z) = h0 + h1z−1 + h2z−2 + h3z−3,g(z) =
−h3z−2+h2z1−h1+h0z−1. Thereinto, the coefficients of Low-pass filter are h0 = 1+√
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Therefore, the procedures of baseline extraction are described as follows:

(1) The input signal is split into even and odd. The original signal x with length N is
split into even sequence s0l and odd sequence d

0
l respectively. s0l = x2l , d0

l = x2l+1
,l = 0,1,…,N/2-1.

(2) The steps of predict and update are carried out alternately. The predictive value
of the P dual signal of the filter is used as the odd signal. There are four steps to
enhance and dual lifting obtained:

s1l = s0l + √
3d0

l , d
1
l = d0

l −
√
3−2
4 s1l−1, s

2
l = s1l − 2√

3
d1
l , d

2
l = d1

l −
√
3
2 s2l ,

s3l = s2l − 1
4d

2
l+1 + 1√

3
d2
l .

(3) Finally, scale transformation is carried out. Scale transform is used to get

sl =
√
3+1
2
√
2
s3l , dl = 2

√
2√

3+1
d3
l , here s and d are the low frequency and the
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high frequency of the wavelet decomposition respectively. Among them,s ={
s0, s1, . . . , sN/2−1

}
, d = {

d0, d1, . . . , dN/2−1
}
, l = 0, 1, …, N/2−1.

(4) The reconstruction process of the second generation wavelet decomposition is basi-
cally the inverse process. First performed scaling, and then update and predict steps,
finally carry out the parity inversion to reconstruct the signal.

3.2 Extraction of the Baseline

Before extraction of the baseline, the signal denosing is carried out first. The separa-
tion of the high-frequency signals and the low-frequency signals is achieved by Wavelet
transform. After separating the high frequency and low frequency signals, the high fre-
quency part of the corresponding peak is zero, and the reconstructed data contains low
frequency data so that the baseline can be obtained from the reconstructed data. The
method is applied in the TLC. The sample of TLC is obtained by Thin layer chromatog-
raphy scanner, and then light density detection. The original signal and the result after
baseline extraction are shown in Fig. 2.
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Fig. 2. The original signal and the result after baseline extraction
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4 Conclusion

Experiments show that, with the basic principles of the second generation wavelet trans-
form the second generation D4 wavelet is used to extract the baseline based on the
lifting algorithm, which not only to speed up the processing speed, but also effectively
suppress baseline shift. After extraction, the quantitative accuracy of crude oil compo-
nents has been significantly improved. In the study, the method of baseline extraction on
TLC signal has a certain practical significance and application values, but the general
applicability and stability of this method is verified by a large number of real sample
analysis.
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Abstract. Because of the rapid development of Internet, how to efficiently and
quickly obtain useful data has become an importance. In this paper, a distributed
crawler crawling system is designed and implemented to capture the recruitment
data of online recruitment websites. The architecture and operation workflow of
the Scrapy crawler framework is combinedwith Python, the composition and func-
tions of Scrapy-Redis and the concept of data visualization. Echarts is applied on
crawlers, which describes the characteristics of the web page where the employer
publishes recruitment information. In the base of Scrapy framework, the middle-
ware, proxy IP anddynamicUAare used to prevent crawlers frombeing blocked by
websites. Data cleaning and encoding conversion is used to make data processing.

Keywords: Distributed crawler · Scrapy framework · Data processing

1 Introduction

With the widespread of modern network, especially after the application of 5G, people
are spending more time in searching useful information through piles of data. Therefore
the distributed web crawler is adopted to search and obtain Internet data, which can
greatly improve the search efficiency. The Internet has been thriving rapidly and changing
people’s life greatly for decades. According to China Internet development report 2019
issued by The sixth World Internet Conference held in Wuzhen, Zhejiang Province in
Oct.20, 2019, China has 0.89 billion netizens and Internet penetration mounted 59.6%
[1–4]. There are 5.23 million websites and 281.6 billion web pages. What’s more, with
the promotion of the commercial process of 5G, there will be a dramatic development
in Big data, cloud computing, IOT and data size. The traditional way to find the relevant
information is to use Internet search engine, but the efficiency is low if search from Big
data, and it is also not conductive to data processing and analysis. Web Crawler, also
calledWebSpider, was originally developed byMatthewGrey fromMIT in 1993 [5]. It is
a contemporary toWorldWideWeb and it can’t survive without the Internet by nature. If
compare the Internet to a spider net, the web crawler is the crawling spider on the net. By
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Requesting URL address, the crawlers collect and analyze data by responded contents.
For example, if the responded content is html, a DOM structure will be analyzed, parse
it and adopt regular match; If the responded content is xml/json, a data objects will be
converted and make further analysis.

The distributed crawler uses many computers and many crawlers to coincide with
many urls. The distributed system can greatly improve program grabbing efficiency,
fault tolerance, and its own Message Queue ensuring the disposable web node to url
[6]. There are a great many web crawler researches up to now, and the first crawler is
Wanderers [7]. Mercator, based on Java, was developed in 1999 with good scalability.
The Apache Foundation published a Java crawler program Nutch [8]. People like Mehdi
Bahrami applied distributed crawler to cloudplatform.Every crawler, capable of storing a
lot of unstructured data, stores results in CloudAzure, even in Azure Blob. The studies of
web crawler are relatively less and late in China. Shanghai University studied distributed
crawler based on P2P in 2005. A study of Shanghai Jiaotong University called Igloo,
further optimized the performance of distributed crawler system. Therefore, a distributed
crawler with a high speed and a high level needs to be devised and applied in the actual
situation.

2 Methods

Scrapy is a framework for web scraping developed by Python for scraping web sites
and extracting structured data from pages. This framework is more efficient and does
not need to consider the problems of multi-process and multi-threading, and the module
classification is relatively detailed, which is widely used for data mining and automated
testing. Scrapy uses Twisted which is an asynchronous framework to handle network
communication. The architecture is clear and includes various middleware interfaces,
which can send multiple requests at the same time. Scrapy is a popular Python event-
driven networking framework written by Twisted.

2.1 Scrapy Framework

The overall architecture is roughly as follows in Fig. 1.
First, the program gives the initial URL in Spiders, and the engine will pass the

URL to the Scheduler; Next, the URL is taken from the scheduler and passed to the
Downloader through Requests; After downloading from the Internet, the downloader
returns the corresponding response to the Spiders; Spiders will parse and generate two
parts, one of which is data and the other is the new URL; The data part is pushed to the
project Pipeline for processing data and then the new URL is assigned to the Scheduler
and the cycle continues.
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Fig. 1. Scrapy framework

2.2 Distributed Crawler Crawling Data

Open a command line window in PyCharm with Python 3.5, and set the crawler name in
the project folder specified. Note: Generally, it is named after the website domain name
when creating the crawler fileThen there is the spiders folder and its directory structure.A
projetc is designed in the crawler file. Define the crawled fields in the parse_itemmodule,
as shown in Fig. 2, the fields are necessary for crawlingPython-related companies located
in Nanjing in a website called “the future worry-free”.

Fig. 2. Defined fields
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2.3 Data Cleansing Processing

Data cleaning is the process of re-examining andverifyingdata,with the goal of removing
duplicate information, correcting existing errors, and providing data consistency. The
data in each web page is not necessarily the same format. There are many spaces,
line breaks, tabs, fields may be misplaced, and the value is empty. Therefore, regular
expressions are used to uniformly format the data. Data cleaning is a prerequisite for
future data analysis. The specificmethods such as using the ‘split’ method to split a piece
of information, the ‘strip’method to remove spaces, and then using the regular expression
‘findall’ to extract the specified content. Finally, these methods replace different data
types with the same data type and unify the units. After processing the data, use the
‘parse’ method to extract the URL of the web page, use the ‘for’ loop to crawl from the
first page, call the parse_item method each time to clean the data, and then parse the
source code of the web page until it reaches the specified end. Up to one page. After all
the data has been crawled, push them to the pipeline module, and open the database in
the pipeline module to achieve the storage of the data. The format after the data cleaning
process is completed is shown in Fig. 3.

Fig. 3. Data cleansing processing

3 Results and Discussion

3.1 The Deployment and Implementation of Scrapy-Redis

The Scrapy framework does not support distribution. In order to achieve distributed
crawling, foreign software engineers have developed a distributed crawler framework
based on redis, allowing crawlers to have distributed crawling capabilities. The princi-
ple of this module is somewhat similar to big data, that is, distributed work, multiple
machines work together to complete a goal based on the same URL. The machine that
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stores the URL list and uniformly manages the URL is called the master server, and
other machines running crawlers become slaves.

Due to the queue mechanism of scrapy-redis, the links obtained by slaves node will
not conflict with each other. In this way, after each slave completes the fetching task,
the obtained results are summarized on the server. Experiments can be performed on the
cluster. Without so many machines, multiple Linux virtual machines can be deployed
on one physical machine. First, write a configuration file on the master to connect to the
redis database, and copy the previously written crawler programs to the Linux virtual
machine slaves. The crawling out of order is started and the initial URL of the website
is run to crawl in redis-cli. Note that the URLs of the crawled web pages should be
staggered. Finally, the data in redis is imported intomongodb. Figure 4 shows the process
of distributed crawling. Figure 5 shows the data stored in the database after the crawling
is completed.

Fig. 4. Distributed crawling process

3.2 Data Visualization Analysis

Data visualization technology converts data into graphs and charts to provide a basis for
decision making. The research of data visualization technology has developed rapidly
and achieved corresponding achievements. An analysis of the salary situation of Nanjing
IT companies, and analysis of the range of the highest and lowest wages are available.
In the IT industry, the minimum wage is generally taken when starting a job, and most
can get nearly 10 k. After working for a few years, most of the maximum salary can
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Fig. 5. Data stored in redis

reach 20 k, which is in line with the current average salary status. The data visualization
analysis of salary is shown in Fig. 6.
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Fig. 6. The bar chart of Salary

The data visualization analysis of education is shown in Fig. 7. Undergraduates
in the IT industry account for more than 50% of the undergraduates, with the highest
proportion, while there are almost no PhDs, indicating that the IT industry is an industry
for the youth only and attaches great importance to the application of technology.
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Fig. 7. The pie chart of Education

4 Conclusion

With the development of network technology, how to use crawler and data visualization
technology to better understand users and their intentions is a key area in the network era.
This paper studies how to collect relevant data from the Internet. Distributed technology
makes data collection more efficient. It cleans and filters the collected data, and then
displays the useful data and visual analysis to analyze and mine valuable information.
There will make full use of the potential value of big data.
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Abstract. Due to the poor anti-noise performance and high delay of the tradi-
tional underwater communication technology in the signal transmission process,
the safety of divers is potentially threatened in the complex underwater envi-
ronment. To solve this problem, this paper designed a real-time monitoring of
physiological data smart diving suit. Based on the addition of sensor functions to
diving suits, this paper researched the overall architecture of visible light commu-
nicationmodel. Taking advantage of the high transmission rate and strong stability
of visible light communication, blue LED light source is used for signal transmis-
sion, and simulation experiments and tests are carried out. The results show that
the basic requirements of underwater data transmission are satisfied within a cer-
tain communication distance. This provides a reference for further research on
underwater communication technology.

Keywords: Visible light communication · The sensor · The smart clothing

1 Introduction

At present, with the increasing research and exploration of various waters, the demand
for underwater activities has become increasingly diversified. However, the traditional
methods of underwater activities still have some limitations. On the one hand, due to
the complex water environment, the irregular operation of divers and the poor diving
equipment, the health and safety of divers cannot be guaranteed [1]. On the other hand,
traditional wireless communication is difficult to effectively use underwater. The cur-
rent mainstream underwater wireless communication methods are underwater acoustic
communication technology, underwater radio frequency communication technology and
underwater quantum communication technology [2, 3]. Underwater acoustic commu-
nication has the problems of being greatly affected by complex underwater channels,
serious multipath effects, and low communication rates; Although the traditional under-
water electromagnetic wave communication is stable, the attenuation of electromagnetic
waves in water is very serious. Experiments conducted by Lloret J. in 2016 showed that
RF signals can be transmitted at a rate of up to 100 Mbps, but the transmission distance
is extremely short, the effective communication distance is only about 15 cm [4]. Visible
light communication has developed rapidly in recent years, which provides a new way
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for underwater communication. For the development of visible light communication,
Japan has started its related technology research earlier and matured. Japan’s Uema H
team has developed a portable underwater communication system to address the draw-
backs of traditional underwater word board communication, it meets the communication
needs of underwater entertainment [5, 6]. The basic principle of blue-green visible light
communication is that the part of the blue-green light in the range of 450–550 nm is in
the transmission window [7, 8], it has strong anti-fading ability in water and can achieve
the purpose of underwater communication.

This paper proposes a research on an intelligent diving suit based on underwater
blue light LED communication. The sensors is implanted in the diving suit to achieve the
purpose of dynamicallymonitoring the physiological data and underwater environmental
data of the diver. The blue-green optical communication method has the characteristics
of low loss and high transmission rate, which can be used to improve the effectiveness
and reliability of the whole communication system [9, 10].

2 System Design Principle and Scheme

The system is mainly composed of a sensor data collection module and a blue visible
light communication module. Its system block diagram is shown in Fig. 1. The function
of the sensor data collection module is to embed the temperature sensor MLX90614, the
heart rate sensor MAX30102, the pressure sensor MS5803 and the MCU into the diving
suit through embedded technology. The function of the sensor data collection module is
to embed the temperature sensor MLX90614, the heart rate sensor MAX30102, and the
MCU into the diving suit through embedded technology, collect the physiological data
information of the diver, and then use the blue visible light communication module to
modulate the physiological data information after modulation processing. Send to the
host computer to complete the physiological data collection and monitoring of the diver.

Fig. 1. System block diagram (Color figure online)

In order to meet the needs of practical application, the design of this system
should meet the requirements of low power consumption, lightweight, low cost and
fast transmission rate.



Research upon the Smart Diving Suit Based on Visible Light Communication 171

3 Sensor Data Acquisition Module

3.1 Sensor Module of MLX90614

The MLX90614 sensor can be powered by 3 V or 5 V, and the measurement range
reaches −70 °C + 380 °C. In order to meet the requirements of medical applications,
the MLX90614 can also meet the high accuracy requirements (±0.1 °C) in the human
body temperature range. In addition, its non-contact temperature measurement method,
which uses the internal infrared induction thermopile chip to convert the target’s thermal
radiation signal into an electrical signal [11], it has the advantages of short response
time and easy to realize dynamic measurement. The bottom view of theMLX90614 chip
structure and function is shown in Fig. 2. Among them, the function of pin 1-SCL/Vz is
to realize serial clock input, and the function of pin 2-SDA/PWM is to perform digital
input and output, and can be read Measure the temperature of the object.

Fig. 2. Bottom view of MLX90614 chip

3.2 Sensor Module of MAX30102

The working voltage of the MAX30102 sensor can also be 3.3 V or 5 V. Its communi-
cation interface can use the standard I2C interface for data transmission. Its data output
speed is fast, the sampling rate is high, and the operating temperature range is−40 °C to
+85 °C. At the same time, the sensor can be controlled by software to close or open, the
standby current is close to zero, and the power supply is always maintained [12, 13]. The
light source working inside the chip is red light at 660 nm and infrared light at 880 nm.
The optical signal is received by a high-sensitivity phototransistor. The received signal
is amplified to support both analog filtering and digital filtering. Finally, the processed
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data is stored in the internal memory for external MCU to read. The pin diagram of
MAX30102 is shown in Fig. 3.

Fig. 3. MAX30102 pin diagram

3.3 Sensor Module of MS5803

MS5803-01BA is a high resolution professional measuring pressure sensor, its outer
package ismade of ceramicmaterial. It includes an ultra-low-power 24-bitADCand high
linearity sensing module. The communication protocol is simple and does not require
programming in the device’s internal registers. What’s more, it provides a variety of
different operating modes, allowing the user to select the conversion speed and sampling
frequency.

3.4 Application Principles of Sensor Embedding

The application of sensors in diving suit must fully consider the characteristics of safety,
stability, comfort and miniaturization [14]. The details are as follows.

(1) Security. While ensuring the normal operation of the components, it is also nec-
essary to consider whether the electronic components will adversely affect the
human body. To ensure safety, for example, a flexible circuit board can be used for
packaging.

(2) Stability. The overall package of the system should be firm and electronic
components should not be placed in the body’s joints and other active parts.

(3) Comfort. The way of wearing must not hinder the normal underwater activities of
divers, and it embodies the “people-oriented” principle.
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(4) Micromation technology. Components should meet the requirements of small size
and light weight, to avoid the appearance of foreign body feeling when wearing,
and do not affect the structure of the diving suit [15].

3.5 The Safety Range of Related Physiological Indicators

Heart rate and body temperature are important physiological parameters for monitoring
underwater activities of personnel. It is of great significance tomaintain the optimal heart
rate and normal body temperature to ensure the safety of personnel [16]. In exercise
physiology, Table 1 shows the relationship between heart rate and human tolerance. In
Physiology, Table 2 shows the relationship between body surface temperature and human
subjective feelings. As can be seen from the table, the exercise heart rate of divers is
guaranteed to be below 160 BPM, and the body temperature is maintained at 31.5 °C to
34.5 °C, which is relatively appropriate.

Table 1. The relationship of heart rate and body limits

Heart rate (BPM) Exercise intensity

120–140 Low amount of exercise

140 Normal load

141–160 Medium amount of exercise

161–180 Sub-limit load

More than 180 Ultimate load

Table 2. The relationship of surface temperature and subjective feeling

Surface temperature (°C) Subjective feeling

Less than 27 Extremely cold

28–29 Shiver

30–31 Cool

31.5–34.5 The most suitable

3.6 The Combination of Wearable Devices

Figure 4 is a schematic diagram of the arrangement of electronic components in a smart
diving suit. Place the LED light on the chest to transmit the signal, fix the heart rate
sensor on the inside of the cuff with Velcro, and place the temperature sensor on the
back. Pressure sensor placed on the neck of the suit. Each sensor is packaged in a soft,
comfortable fabric in the form of a pouch, which is secured with Velcro. These devices
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can be applied to human skin for a long time and reduce friction, so as to reduce the
foreign body sensation caused by wearing skin. In addition, the wires are arranged to
ensure that the overall circuit is smooth, and fixed with adhesive tapes to prevent short
circuits. Finally, after analyzing the underwater activities of the divers, we know that
the frequency and amplitude of the activity on the back of the human body is relatively
small, so the controller is placed in a patch pocket on the back to ensure the stability of
the system work.

Fig. 4. Schematic diagram of arrangement of sensors and other components

4 Blue Visible Light Communication Module

4.1 Overview of Visible Light Communication System

The schematic diagramof the communication system is shown in Fig. 5. The transmitting
end is mainly composed of blue LED and signal modulation drive circuit. Its main
function is to modulate the data of the sensor, drive and light the blue LED lamp, and
modulate the obtained electrical signal into the driving current of the LED lamp to realize
the transmission of blue visible light. In order to effectively increase the bandwidth of
the system, Osram LB25 series high-power LED lamps with a shorter carrier lifetime
were selected [17], and its wavelength range is 455 nm–470 nm. At the signal receiving
end, the photoelectric detector is used to convert the optical signal received from the
transmitting end into an electrical signal, and then the operational signal is amplified
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by the operational amplifier circuit. The amplified electrical signal is restored to the
original after demodulation and A/D conversion data. The photodetector chooses PIN
photodiode, which has a high response frequency and a much cheaper price than APD
avalanche photodiode. Moreover, the use of PIN photodiode to transmit signals has the
characteristics of high signal-to-noise ratio, stable performance and small noise.

Fig. 5. Schematic diagram of VLC (Color figure online)

4.2 Modulation of Blue LED Signals

This article uses CAP (Carrier-Free Amplitude/Phase Modulation) modulation technol-
ogy to modulate the optical signal. CAP modulation technology is developed based on
QAM modulation technology, they are all single carrier modulation [18]. Compared
with OOK modulation, CAP modulation is less disturbed by the pulse noise with abun-
dant low frequency energy and the near-end crosstalk of high frequency. There is no
low frequency delay distortion, and the inter-code interference caused by group delay
distortion is also smaller.

The synthesis and modulation of CAP signal can be realized in the digital domain,
and because of its characteristics of modulation without carrier, even if it is used in the
visible light communication system which is more sensitive to the system nonlinearity,
the peak-to-mean power ratio of the system will not be too high, so this is a major
advantage of the modulation technology applied in the visible light communication
[19]. The block diagram of CAP modulation principle is shown in Fig. 6.

4.3 Blue LED Driving Circuit

After the sensor signal is modulated, the working system needs to drive the LED light
source to convert it into a light signal and pass it to the receiving end.However, the driving
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Fig. 6. CAP modulation principle block diagram

capability of the single chip microcomputer is insufficient, so an additional transistor is
used to improve the driving efficiency. The function of the capacitor C1 is to increase
the switching speed of the LED driving circuit and improve the frequency performance
of the entire circuit. Among them, R1 is an adjustable resistor, and R2 is used to balance
the impedance of the input terminal and balance the voltage. R3 and R4 play the role
of protection circuit to prevent short to ground. R5 is a DC bias resistor. By adjusting
the size of resistor R5, the current through the blue LED light source can be adjusted to
meet different requirements for actual communication. The schematic diagram of LED
drive circuit is shown in Fig. 7.

Fig. 7. LED drive circuit block diagram

4.4 Visible Light Receiving Circuit

The signal receiving end is mainly composed of a photodetector, a preamplifier circuit,
a controller, and a power supply. The function of the capacitor C1 is to filter out the AC
component, so that the DC stabilized power supply VCC outputs a stable DC. Capacitor
C2 can filter out the noise superimposed on the signal to achieve the effect of noise
reduction. The photodiode D1 converts the light signal emitted by the receiving end into
an electric signal, but at this time the signal is relatively small, it needs to be amplified
by a preamplifier circuit, and then the controller demodulates it to obtain sensor data.
Finally, the diver’s body data information is sent to a host computer, and the monitoring
party analyzes the dive’s physiological indicators to ensure the safety of the diver’s
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underwater activities. The schematic diagram of the photoelectric receiving circuit is
shown in Fig. 8.

Fig. 8. Visible light receiving circuit block diagram

5 System Test

5.1 Indoor Environment Test

The test location is Lab 103, Teaching Building B, Dalian Polytechnic University. The
underwater test chamber with a size of 70 cm * 30 cm * 40 cm is used to simulate the
underwater channel. As shown in Fig. 9.

The test in this paper first sets the effect of sending and receiving sensor data under
ideal conditions through programming and software simulation, as shown in Fig. 10.
The upper square wave is the ideal waveform output by the blue LED driving circuit,
and the lower square wave is the ideal waveform of the visible light receiving circuit.

The second step is to use an oscilloscope to detect the waveform sent by the LED
in the actual communication process and the waveform received by the circuit at the
receiving end, and to compare it to verify the communication effect of the system. After
the data information of the sensor is modulated, it is transmitted through the drive circuit
of blue light LED. The photodiode of the receiver module receives the optical signal,
the signal is amplified by the amplifier circuit, and finally sent to the upper computer
through the demodulation of MCU. Figure 11 is the waveform generated by the LED
driver, and Fig. 12 is the waveform generated by the photoelectric receiver. The test
results show that the waveform of the output signal of the photoelectric receiving end
of the communication system is basically the same as the signal of the transmitting end,
which indicates that the communication scheme of the system is feasible.
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Fig. 9. System experimental environment

Fig. 10. Software simulation waveform

5.2 Outdoor Environmental Test

The outdoor experiment was conducted in a large artificial lake on campus. Compared
with the indoor experimental communication system, the outdoor experimental com-
munication system adds a condenser lens at the emitting end of the LED to reduce the
emission Angle of visible light, so as to increase the intensity and distance of visible
light and greatly improve the transmission quality of visible light signals. As shown
in Fig. 13, when the illumination direction of the blue light LED is aligned with the
direction of the photoelectric sensor at the receiving end with the power supply of 5 V,
the length of the beam directly observed is about 5.4 m.
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Fig. 11. Waveform output from the driver

Fig. 12. Waveform received by the receiver

Fig. 13. Blue visible beam for outdoor experiments. (Color figure online)

The experimental data obtained after calculation and arrangement of the experimental
data are shown in Table 3. The experimental results show that the system can meet the
daily data transmission requirements in outdoor natural underwater channels. In addition,
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error-free data transmission is achieved when the communication distance between the
transmitting end and the receiving end is 5 m and 8 m.

Table 3. The experimental results

Communication distance (m) Number of error bits Bit error rate (%)

5 0 0.000

8 0 0.000

15 2 0.277

20 5 0.694

6 Conclusion

Aiming at the disadvantages of traditional underwater equipment and communication
methods for divers, this paper designs a smart diving suit that can measure human phys-
iological data based on the underwater visible light communication system. This paper
introduces the design idea of the sensor information acquisition module and the overall
structure of the visible light communication system. The blue LED light source was
used to transmit signals in the underwater channel, and the sensor data was successfully
received, thus achieving the purpose of monitoring and warning human physiological
indicators. This study also provides reference for future underwater communication
activities. Based on the above design, the scheme of the system can still be further
optimized, for example, by adjusting the power of the LED light source to meet the
communication needs in different environment, there by improving the effectiveness
and reliability of data transmission.
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Abstract. The change of the global climate in recent years influences the adapt-
ability of plant roots to the soil environment. Detecting the plant roots in the
original soil environment without destroying and moving them and analyzing,
processing and reconstructing the root image requires the improvement of tech-
nology. Firstly, to conduct the in-situ non-destructive measurement of the root
system in soil, this paper investigates and studies the three-dimensional imaging
of plant root phenotype using X-CT technology. Secondly, to examine the fea-
sibility of the segmentation methods applied in medical image analysis in root
CT images, the experiments of segmentation using fuzzy clustering of CT images
were designed. The segmentation results of root features obtained from 10, 30 and
50 times clustering algorithms for the in-situ root CT images are analyzed with the
FCM (Fuzzy C-Means) algorithm. The experimental results show that the tradi-
tional medical image segmentation method does not produce a good segmentation
effect in this particular environment.

Keywords: In situ non-destructive measurement · X-CT tomography · Fuzzy
clustering segmentation · FCM algorithm

1 Introduction

The root system is an important organ for plants to obtain nutrients and water. Due to
the invisible opacity of the root system in soil, it is difficult to observe and study the
underground part of plants [1], this makes the research on the above-ground part of
the plant far more than the underground part. In the early days of plant root research,
the existing methods of observing plant roots can be divided into two categories [2],
one is a destructive method and the other is a non-destructive method. At that time,
limited by soil media and imaging technology under plants, researchers often adopted
destructive sampling methods, including container method, tube loading method, nail
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plate method, air culture method, mesh bag method, etc. Non-destructive methods as
opposed to destructive methods, such as underground root chamber method, isotope
tracer method, etc. [3]. In 2017, the French Academy of Agricultural Sciences, with the
help of the high-throughput plant phenotyping platform, RhizoTube, a high-throughput
micro root window measurement system for plant root phenotype. Automatic, high-
throughput and noninvasive long-term root growth monitoring of plant root phenotype
was realized [4]. While these methods guarantee the complete measurement of plant
roots, they are all based on the study of plant root characteristics under an ideal envi-
ronment, but still cannot reach the original growth environment of plants in reality. The
disadvantages lie in the following aspects. Firstly, the cultivation of transplanted seeds
cannot completely restore the original growth environment of plants; Secondly, when
the root system of a plant is taken out for contact measurement, the roots with a too-small
diameter around it will break, which will damage the accuracy of the final measurement;
Thirdly, the observation and measurement of the root system are not complete and it
can only be measured locally. With the advancement of medical imaging technology
in recent years, the imaging methods of root nondestructive measurement are mainly
divided into two types: one is based on nuclear magnetic resonance (NMR) imaging [5]
and the other is based on X-CT imaging. Because the principle of NMR technology in
hydrogen resonance degree impact will be limited by the influence of water in the soil,
the energy released by the complex medium in the soil will affect the determination of
the position and type of the nucleus, making its imaging resolution lower [6].

This paper investigates and studies a series of principles andmethods for 3D imaging
of plant root phenotypes based on X-CT [7]. To achieve unified in situ non-destructive
measurements of different complex plant root systems. Firstly, it is necessary to con-
duct high-precision non-destructive imaging of roots in soil media based on a kind of
high-resolution X-CT imaging equipment. The principle of fuzzy clustering image seg-
mentation is studied in this paper [8–10] and the FCM algorithm [11–13] was used to
perform clustering operations on CT images of the root in situ for 10, 30 and 50 times.
It can be found from the segmentation result diagram of the obtained root features that
FCM algorithm of fuzzy clustering segmentation can perform an iterative operation on
the CT image of the in-situ root system, however, it is difficult to achieve satisfactory
results for CT images of the root in situ with more noise and artifacts using traditional
medical segmentation methods.

2 Systematic Research Route

The research technology route of three-dimensional imaging of plant root phenotype
based on X-CT technology is shown in the following figure (Fig. 1):

The main research contents of this paper include: The X-CT technique was used to
conduct three-dimensional imaging of the root phenotype in the soil. The feasibility of
applying the fuzzy clustering algorithm commonly used in the medical image to the CT
image of the root in situ was also explored.
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High throughput plant root phenotype 3D imaging system

Fig. 1. Research technology roadmap

3 Study on Root Phenotypes with High Throughput

In the past two years, with the rapid development of plant phenotype, high-throughput
detection technology has been gradually optimized and applied in the field of plant
phenotype detection. For example, the visible light high-throughput optical imaging
instrument with relatively high wavelength can be used for non-contact imaging of plant
leaf area, seed morphology, spike type, root system and other physical structures. There
are also transmission images of subsurface parts of plants using non-visible light with
wavelengths between 100µmand 500µm [14]. The investigation found that the purpose
of high-throughput plant phenotype detection is to better study the genotypes and genetic
traits of plants in the next step and build a front-end plant phenotype database. Based on
the characteristics of high throughput technology, such as high yield or output per unit
time, and combined with the research route in this paper, the research on root pheno-
type detection of high-throughput plants can be further divided into three parts. Firstly,
high-throughput plant root phenotype X-CT imaging system; Secondly, CT image data
analysis of plant root phenotype with high throughput; Thirdly, 3D reconstruction of CT
images of high-throughput plant root phenotypes.

With the rapid development of deep learning and machine vision research [15], it
has brought the possibility of development to the data analysis of high-throughput root
phenotypic CT images and the 3D reconstruction of high-throughput CT images. Plant
phenotypic omics is an interdisciplinary subject, image processing for the obtained large
number of CT images of the root system in situ has also gradually crossed into the field
of computer [16]. Based on the analysis of CT image data analysis of high-throughput
plant roots, there are few types of research at home and abroad.

Due to the limitations of the research and development of a high-throughput root
CT image imaging system, high-throughput root CT image processing will remain the
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bottleneck of the new development of plant root phenotype for a long time to come.
The high-throughput X-CT plant root phenotypic imaging system only completed the
collection of root phenotypic data. As an intermediary link, how to analyze the root
characteristics from the huge root image database obtained. The phenotypic classification
obtained through image analysis further understands the morphological structure and
functional process of plants, and it can find out useful information for plant phenotyping.
That’s all that matters.

4 X-Ray CT Imaging

4.1 Linear Attenuation Coefficient

In recent years, with the development of imaging technology in the medical field, X-CT
has established an unshakable position as a high-performance non-destructive diagnostic
technology in the medical field. X-CT has not only brought unprecedented revolutionary
influence in the field of medicine, but also been successfully applied in many fields
such as industrial nondestructive testing, geophysical resource exploration and botanical
determination [17]. Preliminary studies at home and abroad show that it is feasible to
use X-CT to image plant roots.

X-rayCT imaging is different from traditionalX-ray imaging. For the complex spatial
structures of plant roots that block and cross each other, traditional X-ray imaging cannot
achieve the effect, but CT imaging technology can solve this problem.

As can be seen from Fig. 2, X-CT imaging uses x-rays to create a tomography image
of an object’s interior, Since some of the X-ray attenuations occurs when the X-ray
penetrates the object, X-CT imaging is essentially the imaging of linear attenuation
coefficient, the ultimate goal of CT image reconstruction is to solve the µ value of each
voxel (Fig. 3).

Known fromLambert’s law in physics [18], when themonochromatic wiring harness
passes through an object of uniform density, the energy of thewiring harness is weakened
by the interaction between the atoms of the material. The weakening degree is related
to the thickness and absorption coefficient or composition of the material. It can be
expressed by the following formula:

I = I0e
−µd (1)

Where I0 is the intensity of incident X-ray; I is the ray intensity transmitted after
passing through an object of uniform density; µ is the linear coefficient of matter to this
wavelength; d is the path length through the object of uniform density; e is the natural
logarithmic base.We can see from the formula, theµ value is related to the X-ray energy,
the atomic coefficient and density of the substance, the larger d orµ, the smaller I can be
deduced, that is the greater the attenuation of X-rays. From the conditions of lambert’s
law [19], X-rays penetrate objects of uniform density. For soils with complex structures,
the formula still needs to be transformed (Fig. 4).

Suppose the object is divided into equal-length segments, each of length d , and d
is small enough, assume that the density and attenuation coefficient of each segment
are uniform, and the incident intensity of the first segment of X-ray with length d is I0,
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According to formula (1), the X-ray intensity I1 of the first transmission can be obtained.
According to the principle of calculus, there are:

In = I0e
−(µ1d+µ2d+...+µnd) (2)

The transformation formula (2) that we can get:

µ1 + µ2 + . . . + µn = 1

d
ln

I0
In

(3)
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Fig. 4. The effect of density on X-ray attenuation

Therefore, under the premise that d , I0 and In are known, the projection equations
in multiple directions must be established to calculate the values of µ.

4.2 CT Number

InCTapplications, the linear attenuation coefficientµ is not very descriptive anddepends
to a large extent on the X-ray spectral energy. Therefore, the CT number needs to be
calculated relative to the attenuation of water. The data set generated by CT imaging
technology is usually composed of CT values, it is defined as the X-ray attenuation
coefficient of an object minus the water X-ray attenuation coefficient divided by the
water attenuation coefficient and then multiplied by 1000. The unit of the result is
expressed in Hounsfield.

CTnumber = µmaterial − µwater

µwater
× 1000 (4)

In formula (4)µ is the attenuation coefficient of X-ray, by definition, the CT number
of air is −1000, the CT number of water is 0. Materials with an X-ray attenuation coef-
ficient greater than water have positive CT value, while those with an X-ray attenuation
coefficient less than water have negative CT value.When performing X-ray tomography,
X-rays can make the voxels in each tomography scan to generate a CT value. This small

Fig. 5. CT image of in situ root system
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space is regarded as a cube and 3D image data after the X-CT scan. The following figure
shows the tomographic image data obtained by X-CT imaging (Fig. 5):

5 Root Image Segmentation

5.1 Image Feature

Among the data obtained from the three-dimensional imaging of plant root phenotypes
based on X-CT technology, root analysis is a critical and hot CT image processing
problem that needs to be accurately solved. Root image segmentation is also regarded
as an important pre-processing link before three-dimensional root reconstruction. The
central idea is to determine whether a specific voxel in the image space is “root” or
“non-root”. Unlike the micro-root window technology of transplanting seeds cultivated
or visualized in a transparent nutrient base, which can identify the root imaging from
the visible image. The root CT image is intended to be segmented from other substances
(water, air, small stones, etc.) taking root features out is regarded as a technical problem
in CT image processing. Because in the CT image, the root and some non-root matter
will have overlapping CT numbers, in this process, the image segmentation methods
involved in feature extraction are diverse and varied. Therefore, a root segmentation
method suitable for the in-situ root CT image should be found.

5.2 Fuzzy Clustering Image Segmentation

The CT image segmentation of the root system is based on the difference in grayscale,
texture, color and spatial characteristics of the root system in the soil medium. It benefits
from the mature medical CT technology used in the imaging. After investigation and
research, it is found that the clustering segmentation method is suitable for the segmen-
tation and processing of medical images, which can well describe the fuzziness and
uncertainty in general CT images.

Blurring is a fundamental feature of most medical imaging. It is difficult to make
a short-term breakthrough in the research of imaging equipment in the early stage and
there is no set of imaging equipment that can fully apply to the high resolution and
high resolution of plant roots at the present stage, so the CT images have an artifact,
noise, and fuzzy root boundary. FCM algorithm has been widely used in medical image
segmentation [20].

6 FCM Algorithm

In the fuzzy clustering algorithm, the FCM algorithm is also known as the fuzzy c-means
algorithm, which is an improved algorithm compared with the traditional algorithm [21].
It divides all the pixels in the image into y fuzzy groups. For each fuzzy group, the
clustering center of each group of pixels is solved. Through continuous iteration, the
objective function is minimized. The objective function is:

J (a, b) =
m∑

i=1

n∑

j=1

µi(xj)
k
∥∥xj− bi‖2 (5)
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In the formula, µi(xj)k represents the membership function of the j-th pixel to the
i-th category. Satisfy 0 ≤ µi(xj)k ≤ 1, bi is used to represent the clustering center of

class i, we can get the Euclidean distance
∥∥xj − bi‖ 2. It is also a similar measure of the

algorithm.

In the FCM algorithm,
m∑
i=1

ui(xj)k = 1, which is expressed as the membership degree

of each cluster center is 1. In this case, the minimum value of Eq. (5) is solved. The
iterative and fuzzy operations are used to solve the cluster center value to complete the
fuzzy classification of the collected image data.

The specific steps of the FCM algorithm are shown in the figure below (Fig. 6):

Given the number of target 
clustering, fuzzy factor and 
threshold, the membership 

degree is initialized

Calculate the cluster center

Update membership and 
recalculate

 The 
absolute value of

 subtracting the new membership 
from the old is less than 

the threshold

Each pixel of the image is 
classified to complete the 

segmentation

N

Fig. 6. FCM algorithm step flow

7 Analysis and Discussion

In situ CT tomography of plant roots was performed, as shown in Fig. 7:
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Fig. 7. Root CT imaging

We perform N = 10 times, N = 30 times, and N = 50 fuzzy operations on the
obtained in situ root CT images by MATLAB R2017a, the obtained segmentation map
is:

In this figure, a, d and g are CT images of the root in situ. b, e and h are the clustering
results of the FCM algorithm 10, 30 and 50 times respectively. c, f and i are the results
of the FCM algorithm 10, 30 and 50 times respectively.

According to the transverse comparison in Fig. 8, it is found that fuzzy clustering
segmentation based on CT images of in-situ roots can segment the characteristics of
plant roots within a certain fuzzy threshold, but some problems of the complex structure
of soil medium are also exposed. For example, there may be uneven density distribution
in the soil, resulting in different imaging grays or grays consistent with plant edge root
systems, another example is the effect of a little air andmoisture in the soil on the imaging
results, however, it is undeniable that fuzzy clustering segmentation can be applied to
CT image segmentation of root in situ through the segmentation results of the relatively
thick upper root.

From the vertical comparison in Fig. 8, it can be seen that the processing diagram
generated by multiple fuzzy clustering segmentation still fails to separate root charac-
teristics to a large extent. The gap between the processed segmentation results is getting
smaller and smaller, which exposes the problem of basic imaging equipment. There is no
imaging equipment exclusive to in-situ CT images based on plant roots and this imaging
is still solely dependent onmedical imaging equipment. If we don’t consider the imaging
factor, we can’t seem to get the desired segmentation map with root features by using
only one segmentation method. At the same time, it is proved that the segmentation
method cannot be single and limited in a specific complex environment.

Through the horizontal and vertical comparison of the results, it can be found that
the FCM algorithm of fuzzy clustering segmentation can perform an iterative operation
on CT images of in-situ roots, but it is difficult to achieve satisfactory results by using
the traditional medical segmentation method for CT images of in-situ roots with more
noise and artifacts.

In the in-situ CT image processing, after investigation and research, it is found that
few segmentation methods are completely applicable to the in-situ root CT image and
the traditional image segmentation methods are still used to realize the segmentation of
CT image root features, which are specific to the in-situ root CT image segmentation
methods that are rarely reported at home and abroad. The present research only improves
and applies the mature method of medical CT image segmentation (fuzzy clustering
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Fig. 8. Comparison of the number of fuzzy clustering segmentation operations for in situ root CT
images

image segmentation). A CT image segmentation method based on in situ root system
is urgently needed for the future research of root reconstruction and high throughput
image processing.

8 Conclusion

This paper introduces the working principle of X-ray computed tomography, X-ray
computed tomography technology was employed to reinforce the plant roots in situ
nondestructive imaging, to obtain in situ root CT images, usingmedicine commonly used
fuzzy clustering segmentation methods for feature extraction, through 10, 30, 50 times
found that the results of the fuzzy arithmetic of single fuzzy clusteringFCMsegmentation
algorithm can be implemented for in situ root feature extraction and segmentation of
CT images, but not very good effect. To extract root characteristics accurately and with
high quality, the segmentation algorithm of CT images of in-situ roots should be further
optimized to make the data analysis of phenotypic images of high-throughput plants
more accurate and stable in the future.
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Abstract. Ambient illumination is an important factor affecting the high mis-
matching rate of single threshold image matching algorithm. Therefore, this paper
proposes a local dynamic threshold extraction algorithm. This algorithm needs to
perform light homogenization processing in the image preprocessing stage and
calculate the appropriate threshold of each pixel for feature point judgment dur-
ing feature extraction, which can effectively alleviate the problem of missing
extraction and multiple extraction during feature extraction of a single threshold.

Keywords: Illumination · Illumination homogenization · Feature extraction ·
Dynamic local threshold

1 Introduction

In recent years, image recognition technology in computer vision technology is very
popular and widely used in many fields of life. Image matching algorithm based on
image feature points is a common technique. With the development of The Times, the
requirements for image matching algorithms are becoming increasingly strict. Strong
robustness, good real-time performance and fast calculation rate are the important basis
for measuring image matching algorithms.

The ORB (Oriented FAST and Rotated BRIEF) algorithm [1] is one of the most
popular algorithm in image matching algorithm, it is famous for its calculation speed,
and therefore more conspicuous in real time. ORB algorithm consists of two parts:
FAST feature extraction algorithm [2] and BRIEF feature descriptor algorithm [3]. ORB
algorithm is greatly affected by ambient lighting when extracting feature points. Feature
points extracted from the same imageunder different lighting conditionswill vary greatly,
resulting in a high mismatching rate for image matching. Many scholars at home and
abroad have proposed a variety of improved algorithms to make ORB algorithm have
better illumination robustness. In literature [4], the author proposed to combine SURF
algorithm [5] with ORB algorithm, so that the feature points extracted byORB algorithm
have the better robustness of SURF algorithm. Literature [6] improves the robustness
of the algorithm by combining SIFT [7] algorithm with ORB algorithm. These two
improvements have improved robustness, but they are not ideal in terms of computational
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efficiency and real-time performance. Literature [8] combines the k-means clustering
algorithm with the feature detection algorithm [9], classifies the feature points, and then
sets the threshold according to the classification results. However, this method greatly
increases the computational complexity and is not applicable in the field where the
real-time requirement is high.

In this paper, before extracting feature points, light homogenization is carried out
to reduce the influence of light on image feature extraction. In the feature extraction
stage [10], the first step is to determine the local threshold of gray scale fluctuation
to determine whether the pixel point is in sensitive area. The second step is to set the
threshold for the pixels in the sensitive area, otherwise the traditional fixed threshold is
used.

2 The Original ORB Algorithm

2.1 FAST Feature Extraction Algorithm

FAST feature points are widely used because of their high computational performance,
but FAST feature points have no directional feature, so the ORB algorithm adopts the
grayscale centroid method to improve this, which is called oFAST algorithm (Oriented
FAST). The gray-scale centroid algorithm calculates the centroid within the radius r by
calculating a moment. The vector formed by the center of the circle and the center of
mass is the directional property of the feature point.

In a 5 × 5 image block, the element expression of the moment of the corresponding
image is shown in formula (1):

mpq =
∑

x,y

xpyqI(x, y) (1)

Where, I(x, y) is the image grayscale expression used to calculate the image grayscale
value of this point. X and y are at [−r, r], r is the radius of the image, and here it is [−3,
3].

Then the center of mass of the image window can be expressed as formula (2):

C =
(
m10

m00
,
m01

m00

)
(2)

Where, when p = q = 0, m_00 is the sum of all the gray values of the image block;
When p = 1, q = 0, you get m_10; When p = 0, q = 1, you get m_01; M_10, m_01 is
the first order matrix, m_00 is the zero order matrix.

Then the Angle of the whole image window, namely the direction of the feature
point, can be expressed as formula (3):

θ = arc tan(m01, m10) (3)

When the graph is a binary image, m_00 is the area that can be represented as the
image. If the gray value of the image is regarded as the weight, then the center of mass
is the center of mass of the image, that is, the weighted center of the whole gray value.
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2.2 BRIEF Feature Descriptor Subalgorithm

RIEF descriptor is a binary descriptor, which has an incomparable speed advantage
in the image matching stage. However, there are also big drawbacks. BRIEF does not
have rotation invariance. The ORB algorithm makes use of the feature point orientation
feature obtained by the improved FAST algorithm. It first rotates the descriptor obtained
by the BRIEF algorithm, and then discriminates the binary code, so that the descriptor
has rotation invariance. The improved BRIEF called rBRIEF (Rotated BRIEF). Suppose
you have a smooth the image, the size of S × S neighborhood p, tau test:

τ(p; x, y) =
{
1 : I(p, x) < I(p, y)
0 : I(p, x) ≥ I(p, y)

(4)

Where, I(p, x) represents the pixel gray value of the smoothed image neighborhood
p at point x = (u, v)ˆT.N_d (x, y) point pairs are selected to form bitstream binary
descriptors of n_d dimension:

fn(p) =
∑

1≤i≤n

2i−1τ(p; xi, yi) (5)

There are three options for n_d, 128, 256, and 512 (16, 32, and 64 bytes). Considering
the generation rate, distribution and accuracy of bitstream binary descriptors, the 256-
dimensional descriptors have the best comprehensive performance. To overcome the
lack of rotation invariance in the BRIEF descriptor, the ORB algorithm takes advantage
of the orientation of oFAST feature points to rotate the BRIEF descriptor in its main
direction.The following is the implementationprocess: For any feature point, the location
information in the neighborhood of 31 × 31 is the set of n pairs of points ((x)_i, y_i)),
and they are represented as a matrix of order 2 × n:

S =
(
x1, . . . , xn
y1, . . . , yn

)
(6)

The corresponding rotation matrix R_ is expressed by using the principal direction
theta of the characteristic points of oFAST:

Rθ =
[
cos θ − sin θ

sin θ cos θ

]
(7)

The matrix S is rotated through the matrix R_ to get a new matrix S:

Sθ = RθS (8)

RBRIEF description subexpression with rotation invariance:

gn(p, θ) = fn(p)|(xi, yi) ∈ Sθ (9)
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3 This Article Improves the ORB Algorithm

3.1 Image Preprocessing

The importance of image pre-processing for image feature extraction is self-evident.
A high-quality image can greatly reduce the external interference for the subsequent
image feature extraction and image feature description. In this paper, adaptive threshold
determination is required for feature extraction, and ambient light has a strong influence
on threshold selection, which requires light homogenization in the image pre-processing
stage. The process of light homogenization is as follows:

The multi-scale gaussian function is used to remove the illumination component of
the scene [11],

construct a two-dimensional gamma function to adjust the parameters of the two-
dimensional gamma function based on the distribution characteristics of the light com-
ponent, reduce the brightness value of the over-intense illumination region, and increase
the brightness value of the over-dark illumination region, so as to finally realize the
adaptive correction processing of the uneven illumination image [00]. The illumination
component can be obtained by convolving the gaussian function with the original image
[12].

G(x, y) = λ exp

(
− x2 + y2

c2

)
(10)

In the formula,G is the gaussian function, c is the scale factor, and is the normalization
constant, so that the gaussian function G(x, y) satisfies the normalization conditions.

Light component:

I(x, y) = F(x, y)G(x, y) (11)

Where, F(x, y) is the input image, and I(x, y) is the estimated illumination component.

O(x, y) = 255

(
F(x, y)

255

)γ

, γ =
(
1

2

)m−I(x, y)
m

(12)

The two-dimensional gamma function O(x, y) is the output image brightness value
after correction, F(x, y) is the source image, where is the index value of brightness
enhancement, and m is the brightness mean of the illumination component. In order to
avoid interference between RGB channels, the whole processing process needs to be
conducted in HSV color space, where the brightness component V is processed, and
finally transformed from HSV space to RGB space.

The flow chart of the whole process is as follows:

3.2 FAST Adaptive Threshold Feature Extraction

FAST when making feature point extraction, first traverse each pixel of the image point,
is the sole criterion for judging whether pixels feature points in the current pixel as the
center of the circle draw three pixels for the radius of a circle (16 pixels circle, see
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Fig. 1. Flow chart of illumination homogenization

Chart 1), statistical circle on 16 pixels and the center pixel gray value of absolute value
of difference, if there are nine consecutive pixels in the circle and the center pixel of
the difference between absolute value is greater than the threshold T set beforehand, is
considered center pixel is feature points (Fig. 2).

Fig. 2. Pattern diagram of feature extraction

FAST feature extraction USES a single threshold to determine the feature points. In
this way, the feature points extracted are densely distributed and the number of redundant
feature points is large, which is not conducive to the description of feature points and
affects the result of feature matching. In this paper, the location information of the target
pixel is determined when the feature points are extracted, and whether there are obvious
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changes in the pixel gray level in a certain size area of the pixel to be detected. According
to this change, the detection area is divided into three categories: ignored area, ignored
area and ignored area. The ignored region means that there is no gray level change in
the region where the pixel is located, and no feature points are extracted in this region.
The unfocused region refers to the region where the pixel is located, and the gray level
change range is not obvious. The threshold value of feature point extraction in this region
adopts the threshold value of the original ORB algorithm. The attention region refers
to the region where the pixel is located where the gray level changes greatly, and the
dynamic threshold is adopted to set the threshold to extract the feature points according
to the gray level of the region.

Set the current pixel point as P, and select the threshold value in a window with a
size of 7 * 7 centered on the pixel point P.

T
(
xi, yj

) =
⎧
⎨

⎩

t1, if (MAX − MIN ) < S;
pass, if MAX = MIN ;

t2, if (MAX − MIN ) ≥ S
(13)

Where, T(x_i, y_j) refers to the threshold of determining whether the pixel point at
(I, j) is the feature point. S is the measure to judge the range of gray level change in
the region, S = 15. T_1 and t_2 are two different thresholds, t_1 = 10, and t_2 is the
adaptive threshold.

t2 = c

∑i,j=7
i, j=1 I(i, j) − Imax − Imin

Iα
(14)

Where, I_max is themaximumpixel gray value in thiswindow; I_min is theminimum
pixel gray value in this window; I_ is to go out the maximum and minimum of the
remaining 47 pixels grayscale average; C is the adaptive parameter and the percentage
of the empirical threshold in the absolute pixel gray contrast in the window. The test
shows that the feature points selected when c is 0.18 are more stable.

The improved FAST feature extraction process is as follows:

1) traverse the image pixel points and judge the gray level changes in the 7 * 7
neighborhood centered on the pixel points;

2) if the gray level does not change, the feature point extraction will not be carried out
in this area;

3) if the change amplitude of gray scale is less than S, the fixed threshold is used for
feature point extraction;

4) if the change range of gray level is greater than S, the adaptive threshold is used for
feature extraction

4 Experimental Simulation and Analysis

In order to verify the effectiveness of the algorithm in this paper, the algorithm was veri-
fied in the hardware test environment ofwindows10operating system, Intel(R)Core(TM)
i7-6700hq CPU and memory of 8G, and in the OpenCv2.4 computer vision library and
vs2017 development environment.
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4.1 Image Feature Point Extraction Experiment

Feature extraction comparison between ORB algorithm and proposed algorithm (in
order to visually and clearly compare the extraction effects of the two algorithms, non-
maximum suppression is not performed here).

It is obvious from Fig. 3 that the feature points extracted by ORB algorithm are
largely clustered and overlapped. It can be seen from Fig. 4 that the feature points
extracted by the algorithm in this paper are less overlapped and clustered than those
in Fig. 3. Intuition does not mean that the algorithm in this paper is better than the
ORB algorithm in extracting feature points. Five experiments have been done here for
time-consuming comparison (Table 1).

Fig. 3. Effect diagram of orb algorithm extracting feature points

Fig. 4. Effect diagram of feature points extracted by the algorithm in this paper

To compare the ORB algorithm and the proposed algorithm in extracting feature
point differences under different ambient lighting conditions, reduce the illumination of
the original image by 10%, 20%, 40% and 80%, and enhance the illumination by 10%,
20%, 40% and 80%, respectively.
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Table 1. Comparison of the time taken to extract feature points between the ORB algorithm and
the algorithm in this paper

Experimental group ORB algorithm Algorithm In this paper Take down than

1 1.485302 1.111101 25.19%

2 1.248731 1.054183 15.58%

3 1.199899 0.978244 18.47%

4 1.123802 0.919201 18.21%

5 1.151884 0.971725 15.65%

In Fig. 5, (a) the extraction result diagram with the original image reduced by 10%,
(b) the result diagram reduced by 20%, (c) the result diagram reduced by 40%, (d)
the result diagram reduced by 80%, (e) the result diagram enhanced by 10%, (f) the
result diagram enhanced by 20%, (g) the result diagram enhanced by 40%, (h) the
result diagram enhanced by 80%. In Fig. 6, (1) the extraction result diagram shows a
10% reduction in brightness of the original image, (2) the result diagram shows a 20%
reduction in brightness, (3) the result diagram shows a 40% reduction, (4) the result
diagram shows an 80% reduction, (5) the result diagram shows a 10% increase, (6) the
result diagram shows a 20% increase, (7) the result diagram shows a 40% increase, and
(8) the result diagram shows an 80% increase (Table 2).

(a) (b)          (c)                             (d)

(e) (f) (g) (h)

Fig. 5. ORB algorithm extracts feature points with different ambient brightness

As you can see, the number of feature points extracted by theORB algorithm changes
dramatically as the illumination changes in the environment. This algorithm is more
stable than the ORB algorithmwhen illumination changes. And extracting feature points
is faster than the ORB algorithm (Fig. 7).
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(1) (2) (3) (4)

(5) (6) (7) (8)

Fig. 6. The algorithm in this paper extracts feature points with different ambient brightness

Table 2. Variation table of ORB algorithm feature points under different ambient lighting
conditions

Experimental
group

BRIGHTNESS
CHANCE

Quantitative
ORB
characteristics

Feature
points in
this
algorithm

The ORB
time-consuming

The
algorithm
in this paper
takes time

1 +10% 597 543 1.76524 1.21317

2 +20% 499 531 1.63414 1.19782

3 +40% 420 549 1.59905 1.18755

4 +80% 334 527 1.52381 1.24416

5 −10% 638 556 1.81021 1.21869

6 −20% 544 546 1.73501 1.27718

7 −40% 403 529 1.65032 1.31011

8 −80% 267 557 1.72591 1.27054

4.2 Image Matching Experiment

Use the ORB algorithm and the algorithm in this article for feature matching. Figure 8
is the ORB algorithm matching result graph, and Fig. 9 is the algorithm matching result
graph of this paper (Tables 3 and 4).
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Fig. 7. ORB algorithm and the algorithm in this paper extract feature point comparison line graph

Fig. 8. ORB algorithm matching result diagram

Fig. 9. Results of algorithm matching in this paper

Through the above data comparison, the feature point extraction algorithm proposed
in this paper can effectively improve the speed of the algorithm, and at the same time, it
can also have better matching accuracy under the changing ambient light.
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Table 3. ORB algorithm match table

Experimental group Successful logarithmic Match the logarithmic Precision

1 102 135 75.56%

2 96 129 74.42%

3 109 142 76.76%

4 85 114 74.26%

5 91 111 81.98%

Table 4. Algorithm matching table in this paper

Experimental group Successful logarithmic Match the logarithmic Precision

1 77 91 85.72%

2 74 89 83.15%

3 81 100 81.00%

4 85 105 80.95%

5 71 91 81.98%

5 Conclusion

This paper proposes an improved ORB feature extraction algorithm, which has the
following advantages compared with the original ORB algorithm:

1) it combines adaptive threshold and fixed threshold, which can effectively alleviate
the problem of too dense and overlapping ORB feature extraction;

2) before extracting the features, the region was determined. If the gray level is con-
sistent and the region has not changed, the feature extraction will not be carried out.
Compared with ORB traversing each pixel, the extraction speed can be accelerated;

3) before feature points are extracted, light homogenization is carried out to reduce the
difficulty of extraction caused by light changes.
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Abstract. With the development of new energy power generation technology,
more and more regions are increasing the construction of new energy power gen-
eration facilities. However, due to the unstable factors in the source of new energy,
the traditional modeling methods require a lot of work. Modeling the impedance
of the system in a d-q frames has become a new option, but there is no reference
for the derivation process of the system impedance, control model and mathemat-
ical model. In order to reduce the amount of tasks of more complex impedance
modeling, this paper correspond the control model and mathematical model of
Grid-connected inverters in Matlab/Simulink. Among them, the most important
part of the control model is the model building of PLL, which includes power
control and current control.

Keywords: Grid-connected inverters · Small signal model · Impedance
modeling

1 Introduction

Grid-connected inverters are the key components that deliver renewable energy to the grid
[1, 2]. In the process of grid connection, harmonic pollutionwill occur, which pollutes the
electricity. The frequency and phase of the output current of the grid-connected inverter
are delayed from the frequency and phase of the system, so the phase-locked loop is
needed to achieve synchronization [3]. Compared with state space equation method,
impedance-based method has advantages that analysis of high-order equations can be
avoided and model doesn’t have to be rebuilt when system structure changes [4].

Recently, the impedance model-based analysis [5–7] has been proposed to provide
insights into this instability issue.

Because theGrid-connected terminal is a three-phaseAC system, it cannot be studied
in the static coordinate system. The existing methods need to carry out Park transfor-
mation and Clark transformation, so as to realize from three-phase static coordinate
system to two-phase static coordinate system or to d-q frames. Impedance model is eas-
ier to establish in this paper in d-q frames. The model equivalent input is given in this
paper considering rotor current controllers and PLL. And use the small signal method
to analyze the stability of the system [8–10].
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This paper is organized as follows. Section 2 is the topology, mathematical model
and control model of Grid-connected inverters. Section 3 is the mathematical model and
control model of PLL. Section 4 is the model with current control and power control.
Section 5 is based on MATLAB/Simulink, which corresponds the simulation model to
the control model and deduces the equivalent impedance. Section 6 concludes this paper.

2 Impedance Modeling of Grid-Connected Inverter

Figure 1 is the structure diagram of three-phase Grid-connected inverter, which can be
divided into main power route control circuit. In the main circuit, Ua, Ub and Uc are
the three-phase voltage measured with grid entry point; Ia, Ib and Ic are the three-phase
current measured with grid entry point; ud ,uq,0 are the d-axis q-axis grid entry point
voltage output by the PLL in the controller coordinate system; id , idref , iq and iqref are
the d-axis q-axis grid entry point current and its reference value; PQ are the active power
and reactive power calculated by the measured data in the power control; Pref , Qref are
the active power reference quantity of power and reactive power [11].

Fig. 1. The structure diagram of three-phase Grid-connected inverter

The small signal model in d-q frames is shown in Fig. 2. In the Fig. 2, theD,U and I
respectively represent duty ratio, voltage and current in stable state, and d , u and i are the
small signal disturbance values. Among them, the main circuit parameters are indicated
by superscript s, and the subscript d and q corresponds to the d-axis q-axis respectively.
udc = Udc + ũdc; ud , id , uq, iq represents the voltage disturbance value of d-axis
parallel node, the current disturbance value of parallel node, the voltage disturbance
value of q-axis parallel node and the current disturbance value of parallel node in the
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main circuit coordinate system respectively; Dd , Dq, dd , dq represents the duty ratio
steady value of d-axis and q-axis and the small signal disturbance value respectively.

Fig. 2. Small signal model of Grid-connected inverter in d-q frames

From the small signal model in Fig. 2 (a),

udc = d̃ sd I
s
dL + Ds

d
˜isdL + d̃ sqI

s
qL + Ds

q
˜isqL

(1)

Its matrix form is

[

udc
0

]

=
[

Ds
d Ds

q

0 0

][

˜isdL
˜isqL

]

+
[

I sdL I sqL
0 0

][

˜ds
d

˜ds
q

]

(2)

From Fig. 2 (b), we can see the small signal model of AC measurement, and the
small signal disturbance of grid entry point voltage is

[

ũsd
ũsq

]

=
[

sL + RL −ωL
ωL sL + RL

]

[

˜isdL
˜isqL

]

+
[

Ds
d 0

Ds
q 0

]

[

ũdc
0

]

+
[

Udc 0
0 Udc

]

[

d̃ s
d
d̃ s
q

]

(3)
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Based on (2) and (3)
[

ũsd
ũsq

]

=
[

sL + RL + Ds2
d −ωL + Ds

dD
s
q

ωL + Ds
dD

s
q sL + RL + Ds2

d

][

˜isdL
˜isqL

]

+
[

Udc + Ds
d I

s
dL I sqLD

s
d

I sdLD
s
d Udc + Ds

qI
s
qL

][

d̃ s
d
d̃ s
q

]

(4)

The transfer function matrix of the voltage to the current at the grid entry point is

Giu =
[

sL + RL + Ds2
d −ωL + Ds

dD
s
q

ωL + Ds
dD

s
q sL + RL + Ds2

d

]

(5)

The matrix of current transfer function from duty ratio to grid entry point is

Gid =
[

sL + RL + Ds2
d −ωL + Ds

dD
s
q

ωL + Ds
dD

s
q sL + RL + Ds2

d

]−1[
Udc − Ds

d I
s
dL I sqLD

s
d

I sdLD
s
q Udc − Ds

qI
s
qL

]

(6)

Figure 3 depicts the open-loop input admittance model.

Fig. 3. Control program block diagram of main circuit

3 Control Model of PLL

From [12], the function of phase-locked loop is synchronize the control system with the
main system and the control system, the PI control method is used in the phase-locked
loop. A grid-connected converter usually needs PLL to synchronize with the grid.

The transfer function between two systems can be expressed as

Tθ =
[

cos θ sin θ

− sin θ cos θ

]

(7)

When the output small disturbance of the PLL between the main system and control
system is small enough, cos θ = 1 , sin θ = θ , we can get

−→
U c =

[

1 θ

−θ 1

]−→
U s (8)
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Fig. 4. Control block diagram of PLL in d-q frames

It can also be written as
[

Uc
d + ũcd

Uc
q + ũcq

]

=
[

1 θ

−θ 1

]

[

Us
d + ũsd

U s
q + ũsq

]

(9)

[

ũcd
ũcq

]

≈
[

Us
dθ + ũsd

−Us
qθ + ũsq

]

(10)

From Fig. 4

θ = ũcqKPLL
1

s
(11)

Where KPLL = kpPLL + kiPLL
s , so (11) can also be written as

θ = KPLL

s + Us
dKPLL

ũcq (12)

Similarly,

Gi
PLL =

[

0 I sqGPLL

0 −I sdGPLL

]

(13)

Fig. 5. Control block diagram with PLL
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Gd
PLL =

[

0 −Ds
qGPLL

0 Ds
dGPLL

]

(14)

The control block diagram with PLL is as shown in the Fig. 5

4 Model with Current Control and Power Control

According to the main circuit structure, the PI current loop control mode is adopted and
the current loop control matrix is

Gci =
[

kpi + kii
s 0

0 kpi + kii
s

]

(15)

Since the current loop control contains coupling, the d-axis and q-axis are decoupled,
the matrix form is

Gdei =
[

0 − 3ωL
Udc

3ωL
Udc

0

]

(16)

After the current controller is added, the power controller is add to achieve more
accurate control effect. The transfer function matrix of power control is

GcPQ =
[

kpPQ + kiPQ
s 0

0 kpPQ + kiPQ
s

]

(17)

Through linearization, the transfer function of active power and reactive power in
d-q frames can be obtained

Gi
PQ =

[

Us
d Us

q

−Us
q Us

d

]

(18)

Gv
PQ =

[

I sd I sq
I sq −I sd

]

(19)

The control block diagram including current control, power control andPLL is shown
in Fig. 6.
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Fig. 6. Control block diagram including current control, power control and PLL

5 Matlab/Simulink Partial Simulation Model and Equivalent
Impedance Derivation

From the control block diagram in Fig. 6, we can get

[

P
Q

]

= Gv
PQ

[

ucd
ucq

]

+ Gi
PQ

[

icdL
icqL

]

(20)

˜icLref = GcPQ(PQref − PQ) (21)

d̃ c = Gdei˜i
c
L + Gci(˜i

c
Lref −˜icL) (22)

Based on (15) to (19), the simulation model of duty ratio of control system can be
obtained as follows

d̃ c =
[

(

Pref − P
)

(

kpPQ + kiPQ
s

)

−˜icdL

](

kpi + kii
s

)

− 3ω0L

Udc

˜icqL

+
[

(

Qref − Q
)

(

kpPQ + kiPQ
s

)

−˜icqL

](

kpi + kii
s

)

+ 3ω0L

Udc

˜icdL (23)

The simulation model in Matlab /Simulink is (Fig. 7).
Continue to derive the control model based on (21), (22)

˜icL = ˜isL + Gi
PLLũ

s (24)

˜isL = GdelGid d̃
s + Giuũ

s (25)

d̃ s = d̃ c + Gd
PLLũ

s (26)
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Fig. 7. Simulation model of duty ratio d̃ c of control system in Matlab/Simulink

If the reference value of active power and reactive power is 0, then

d̃ c =
(

Gdei − Gci − GciGcPQG
i
PQ

)

˜icL − GciGcPQG
v
PLLG

v
PQũ

s (27)

Substituting Eq. (24) into Eq. (27)

d̃ c =
(

Gdei − Gci − GciGcPQG
i
PQ

)

˜isL +
(

GdeiG
i
PLL − GciG

i
PLL − GcPQG

i
PLLG

i
PQ − GcPQG

v
PLLG

v
PQ

)

ũs

(28)

d̃ s =
(

Gdei − Gci − GciGcPQG
i
PQ

)

˜isL

+
(

GdeiG
i
PLL − GciG

i
PLL − GciGcPQG

i
PLLG

i
PQ − GciGcPQG

v
PLLG

v
PQ + Gd

PLL

)

ũs

(29)

Based on (29) and (25)

˜isL = GdelGid

(

Gdei − Gci − GciGcPQG
i
PQ

)

˜isL

+
[

Giu + GdelGid

(

GdeiG
i
PLL − GciG

i
PLL − GciGcPQG

i
PLLG

i
PQ − GciGcPQG

v
PLLG

v
PQ + Gd

PLL

)]

ũs

(30)

So the equivalent impedance is

Zout =
[

E + GdelGid

(

Gci + GciGcPQG
i
PQ − Gdei

)]

[

Giu + GdelGid

(

GdeiG
i
PLL − GciG

i
PLL − GciGcPQG

i
PLLG

i
PQ − GciGcPQG

v
PLLG

v
PQ + Gd

PLL

)]

(31)

Simulation verification is carried out inMATLAB/Simulink, the results are as follow
Figure.

From the Fig. 8, the theoretical results of the model are in good agreement with
the actual results of frequency sweep the reliability of the impedance model has been
deduced.
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Fig. 8. Simulation result

6 Conclusion

In this paper, the solution process of the impedancemodel of theGrid-connected inverters
in the d-q frames is deduced. According to the small signal model in the d-q frames, the
transfer matrix of the main circuit with disturbance is derived firstly, then the influence
of the phase-locked loop in the control system is considered, same as the influence of
the current control and the power control. Finally, the output equivalent impedance is
derived. It provides a bridge for the later establishment and research of impedancemodel,
reduces the workload of model understanding, and lays foundation for the subsequent
stability analysis in a longer term.
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Abstract. Data link is a definedmessage format and communication protocol. It is
a real-time transmission systembetween sensors, control systems andweaponplat-
forms. Data links connect geographically dispersed forces, sensors, and weapon
systems to create seamless connectivity, information sharing, and increased com-
mand speed and coordination.In this paper, MIMO technology is applied to data
link system to improve the information rate. The performance of data link sys-
tem is closely related toMIMO technology. The comparative analysis of the (Zero
Forcing)ZF, (MinimumMean-Squared Error)MMSE, (Zero Forcing-Ordered suc-
cessive interference cancellation)ZF-OSIC and (Minimum Mean-Squared Error-
Ordered successive interference cancellation)MMSE-OSIC algorithms in MIMO
technology was carried out. The results are as follows: MMSE-OSIC algorithm
is the best among the four algorithms, MMSE, ZF algorithm is the worst, and
ZF-OSIC is between them.

Keywords: Data link system · MIMO. MMSE - OSIC · MMSE. ZF - OSIC · ZF

1 Introduction

Data link communication system, full name controller pilot data link communications
(CPDLC),mainly uses data instead of voice to provide trafficmanagement for controllers
and pilots. Data link communication system can provide communication services in air
traffic service facilities, including release, application, report and so on in standard format
[1, 2]. Meanwhile, it can also compensate channel congestion, signal mishearing and
signal distortion in voice communication. The data link communication system provides
the pilot with control information in text form. With the development of international
SATCOM technology, CPDLC has been widely used by international airlines and traffic
control systems as a means of communication through data link.In a single antenna
system, there are two ways to improve the communication rate, which are to increase
the transmission power and bandwidth. MIMO technology is introduced into data link
system to further improve its performance [3].

MIMO technology transceiver antenna number is more than one, by a plurality of
components. The signal from the sending endgoes throughmultiple paths to the receiving
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end,maximizing the utilization of spectrumand increasing the capacity [4, 5]. In the same
channel, space diversity technology is used to transmit multiple antennas. Compared
with other technologies,MIMO technology has obvious advantages in increasing system
capacity.

2 Data Link System MIMO System

2.1 V - BLAST Design

Beli-laboratories Layered spacetime (BLAST) was originally proposed by Foschini.
Because of its simple structure, BLAST is of great significance to the improvement of
frequency band utilization. BLAST simplymeans sending data in parallel usingmultiple
transmitting antennas, and then data on each receiving antenna are separated [6]. It can
be seen from its structure that the spectrum utilization of the system can be very high,
As the number of antennas changes, so does the volume.

2.2 MIMO Model of Data Link System

Multiple antennas are installed on the data link end machine, and a MIMO system is
formed between the two data link end machines. In this system, each antenna at the
transmitting end sends signals at the same time, and the signals received at the receiving
end are the superposition of signals sent by the transmitting end [7, 8]. The model is
shown in Fig. 1:

Serial parallel 
conversion

1S

2S

NS

Signal
detection

1r

2r

Nr

Parallel serial 
conversion

Input Output

Fig. 1. MIMO signal model of data link system

Suppose at a certain time, the signal vector sent by the sender is x =
[ x1 x2 . . . xN ]T, the signal vector received by the receiver is r = [ r1 r2 . . . rM ]T,
and the additive noise of the signal is z = [ z1 z2 . . . zM ]T.Assuming that the transmis-
sion channel of the signal is A flat channel, that is, the channel H remains unchanged
during transmission time of one frame of data, then the relationship between the signal
received by the receiving end and the input end is:

r = Hx + z (1)



Performance Analysis of Signal Detection Algorithm 217

In the type, H represents the transmission matrix of N × M , as follows:

H =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

h11 h12 . . . h1N
h21 h22 . . . h2N
...

...
. . .

...

hM 1 hM 2 . . . hMN

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(2)

Where, hMN is the transmission channel coefficient,N is the N antenna at the
transmitting end, and M is theM antenna at the receiving end.

The data link terminal converts the high-speed data stream through a series and
forms a low-speed parallel data stream, which is simultaneously transmitted through N
antennas on the same frequency band.In nature, there is a multipath effect in the channel,
and the signal reaches the receiving end through various fading, and the receiving end
recovers the original data stream from the obtained signals. Under the condition of
constant signal bandwidth and transmitting power, the system capacity is significantly
improved [9, 10].

3 Signal Detection Algorithm

In the data link system, a reasonable signal detection algorithm can be designed and the
spatial separation gain can be used to eliminate the interference and noise between the
sending end and the receiving end, so as to maximize the transmission rate and increase
the capacity of the system.

3.1 ZF Detection Algorithm

ZF algorithm is the simplest detection, and it is effective. Its idea is to use the breaking
matrix to enhance the received signal vector linearly, and finally detect the received
signal to obtain the sent signal vector [11]. Then the receiving vector is:

r = Hx + z (3)

ZF technology uses a weighted matrix to eliminate interference:

H+ = (HHH )−1HH (4)

Where (•)H is emmett transpose.

x̃ZF = H+r = x + (HHH )−1HHz = x + x̃ZF (5)

Among them, x̃ZF = H+z = (HHH )−1HHz. The resulting

r, = x + H−1z (6)

It can be seen that the ZF detection algorithm is simple in implementation and low in
computational complexity. The multi-stream interference between signals is eliminated,
but the noise is amplified.
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3.2 MMSE Detection Algorithm

ZF amplifies the noise during detection, MMSE takes advantage of the statistical char-
acteristics of noise to optimize the ZF algorithm, that is, to minimize the minimummean
square error.

WMMSE = argmin
w

E

[∥
∥
∥x − WHr

∥
∥
∥
2
]

=
(
E
(
rrH

))−1
E
(
rxH

)

=
(
HHH + σ 2

Z I
)−1

HH (7)

In formula (7), σ 2
Z is the variance of noise, It can be seen that MMSE detection

algorithm needs statistical information σ 2
Z of noise. From the weighted matrix WMMSE

of MMSE, the estimated value of the transmitter can be expressed as:

x̃MMSE = WMMSEr =
(
HHH + σ 2

Z I
)−1

HHr (8)

Thus, the corresponding mean square error can be obtained as follows:

MMSE = E
[
(x − WMMSEr)(x − WMMSEr)

H
]

= I − H
(
HHH + σ 2

Z I
)−1

H

=
(
I + σ 2

ZH
HH

)−1
(9)

3.3 ZF-Based Sorting Serial Interference Elimination (ZF-OSIC) Detection
Algorithm

ZFdetection algorithm is a one-time detection process by multiplying the inverse matrix
of the channel matrix by the left, without considering the influence of the detection
order of different layers on the detection [12].The sorted serial interference elimination
(OSIC) method does not calculate all the solution vectors at one time, but achieves
the solution of each layer by sorting and layer by layer detection. Theoretically, the
best detection order is that the large signal-to-noise(SNR) ratio, the more sub vector
is detected first. Therefore, the main idea of ZF-OSIC detection algorithm is to firstly
detect the sub-vector in the maximum sub-layer of SNR, then detect the interference
caused by this vector from the received signal, and then sort iteratively to complete the
detection of the whole signal. The signal detection algorithm of each layer adopts ZF
detection algorithm. The detailed steps of ZF-OSIC detection are shown below:

First, the initialization process, that is, when i = 1, let

G1 = H+ (10)

k1 = argmin
j

∥
∥(G1)j

∥
∥2 (11)
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And then recursion, every time i = i+1, until i is equal to the number of antennas,
let

Wki = (G1)ki (12)

yki = wT
kiri (13)

âki = Q(yki) (14)

ri+1 = ri − âki(H)ki (15)

Gi+1 = H+−
ki

(16)

ki+1 = argmin
j/∈{k1...ki}

∥
∥(Gi+1)j

∥
∥2 (17)

This algorithm uses the ZF algorithm, Where, H+−
ki

represents the pseudo-inverse

matrix of H after deleting column ki,(G1)ki is the ki-th row vector of Gi,Q stands for
quantitative decision function.In the whole calculation process, the SNR of each layer
is not directly calculated, but the layer with the minimum SNR is indirectly found by
finding the minimum row of G.This is because the average noise power of each layer
is the same. When H of the layer is larger, G is smaller. That is, the larger the channel
gain, the smaller the proportion of noise power in the receiving vector, and the higher the
SNR.In addition,MMSE detection algorithm can also be used in the detection process of
each layer, which is the only difference betweenMMSE-OSIC and ZF-OSIC algorithms
[13–15].

4 Simulation of Detection Algorithm

This section simulates the MIMO detection algorithm of serial interference cancellation
in multi-antenna data link system. The analog channel is Rayleigh channel, The noise on
the receiving antenna is random and follows the independent distribution of zero mean.

As shown in Fig. 2 and Fig. 3, There are two antennas at the transmitter and two at
the receiver, the modulation modes are QPSK and BPSK respectively, and the detection
performance of the two modulation modes is very close. Compared with ZF detection
algorithm, MMSE detection algorithm has better performance, According to theoretical
analysis,ZF algorithm is offset by the interference between different antenna, separates
the different algorithms of data flow, but has amplified noise, while MMSE algorithm
considered the effect of noise and interference between antennas, makes the detection
results of the receiver and transmitting between the minimum error in statistical sense.
Therefore, the performance of MMSE detection is generally better than ZF detection on
the whole, but the calculation of MMSE algorithm is large and the complexity is high.
After sorting these two algorithms respectively, namely ZF-OSIC and MMSE-OSIC, it
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Fig. 2. Bit error rate performance of 2 × 2 QPSK different algorithms

Fig. 3. Bit error rate performance of 2 × 2 BPSK different algorithms

can be seen that their detection performance is superior to ZF algorithm and MMSE
algorithm, and MMSE-OSIC algorithm is the best.

According to the simulation comparison in Fig. 4 and Fig. 5, it is observed that
when the number of transmitting and receiving antennas is 8 × 8 respectively and the
modulation mode is QPSK and BPSK, the bit error rate in QPSK modulation mode is
better than that in BPSK modulation mode. The bit error rate of ZF-OSIC and MMSE-
OSIC is much better than that of algorithm ZF and MMSE respectively. When the SNR
is greater than 10 dB, the effect of ZF-OSIC and MMSE-OSIC is more obvious. The
higher the SNR is, the lower the bit error rate of the detection of both is, In a word,
MMSE-OSIC has the best detection performance.
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Fig. 4. Bit error rate performance of 8 × 8 QPSK different algorithms

Fig. 5. Bit error rate performance of 8 × 8 BPSK different algorithms

5 Conclusion

In the design of data link end, MIMO technology is introduced into it, and the system
model of multi-antenna data link is given. This model uses MIMO spatial multiplexing
technology to send data stratified and sent out through different antennas. After inde-
pendent subchannel fading, through theoretical analysis, the system capacity of the data



222 J. Xiaolin et al.

link end is improved. The algorithm is verified by several simulations, it shows that
MMSE-OSIC has the best performance, followed by ZF-OSIC, MMSE and ZF, which
have the worst performance. When the number of transmitting antennas increases, the
corresponding interference is bound to increase, so it is an inevitable trend to improve
the detection of the system.

References

1. Ngo, H., Larsson, E., Marzetta, T.L.: Energy and spectral efficiency of very large mul-
tiuser MIMO systems. IEEE Trans. Wirel. Commun. 61(4), 1436–1449 (2012)

2. Lee,H.J., Kim,D.:A hybrid zero-forcing and sphere-decodingmethod forMIMOsystems. In:
International Conference onWireless Communications, Networking andMobile Computing,
pp. 1–4. IEEE (2006)

3. Hughes-Hartogs, D.: Ensemble Modem Structure for Imperfect Transmission Media:
USA4731816[P] (1988)

4. Sun, D., Zheng, B.: A novel multi-user low complexity bit allocation algorithm in cogni-
tive OFDM networks based on AM-GM inequality. In: Proceedings of the 3rd International
Conference on Wireless, Mobile and Multimedia Networks, pp. 217–220, Beijing, China
(2010)

5. Jian, Z., Qi. Z.: A novel adaptive resource allocation algorithm for multiuser OFDM-based
cognitive radiosystems. In: Proceedings of International Conference on Network Computing
and Information Security, pp. 442–445, Guilin, China (2011)

6. Ding, Z., Yang, Z., Fan, P., Poor, H.V.: On the performance of non-orthogonal multiple access
in 5G systems with randomly deployed users. IEEE Sig. Process. Lett. 21(12), 1501–1505
(2014)

7. Basar, E., Aygölü, U., Panayirc, E., Poor, H.V.: Orthogonal frequency division-
multiplexing with index modulation. IEEE Trans. Sig. Process. 61(22), 5536–5549 (2013)

8. Dai, L., Wang, B., Yuan, S., Chih-Lin, I., Wang, Z.: Non-orthogonal multiple access for 5G:
solutions, challenges, opportunities, and future research trends. IEEE Commun. Mag. 53(9),
74–81 (2015)

9. Mishra, P., Singh, G., Vij, R., et al.: BER analysis of Alamouti space time block coded 2x2
MIMO systems using Rayleigh dent mobile radio channel. In: 2013 IEEE 3rd International
Advance Computing Conference (IACC), pp. 154–158. IEEE (2013)

10. Zhou, S., Zhao, M., Xu, X., et al.: Distributed wireless communication system: a new
architecture for future public wireless access. IEEE Commun. Mag. 41(3), 108–113 (2003)

11. Windpassinger, C., Fischer, R., Huber, J.B.: Lattice-reduction -aided broadcast precoding.
IEEE Trans. Commun. 52(12), 2057–2060 (2004)

12. Dohler, M., Aghvami, H.: On the approximation of MIMO capacity. IEEE Trans. Wirel.
Commun. 4(1), 30–34 (2005)

13. Loyka, S.: Multi- -antenna capacities of waveguide and cavity channels. IEEE Trans. Veh.
Technol. 54(3), 863–872 (2005)

14. Beach, M.A., McNamara, D.P., Fletcher, P.N., et al.: MIMO-a solution for advanced wireless
access. In: Proceedings of IEEE 11th International Conference on Antennas and Propagation,
pp. 231–235 (2001)

15. Tarokh, V., Seshadri, N., Calderbanb, A.R.: Space time codes for high data rate wireless
communication: performance criterion and code construction. IEEE Trans. Inf. Theor. 44(2),
744–765 (1998)



Detection Algorithm of Compressed Sensing
Signal in GSM-MIMO System

Jiang Xiaolin, Tang Zhengyu(B), and Qu Susu

Heilongjiang University of Science and Technology, Harbin 150000, China
18317859938@139.com

Abstract. For the generalized spatial modulation in the underdetermined system
with the number of transmitting antennas larger than the number of receiving
antennas, the activation of the antenna is small and inaccurate. The traditional
MMSE algorithm and the ZF algorithm still perform the pseudo-inverse opera-
tion on the entire channel matrix, which results in a large number of redundancy.
Although the ML algorithm has the best detection performance, the complexity is
difficult to meet the actual requirements. In this paper, for the sparse characteris-
tics of GSM signals, a detection algorithm is improved based on the compressed
sensing recovery algorithm SWOMP. The algorithm first selects multiple or one
active antenna sequences conforming to the spatial modulation to form an index
set according to the situation, and then uses the backtracking principle to select
the atomic column according to the threshold, rejects the unreliable sequence, and
finally uses the minimum mean square error algorithm to detect the modulation
symbol according to the activated antenna index. The pseudo-inverse operation
of the entire channel matrix is avoided, and the bit error rate is lower than the ZF
algorithm, the MMSE algorithm and the OMP algorithm, and the performance of
the proposed algorithm is closer to the ML algorithm, which is a better way that
balance between complexity and detection performance.

Keywords: GSM-MIMO · Compressed sensing · Signal detection

1 Introduction

The MIMO system not only makes the system’s throughput increase in proportion, but
also makes the system’s reliability stronger by the diversity technology. However, while
high-speed and large-scale multi-dimensional data brings high-efficiency transmission,
the detection method and performance of the receiving end face higher challenges. For a
traditional multi-antenna spatial multiplexing system, how many independent RF links
are there in the system. With the surge in data demand, in order to further increase the
data transmission rate, the MIMO system needs to increase the number of transmitting
antennas, and the number of corresponding RF links becomes enormous, which not
only brings a small challenge to the miniaturization of the transmitter. It also makes
the hardware implementation cost high. Unlike spatial multiplexing, SM-MIMO maps
information bit blocks into two information bearing units: spatial constellation symbols
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and signal constellation symbols. Only one or a few antennas are activated when trans-
mitting, which reduces the number of links and opens up the possibility of hardware
cost reduction at the receiving end.

Spatial modulation technology is a relatively new multi-antenna transmission tech-
nology, except for the amplitude phase in the general real and imaginaryfields.Amplitude
and Phase Modulation (APM), which also introduces the spatial dimension as the third
dimension, mines the serial number of the transmitting antenna for additional mapping,
and establishes the mapping relationship between the antenna number and the input bits
to complete the spatial modulation target. Since the number of receiving antennas of
the user is small and the number of antennas of the BS is small, signal detection is a
challenging large-scale uncertain problem. When the number of transmitting antennas
becomes large, the optimalmaximum likelihood (ML) signal detector suffers fromexces-
sive complexity [3], which is unacceptable in practical engineering. Since the number
of active antennas is smaller than the total number of transmit antennas, the SM sig-
nal has inherent sparsity, and the sparsity of the signal can be improved by utilizing
the compression sensing (CS) theory [1, 2]. That is, the signal detection scheme based
on the compressed sensing theory can be used for detection at the receiving end. And
CS-based signal detectors have been proposed for uncertain small SM-MIMO [4, 5].
However, compared with the best ML detectors, their bit error rate (BER) performance
still has a large gap, and Gao et al. [6] proposed a packet transmission scheme suit-
able for large-scale SM-MIMO systems. A structured Subspace Pursuit (SSP) detection
algorithm is presented. This algorithm is an improvement of the OMP algorithm. Each
iteration selects multiple atoms and expands the signal search space. Therefore, its bit
error rate is lower than that of the OMP algorithm, but the complexity is also increased
accordingly. A CoSaMP-based Spatial Matching Pursuit (SMMP) detector is proposed
in [7], which is applied in a multiple access channel with a large-scale antenna base
station. These compression-sensing detectors have a large performance penalty. There-
fore, the balance between detection performance and complexity of detection algorithms
needs further discussion.

2 System Model

In this paper, it is assumed that the number of input signal antennas and the number
of output signal antennas in the MIMO system are respectively NT and NR, noting
NT ≤ NR. If the number of active antennas on the sender is NA, there are C

NA
NT

a total

possible combination. There are a combination of spatial symbols N = 2logC
NA
NT . The

system model for spatial modulation is (Fig. 1):
Assume that there is perfect channel information. The receiving model of the system

is

y = Hx + √
NTEx/ρn (1)

Where y is a column vector of NR × 1. S is a constellation symbol set, x is a column
vector of NT × 1, and the sparsity is NA. Which is x ∈ SNT×1. H is the channel matrix
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Fig. 1. Block diagram of GSM system

of NT × NR. n is Gaussian white noise, ρ is signal to noise ratio, Ex =
NT∑

i=1
‖xi‖22
NT

is the
mean of the transmitted symbol energy.

3 Detection Algorithm Based on Compressed Sensing
Reconstruction

According to the above GSM system model, the transmitted signal vector x is an NA

sparse signal, that is, there are only NA non-zero elements in x, which is much smaller
than the number of transmitting antennasNT . For MIMO channels, if the channel matrix
H satisfies theN-orderRIP, then for any sparse signal x, the following formula is satisfied.

(1 − δk)‖x‖22 ≤ ‖Hx‖22 ≤ (1 + δk)‖x‖22 (2)

It can be accurately recovered from the received signal, where is the K-order RIP
parameter [5]. According to the research literature [6], it can be seen that when
NR ≥ cNA · 1og(NT /NA), δNA ≤ 0.1 satisfies the requirement of formula (2). There-
fore, a compression-aware recovery algorithm can be used to solve the GSM detection
problem.

3.1 GSM Detection Based on SWOMP Algorithm

In theory, the OMP algorithm can reconstruct the sparse signal x after iteration. SWOMP
selects multiple atomic columns at a time to effectively reduce the number of iterations.
However, in the wireless channel, since the received signal is affected by additive noise,
only one inner product maximum or multiple is selected for each iteration, and it is very
likely that thewrongactivated antenna index is selected, so that the detectionperformance
of the OMP algorithm is large. discount. Therefore, we use an improved flexible and
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optional atomic selection strategy and backtracking ideas to make use of Eq. (3) to make
an compromise between algorithm complexity and detection performance.

|θi| ≥ Tg = g ∗ max
∣∣∣�T r

∣∣∣ (3)

Where, ∀i ∈ J , set J is the set of serial numbers of � in the first selection sensing
matrix, with coefficient g ∈ (0, 0.5]. The threshold standard of pruning is related to the
residual error of this iteration, which can determine the correct atomic scolumn better. In
order to adapt the recovery algorithm to the system, we will use the sparse signal to take
the characteristics of the constellation symbol in the modulation constellation. In the
recovery algorithm, we will select the point in the constellation as the estimated value
of the signal instead of the original algorithm. The value obtained by direct calculation.
Finally, the MMSE is used to detect the antenna number that retains the closest and
satisfies the spatial symbol as the spatial symbol detection value (Fig. 2).

Fig. 2. Flow chart of improved swomp detection algorithm
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The algorithm steps are as follows:

θt = θAΛt
= Q

(((
HAΛt

)H
HAΛt

+ σ 2 I)
)−1(

HAΛt

)H
y

)
, {Final estimite} (4)

Where Q is the quantization function. Each vector is quantized to an integer. σ 2 is
the statistical information of noise. The above iterative process can ensure that the final
antenna combination is a spatial symbol.

Transform selection criteria: ‖rt‖2 ≥ ‖rt − 1‖2; According to the comparison of
the residual energy values of the adjacent stages, if the current stage is larger than the
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previous stage, it means entering the small step long stage, then switch the selection
criteria. The maximum number of iterations is the sampling valueM. if the iteration stop
condition is met, the output is direct. The stop iteration condition is set to the following
two cases: in the first case ‖rt‖2 ≤ ε1, ε1 is the noise measurement value under ideal
condition; in the second case, there is no qualified atomic column in step (5), when there
is no suitable selection column for the first time, it also means that there is no atom
matching with the Acolumn of the sensing matrix in the residual error, and the result
can be directly output; the above two conditions are full Any one of them will exit the
cycle and output the result.

3.2 Complexity Analysis

As a measure, the number of floating-point operations (only considering multiplication,
one complex number multiplication equals to four floating-point operations) needed
to realize a GSM signal detection is used to compare and analyze the computational
complexity of ML algorithm, ZF algorithm, OMP algorithm and the algorithm proposed
in this paper.

For MMSE algorithm, floating point operand required [8]:

CMMSE = 4N 3
T + 12N 2

TNR + 7N 2
T + 6NTNR (5)

For ZF algorithm, floating point operand required [9]:

CZF = 4N 2
TNR + 4

3
N 3
T + 8NRNT + 11N 2

T (6)

For ML algorithm, floating point operand required [10]:

CML = (6NA + 3)NRM
NAN (7)

For the OMP algorithm, the required floating-point operands are:

COMP = 4NTNRNA + 4NR

NA∑

t=1

(t)2 + 4

3

NA∑

t=1

(t)3 + 8NR

NA∑

t=1

t + 11
NA∑

t=1

(t)2 (8)

The algorithm proposed in this paper: the number of iterations is less than or equal
to, and the operation amount of each iteration is mainly concentrated in two parts: inner
product operation part and generalized inverse operation part.

The inner product operation part is similar to OMP, t represents the total number of
iterations, t ≤ NA in the proposed algorithm.

Ca = 4NTNRt (9)

The generalized inverse operation part can be expressed as:

Cb = 4(Gk
avg)

2NR + 4

3
(Gk

avg)
3 + 8Gk

avgNR + 11(Gk
avg)

2 (10)
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Finally, MMSE algorithm is used to estimate symbols:

Cc= 4(Gk
avg)

3 + 12Gk
avgNR + 7(Gk

avg)
2 + 6Gk

avgNR (11)

WhereGk
avg represents the number of indexes contained in the selected set in iteration

K.
From the above analysis, the complexity of the algorithmcan be expressed as follows:

Cproposed = 4NTNRt + 4(Gk
avg)

2NR + 4

3
(Gk

avg)
3 + 8Gk

avgNR + 11(Gk
avg)

2 +
4(Gk

avg)
3 + 12Gk

avgNR + 7(Gk
avg)

2 + 6Gk
avgNR (12)

From the above analysis, it can be seen that ML increases exponentially with the
number of active antennas and modulation order, and the complexity is the highest.
Compared with MMSE and ZF algorithm, because of the inverse of the whole channel
matrix, the improved compressed sensing detection algorithm in this paper firstly uses
the uncertain number of active antennas to obtain the sequence, which is equivalent to
reducing the number of transmitting antennas, and then uses MMSE algorithm to obtain
the signal modulation symbols. Although the complexity of the algorithm is higher than
that of the OMP algorithm, the other advantages of compressed sensing are guaranteed
and the bit error rate is reduced. See Table 1 for details.When the number of transmitting
antennasNT=10 and the number of receiving antennasNR=16, the specific complexity
is:

Table 1. Complexity comparison

Algorithm Average
complexity

NA = 2 NA = 3

ML 122880 172032

MMSE 24860 24860

ZF 10113 10113

OMP 2052 2692

proposed 4562 4577

4 Simulation Analysis

In this paper, the bit error rate (BER) is used as the detection performance index to
evaluate the BER performance of the above algorithms. The simulation parameters are
configured as follows: in the single symbol GSM system, the number of transmitting
antennas NT = 10, the number of receiving antennas NR = 16, the observed SNR range
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[0,10], and the step size is 2. The channel adopts quasi flat Rayleigh fading channel,
assuming that the receiver knows the exact channel state information.

As for the threshold coefficient g of the middle backtracking of the algorithm pro-
posed in this paper, when the signal-to-noise ratio is 0, the influence of the parameters
on the algorithm is as follows:

Fig. 3. Influence of coefficient g on algorithm under different sparsity

It can be seen from Fig. 3 that under the same sparsity K, with the increase of
coefficient g, the recovery probability of the algorithm is improved, and the attenuation
of the increase of sparsity is also slow. This is because the increase of coefficient g
will make the backtracking filtering more accurate. However, when the coefficient g is
greater than 0.5, the overall recovery probability will be affected due to the small number
of selected atomic column sets. Therefore, the coefficient g is taken as 0.5 in the later
simulation.

Figure 4 shows the trend of the BER of ML, ZF, MMSE, OMP algorithm and the
improved algorithm with the signal-to-noise ratio when the number of active antennas is
unknown and QPSK modulation is adopted. The simulation results show that the BER
of the proposed algorithm is lower than that of ZF algorithm, MMSE algorithm and
OMP algorithm, and more close to the performance of ML algorithm. Among them, the
method of selecting atomic columns in OMP algorithm is fixed and cannot eliminate the
wrong sequence. Although the initial error rate is lower than ZF, MMSE algorithm, but
with the improvement of SNR, the error rate has not improved significantly. Floor effect
exists in the detection algorithms of compressed sensing [11]. The algorithm proposed
in this paper can reduce the error rate and the convergence floor at the same time.
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Fig. 4. Performance comparison of ML, ZF, MMSE, OMP and improved algorithm

5 Conclusion

In this paper, a low complexity signal detection algorithm based on sparse reconstruc-
tion theory is proposed by using the sparsity of GSM signal. Simulation results show
that compared with the traditional OMP algorithm, the threshold value is used to select
multiple atoms for fast approximation, and the switch selection strategy is used to accu-
rately approximate the sparse when the sparse degree of the original signal may be
overestimated. At last, we trace back the support set, prune the error columns which
may be caused by multiple atom selection, and effectively reduce the system error rate
at the expense of a small amount of complexity. Although there is some performance
loss compared with ML algorithm, it effectively solves the problem of high complexity
of ML algorithm and to some extent, the balance between complexity and detection
performance is achieved, so it has certain application significance.
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Abstract. In the Multi-ary chaos shift keying communication represented by
CD-QCSK, each symbol carries multiple information bits, which can effectively
improve the transmission rate. Since the bit energy of chaotic carrier is not con-
stant, which may easily lead to misjudgment when receiving. Based on the feasi-
bility study of combination in FMmodulation andCD-QCSKcommunication, this
article proposes a multi-ary FM-CD-QCSK communication model of frequency
modulation-correlation delay-orthogonal chaos shift keying. By the FM modula-
tor, The chaotic signal is changed into the carrier signal with constant envelope
and random change of frequency within a certain range, so that each symbol has
equal bit energy for transmission to improve the anti-interference and anti-noise
ability of the system effectively. The simulation results show that, whatever the
spreading spectrum factor changed, compared with existing Multi-ary chaos shift
keying communication QCSK and CD-QCSK, the FM-CD-QCSK has better error
performance and can better meet the requirements of high rate and communication
quality under the same signal to noise ratio.

Keywords: Multi-ary · Chaos keying · FM modulation

1 Introduction

The chaotic signal takes advantage of the characteristics of aperiodic, high bandwidth,
random-like and numerous, and is applied to spread spectrum and other wireless com-
munication systems to act as carriers to achieve spectrum expansion while completing
digital modulation. It has strong anti-noise, anti-interference, anti-multi-path fading and
anti-parameter sensitivity [1, 2]. As the mainstream of binary chaotic keying commu-
nication technology, differential chaotic shift keying based on incoherent demodulation
(Differential Chaos Shift Keying, DCSK) [3] does not need channel estimation and
spread spectrum code synchronization, but it takes about half of the time to transmit
power, use chaotic carriers that do not contain any data information as reference signals,
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which is difficult to meet the application requirements of high-speed, high-quality data
transmission [4, 5]. Therefore, the Multi-ary chaotic keying communication with multi-
ple information bits carried by each symbol has gradually become the focus of scholars
at home and abroad [6].

In the article [7], aMulti-ary quadrature chaotic shift keying(QCSK) communication
model is proposed based onDCSK. Themodel adopts four-phase orthogonal modulation
and makes use of the zero correlation between the two orthogonal signals to increase
its data transmission rate to twice as much as DCSK. In order to further improve the
information transmission rate, the article [8], a Multi-ary correlation delay-quadrature
chaotic shift keying (CD-QCSK) communication model is proposed by combining cor-
relation delay shift keying (CDSK) [9] with QCSK. The model can have the advantages
of high transmission rate of CDSK and QCSK at the same time, and its transmission
rate can be 4 times of that of DCSK [10] and 2 times of that of QCSK. However, due
to the aperiodic characteristics of chaotic signal, the bit energy will change with time
after CD-QCSK modulation, which leads to the increase of bit error rate (BER) caused
by decision problem.

Based on the above analysis, this paper proposes a combination of frequency mod-
ulation (FM) [11] and CD-QCSK communication, and proposes a Multi-ary frequency
modulation-correlation delay-quadrature chaos shift keying (FM-CD-QCSK) commu-
nication model. At the transmitter, the chaotic signal is transformed into a carrier whose
envelope is constant and the frequency varies randomly in a certain range by FMmodu-
lation, so that each symbol has the same bit energy and reduces the bit error rate (BER).
At the receiving end, the reference signal and its orthogonal signal are divided into two
ways to correlate with the carrier signal. As well as the information transmitted by each
symbol can be doubled without FM resolution, and the system can improve the informa-
tion transmission rate while reducing the bit error rate. The communication performance
of FM-CD-QCSK system in Gaussian white noise channel and Riley channel is sim-
ulated and analyzed, and compared with the Multi-ary chaotic keying communication
system QCSK and CD-QCSK. The results show that the FM-CD-QCSK system can
effectively combine the error performance with the transmission rate, and will have a
certain application prospect in the field of high-speed wireless communication.

2 FM-CD-QCSK Communication Model

2.1 Emission Model

Figure 1 shows emission model of FM-CD-QCSK. If high-frequency carrier c(t) =
Ac cosωct is assumed, the chaotic signal x(t) with random amplitude variation can be
output after frequency modulation as follows:

x′(t) = Ac cos(ωct + kf

∫ t

0
x(τ )dτ) = Ac cosϕ(t) (1)

In the formula (1), Ac is the carrier amplitude, kf is the frequency modulation coeffi-
cient, and x′(t) is the chaotic frequency modulation signal with constant amplitude and
random frequency variation.
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Fig. 1. Emission model of FM-CD-QCSK

In view of the shortage of transmitting reference signal in half of each symbol period
of QCSK, FM-CD-QCSK uses the communication principle of CDSK chaotic keying
for reference, converts binary information sequence into information signal as a, b, c,
d , modulates four information signals at the same time by using chaotic signal of delay
Tb/2, Tb and its orthogonal signal, and then transmits it after superposition with chaotic
frequency modulation signal x′(t).

In the l symbol period, the output signal of the FM-CD-QCSK transmitter, as follows.

s(t) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

sa(t) = x′(t) + ax′(t − Tb/2), (l − 1)Tb ≤ t < (l − 3/4)Tb

sb(t) = x′(t) + bx′(t − Tb), (l − 3/4)Tb ≤ t < (l − 2/4)Tb

s∧c (t) = x′(t) + cx̂′(t − Tb/2), (l − 2/4)Tb ≤ t < (l − 1/4)Tb

s∧d (t) = x′(t) + dx̂′(t − Tb), (l − 1/4)Tb ≤ t < lTb

(2)

In the formula (2), x̂
′
(t) is a chaotic signal with which x′(t) is orthogonal by Herbert

transform. After the information sequence is transformed by bipolar transformation,
a, c is modulated with the chaotic frequency modulation signal x′(t − Tb/2) of delay
Tb/2 and its orthogonal chaotic frequency modulation signal x̂′(t − Tb/2), and b, d is
modulated with the chaotic frequency modulation signal x′(t − Tb) and its orthogonal
chaotic frequency modulation signal x̂′(t − Tb) with a delay of Tb, respectively. If the
information signal is “+1”, the information signal is the same as the reference signal;
if the information signal is “−1”, the information signal is opposite to the reference
signal. Therefore, the transmitted information signal is included in the correlation value
of symbol sample values of two adjacent symbol.

2.2 Receiving Model

Figure 2 shows receiving model of FM-CD-QCSK. It is assumed that the transmitted
signal is interfered by additive white Gaussian noise n(t) in the transmission process,
the received signal is correlated with its delay Tb/2, Tb signal respectively. For example
ra(t), r∧c (t), the output ya(t), yc(t) through the correlator are
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Fig. 2. Receiving model of FM-CD-QCSK

ya(t) =
∫ (l− 3

4 )Tb

(l−1)Tb
ra(t)ra(t − Tb/2)dt

=
∫ (l− 3

4 )Tb

(l−1)Tb
[sa(t) + n(t)][sa(t − Tb/2) + n(t − Tb/2)]dt

=
∫ (l− 3

4 )Tb

(l−1)Tb
[sa(t)sa(t − Tb/2)]dt +

∫ (l− 3
4 )Tb

(l−1)Tb
[sa(t)n(t−Tb/2)]dt

+
∫ (l− 3

4 )Tb

(l−1)Tb
[sa(t − Tb/2)n(t)]dt +

∫ (l− 3
4 )Tb

(l−1)Tb
[n(t)n(t − Tb/2)]dt

=
∫ (l− 3

4 )Tb

(l−1)Tb
[sa(t)sa(t − Tb/2)]dt (3)

yc(t) =
∫ (l− 1

4 )Tb

(l− 2
4 )Tb

r∧c (t)r∧c (t − Tb/2)dt

=
∫ (l− 1

4 )Tb

(l− 2
4 )Tb

[s∧c (t) + n(t)][s∧c (t − Tb/2) + n(t − Tb/2)]dt

=
∫ (l− 1

4 )Tb

(l− 2
4 )Tb

[s∧c (t)s∧c (t − Tb/2)]dt +
∫ (l− 1

4 )Tb

(l− 2
4 )Tb

[s∧c (t)n(t−Tb/2)]dt

+
∫ (l− 1

4 )Tb

(l− 2
4 )Tb

[s∧c (t − Tb/2)n(t)]dt +
∫ (l− 1

4 )Tb

(l− 2
4 )Tb

[n(t)n(t − Tb/2)]dt

=
∫ (l− 1

4 )Tb

(l− 2
4 )Tb

[s∧c (t)s∧c (t − Tb/2)]dt (4)

In the formula (3) and (4), due to the good auto-correlation of chaotic signals, the
correlation values of the other three terms are all zero except that the first term is a useful
term carrying information. When the threshold value of the decision circuit is set to
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zero, the FM modulation will make the signal energy tend to be constant. When ya(t),
yc(t) > 0, the value of the decision output is “+1”, and when ya(t), yc(t) < 0 the value
of the decision output is “−1”.

3 FM-CD-QCSK Simulation Analysis

In order to study the communication performance of FM-CD-QCSK, the FM-CD-QCSK
communication model based on Gaussian (AWNG) channel and Riley (Rayleigh) chan-
nel is simulated and analyzed, and the influence of the system parameters on the com-
munication performance is obtained, and compared with other similar chaotic keying
communication models.

Figure 3 shows the variation of error performance of FM-CD-QCSK with spread
spectrum factor in AWNG channel. The simulation time is T = 2000 s and the spread
spectrum factor is m = 8, 16, 32. It can be seen from the simulation diagram that
when Eb/N0 < 4 dB, the error performance of the FM-CD-QCSK system at different m
values is comparable, which indicates that the influence of the spreading factor on the
system performance is not obvious in this range. When the signal-to-noise ratio (SNR)
is larger than 4 dB, the spread spectrum factor increases, which leads to the deterioration
of the error performance of the system. This is because the noise interference term
of the receiver correlator demodulation is proportional to the spread spectrum factor.
With the increase of the spread spectrum factor, the introduced noise component will
increase, whichwill lead to the deterioration of the error code performance of the system.
Therefore, there is an optimal m value parameter setting.

Fig. 3. BER performance of FM-CD-QCSK under different spreading factors of AWNG channel

Figure 4 shows the variation of error performance of FM-CD-QCSK system with
signal-to-noise ratio (SNR) in AWNG channel. The simulation time is T = 2000 s, and
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the signal-to-noise ratio is Eb/N0 = 4, 10, 16 respectively. The simulation results show
that the bit error rate (BER) decreases with the increase of SNR. At the same time, when
Eb/N0 = 4 dB, the BER curve is almost a straight line, which shows that the influence of
spread spectrum factor on BER is not obvious at low SNR. When Eb/N0 = 10, 16 dB,
it can be found that when 0 < m < 8, as the spreading factor increases, the bit error
rate gradually decreases, but when the spread spectrum factor increases to the critical
value m = 8, the bit error rate increases with the increase of spread spectrum factor.
This is due to the increase of the noise component introduced in the receiver correlator
with the increase of the spread spectrum factor, which leads to the increase of the bit
error rate (BER) of the system. Therefore, under the condition of certain signal-to-noise
ratio (SNR), the optimal error performance of FM-CD-QCSK system will be obtained
by properly selecting the spread spectrum factor m = 8.

Fig. 4. BER performance of FM-CD-QCSK under different signal-to-noise ratios in AWNG
channel

Figure 5 shows the simulation results for all systems (including FM-CD-QCSK
、CD-QCSK and QCSK) with different values of M for BER performance comparison.
The simulation time is T = 2000 s, and the spread spectrum factor is m = 8, 16 respec-
tively. By comparing diagram (a), diagram(b), it can be found that when 0 < Eb/N0 <

16, the bit error rate (BER) of FM-CD-QCSK system is better than that of QCSK and
CD-QCSK at different m values. When the bit error rate is the same, the signal-to-noise
ratio (SNR) of FM-CD-QCSK is about 1 dB higher than that of CD-QCSK and 2 dB
higher than that of QCSK. Thus it can be seen that by introducing FM modulation into
CD-QCSK, FM-CD-QCSK can achieve better communication performance.
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  (a)  m=8                                 (b)  m=16 

Fig. 5. Comparison of BER performance between FM-CD-QCSK,CD-QCSK and QCSK in
AWNG channel

Figure 6 shows the variation of BER performance of FM-CD-QCSK with spread
spectrum factor in Rayleigh channel. The simulation time is T = 2000 s, and the spread
spectrum factor is m = 8, 16, 32 respectively. The maximum Doppler translation of
channel parameters is 1 Hz, and the M-path parameter is L = 3. The simulation results
show that when Eb/N0 < 4 dB, FM-CD-QCSK has similar bit error performance under
different spread spectrum factors, which shows that the spread spectrum factor has little
effect on the bit error rate at low signal-to-noise ratio (SNR) of Riley channel. When the
signal-to-noise ratio (SNR) is larger than 4 dB, the error performance of the system is
improved with the increase of spread spectrum factor. By comparing with Fig. 5, it can
be found that the optimal value of spread spectrum factor of FM-CD-QCSK system in
Rayleigh channel is larger than that in Gaussian channel, which is due to the fact that
multipath delay will increase the decision energy, thus offsetting the partial correlation
noise interference caused by the increase of spread spectrum factor.

Figure 7 shows the BER performance simulation curve of FM-CD-QCSK in AWNG
channel and Rayleigh. channel. The simulation time is T = 2000 s, the spread spectrum
factor is m = 8, themaximumDoppler translation of channel parameters is 1 Hz, and the
multipath channel parameters are L= 2 and L= 3 respectively. When 0 < Eb/N0 < 18,
the bit error rate (BER) of FM-CD-QCSK in Gaussian channel is close to 0, and the
bit error rate (BER) of FM-CD-QCSK in Rayleigh fading channel is higher than that in
Gaussian channel, and the attenuation is slower. It is shown that the effect of multipath
delay effect on signal transmission in Riley channel model is more serious than that in
AWGNchannel, so the error performance of the system inGaussian channel is obviously
better. InRiley channel, whenEb/N0 < 10 dB, the bit error rate (BER) of FM-CD-QCSK
under different multipath channel parameters is approximately the same, which indicates
that the multipath channel parameters have little effect on the system performance in
this range. When the signal-to-noise ratio (SNR) is larger than 10 dB, the difference
between L = 3 and L = 2 is gradually obvious. When BER = 10−2, the signal-to-noise
ratio (SNR) of the system with multipath parameter L = 3 is about 2 dB higher than that
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Fig. 6. BER performance of FM-CD-QCSK under different spread spectrum factors in rayleigh
channel

of L = 2, which is due to the increase of signal energy in the decision variable due to
the superposition of signal energy in each path channel, which makes it easier for the
decision valve to judge the correct value.

Figure 8 shows the BER performance simulation curves of FM-CD-QCSK, CD-
QCSK and QCSK over Rayleigh channel. The simulation time is T = 2000 s, the
spreading factor is m = 16, the maximum Doppler shift of the channel parameters
is 1 Hz, and the multipath channel parameters are L = 2 and L = 3, respectively.
Compared with diagram (a), diagram (b), the BER values of the three systems are very
similar when 0 < Eb/N0 < 10. It is shown that the error performance of the three
systems is approximately the same when the signal-to-noise ratio (SNR) of the three
systems is low. When 10 < Eb/N0 < 30, with the increase of signal-to-noise ratio
(SNR), the bit error rate (BER) of FM-CD-QCSK decays faster, and the advantages of
BER are more and more obvious. In the case of Eb/N0 = 30, the bit error rate (BER)
of FM-CD-QCSK approaches zero. It can be concluded that the error performance of
FM-CD-QCSK system in Riley channel is better than that of CD-QCSK and QCSK.
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Fig. 7. Comparison of BER performance of FM-CD-QCSK in AWNG channel and rayleigh
channel

 (a)  L=2                                  (b)  L=3 

Fig. 8. Comparison of BER performance between FM-CD-QCSK,CD-QCSK and QCSK in
rayleigh channel
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4 Conclusion

In order to further improve the anti-interference and anti-noise ability of Multi-ary
chaotic keying communication represented by CD-QCSK, a new type of FM-CD-QCSK
Multi-ary chaotic keying communication model is proposed by combining it with FM
modulation. The system makes each symbol have equal bit energy by FM modulation,
and can ensure high-speed transmission of information while reducing the bit error rate.
The communication performance of FM-CD-QCSK in AWNG and Rayleigh channels
are simulated and compared with CD-QCSK and QCSK. It is concluded that FM-CD-
QCSK has better communication performance and can better meet the high quality and
high speed application requirements of wireless communication.
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Abstract. Wind power generation has great randomness because of its random-
ness and uncontrollability. Due to the instability of wind energy, the power system
access to large-scale wind power will pose a serious threat to the system. The
accuracy of wind power prediction is very important to the security and stability.
In this paper, a prediction model of electric power based on wavelet and BP neural
network is proposed. The wavelet can further refine the periodic and nonlinear
characteristics of electric power, and it solves many uncontrollable features when
testing with BP neural network alone. The simulation shows that the prediction
results of this method is better than that of BP neural network.

Keywords: BP neural network · Wavelet transform · Wind power prediction

1 Introduction

Wind energy is a conversion of solar energy, which is an important strategic choice for
many countries to develop new energy and achieve sustainable development. According
to the 2018 Global Wind Report by Global Wind Energy Council, the share of wind
power is steadily increasing. In 2018, the new installed capacity of the global wind
energy industry was 51.3 GW, and the global offshore market grew by 0.5%. During the
utilization of wind energy, the randomness and fluctuation of wind speed will result in
the unstable output of turbine. The power quality cannot be guaranteed [1]. In addition,
due to the instability of wind energy, the power system access to large-scale wind power
will pose a serious threat to its safe and stable operation. Accurate wind power prediction
can solve the grid connection problemwell, which is conducive to reducing the operating
cost of wind energy plants.

The influence factors of wind power forecast include wind turbine arrangement,
terrain, roughness, air pressure, temperature, speed, direction and other environmental
conditions. It is also affected by the actual conditions such as unit operation status, wake
effect, turbulence and other factors. Currently, the common statistical model methods
for wind power forecast are Kalman filter method [2], time series method [3, 4], artificial
neural network method [5–8], wavelet analysis method [9, 10], SVM regression method
[11] and combined model method [12, 13]. They are based on the statistics of histor-
ical wind patterns, the physical data from the site and the physical properties of wind
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turbines. Kalman filter method needs to be closely combined with the estimated target
in application. Accurate mathematical modeling of the estimated target is helpful to
the design and implementation of Kalman filter algorithm. In [2], the authors explored
a new Kalman filter method, which can get the curves of wind speed and predict it.
The prediction models of random time series include several models. In [4], the authors
proposed an improved Markov chain model. They utilized a three-dimensional state
transition probability matrix to generate wind power time series. However, the forecast
error of high wind speed is still large, especially when the wind speed changes violently
in a short time, the power will climb rapidly. To further improve the forecast accuracy
of high wind speed period, some scholars choose the deep convolution neural network
with more layers of network structure. In [11], the authors presented a Support Vector
Machine method using Dutch Hill Wind Farm data and got a better result than linear
Support Vector Machine model. In this paper, we study the recent researches and estab-
lish a wind power forecast model based on wavelet transform and neural network. In
Sect. 2, we introduce the basic theory of BP neural network and the specific process of
wind power forecast by BP neural network. In Sect. 3, we explore wind power forecast
method based onwavelet neural network. In Sect. 4, we took awind power plant in North
China as an example and compared the application effect of wavelet neural network and
BP neural network model in wind power forecast based on one month’s local weather
data. Finally, we present the conclusion and discuss the issues involved in wind power
forecast.

2 Wind Power Forecast by BP Neural Network Algorithm

BP (Back Propagation) neural network algorithm is a reverse transmission algorithm
simulating human brain neurons. The structure of BP neural network is shown in Fig. 1.
In this algorithm, the two processes of “signal forward transmission” and “error back
propagation” are carried out in a reciprocating manner, to meet the conditions of the
error between the output and the expected value.

The forward transmission of signal is to calculate the output of network with given
signals. Set the input vector of input layer as Uk(u1, u2, · · · , un), k = 1, 2, · · · , n. The
corresponding input information actual vector is dk = (d1, d2, · · · , dn), so the hidden
layer input s is:

sj =
n∑

i=1

wijui − θj j = 1, 2, · · · , p (1)

Where wij is the connection weight, θj is the threshold value, p is the number of
neurons in the hidden layer.
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Fig. 1. Topological structure of BP neural network

2.1 Back Propagation of Error

Calculate the error and change the weight accordingly. The error E of the output layer
is:

E = 1

2
(d − O)2 = 1

2

q∑

k=1

(dk − OK )2 (2)

By expanding the above error definitions, we can see that the error is a function of
the weight of each layer, and then we can change the error by adjusting the weight. The
change of the weight of each neuron is directly proportional to the decrease of the error
gradient. The weight adjustment amount is:

�vjk = −η
∂E

∂vjk
, j = 0, 1, 2, · · · , p, k = 1, 2, · · · q (3)

�wjk = −η
∂E

∂vij
, i = 0, 1, 2 · · · ,m, k = 1, 2, · · · p (4)

Where η is the proportional coefficient.

2.2 Wind Power Forecast Based on BP Neural Network

The historical weather forecast data (including wind speed and numerical weather fore-
cast, such as humidity, wind direction, atmospheric pressure and temperature) are used
as input data for training, and theweight coefficients of different layers of neural network
are obtained. The power forecast is realized according to the future weather forecast data
by applying this model.

The specific learning process of BP neural network is as follows:

1. Initializing the weights wij and vjt , the thresholds θj and γt ;
2. Input initial learning sample Uk = (u1, u2, · · · , un)T and the final target sample

Yk = (y1, y2, · · · , ym)T;
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3. Calculate hidden layer net input sj and output bj:

sj =
n∑

i=1

wijui − θj, j = 1, 2, · · · , p (5)

bj = f
(
sj

)
, j = 1, 2, · · · , p (6)

4. Calculate output layer net input lt and net output ct :

lt =
p∑

j=1

vjtbj − γt, t = 1, 2, · · · ,m (7)

ct = f (lt) t = 1, 2, · · · ,m (8)

5. According to Yk = (y1, y2, · · · , ym)T and the output, the correction error dt is
calculated as:

dt = (yt − ct)f (lt) t = 1, 2, · · · ,m (9)

6. According to the known vjt ,dt ,bj and ej, the correction error of hidden layer is
calculated as

ej =
[

m∑

t=1

vjtdt

]
f
(
sj

)
, j = 1, 2, · · · , p (10)

7. Modify the implicit connection weight vjt and threshold γt of the output layer
according to the known dt and bj

�vjt = ηd1bj, j = 1, 2, · · · , p; t = 1, 2, · · · ,m (11)

�γt = ηd1, t = 1, 2, · · · ,m (12)

8. According to the known ej Uk = (u1, u2, · · · , un)T, correct the connection weight
input of the hidden layer
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�wij = βejui, i = 1, 2, · · · , n; j = 1, 2, · · · , p (13)

�θj = βej, j = 1, 2, · · · , p (14)

In the above process, steps 3. and 4. are the forward propagation, and steps 5. to
8. are the error back propagation, to correct the weight and threshold error. The global
error satisfying the condition is obtained by using all the samples to repeat the cycle.

In the process of solving BP algorithm, the local optimal solution is easily got
by gradient descent operation along the error value. According to the experimental
simulation in Sect. 4 of this paper, the forecast accuracy cannot meet the corresponding
accuracy requirements only by applying BP neural network algorithm.

3 Wavelet Neural Network Algorithm for Forecast Wind Power

3.1 Wavelet Neural Network Algorithm

Wavelet analysis method is developed for the deficiency of Fourier transform. It can
obtain local time interval information. A basic function ϕ(t) is given:

ϕa,b(t) = 1√
a
ϕ(

t − b

a
) (15)

where ϕa,b(t) is the base wavelet, a, b are the scale and displacement parameter respec-
tively.Given that the square integrable signal x(t), then the continuouswavelet transforms
of x(t) is defined as:

WTx(a, b) = 1√
a

∫
x(t)ϕ∗( t − b

a
)dt =

∫
x(t)ϕ∗

a,b(t)dt = 〈
x(t)

∣∣ϕa,b(t)
〉

(16)

If a and b are discretized, a = aj0, b = aj0b0,

WTx(j, k) =
∫ +∞

−∞
x(t)ϕj,kdt, j, k ∈ Z (17)

Combining the multi-resolution feature of wavelet with the tower method, the pyra-
mid decomposition and reconstruction algorithm of discrete signal based on wavelet is
expressed as:

Ck
n = 1√

2

∑

j∈Z
Ck−−

1
j hj−2a (18)

bkn = 1√
2

∑

j∈Z
Ck−1
j gj−2a (19)



250 S. Zheng et al.

After the decomposition operation, the formula is reorganized as:

(
Fn

)
n = 1√

2

∑

j∈Z
fn−2jaj (20)

Where ckn , b
k
n denote the decomposition coefficient of wavelet; hj, gj denote the

discrete filter of wavelet. The decomposition and reconstruction of wavelet is to divide
the wind power time series into n layers at different frequencies, and then get n high
frequency signal components and one approaching signal component.

The BP neural network algorithm mentioned above is easy to get local optimal
solution. In addition, the output power of turbine unit fluctuates greatly, and forecast
accuracy of the traditional neural network model is not satisfactory. In this paper, we
studied the method of using wavelet neural network to forecast wind power. The actual
power of a single unit in each wind farm has a quasi-periodic characteristic within 24 h.
Wavelet decomposition can bring forward some periodic and nonlinear characteristics
of electric power, and further refine them.

According to the rules of each sub sequence, the method of matching prediction
is used. BP neural network can play the advantages of dealing with the problems of
nonlinearity and no clear rules. Combining the models of the two algorithms can effec-
tively improve the accuracy of wind power forecast. Wavelet neural network is based
on wavelet basis function. The input parameters are weighted by the weight of wavelet
neural network in hidden layer. The topological mechanism is shown in Fig. 2.

Fig. 2. The topological mechanism of wavelet neural network

When the signal sequence is Xi(i = 1, 2, · · · , k), the hidden layer calculation
formula is

h(j) =
(

k∑

1

wijxi − bj

/
aj

)
(21)

The output layer calculation formula of wavelet neural network is as follows:

y(k) =
m∑

k=1

wikh(i) k = 1, 2, · · ·m (22)
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Where Wik is the weight from hidden layer to output layer;
In the process of autonomous learning, wavelet neural network needs to modify the

parameters of neural network. The forecast error can be got from the formula (23):

e =
m∑

k=1

yn(k) − y(k) (23)

The weights and coefficients of wavelet neural network are modified according to
the above formula. They are shown in formula (24)–(26).

W (i,j)
n,k = Wj

n,k + +�W (i,j)
n,k (24)

a(i,j)
k = ajk + +�a(i,j)

(n,k) (25)

b(i,j)
k = bjk + +�b(i,j)

(n,k) (26)

According to the calculation of network prediction error, the results of the above
formula are as follows (γ is the learning rate):

�W (i,j)
(n,k) = −γ

∂e

∂W (i)
n,k

(27)

�a(i,j)
k = −γ

∂e

∂a(i)
k

(28)

�b(i,j)
k = −γ

∂e

∂b(i)
k

(29)

3.2 Wind Power Forecast Based on Wavelet Neural Network

Because the single sequence of wavelet decomposition on different scales has different
characteristics, the prediction method matching with itself is determined according to
the change of wind power. The large scale of the subsequence corresponds to the low
frequency part of the wavelet space, which reflects the curve characteristics of the wind
power time series. The small scale of the sequence reflects the relationship between the
nonlinear characteristics of the system. Therefore, in order to accurately depict the power
subsequence on different scales, the matching BP neural network should be determined
respectively for modeling and forecast. In this paper, the wavelet transform divides the
wind power time series into n layers at different frequencies, and obtains n high frequency
signal components and an approaching signal component. Then, the decomposed single
sequence is respectively forecasted by BP neural network matching with this. Finally,
combined with the forecast results of each sequence, the forecast value of wind power
series is reconstructed. The specific training process is as follows:

(1) Network initialization such as expansion factor ak , translate factor bk , network
connection weight Wjk , and network learning rate γ ;
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(2) Classifying the samples into training samples and test samples.
(3) Prediction output. Input the training samples, calculate the network output and

calculate the error between network output and actual output.
(4) Correct the network weight based on wavelet function parameters and the error.

Make network prediction approach real value.

4 Experimental Simulation Analysis

Taking a wind power plant in North China as an example, the weather data of a month
are used, including wind speed and numerical weather forecast. The numerical weather
forecast includes humidity, wind direction, atmospheric pressure and temperature. These
data were measured every 15 min from 10:00 a.m. to 11:45 p.m. every day, and a total
of 1753 samples are collected. In this experiment, 1533 data groups were used for
training and 120 data groups for prediction. Figure 3 shows the forecast results of the
two algorithms.

Fig. 3. Wind power forecast result

In Fig. 3, there is a big difference between the actual power result and the wind
power prediction by only using BP neural network. When the actual power is high, even
if the actual power data fluctuates little, the prediction error of the model cannot reach
the ideal effect. The reason is that the model does not grasp the overall law in depth and
fails to consider the data variation interval of each time period. The prediction effect of
wavelet neural network model is better than the former, but the prediction effect of the
algorithm is not good when the actual power is small, and the fluctuation is large.

Figure 4 and Fig. 5 show the forecast errors of the two algorithms. Figure 4 (a) and
Fig. 5 (a) are directly forecasted by using BP neural network, and Fig. 4 (b) and Fig. 5 (b)
are the forecast results by using wavelet neural network. The maximum error by using
BP neural network forecast method is 23%, and the overall error change is relatively
large. Generally, it cannot meet the prediction standard. The prediction error of wavelet
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(a) BP neural network (b) Wavelet neural network

Fig. 4. The absolute error of two algorithms

(a) BP neural network (b) Wavelet neural network

Fig. 5. The relative error of two algorithms

neural network is about 10%, the mean square deviation is 84.16 kW, and the overall
error is relatively small.

5 Conclusion

In this paper, the application effect of wavelet neural network and BP neural network
model in wind power prediction is compared. It can be concluded from the theoretical
analysis that the feature information of wind power can be extracted quickly by decom-
posing the wind power sequence in different frequencies through wavelet transform,
which can be used as the input data of neural network prediction model. The simulation
results show that the accuracy of forecast model can be improved by using the good
time-frequency analysis ability of wavelet to non-stationary signals and the nonlinear
mapping ability of BP neural network. In addition, for some limitations of the Morlet
function, we can change the prediction effect of the model by changing the wavelet basis
function in future.
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Abstract. With the continuous expansion of power system, it is increasing that the
fault rate of transformer equipment in power system. Through the fault diagnosis
technology, it can be found that the transformer fault in advance, the accident rate is
can taken to reduce by measures in time, so the high accuracy of transformer fault
diagnosis is required. In this paper, the BP neural network based on the optimized
Apriori algorithm which is used to diagnose the transformer fault. It is found that
the Apriori algorithm reveals association rules by mining the high frequency term
of feature data. The data is directly analyzed and infered to achieve the purpose of
simplifying data association by rough set algorithm. Apriori algorithm combines
the rough set is used to accurately mine the confidence of association rules, which
is used as the weight of BP neural network link, it is simplifying the complexity of
data training. Through the simulation experiment, this new method is compared
with the traditional BP neural network method, it has the advantages of high
accuracy and fast speed of fault diagnosis, and has certain practical value.

Keywords: Apriori algorithm · BP neural network · Transformer · Fault
diagnosis

1 Introduction

Power transformer is very important for power system. In recent years, with the con-
tinuous improvement of science and technology, the power system is also developing
towards the direction of high voltage and ultra-high voltage. Once the transformer breaks
down, it often causes serious accidents, so it is very import that the safe and stable work
of power transformer to the production and people’s life. The fault of power transformer
can be extracted and diagnosed, and effective measures can avoid accidents, and save
the time and life, which requires a more accurate and rapid transformer fault diagnosis
technology [1]. Now, the three ratio method is widely used in all transformer fault diag-
nosis methods, which has the characteristics of simple principle and simple calculation.
But in practical application, there are some problems such as incomplete coding, too
absolute coding boundary and limited multi fault judgment ability. In order to improve
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the accuracy of fault diagnosis, neural network technology is applied to the research of
power transformer fault diagnosis, and good results are achieved. BP neural network
can store and train many input-output mapping relationships without knowing how to
describe them [2]. It has the ability of nonlinear mapping, self-learning and good fault
tolerance. In this paper, the improved association rules and BP neural network are used
to diagnose the transformer fault. The improved association rules method is to combine
the rough algorithmwith the association rules. First, the rough set of data is reduced, and
then the data is associated. BP neural network is used to train and lean the processed data,
predict the operation state of transformer, simplify the operation of transformer, and the
complexity of data calculation improves the accuracy and speed of fault diagnosis [3].

2 BP Neural Network

BP neural network is a multilayer feedforward neural network which is trained by error
back propagation algorithm. It is an effective classification and recognition tool, which
can classify the fault types of transformer. The rule of BP neural network algorithm is
to modify the weight and threshold of neural network by error back propagation, and
use the method of the fastest descent, so as to reduce the square sum of the gap between
the ideal value and the actual value [4]. The topological structure of BP neural network
model is shown in Fig. 1, including input layer, hidden layer and output layer.

Fig. 1. BP neural network model

BP algorithm is a kind of back propagation algorithm according to the error, and its
learning process is the process of constantly adjusting the weight.

The relationship between input layer vector and hidden layer vector is as follows:

ej = f (
n∑

i=0

wijxi) (1)
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1) The value of the output layer is:

ek = fx(
n∑

j=0

wjkoj) (2)

2) The actual output value is:

ok = fx(ek) (3)

3) Mapping relation:

f (x) = 1/(1 − e−x) (4)

There is an error:

EP = 1

2

∑

k

(
epk − opk

)2 (5)

The square difference formula is:

E = 1

2P

∑

P

∑

K

(
epk − opk

)2 (6)

3 Association Rules and Apriori Algorithm

3.1 Association Rules

Association rule is an important data mining method and an unsupervised machine
learning method. It is used to establish the association between projects, study the corre-
lation between projects, and give opinions according to the correlation analysis. Apriori
algorithm is the most widely used one.

Association rule definition: set sets I = {i1, i2, i3, . . . .., in}, the data set is: D =
{T1,T2, . . . .,Tm}.

The subset of itemset I is the corresponding transaction set t, and A is a itemset, if
A ∈ T , then A ⇒ B, A ∈ I , B ∈ I , A ∩ B = �, Indicates that if item set A appears in a
transaction, y will also appear with a certain probability.

N is the number of transactions. In association rules, support and confidence are
the two most commonly used standards. If count (A ⊆ T) is the number of transactions
containing x in transaction set D, then the support of item set A is:

Support(A) = count(A ∈ T )

N
(7)

Support(A ⇒ B) = count(A ∪ B)

N
(8)

The confidence formula is:

Confidence(A ⇒ B) = Support(A ⇒ B)

Support(A)
(9)
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3.2 Apriori Algorithm

If an itemset is frequent, then all subsets of it are frequent. Conversely, if an item set is
infrequent and all of its supersets are infrequent, then the entire set of supersets containing
infrequent sets can be immediately cut off. This strategy is called support-based pruning.

The basic working idea of the prior algorithm is to retrieve the entire database,
calculate the number of each item, and generate the item with the minimum support,
which is represented by L1. On this basis, the second frequent item is distributed L2,
and continue to execute until the K frequent item set cannot be found. Prior algorithm
flow:

Step 1: It is got all the frequent itemsets in the transaction database are imple-
mented through iterative operations, that is, the itemsets whose support is no less than
the threshold set by the user [5];

Step 2:It is to use frequent item sets to construct rules that satisfy the minimum trust
of users.

The specific method is: first of all, it is been found out the frequent 1-term set, and
record it as L1; then use L1 to generate candidate item set C2, determine the items in C2,
and mine L2, i.e. frequent 2-term set; keep cycling until no more frequent k-term set can
be found [6]. That is to say, when generating a k-i candidate, if a subset of the candidate
is not in (k−1) − i (which has been determined to be frequent), then the candidate will
be deleted without taking it out and judging the support [7]. However, the traditional
Apriori algorithm has two defects:

1) A great number of candidate sets are generated in the process of algorithm, which
takes up a large amount of memory;

2) Every calculation needs to scan the whole database, so the algorithm has a high time
and complexity.

4 Rough Set

4.1 Definition of Rough Set

1) Information system: In general, a knowledge expression system or the information
system can be expressed as, in which, it is a domain, which is a collection of all
samples; it is an attribute collection, in which the subset is a conditional attribute set,
which reflects the characteristics of the object, D is a decision attribute set, which
reflects the class of the object; it is an attribute set, which represents the value range
of attribute R; it is an information function, which is used to determine each one in
U Property values of objects, that is, any.

2) Indiscernible relation: when two objects are described by the same attribute, they
are classified into the same category in the system. Their relation is called indis-
cernible relation, that is, for any attribute subset, if the object, if and only then, and
is indiscernible relation, the indiscernible relation is called equivalent relation for
short.
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3) Upper approximation set and lower approximation set: the lower approximation set
is defined as the set composed of all objects that must belong to A in U according
to the existing knowledge R, i.e. in the formula, the equivalence relation R contains
the equivalence class of relation A; the upper approximation set is defined as the set
composed of objects that must belong to and may belong to X in U according to the
existing knowledge R.

The main characteristics of rough set are: it does not need to provide subjective
evaluation of knowledge or data, only based on the observation data, it can delete redun-
dant information, compare incomplete knowledge roughness, defining dependencies and
importance between attributes.

Main research fields: attribute reduction, rule acquisition, and intelligent algorithm
based on rough set.

4.2 The Principle of Rough Sets

The function of rough set theory is very powerful, especially for the processing of
uncertain information, it has its own congenital advantages. There are two differences
between rough set theory and other uncertain and imprecise theories: first, it is not been
needed to provide additional hints beyond the data set required for the problem; second,
it has strong applicability and is easy to apply to any field. Because the purpose and
starting point of rough set theory is to analyze and reason data directly. The fuzzy theory
and evidence theory Compared with the methods of dealing with uncertainty problems,
tThe most obvious advantage of this algorithm is that it does not need any information
other than data as supplement and support, and it has strong complementarity with the
theories dealing with other uncertainty problems (especially fuzzy theory) [8]. In this
paper, the optimized Apriori algorithm is applied to transformer fault diagnosis.

4.3 Advantages of Rough Set

The main feature of rough set: the rough set is that it does not need to provide subjec-
tive evaluation of knowledge or data, but can remove redundant information, compare
the incomplete knowledge roughness and define the relevance and importance of the
attributes according to the observed data.

1) It can handle all the data which is included incomplete data and multivariable data;
2) It can deal with the uncertainty and ambiguity of data, including the situation of

certainty and uncertainty;
3) It can get the minimum expression of knowledge and different particle levels of

knowledge;
4) It can reveal the simple concept and easy operation mode from the data;
5) It can generate rules with high accuracy and easy to verify. It is especially suitable

for intelligent control and can generate rules automatically.
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4.4 The Function of the Rough Set

Rough set theory is greatly used in data mining, involving medical research, market
analysis, business risk prediction, meteorology, speech recognition, engineering design,
etc. in many data mining systems, the role of rough set theory mainly focuses on the
following aspects:

1) Data reduction

Rough set algorithm has a strong ability in data reduction. In the preprocessing stage
of data mining system, redundant information (object, attribute value, etc.) is deleted
by rough set theory. in the data mining system, which can greatly improve the running
speed of the system. [2].

2) Rule extraction

The feature of rough set theory algorithm is simple and direct, and its association rules
are one-to-one correspondence. The general steps of generating rules in rough setmethod
are:

(1) It can be got a reduction of condition attributes and deleting redundant attributes;
(2) It can be deleted redundant attribute values of each rule;
(3) It can merged the remaining rules.

3) Incremental algorithm

In the face of large-scale and high-dimensional data in data mining, it is a research
hotspot to find an effective incremental algorithm.

4) Integration with other methods

The combination of rough set theory and neural network method can show their
advantages to the greatest extent and improve the speed and accuracy of data operation.

5 Improved Association Rule Algorithm

5.1 Combination of Rough Set and Association Rules

According to the research on the characteristics of traditional Apriori algorithm, it is
found that the traditional Apriori algorithm has its own defects, this paper combines the
rough set algorithm with the Apriori algorithm to get an improved Apriori algorithm,
in order to obtain a better speed effect of transformer fault detection. The basic idea of
the improved Apriori algorithm is: firstly, the rough set algorithm is used to process the
original data to achieve the purpose of data reduction, and then the Apriori algorithm is
used to analyze the reduced data and generate frequent item sets and association rules.
The transformer fault classification is realized. The specific process is as follows
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1) Select attribute to generate decision table

Select the appropriate commonality as the commonality and decision attribute of the
project, and generate the decision table.

2) Attribute reduction

The method based on discernibility matrix is applied to attribute reduction, conditional
attribute reduction and kernel calculation. When there are multiple kernel values, the
minimum reduction set containing kernel values is selected. After reduction, we get the
reduction set of decision table, and use the reduction set to transform the decision table
into a new decision table with Boolean generality suitable for Apriori analysis.

3) Use set operation instead of scanning attribute set

Apriori algorithm is used to calculate and generate the frequent set of one item on the
new decision table. Delete the items whose support is less than the threshold value,
expressed as C1. The frequent item set is generated on the basis of C

′
1, C

′
i = Ci−1 ∗Ci, i

is greater than 1, less than or equal to the length of the reduction set, and the items with
support less than the threshold in C

′
i are deleted.

4) For decision attribute set D
′
j,D

′
j = Dj−1 ∗Dj j is greater than 1 and less than or equal

to the length of decision attribute set calculated according to D1;
5) C

′
i and D

′
j generate frequent itemsets with length of i+ j through ptwojoin operation

with attribute 1, expressed as Li +j;
6) in Li +j, frequent item sets with support and trust greater than or equal to threshold

can be put into rule set R.

In the above calculation steps, C
′
i, D

′
j and Li +j can be used for each calculation

according to attribute 1 to avoid rescanning the decision table (Fig. 2).

6 Example Analysis

The gas composition in the transformer oil is captured, and the gas detection data are
obtained. After the gas composition analysis, five characteristic gases CH4, H2, C2H2,
C2H4 and C2H6, which can be obtained. The content percentage of these five gases is
taken as the input quantity, and the output results are the five states of normal, low energy
discharge, high energy discharge, medium and low temperature overheating and high
temperature overheating. The collected data is shown in Table 2. The improved Apriori
algorithm is used to analyze and simplify the association rules between features, and
the BP neural network method is selected for training and experiment. The simulation
results in this paper are compared with the traditional algorithm diagnosis results to
verify the effectiveness of the proposed method. The input of the neural network takes
the percentage of the volume of petroleum dissolved in the five gases during synthesis,
so as to determine that the input layer node is a = 5. The operation states of the above
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Apriori algorithm of association rules

Confidence level

Neural network weight Sample data

Initialize BP neural 
network

Adjust weight values and 
thresholds

Neural network model

Sample set error E

Find out the value of 
error gradient

Rough set algorithm

Yes or not

Yes

No

End

Training data

Fig. 2. Fault diagnosis flow chart of BP neural network based on improved Apriori algorithm

five transformers are taken as the output of neural network, the output layer node number
b = 5 is determined. In general, the number of hidden layer neural nodes is selected
according to the empirical formula:

h = √
(a + b) + α (10)



Transformer Fault Diagnosis 263

Where α is any number between 1 and 10. According to experience, α = 2, so t h =
5.

In order to solve the problem of complex calculation and slow speed, this paper uses
a BP neural network based on optimal association rules to diagnose the transformer
fault. Let the input value be expressed as A, and the transformer state as B, that is, since
the confidence value represents the association rule A ⇒ B, It contains the conditional
probability that B exists when A exists, and this condition reflects the mapping relation-
ship between the content of dissolved gas in transformer oil and the state of transformer.
According to the comparison of the original weights obtained by the traditional associa-
tion rules, the weight matrix obtained by the optimized association rules is more suitable
for the initial weights of BP neural network. Therefore, in this paper, the improved Apri-
ori algorithm is used to process the data, and the initial weights between the input layer
and the hidden layer of BP neural network, and between the hidden layer and the output
layer, ωn is obtained.

wn = Confidencen
Confidence1 + Confidence2 + . . . + Confidence5

(11)

There: wn is the weight of the transformer when the content of n-dissolved gas
exceeds the standard; Confidence is the confidence of the transformer when the content
of n-dissolved gas exceeds the standard.

To verify the effectiveness of this method for sample data processing and classifi-
cation, 150 groups of DGA data that have been identified fault types are collected for
analysis, and divided into training samples and test samples in a ratio of 2:1. Among
them, 100 groups of training sample data are used to optimize the Apriori algorithm to
optimize the weight and threshold parameters of BP neural network, and 50 groups of
test sample data are used to verify the diagnosis accuracy of the optimized parameter
model. See Table 2 for the specific distribution of transformer fault sample data. Table 3
shows the DGA data of 10 groups of test samples. In this paper, The oil content and
operation state data of 150 transformers in a certain area of Southwest China are selected
as the test data set: 5 fault characteristic gases were marked respectively. H2 exceeds
the standard, CH4 exceeds the standard, C2H2 exceeds the standard, C2H4 exceeds the
standard, C2H6 exceeds the standard, five operation states of transformer are marked
respectively, the statistical conditions of various gases exceeding the standard and trans-
former operation are shown in Table 1. The gas frequency for standard or transformer
operating conditions is shown in brackets:

It is used to test the transformer fault diagnosis performance of BP neural network
based on the improved Apriori algorithm,Matlab is used to write the fault diagnosis pro-
gram, and the improved Analysis of gas content in transformer oil by Apriori algorithm,
so as to obtain the confidence degree of the input quantity and the output state. As the
weight coefficient of BP neural network, the average detection accuracy of each gas is
counted. The initial weights are trained by BP neural network. The diagnosis speed and
accuracy results are compared and shown in Table 4.
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Table 1. Fault status table

No. Fault Type Fault output 
status

1

2

3

4

5

Normal

Low temperature overheating

High temperature overheating

Low energy discharge

High-energy discharge

Y1

Y2

Y3

Y4

Y5

Table 2. Sample data of transformer fault

Fault Type Training Sample

Normal

Low temperature overheating

High temperature overheating

Low energy discharge

High-energy discharge

20

18

22

18

22

Test Sample

10

All 100

9

11

9

11

50

It can be seen from Table 4 that the average detection accuracy of the improved Apri-
ori algorithm for transformer fault diagnosis is 86.3%, the operation speed is 1.365 s,
the average detection accuracy of BP neural network is 77.6%, and the operation speed
is 0.892 s. The improved Apriori algorithm greatly reduces the detection error rate,
improves the detection speed, overcomes some problems existing in the current trans-
former fault diagnosis process, and reduces the harm caused by the transformer fault.
This method has certain advantages.
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Table 3. Sample data

No.

1

2

3

4

5

6

7

8

9

10

H2 CH4 C2H2 C2H6
Fault 

condition

90.7

172

159

59.0

86.0

93.0

68.5

53.6

183

242.8 76.2

23

25.3

45.0

110

58.2

58.9

70.2

291.0

12.5

9.2

14.5

15.6

23.4

86.0

0.1

1.9

4.5

0.33

173.2

9.0

11.6

12.4

20.7

37.2

59.7

17.0

341.9

76.5

5.1

6.0

5.4

11.2

66.8

45

70.3

158.0

109.8

Y3

Y5

Y5

Y5

Y4

Y4

Y2

Y2

Y2

Y3

C2H4

26

45.9

Table 4. Analysis of diagnosis results

Methods Classification accuracy Running time

BP neural network

BP neural network with improved 
association rules

1.365

86.3%

77.6%

0.892

7 Conclusion

Traditional BP neural network algorithm has a wide range of applications, but there
are also some defects and deficiencies. After the simulation experiment analysis, the
traditional BP neural network and the BP neural network optimization association rule
algorithmdiagnosis results are compared, it is found that the optimization association rule
BP neural network algorithm can effectively improve the accuracy of transformer fault
diagnosis, shorten the running time, this optimization algorithm has a certain guiding
value for the research of transformer fault diagnosis technology.
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Abstract. Based on the mathematical model of the photovoltaic array, we can
construct a model of a three-phase photovoltaic grid-connected system consisted
of a Photovoltaic Array, boost circuit, Maximum Power Point Tracking and pho-
tovoltaic inverter. Through the model of PSCAD/EMTDC simulation software,
we can understand the principle of Maximum Power Point Tracking, comprehend
the working principle of the photovoltaic inverter controller, analysis the influence
of harmonics on power quality of power grid, and verify the correctness of the
three-phase photovoltaic grid-connected system model.

Keywords: Photovoltaic power generation · Photovoltaic system modeling ·
Grid-connected control strategy · Compensation measures · Power quality

1 Introduction

With global warming and energy depletion, solar energy, as a clean, renewable energy
source, has become the focus of many countries. The solar photovoltaic industry is one
of the fastest growing and most stable fields in the world. Due to the subsidy policies
of various countries, the cost of photovoltaic power generation has gradually decreased.
In China, the number of grid-connected photovoltaic power stations is increasing, so
the integral modeling and grid-connected characteristic analysis of photovoltaic system
are particularly important. The analysis of the power grid characteristics caused by the
connection of solar energy needs to be further improved. This paper is divided into four
parts, based on PSCAD/EMTDC to study the three-phase photovoltaic grid-connected
system.

2 Main Equipment of Photovoltaic Power Station

Primary equipment of photovoltaic power station is mainly composed of photovoltaic
array, bus box, photovoltaic inverter, and other common electrical primary equipment.
Photovoltaic cells are the most important components in photovoltaic power stations.
Their role is to convert solar energy into electric energy. The output voltage and energy
of a single photovoltaic cell is very low, so dozens of photovoltaic cells are usually
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encapsulated to form a photovoltaic module [1]. Then the photovoltaic modules con-
nected in series and parallel to a photovoltaic array through the junction box and dc
distribution cabinet. Inverter is the most important component of photovoltaic power
station. Its function is to convert the direct current generated by the photovoltaic power
station into the alternating current needed by the grid [2]. Photovoltaic inverters are
usually three - phase full - bridge structures. The grid-connected control of the inverter
and the self-protection function of the inverter are all included in the controller of the
inverter. We can construct a model of a three-phase photovoltaic grid-connected system
consisted of a Photovoltaic Array, boost circuit, Maximum Power Point Tracking and
photovoltaic inverter [3, 4].

3 Maximum Power Point Tracking Technology

MPPT can keep the photovoltaic cell in the best working state constantly, that is, the
maximum output power. The goal of MPPT is to control the output voltage of the
photovoltaic array to track the MPP voltage, so that the photovoltaic array has the
maximum photoelectric conversion efficiency [5]. The current Maximum Power Point
Tracking technology includes constant voltage tracking method, short circuit current
method, disturbance observation method, incremental conductance method, based on
fuzzy control theory and artificial neural network intelligent theory and so on [6]. This
paper will be based on the incremental conductance method of Maximum Power Point
Tracking theory.

The output power of the photovoltaic cell is P = UI
Derivative U on both sides of the equation:

dP

dU
= I + U

dI

dU
= 0

dI

dU
= − I

U

dU = U (k) − U (k− 1)

When:

dI

dU
< − I

U
U>maximumpower point voltage

dI

dU
> − I

U
U<maximumpower point voltage

dI

dU
= − I

U
U = maximumpower point voltage

In thisway,we can obtain the voltage ofmaximumpower point, and realize the power
tracking. Generally, the photovoltaic cell’s output voltage in the DC side is relatively
low. Therefore, it is necessary to use the Boost circuit to increase the photovoltaic cell’s
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Fig. 1. Boost module of MPPT controlled

output voltage in the DC side and obtain the voltage needed by the power grid. The
schematic diagram of Boost circuit in PSCAD is shown in Fig. 1.

First the instantaneous voltage VPV and current IPV of the photovoltaic cell are fed
into the MPPT control module, then calculated the working voltage VMPPT at the max-
imum power point. Compared with VMPPT, the instantaneous voltage VPV is controlled
by PI control,VPV outputs PWM drives signal “g” to control the switching of IGBT.
When the duty cycle increases, appears in VPV > VMPPT; By adjusting duty cycle can
obtain the expected PV output voltage.

The function of BRK-CHP is to prevent the damage caused by excessive current on
the left side when the right side is empty. The part controlled by S1 and S2 is the crowbar
protecting,which canplay a role in accelerating and attenuating the rotorwinding current,
and the value of resistance seriously affects the effectiveness of the crowbar protection
circuit (Fig. 2).

Fig. 2. PI closed loop control module

4 Grid-Connected Control Strategy Based on Rotating Coordinate
System

Since the grid-connected terminal is a three-phase AC system, the research cannot be
carried out in the static coordinate system [7]. All the existing methods require Park
transformation and Clark transformation to realize the transformation from three-phase
stationary coordinate system to two-phase rotating coordinate system. The following
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is the derivation of the formula: firstly, through the Park transformation, converted the
coordinate quantity of ABC into the coordinate quantity of dq0:

⎡
⎣
fd
fq
f0

⎤
⎦ = 2

3

⎡
⎣
cos θ cos(θ − 2π

3 ) cos(θ + 2π
3 )

sin θ sin(θ − 2π
3 ) sin(θ + 2π

3 )
1
2

1
2

1
2

⎤
⎦

⎡
⎣
fa
fb
fc

⎤
⎦ (1)
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Tabc−dq0 =
⎡
⎣
cos θ cos(θ − 2π

3 ) cos(θ + 2π
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sin θ sin(θ − 2π
3 ) sin(θ + 2π

3 )
1
2

1
2

1
2

⎤
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[
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uq

]
= Tabc−dq

⎡
⎣
ua
ub
uc

⎤
⎦ =

[
uM
0

]
(3)

Under the rotating coordinate system, Ud = UM, Uq = 0
Generally speaking, if the grid does not have special requirements for reactive power,

the inverter does not output reactive power, so make Q = 0, to achieve three-phase
photovoltaic grid-connected system [8].

Similarly, the current of the photovoltaic system is transformed by parker, namely:

[
id
iq

]
= Tabc−dq

⎡
⎣
ia
ib
ic

⎤
⎦ (4)

Have:
{
P = ud id
Q = −ud iq

(5)

According to (5), power control can be converted into current control, where id
controls active power and iq controls reactive power (Fig. 3).

Fig. 3. Photovoltaic system inverter control part
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Fig. 4. Current loop control principle

The three-phase static state is changed into two-phase rotation [9]. The calculated
DQ axis is used as the input of the current loop, and then the current loop is controlled,
as shown in Fig. 4

To achieve the independence of the current decoupling control, we can introduce the
current state feedback and grid voltage feed-forward compensation iLωL, it eliminated
the coupling voltage power grid voltage u of d and q axis current, the influence of the
formula is as follows:

Udref = (idref − iLd)(K3+ K4

S
) − iLqωL+ Ud

Uqref = (iqref − iLq)(K3+ K4

S
) + iLdωL+ Uq

The PI controller can adjust the current according to the difference to ensure that the
current output voltage can follow the grid voltage. The d, q axis voltage is converted into
the sinusoidal modulation signal after inverse transformation, and the PWM controlled
the switching of the three-phase inverter, so that the direct current of the photovoltaic
power source is changed into three-phase alternating current with the same frequency
and phase as the grid, and finally merged into the grid (Fig. 5).

Fig. 5. Photovoltaic system PQ double loop control structure
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IPV and UPV on the DC side of the photovoltaic array are sent toMPPT, and obtained
the stable maximum power Pref by using Maximum Power Point Tracking, at the same
time the Qref is set to 0. The current and voltage in the three-phase power grid are
converted into two-phase rotating d and q coordinates by a rotating coordinate system,
and they are sent to PI power control together. Idref is the reference value of the DC
capacitor voltage Udcref subtracts the actual value of the DC capacitor voltage Udc, and
then obtained by PI control. The reference value of Iqref is directly set to zero. The goal
of outer loop power control is to make the active power sent by the inverter to the grid
equal to the power emitted by the photovoltaic array, while the reactive power sent to
the grid is equal to zero. Udref and Uqref are obtained by current loop control, and finally
they are applied to control the switch of the inverter through SPWM [10].

5 Simulation Analysis

5.1 Simulation Model

The photovoltaic array, combiner box, three-phase inverter, step-up transformer compo-
nents, and inverter control module are used to build a grid-connected PSCAD simulation
model of a photovoltaic power station, as shown in Fig. 6.

The photovoltaic modules connected in series and parallel to a photovoltaic array
through the junction box and dc distribution cabinet. Inverter is the most important
component of photovoltaic power station. Its function is to convert the direct current
generated by the photovoltaic power station into the alternating current needed by the
grid.

Fig. 6. Photovoltaic power station grid connected simulation module

5.2 Analysis of Simulation Results

Figure 7 is the power diagram of the photovoltaic power station after grid connection.
It can be seen from the figure that the maximum power output after grid connection can
reach 2.5 MW, meeting the power transmission requirements.
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Fig. 7. Power diagram of 2.5 MW PV power grid after grid connection

According to the requirements, we adopted the 0.33 kV/110 kV boost technical
scheme,and finally realize block power generation and centralized grid connection. It
can be seen that the grid-connected side voltage can reach about 0.32 kV in a short time
(Fig. 8), and the voltage deviation is 0.33−0.32

0.33 × 100%= 3.03%, it canmaintain stability,
but the voltage has jitter.

Fig. 8. Voltage waveform diagram of grid-connected slid after grid connection

In order to eliminate harmonics in the power grid as much as possible to obtain the
best filtering effect, it is necessary to combine the parameters of the capacitor and the
inductor. The LCL filter can be used as the first choice of grid-connected photovoltaic
filter because of its compensation effect and low cost.

Add LCL filter in DC-AC inverter unit, the simulation is conducted again, and the
total harmonic distortion rate after compensation is shown in Fig. 9.
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Fig. 9. Total harmonic distortion rate of grid-connected voltage after compensation

After the LCL filter is added to compensate, the total harmonic distortion rate of the
a-phase voltage on the power grid side is reduced to about 0.08%. It can be concluded
that the LCL filter has achieved a relatively good effect.

6 Conclusion

This paper introduces the photovoltaic array model based on engineering calculation,
the Boost circuit with maximum power tracking function, and the inverter control with
PQ decoupling, and realizes the overall modeling of the grid connection system of three-
phase solar photovoltaic power generation. Finally, we analyzed the simulation model.
Based on PSCAD/EMTDC, this paper studied the characteristics of three-phase grid
connection of photovoltaic power generation. We built the model of photovoltaic power
station and verified by simulation, which the result is correct. This paper analyzes the
factors that affect the power quality of power grid, puts forward a feasible solution,
and carries out simulation and verification, which provides a convenient method for the
subsequent construction and research of photovoltaic power generation models.
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Abstract. Unlike other polluted energies, the nuclear power is a novel energy
which has the characteristics of clean, green and saving material. Due to the
unbalanced power flow in the power system or on the load, the winding force
appears large amount of harmonics and they are linked to the sound operation
of the nuclear plant. In this paper, firstly the technology related nuclear power
is discussed and the present central technology is reported. Then based on the
experimental data, the finite element model of a third generation huge nuclear
power turbo-generator is established. The arrangement of the field winding is
given and the law of the field winding force distribution is discussed. And under
unbalanced load, the constant forces of each field winding are found. This could
bring new technology for the nuclear power turbo-generators safe running and fault
diagnosis. The easiest damage part in field winding is shown and the conclusions
in this paper give very useful information for future design of nuclear power
turbo-generators.

Keywords: Nuclear power · Huge turbo-generators · Field winding force
distribution · Easiest damage part

1 Introduction

1.1 Development of Nuclear Power Turbo-Generators

Since the nuclear power has been found, the replacement of nuclear material for tra-
ditional fuels becomes very practical and has great application value [1, 2]. Because
compared with the traditional fuels, the nuclear material has the characteristics of sav-
ing space, clean and green. In the process of generating electricity, the nuclear power
does not produce no air pollutants such as sulfur dioxide, nitrogen oxides, soot and so
on. By the year of 2018, the nuclear power electricity took 4% of all electricity power in
China. However, compared with the developed country especially France whose nuclear
power takes 73% electricity generation rate and nuclear power has completely replaced
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the base load power plant of thermal power, in China in the field of nuclear power
utilization rate there is large space to be developed.

So far, the nuclear power technology can be viewed as four generations. First
generationnuclearpowerplant:They started from1950s andbelonged to the prototype
nuclear power plant. Second generation nuclear power plant:They started from 1970s
and the rising price of fuels pushed their fast development. In this stage, the economic
factor is the first priority.Third generation nuclear power plant: The concept of safety
and reliability had been brought out and took a very important role. Fourth generation
nuclear power plant: The safety and economy of this kind of nuclear power plant
would be more superior. The amount of waste would be very small, and there was no
need for emergency measure outside the plant and an inherent ability to prevent nuclear
proliferation.

Nowadays, the main technology used in China for nuclear power is the third gen-
eration nuclear power plant. In this paper, a AP1000 short for Advanced Passive PWR
nuclear power turbo-generator is researched. Figure 1 is the first AP1000 nuclear power
turbo-generator in theworld. Usually, the nuclear power plants are created near thewater.

Fig. 1. First AP1000 nuclear power turbo-generator in the world

1.2 Central Core Technology for Nuclear Power Turbo-Generators

Aseveryone knows, the generator is a core part of electric power system.Whether electric
power system can operate safely or not is directly related to the stability and quality of
power system, so the research concerning the turbo-generators is very important. Turbo-
generators are operating under damp weather and rotating all the time. Therefore, the
insulation fault and mechanical fault are the common reasons that the turbo-generators
endure. When the turbo-generators experience failure, the whole electric power system
is in danger. Typically the faults of turbo-generators can be classified into the following
faults:

1) Stator core failure
In the process of manufacturing and in small turbo-generators due to self-vibration, if
unluckily the stator core is damaged and short circuit between pieces, the circulating
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current flowing through the short circuit increases gradually with time and silicon steel
sheets melt. Themelting silicon steel sheets flow into the stator slot and burn the winding
insulation [3].

2) Winding main insulation failure
These kinds of failures have two reasons. Firstly, it is insulation aging. Secondly, it is
congenital defect of insulation [4].

3) Stator winding strand failure
Stator winding strand failure mostly consists of the strand short circuit failure. The stator
bar is usually composed of multiple strands, moreover possessing insulation between
strands and needing transposition. If vibrations in turbo-generators happen, it is most
likely to damage insulation between strands. Then ground failure or phase to phase short
circuit failure maybe occur [5].

4) Stator end winding failure
When the stator end winding endures large impact force, partial discharge occurs due to
cracks in insulating materials [6].

5) Rotor winding failure
This failure happens when turn to turn short circuit in rotor happens. However, under
external asymmetry, the field winding can make harmonic forces. As a result, it may
burn the insulation of the field winding. Then, sometimes, turn to turn short circuit of
rotor winding takes places. Therefore, the investigations on the harmonic and constant
electromagnetic torque of turbo-generators are very important and deserves to be paid
attentions [7].

6) Rotor body failure
In nuclear power turbo-generators, the rotor body is often made of mixedmetal. Because
of itsmaterial characteristics and turbo-generators running characteristics, the rotor body
can suffer heat and torsional vibration [8].

7) Cooling water system failure
Mostly, it is because of unclean cooling water. As seen in Fig. 2, the cooling water is
directly emitting to the large river or ocean systems [9].

2 Model Establishment

In this paper, a huge capacity turbo-generator is served as a researching object. The
huge turbo-generators are quite long and own a relative thin shape. For the physical
characteristic of turbo-generators and also for the simplest way to achieve the simulation
result, the two-dimensional finite elementmodel of the third generations of nuclear power
turbo-generators AP1000 is built up. Its physical model after division in finite element
model is shown in Fig. 3.
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Fig. 2. Cooling water directly emits to waters
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Fig. 3. Physical model after subdivision

In the division part in Fig. 3, the manual division method is adopted. And P presents
the current flow directionwhich is paper inward andN presents the current flow direction
which is paper outward. Clearly as seen in Fig. 3, the stator winding WA1-1, WA1-2,
WA1-3, WA1-4, WA1-5, WA1-6, WA1-7 and WA1-8 is displayed and WA2-1, WA2-2,
WA2-3, WA2-4, WA2-5, WA2-6, WA2-7 and WA1-8 are mechanical 180° away from
WA1-1, WA1-2, WA1-3, WA1-4, WA1-5, WA1-6, WA1-7 and WA1-8. The rotor is
moving in the anti-clockwise direction. The phasor B and phasor C differ 120° and 240°
anti-clockwise electrical degree from the phasor A.

Further, the distributions of field windings are detailed displayed in Fig. 4. In each
pole, the field winding has very good symmetry. The distribution and excitation of the
field winding guarantees to keep the air-gap waveform at sinusoidal wave. So the field
winding current in field winding slot is not the same to give the armature winding
sinusoidal voltage. For instance, in field winding 3 and 4, the field current is bigger than
field winding 1 and 8.

The huge nuclear power turbo-generator is 4 poles and the pole distribution in the
rotor is shown vividly in Fig. 5. According to the China power grid frequency and the
1400 MV nuclear power turbo-generator’s pole numbers, the rotor is rotating at the
speed of 1500 r/min. In this paper, the field winding tangential electromagnetic force
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Fig. 4. Field winding number sequence of each slot

is calculated by finite element method, when the damper winding and damper wedge
winding is present or not at different current asymmetrical degree.

Fig. 5. Position of N-pole and S-pole of rotor

3 Results

When the positive sequence network is 1/2 rated load and 4% current asymmetry, in
Fig. 6 the finite element simulation results show the constant component of tangential
electromagnetic force of field winding that there is no damper winding and damper
wedge, there is no damper wedge but damper winding, and there is both damper wedge
winding and damper wedge at the same time. When the positive sequence network is
rated load and 6% current asymmetry, in Fig. 7 the finite element simulation results
show the constant component of tangential electromagnetic force of field winding that
there is no damper winding and damper wedge coded 1, there is no damper wedge but
damper winding coded 2, and there is both damper wedge winding and damper wedge
at the same time coded 3.

FromFig. 6 and Fig. 7, due to the symmetry of themagnetic field in the nuclear power
turbo-generator, under the condition of asymmetric external load the constant component
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Fig. 6. Constant component of tangential electromagnetic force of field winding when positive
sequence network is 1/2 rated condition and asymmetrical degree is 4%
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Fig. 7. Constant component of tangential electromagnetic force of field winding when positive
sequence network is rated condition and asymmetrical degree is 6%
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of the tangential electromagnetic force in the composite magnetic field is approximately
equal when the slot number difference is the total slot number of each pole field winding
pole. In this case, field winding slot 1, field winding slot 9, field winding slot 17 and field
winding slot 25 take the same constant tangential electromagnetic force. Field winding
slot 2, field winding slot 10, field winding slot 18 and field winding slot 26 take the
same constant tangential electromagnetic force. Field winding slot 3, field winding slot
11, field winding slot 19 and field winding slot 27 take the same constant tangential
electromagnetic force. Field winding slot 4, field winding slot 12, field winding slot 20
and field winding slot 28 take the same constant tangential electromagnetic force. Field
winding slot 5, field winding slot 13, field winding slot 21 and field winding slot 29 take
the same constant tangential electromagnetic force. Field winding slot 6, field winding
slot 14, field winding slot 22 and field winding slot 30 take the same constant tangential
electromagnetic force. Field winding slot 7, field winding slot 15, field winding slot 23
and field winding slot 31 take the same constant tangential electromagnetic force. Field
winding slot 8, field winding slot 16, field winding slot 24 and field winding slot 32 take
the same constant tangential electromagnetic force.

The damper winding and damper wedge show no influence on constant tangential
electromagnetic force in huge nuclear power turbo-generators. The front slot number of
field winding bear large constant forces as seen in Fig. 6 and Fig. 7.

4 Conclusions

In this paper, the beneficial effect of nuclear power technology is discussed. And the
factors that the nuclear power turbo-generators may encounter are displayed. Then the
finite element model of a 4 pole nuclear power turbo-generator is established.

The damper winding and damper wedge show no influence on constant tangential
electromagnetic force in huge nuclear power turbo-generators. The front slot number of
field winding bear large forces.
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Abstract. In this paper, a vector controller based on fuzzy sliding mode variable
structure is designed for the influence of nonlinear and variable parameters on the
performance of the system. On the basis of establishing the mathematical model
of the asynchronous motor in the synchronous rotation orthogonal coordinate sys-
tem oriented by the rotor flux, a sliding mode variable structure speed regulator
using the exponential approach law is designed. The stability of the system is
proved by the Lyapunov stability theorem, and the chattering of the system is
reduced by the fuzzy algorithm. The simulation results show that compared with
the traditional PI controller and the conventional equivalent sliding mode con-
troller, the fuzzy sliding mode variable structure vector control system has better
speed regulation performance, smaller torque ripple, and improves the robustness
and anti-interference ability of the system.

Keywords: Vector control · Sliding mode variable structure · Fuzzy algorithm

1 Introduction

For many years, a lot of research has been done about flux observer and PI parameter
regulation [1, 2] by the scholars and experts in the scientific research institutes and
universities. In reference [3], multi-level inverter is used to attenuate the pulsations from
the flux and torque.However the hardware structure of the systembecomes complex. The
speed observer and flux observer proposed in reference [4] can be applied to the control
of the three-phase asynchronous motor direct torque. The references [5] can effectively
attenuate of the torque, but PI controller is used in the torquemodulate loop to slow down
the torque response. Since Utkin applied sliding mode observer to motor control [6],
sliding mode observer has attracted much attention [7–9] because of its strong parameter
robustness and flexible design. Many scholars introduce a new control method into the
motor drive system that has variable structure from the sliding mode and do a lot of
research on it. In reference [10], sliding mode control is used to design speed loop and
torque loop to reduce the response time and torque ripple of the motor. The application
of high-order sliding mode is put forward in reference [11], but these are relatively
complex. In reference [12, 13], the chattering phenomenon is effectively reduced by
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improving the traditional sliding mode approach law. However induction motor has the
characters such as high-order, nonlinear, etc. The research of efficient control scheme
of induction motor is still an important research topic because its strongly coupling and
multivariable value.

In this research, the control method of sliding mode variable structure and vector
technology are combined to reduce torque disturbance and keep switching frequency
stable. On this basis, fuzzy control algorithm is used to change the speed of reaching
the face of the sliding patterns, so as to weaken the high frequency chattering problem
from the process of sliding pattern control. The system has better speed regulation
performance, smaller torque ripple, and improves the robustness and anti-interference
ability.

2 Dynamic Mathematical of Asynchronous Motor

In order to realize the vector control technology, the mathematical model of an asyn-
chronous motor should be established firstly. In the case of neglecting the iron loss and
magnetic circuit saturation, assmodel uming that the three-phase winding is symmetri-
cal, the electrical angle difference in the space is 120°, the generated magnetomotive
force with the air spacing conforms to the sinusoidal function distribution. And the uni-
versal model of the three-phase asynchronous motor is obtained. The altered model in
the two-phase static coordinate of the asynchronous motor is obtained through 3/2 trans-
formation. Then the mathematical model in d-q coordinate is taken by vector rotation
transformation.

The voltage and current equations can be obtained by transforming flux equation
and the voltage equation, as shown in Eq. (1):

⎡
⎢⎢⎣

usd
usq
urd
urq

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

Rs + Lsp −ωdqsLs Lmp −ωdqsLs
ωdqsLs Rs + Lsp ωdqsLm Lmp
Lmp −ωdqrLm Rr + Lrp −ωdqrLm
ωdqrLm Lmp ωdqrLr Rr + Lrp

⎤
⎥⎥⎦

⎡
⎢⎢⎣

isd
isq
ird
irq

⎤
⎥⎥⎦ (1)

Where isd , isq are stator current components; ird , irq are rotor current components;
Ls is stator equivalent winding self inductance; Lr is rotor equivalent winding self
inductance; Lm is the mutual inductance.

Where usd , usq are respectively the stator voltage components in d-q coordinate
system; urd , urq are respectively the rotor voltage components in d-q coordinate system;
ωdqs,ωdqr are respectively the stator and rotor angular velocity in d-q coordinate system;
Rs, Rr are respectively the stator resistance and rotor resistance; p stands for differential
operation.

The torque equation is derived and Eq. (2) is get

Te = ngLm
(
isqird − isd irq

)
(2)

Where Te is electromagnetic torque; ng corresponds for polar logarithm.
The motion equation of motor references (3):

Te = TL + J

np
× dω

dt
(3)
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Where J corresponds for moment of inertia; TL is load torque; ω is turning angular
speed of asynchronous motor.

3 Improved Sliding Mode Controller

3.1 The Sliding Mode Control

The whole motion can be divided into two stages. If the initial position of the controlled
trajectory is not considered, the sliding mode control will force the trajectory to move
towards the sliding manifold in the first stage. Then the trajectory is kept on sliding
manifold by the control function and moves towards the desired equilibrium point.

For any sliding surface (switching surface) s = s(x) = s(x1, x2, . . . , xn), the state
space can be divided into two parts, namely s > 0 and s < 0. The control quantity u of
the system is designed:

u =
{
u+(x), s(s) > 0
u−(x), s(s) < 0

(4)

where u+(x) �= u−(x), u+(0) = u−(0).
The selection of sliding surface is the key to ensure it has good dynamic characteris-

tics and stable performance of sliding mode motion. Select the switch surface function
as:

s = ωr − ω∗
r (5)

Where ω*
r represents the set value of angular speed, and ωr represents the actual

value of angular velocity.
The setting of the reaching law determines the dynamic quality of the reaching

motion. In the variable structure controller of sliding method, the main reason for chat-
tering is that the reaching law outputs a high frequency signal with a large amplitude, and
the state variable still has a certain speed when it approaches the sliding mode surface,
which results in its motion path passing through the sliding method face. In the design of
sliding method controller, the exponential approach law can reduce the approach speed
from a large value to zero, which not only shortens the approach time, but also the speed
slows down when the state track approaches the sliding mode face. Thus, the regulation
process of the motor speed is accelerated and the chattering of the system is weakened.

The expression of approach law is shown in Eq. (6):

•
s = −C s − K sign(s) (6)

In the above formula, C is the exponential approach rate, K is the coefficient, and
C > 0, k > 0, so that the derivative between the two sliding surfaces is different and
the system is stable. In formula (6), the size of C should be selected appropriately in the
speed of the system’s motion track approaching to the sliding surface, and K determines
the motion quality.
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In this system, the sliding mode controller is designed by exponential approach law,
which can be obtained by combining formula (5) and formula (6)

•
s = −C(ωr − ω∗

r ) − K sign(s) (7)

From formula (7)

•
s = •

ωr = np × (T ∗
e − TL)

J
(8)

Because the input of the speed regulator is �ω = ω∗
r − ωr and the output is T ∗

e , so
the equation of the speed control is shown.

T ∗
e = J

np

[−C(s) − K sign(s)
] + TL (9)

3.2 Optimal Sliding Method Controller

In the optimal control system, a most important improvement of the controller design is
made. In the process of designing the controller, there are two key links. They are building
the fuzzy rule table and determining the structure of the fuzzy control algorithm. In the
fuzzy controller structure of the optimalmotor control system, input accurate value in the
process of fuzzification, and then fuzzify it. Thus, the fuzzy value input logic decision-
making function link is generated. Before this link, it is necessary to judge that the logic
decision-making function can identify the fuzzy value. The fuzzy value to is processed
clearly, so that the accurate value is generated.

In the sliding mode variable structure control, the coefficient K of the symbolic
function in the switching control quantity determines the motion quality of the system
in the sliding stage. Further optimization can reduce the chattering of the system in the
sliding stage.

In the two-dimensional fuzzy controller, the derivative ds/dt and the sliding surface
s are taken as the input. The value K is adjusted in real time by combining the fuzzy
control rules. The obtained �K plus the initial value of K0 is used to adjust the value of
K in real time, attenuated the vibration of the variable structure motor drive system, and
prepare for the movement quality of the system.

The input s, ds/dt and output �K in the domain of fuzzy controller are defined in the
following forms:

The output and input fuzzy subsets are {−B, −M, −S, ZO, +S, +M, +B}.
The fuzzy subset is divided into seven segments. −B, −M, −S stand for negative

big, negative middle, and negative small separately. ZO is the symbol for zero. +S, +M
and+B are similar, except they are positive. The continuity domains of input s, ds/dt and
output �K are all defined in [−3, 3], and the triangle membership function is adopted
in the input and output of the controller. Its expression is shown in formula (12)

f (x,m, n, k) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 x ≤ m
x−m
n−m m ≤ x ≤ n
k−x
k−n n ≤ x ≤ k
0 x ≥ k

(10)
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The system uses the barycenter method to calculate the output variables according to
“If A and B then C” the rule statements. Based on the distance between status position
and the sliding face in the process of movement, a fuzzy rule table is constructed. The
corresponding rule table of the fuzzy control system established in this system is shown
in Table 1. In the actual operation of the system, if the movement status track get close to
the sliding face, then the output value �K has a smaller value. when the distance away
the switching face is far, the output value �K has a larger value.

Table 1. Rule table

�K S

−B −M −S ZO +S +M +B

ds
/
dt −B −B −B −B −M −M −S O

−M −B −B −M −S −S O O

−S −M −M −S O O +S +S

O −S −S −S O O +S +S

−S −S −S O +S +M +M +M

+M −S O O +M +M +B +B

+B O O +S +M +B +B +B

4 System Simulation Analysis

This design simulation model of sliding method optimized by fuzzy algorithm is estab-
lished in Matlab environment. In this design, traditional PI controller and fuzzy sliding
method optimization controller are applied to the speed regulator of the asynchronous
motor control system, and the simulation dynamic response curve is obtained. Specific
system simulation parameters are as follows: Un = 1140 V, f = 50 Hz, Pn = 40 kW, Rs
= 0.435�, Ls = 0.2 mH, Rr = 0.816�, Lr = 0.2 mH, Lm = 0.194 mH, J = 0.19 kg.m2.

The simulation result of velocity and torque running curve of traditional PI control
is shown.

When the motor is started, TL = 35 N·m, and the given speed of the system n =
500 r/min. At 0.2 s, 0.4 s and 0.6 s, the system simulation response curves of torque and
speed under different control strategies are obtained under sudden load and sudden load
reduction.

The simulation result of velocity and torque running curve of the fuzzy sliding
method is in Fig. 2.

Compared with Fig. 1 and Fig. 2, the fuzzy sliding mode control system takes less
time from the start to the rated speed stability stage, and the overshoot of the system is
significantly reduced. At 0.2 s and 0.6 s, the system increases and decreases the load
respectively, the response curve of PI control is more fluctuant than that of optimization
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controller, and the recovery time is slightly shorter, but the regulation of optimization
controller is relatively smooth. When the system increases the load again and the speed
decreases in 0.6 s, the overshoot of fuzzy sliding mode control is about 10 r/min less
than that of PI control, and the regulating time of fuzzy sliding method control is a little
less. When the system reduces the load torque and the system increases the speed in
0.8 s, there is almost no overshoot in fuzzy sliding mode control, while the overshoot of
PI control is about 5 r/min.

time(s) 

n(
r/m

in
)

Fig. 1. Speed response curve of traditional PI control

time(s) 

n(
r/m

in
)

Fig. 2. Optimization controller
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5 Conclusion

In this paper, through the theoretical analysis of the advantages and disadvantages of
the asynchronous motor control system, combined with the asynchronous motor math-
ematical model, fuzzy and sliding method control theory, the simulation model of the
frequency conversion speed control system of the shearer’s traction unit based in fuzzy
sliding mode control is established. Matlab tools are used to simulate the actual running
of asynchronous motor, and then the simulation curves are analyzed theoretically. The
results show that the fuzzy sliding mode control system is faster than the traditional PI
algorithm system, which proves the correctness and feasibility of the design.
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Abstract. Using ERP recording technology our purpose is to explore the neu-
ral mechanism of the effect of word attribute information and word frequency
information on concreteness. Experiment 1: under the lexical judgment task, the
relationship between the two variables was investigated. The results showed that
in N2 and P3 time window, there were differences between noun and verb pro-
cessing. In P3 time window, concrete words and abstract words appear separate.
In the process of N400, there are differences in the processing of nouns and verbs,
concrete words and abstract words. In experiment 2, under the vocabulary judg-
ment task, frequency and vocabulary type were taken as independent variables.
The results showed that in N2 time window, high frequency vocabulary and low
frequency vocabulary processing were separated. In P3 time window, noun and
verb processing differences, concrete and abstract words began to appear sepa-
rate. In N400, there are differences in the processing of nouns and verbs, concrete
words and abstract words. The results suggest that word attributes and word types
affect concreteness effect; the concreteness effect occurs in low-frequency words.
The processing of concreteness effect of Chinese two-character words supports a
single semantic processing model.

Keywords: Concreteness effect ·Word attributes ·Word frequency · Chinese
two-character word

1 Introduction

Speech comprehension is a social phenomenon [1, 2]. Word recognition is the first
stage of speech understanding. Word concreteness information and word frequency
information affect word recognition. Concrete words refer to words that express specific
concepts, such as table, bread and others. Abstract words refer to thoughts, feelings and
other words that represent abstract concepts. Inmany experimental tasks, concrete words
are processed faster than abstract words, that is, concrete effect.

Dual coding theory holds that there are two independent but interrelated processing
systems in the human brain. They are semantic - based processing system (verbal system)
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and image - based processing system (non-verbal system). Concrete words are processed
in verbal and non-verbal systems,while abstractwords aremainly processed in the verbal
system [3]. The Context Availability Model holds that when concrete and abstract words
are processed in a system. The comprehension of verbal information depends heavily
on the information of “context”. It is more difficult to retrieve the “context” information
of abstract words than that of concrete words when the words are presented separately.
However, if appropriate context is provided, there is no significant difference in the
processing of the two types of words, that is, the concreteness effect disappears [4].

Holcomb et al. investigated the concreteness effect of words under three different
context conditions (appropriate, abnormal and neutral), and found that in abnormal and
neutral sentences, concrete words produced larger N400 components than abstract words
[5]. The Kounios and Holcomb studies also found that concrete words elicit larger N400
components than abstract words; In addition, in the right anterior brain region, concrete
words and abstract words appear more separate, which indicates that concrete words
have the advantage of right brain processing. But the study also found that the repetition
of words makes the difference between concrete and abstract words weaken or even
disappear [6]. Roberta and Alice took Italian as the experimental material and adopted
the lexical judgment task, which resulted in significant concreteness effect. Different
from the past, there was no N400 component. Concrete words in the middle occipital
lobe produced largerN365 component than abstract words, and P3 componentwas found
in the prefrontal lobe (the amplitude of abstract words was larger than that of concrete
words) [7]

Using the PET technique and the vocabulary judgment task, Perani, Cappa, et al.
found that the processing of abstract words was related to the selective activation of
right temporal pole, right amygdala and bilateral inferior prefrontal cortex, while the
processing of specific words did not find brain regions more active than that of abstract
words [8]. Kiehl et al. [9] used the same experimental task as Perani et al. [19], and
combinedwith fMRI technology, obtained consistent results. Fiebach and Friederici [10]
followed the experimental task technique of Kiehl [9], but obtained different results. The
processing of abstract words was related to the left inferior frontal triangle, while the
processing of specific words was related to the left temporal lobe base. The results show
that the processing of concrete words and abstract words is different, but they all have
left brain dominance. However, Binder et al. [11] concluded another conclusion that the
processing of abstract words activates the left inferior frontal lobe, while the processing
of specific words activates bilateral angular gyrus and bilateral prefrontal cortex back.

Zhang qin [12] investigated the concreteness effect of Chinese words by manipu-
lating word frequency, and found that there was a significant concreteness effect in the
recognition of Chinese double-character words, but this advantage of specificwords only
existed in the range of low-frequencywords. They also used repetition priming paradigm
to investigate the influence of word context on the concreteness effect of two-character
words, and found that repetition priming could not eliminate the concreteness effect.

Chen baoguo [13] used the vocabulary judgment task to investigate the influence of
concreteness effect on vocabulary recognition. The results showed that concreteness and
frequency had an interaction, but the concreteness effect only existed in high-frequency
words. Zhang qin et al. [14] used ERP technology to study the processing difference
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between nouns and verbs and the relationship between concrete word and word attribute.
The results showed that: in the 200–300 ms and 300–400 ms time Windows after the
stimulus presentation, the ERP component induced by specific nouns in the whole brain
was larger than that of specific verbs. Zhang, Guo, Ding, and Wang [15] used ERP
technology to investigate the concrete effect of words by using word judgment task
manipulation word frequency, and added concrete verbs and abstract verbs. The results
show that, regardless of word frequency, concrete nouns produce more negative compo-
nents between 200 ms–300 ms and 300 ms–500 ms than abstract nouns. They believe
that concreteness and frequency of words may be two independent factors. The brain
regions of concrete and abstract words were different in the 300 ms–500 ms time period,
which supported the dual coding theory. Finally, the concreteness between verbs was
smaller than that between nouns, and the difference was found in the middle left parietal
lobe.

It can be seen that there is still controversy about the results of specific vocabulary
processing. The first innovation of this study is to investigate the specificity effect by
controlling word frequency and part of speech variables. The second innovation was the
use of electroencephalography. The third is the Chinese double word as the experimental
material

2 Experiment 1 the Influence of Word Attribute in Concreteness
Effect

2.1 Method

Participations. The subjects were 22 college students of Liaoning normal university,
aged 18–20 years old. All the subjects had not participated in similar experiments
recently, and were healthy with normal vision or corrected vision. All the students who
participated in the experiment received a nice gift and credits as a reward.

Materials. Material preparation and evaluation are as follows: (1) to select double-
character concrete words (concrete nouns and concrete verbs) and abstract words
(abstract nouns and abstract verbs) from the modern Chinese frequency dictionary. (2)
these two-character words were randomly arranged and 20 students who did not partic-
ipate in the formal experiment rated concreteness on a seven-point scale. 7 represents
the strongest concreteness and l represents the strongest abstraction. (3) control the
frequency of double-character words, the number of strokes of the first character, the
number of strokes of the last character and the total number of strokes, and avoid the
use of emotional words. (4) finally, 60 concrete nouns, concrete verbs, abstract nouns
and abstract verbs were obtained respectively. (5) any word in a true word is modified
to become a false word. Control the influence of the number of strokes of false words
on the experimental results, and try to avoid false words with the same pronunciation,
similar or ambiguous. (6) statistical information of 240 selected double-character words
is shown in Table 1.

Experimental Apparatus. The experimental programwas developedwith e-prime 1.0,
and the experimental materials were presented with a 15-in. monitor. EEG was recorded
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Table 1. Statistics of experimental materials

C-A CR AWF ASIC ASLC OMS

C–noun 6.44
(0.33)

67.73
(0.01)

7.77
(2.64)

7.62
(2.46)

15.38
(3.84)

A–noun 1.93
(0.23)

64.93
(0.01)

8.10
(2.90)

8.45
(2.35)

16.55
(3.76)

C–verb 5.39
(0.45)

72.29
(0.01)

8.53
(2.38)

7.75
(2.81)

16.28
(3.80)

A–verb 2.52
(0.25)

60.79
(0.00)

8.60
(2.39)

7.13
(2.13)

15.73
(3.02)

Note: frequency units are times/million. C-
A: Concreteness - attribute. CR: Concreteness
rating. AWF: The average word frequency.
ASIC: Average stroke of initial character. ASLC:
Average stroke of last character. OMS: Overall
mean stroke

using EGI-128 channel recording system produced by EGI Corporation. The electroen-
cephalogram was recorded by the international 10–20 system. With the Cz point as the
reference electrode, electrodes were placed on the outside of the eyes, on the top and
bottom of the eyes respectively to record the horizontal ophthalmic (HEOG) and ver-
tical ophthalmic (VEOG). Sampling frequency is 250 Hz, and scalp electrode contact
resistance is less than 50 k�.

Experimental Procedure. In this experiment, the experimental design is 2 (word type:
concrete word, abstract word) × 2 (word attribute: noun, verb) completely repeat two
factors design. The experiment adopted the word judgment task, and each subject was
tested separately. Each subject completed the judgment task of 480 words.

After the electrode installation, the subject sat down facing the computer screen with
a visual range of 80 cm. This experiment is divided into four blocks, each containing
120 trails. Firstly, the fixation point “+” is presented for 200 ms, followed by the target
word, which is presented in black and white on the center of the computer screen. Each
screen presents a word with a maximum view Angle of 2.5°. The subject pressed the key
“1 or 4” to judge whether the word is the true or false word, and then the empty screen
lasted for 500 ms. And then the next trial continues.

Data Analysis. The response time and error rate of the target words were analyzed
statistically. Data whose response time of the target word is less than 250 ms and
greater than 1500 ms are deleted. The subjects whose error rate was less than 80%
were excluded. Finally, 20 valid subjects were obtained. SPSS16.0 statistical software
was used to analyze the variance of repeated measures in response time

30 Hz low-pass filtering was performed off-line for the continuously recorded origi-
nal EEG data. The analysis duration starts with the target word presenting, lasts 1000ms,
and the baseline is 200 ms before the target word presenting. After removing the data
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segments containing eye movement artifacts, the data segments under the same condi-
tions were averaged. After baseline correction and whole-brain averaging, the average
waveforms of each subject in each experimental condition were obtained. According to
the previous literatures [5–7] and the total average ERP waveform in this experiment,
the average amplitude of N2 (150–280 ms), P3 (280–420 ms) and N400 (420–570 ms)
were taken for analysis

2.2 Results

Twenty effective subjects were analyzed. The response time of true words and false
words were 584.41 ms and 662.93 ms, respectively, and the response error rate was
0.06% and 0.05%, respectively. The variance analysis of response time shows that the
main effect of lexical type is significant, subject analysis: F(1,19)= 21.301, P= 0.001;
item analysis: F (1,59) = 1.672, P = 0.201. The main effect of lexical attributes is
marginal significance, subject analysis: F(1,19) = 0.413, P = 0.0528; item analysis:
F(1,59)= 0.115, P= 0.0735. There is no significant interaction between word types and
lexical attributes, Subject analysis: F(1,19)= 0.062, P= 0.807; item analysis: F (1,59)=
0.065, P= 0.800. To identify the EEG sources of these differences, we further analyzed
the ERP data. Repeated measurement ANOVA was performed on average amplitude,
and Greenhouse-Geisser correction method was applied.

N2 (150–280 ms). Repeated measure ANOVA of 2 (concrete and abstract) × 2 (noun
and verb)× 19 (electrode) was performed for the average amplitude of this period. The
results showed that the electrode had a main effect, F (18,324) = 38.429, P = 0. 001.
There was interaction between word attribute and electrode, F (18,324)= 10.0267, P=
0.001.

Further analysis of the interaction between word attribute and electrode showed that
there was a main effect of word attribute on C4 electrode, F (1,18) = 6.667, P = 0.019;
on the P4 electrode, F (1,18)= 3.873, P= 0.065; on the O2 electrode, F (1,18)= 3.360,
P = 0.083 (marginal significant).

P3 (280–420 ms). Repeated measure ANOVA of 2 (concrete and abstract) × 2 (noun
and verb)× 19 (electrode) was performed for the average amplitude of this period. The
results show that the main effect of word type is marginal significant, F (1,18) = 3.880,
P = 0.064. At the same time, the main effect of the word attribute of the target word
is also near the marginal significant, F (1,18) = 4.343, P = 0.052. The main effect of
electrode was also significant, F (18,324) = 21.859, P = 0.001. No interaction between
the variables was found.

N400 (420–570 ms). Repeatedmeasure ANOVA of 2 (concrete and abstract)× 2 (noun
and verb) was performed separately for the average amplitude at each electrode. The
results showed that there was a main effect of word type on C3 electrode, F (1,18)
= 6.559, P = 0.02; On the PZ electrode, the main effect of word type was marginal
significant, F (1,18) = 3.913, P = 0.063. On the O2 electrode, the main effect of word
attributes was marginal significant, F (1,18) = 3.379, P = 0.083 (Fig. 1).
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Fig. 1. Comparison of ERP waveform on some electrodes. Note: The abscissa represents time
(−200ms–1000ms) ,and the ordinate represents the average amplitude (V). AN stands for abstract
noun; AV stands for abstract verb; CN stands for concrete noun; CV stands for concrete verb.

2.3 Discussion

Thebehavioral data of experiment 1 show that there is aword superiority effect, that is, the
real word reacts faster than the pseudoword word. The subjects weremore likely to judge
the correct word as wrong, but less likely to judge the wrong word as right. Moreover,
the error rate of abstract words is lower than that of concrete words, perhaps because of
the influence of the speed-accuracy tradeoff. But it hasn’t been proven conclusively by
other studies.

The study found that the difference between nouns and verbs began to appear about
200 ms after the target word was present. Statistical analysis of individual electrodes
showed that EEG differences between nouns and verbs were significant at C4 (right
center), P4 (right parietal), and O2 (right occipital) electrodes. The studies by Preissl
etc. [16] and Pulvermller etc. [17] have shown that about 200 ms after the target word
onset, nouns and verbs processing differences began to emerge. Pulvermller et al. [17]
found that about 200 ms after stimulus presentation, EEG differences of content words
and functional words began to emerge. In this study, the number of strokes, frequency
and concreteness of experimental materials were strictly controlled. Therefore, the word
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attribute effect may reflect the semantic level difference of words with different proper-
ties. In this period, nomain effect of word types was found, indicating that the processing
of concrete words and abstract words had not been separated.

The difference between noun and verb processing continues to emerge in the next
time window. Statistical analysis of individual electrode data shows that there is a sig-
nificant difference in the processing of vocabularies of the two properties on FP2 (right
frontal pole) and P4 (right parietal) electrodes. In this time window, the processing of
concrete words and abstract words appeared different on the electrodes of P4 (right
top), C3 (left center) and CZ (center point). In the 420–570 ms window, differences
in the processing of nouns and verbs, concrete words and abstract words remain. The
difference between noun and verb is shown by O2 (right occipital) and PZ (vertex) elec-
trodes, while the difference between concrete and abstract words is shown by C3 (left
center) and PZ (vertex) electrodes. N400 is closely related to language processing such
as lexical access or semantic representation of words. In this study, it is believed that
the presence of N400 components is more related to semantic representation. Whether
there is word attribute effect or concreteness effect in the experiment, nouns are more
related to perception, while verbs are more related to action procedures.

The difference between concrete words and abstract words is embodied in imagin-
ability. Concrete words are more likely to make people produce representations. Thus,
differences in semantic representation are likely to be reflected in electrical activity in the
brain. However, the affirmation and clarification of this conclusion need further study.

3 Experiment 2 the Influence of Frequency on Concreteness Effect

3.1 Methods

Participation. The subjects were 24 college students of Liaoning normal university,
aged 18–20. None of the participants had recently taken part in a similar experiment
and were healthy with normal vision or corrected vision. All the participants received a
nice gift and credits as a reward. None of the participants in experiment 2 participated
in experiment 1

Materials. The material preparation and evaluation of this experiment includes the fol-
lowing steps: (1) Select concrete and abstract words from the dictionary of modern
Chinese frequency. Among them, the low-frequency words are the words with a fre-
quency below 10 times per million, and the high-frequency words are the words with
a frequency above 90 times per million. (2) Print these two-character words in random
order on a piece of paper. Twenty students who did not participate in the formal exper-
iment rated the word’s concreteness on seven-point scale. “7” means the word refers
to very specific content, and “l” means the word refers to very abstract content. (3)
Control the number of strokes of the first character, the number of strokes of the last
character and the total number of strokes, and try to avoid the use of emotional words.
(4) 400 double-character words were selected, including 100 high-frequency concrete
words, 100 high-frequency abstract words, 100 low-frequency concrete words and 100
low-frequency abstract words. (5) The composition of the 400 false words was the same
as in experiment 1. The statistical information of the 400 selected two-character words
is shown in Table 2.
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Table 2. Statistics of experimental materials

C–F CR AWF ASIC ASLC OMS

C–HF 5.00
(0.92)

260.42
(0.02)

7.13
(2.44)

7.19
(2.83)

14.32
(3.58)

A–HF 2.42
(0.61)

4.02
(0.00)

7.36
(2.13)

7.67
(2.45)

15.03
(3.55)

C–LF 5.75
(0.78)

248.17
(0.01)

7.92
(2.25)

7.11
(2.43)

15.03
(3.17)

A–LF 2.58
(0.60)

4.11
(0.00)

7.67
(2.23)

7.41
(2.41)

15.16
(3.30)

Note:C-F: Concreteness - frequency. CR:
Concreteness rating. AWF: The average word
frequency. ASIC: Average stroke of initial
character. ASLC: Average stroke of last
character. OMS: Overall mean stroke. HF-
high frequency, LF-low frequency, Frequency
unit is in order per million

Apparatus. The experimental instrument is the same as experiment 1.

Design and Procedure. In this experiment, 2 (word type: concreteword, abstract word)
× 2 (word frequency: high frequency, low frequency) two-factor measurement experi-
ment design was adopted. Using the word judgment task, each subject was tested sepa-
rately, and each subject judged 800 words. This experiment is divided into four blocks,
each containing 200 trails. The rest of the experiment followed the same procedure as
experiment 1.

Data Analysis. The response time and error rate of the target words were statistically
analyzed. Data whose response time of the target word is less than 250 ms and greater
than 1500 ms are deleted. The subjects whose overall accuracy rate was less than 80%
were excluded. Finally, 21 subjects had valid data. A 30Hz low-pass filter was performed
offline for the recorded continuous original EEG data. The time epoch of analysis is the
beginning of the target word presentation, lasting 1000 ms, and the baseline is 200 ms
before the target word presentation.

After removing the data segments containing eye movement artifacts, the data seg-
ments under the same conditions were averaged. After baseline correction and brain
average, the average waveform of each subject in each experimental condition was
obtained. The average amplitude of N2 (150–280 ms), P3 (280–420 ms) and N400
(420–620 ms) were taken for analysis according to the previous literatures and the total
ERP waveform in this experiment.



300 S. Fang and S. Xue

3.2 Results

The data of 21 effective subjects were analyzed. The response time of true words and
false words were 603.84 ms and 674.48 ms, respectively, and the response error rate was
0.06% and 0.05%, respectively.

The variance analysis of response time data shows that the main effect of word types
is significant, Subject analysis: F (1, 20)= 19.653, P= 0.001; item analysis: F (1, 99)=
5.726, P = 0.019. The main effect of word frequency was significant. Subject analysis:
F (1, 20) = 3.573, P = 0.001. Item analysis: F (1, 99) = 3.887, P = 0.001. There is
a significant interaction between word type and word frequency, Subject analysis: F
(1, 20) = 9.768, P = 0.005; item analysis: F (1, 99) = 3.813, P = 0.054. The simple
effect analysis of the interaction is found that the main effect of the word type is not
significant, P > 0.05;When the target word is low-frequency, the main effect of word
type is significant,subject analysis: F (1, 20) = 22.333, P = 0.001. item analysis: F (1,
99) = 5.757, P = 0.018.

In order to clarify the source of these differences,we analyzed theERPdata.Repeated
ANOVA was performed on the average amplitude, and Greenhouse-Geisser correction
method was applied.

N2 (150–280 ms). The average amplitude of this epochwas analyzed by 2 (concrete and
abstract)× 2 (high and low frequency)× 19 (electrode) repeatedmeasurement ANOVA.
The results showed that the main effect of the target word frequency was significant, F
(1,21) = 10.614, P = 0.004. The main effect of electrode was significant, F (18,378)
= 40.284, P = 0.001. There was interaction between word frequency and electrode, F
(18,378) = 4.762, P = 0.008.

Simple effect analysis shows that there is a main effect of target word frequency on
FP1 (left frontal pole) electrode, F (1,21) = 10.787, P = 0.004; There is a main effect
of target word frequency on the FP2 electrode, F(1,21) = 9.072, P = 0.007; There is a
main effect of target word frequency on F4 (right frontal) electrode, F(1,21) = 4.803,
P = 0.04; there was a main effect of target word frequency on the F8 (right anterior
temporal) electrode, F(1,21) = 4.534, P = 0.045. In addition, there were significant
frequency primary effects on T3 (left middle temporal), T5 (left posterior temporal), T6
(right posterior temporal), O2 (right occipital), FZ (frontal midpoint), and CZ (central
point) electrodes.

P3 (280–420 ms). For the average amplitude of this period, 2 (concrete and abstract)×
2 (high and low frequency)× 19 (electrode) repeatedmeasurement variance analysiswas
performed, and the results showed that the main effect of the electrode was significant, F
(18,378)= 23.175, P= 0.001; There was interaction betweenword types and electrodes,
F (18,378) = 32.112, P = 0.001; There was an interaction between the word frequency
and the electrode, F (18,378) = 5.651, P = 0.001. A simple effect analysis of the
interaction shows that there is a main effect of the target word type on the FP1 electrode,
F(1,21) = 4.282, P = 0.051 (marginal significance); There is a main effect of target
word frequency on F3 electrode, F(1,21) = 10.517, P = 0.004;There is a main effect
of target word frequency on the C3 electrode, F(1, 21) = 3.872, P = 0.062 (marginal
significance); There is a main effect of target word frequency on T3 electrode, F (1, 21)
= 9.506, P = 0.006. In addition, there are also major effects of lexical types on T4, T5,
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O1, O2, FZ and CZ electrodes. Moreover, there was a significant interaction between
target word frequency and word type on the T6 electrode, F (1, 21)= 14.874, P= 0.001.

N400 (420–620 ms). Repeated measure ANOVA of 2 (concrete and abstract)× 2 (high
and low frequency) was performed separately for the average amplitude of each elec-
trode. The results showed that therewas amain effect of word frequency onC4 electrode,
F (1, 21) = 6.130, P = 0.022; on the P4 electrode, F (1,21) = 5.613, P = 0.027; on CZ
electrode, F (1,21)= 7.720, P= 0.011; on the PZ electrode, F (1,21)= 3.158, P= 0.090
(edge significant). There was a main effect of lexical type on the P4 electrode, F (1,21)
= 10.764, P = 0.004; on T6 electrode, F (1,21) = 5.710, P = 0.026; on O2 electrode, F
(1,21) = 6.033, P = 0.023; on the PZ electrode, F (1,21) = 4.798, P = 0.040 (Fig. 2).

Fig. 2. Comparison of ERP waveform on some electrodes. Note: The abscissa represents time
(−200 ms–1000 ms) ,and the ordinate represents the average amplitude (µV). HA stands for
high frequency abstract words; HC stands for high frequency specific words; LA stands for low-
frequency abstract words; LC stands for low frequency specific words.

3.3 Discussion

Experiment 2 also found the word superiority effect, the error rate of false words is lower
than that of true words, and the error rate of abstract words is lower than that of concrete
words. Behavioral data show that there is a significant effect of word frequency andword
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type, and there is an interaction betweenword frequency andword type. In the case of low
frequency, the main effect of word type is significant, and the specific effect only exists
in the range of low frequency words. It is common sense that the concreteness effect
exists in low-frequency word. Whether abstract or concrete, the difference in processing
disappears after the words are used quite a lot. The processing of high frequency abstract
words is close to or equal to the processing of high frequency concrete words. However,
for low-frequencyword, the processing of abstract word and concreteword is still carried
out in the original way. From this point of view, if a low-frequency abstract word has
been used for quite a few times, it will not have a concrete effect. Therefore, faced with
a new problem, what frequency range, word specificity effect exists; what frequency
range, where does the concreteness effect disappear, and where is the critical point of
that frequency? It deserves the attention of future research.

The results show that the main effect of the target word frequency is significant in
150–280 ms time window, and there is an interaction between the frequency and the
electrode. From the beginning of word processing, word frequency plays a role, and the
brain source of processing is also different. This result is consistent with the result of
experiment 1. In experiment 1, the separation of noun and verb processing also occurs
in this period. It can be speculated that this kind of word attribute effect may reflect the
difference in semantic processing level of words with different properties.

In experiment 2, it was also observed that the separation of high frequency words
and low frequency words with different properties also appeared in the 150–280 ms time
window. Thus the results reinforced our hypothesis that differences onN2waves indicate
differences in the semantic level of words of different properties. In 280–420 ms, the
processing of concrete and abstract words begins to separate. High and low frequency
words continue to be processed differently.

In the process of 420–620 ms, the processing of different frequency words and the
processing of different word types continue to be separated. However, there was no
significant interaction between the two variables, and the N400 component was not
affected by the frequency of the target word. In the study of Kounios and Holcomb [18,
19], the inconsistency between this response and N400 results also appeared. They argue
that response time and EEG cannot be reduced to the same cognitive operation. Zhang
[32] also showed such inconsistencies in the lexical judgment task. They explained that
the measurement method of response time may be more sensitive to lexical tasks than
lexical integration.

4 General Discussion

This study used the word judgment task, combined with ERP technology, to investigate
the factors influencing the concreteness effect of Chinese two-character words. N2 is
typically found in tasks such as describing response stimulus recognition, attention
switching, suppressing motor responses, overcoming stereotypical responses, or conflict
detection. Naatanen [20] proposed the following characteristics of N2 component: it was
induced by deviant stimulus, even with only a very small deviation; Its enhancement
results from an increase or decrease in event deviations. In this study, the separation of
nouns and verbs, high frequency words and low frequency words occurred in the period
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of N2 component. This suggests that after processing the physical features of words,
differences in brain processing begin to emerge. Word attributes and word frequency
play an important role in the early stage of word processing.

P3 is regarded as a measurement index of resource allocation [21, 22]. The P3
amplitude increased as the subjects put more effort into the task. In our two experiments,
the separation of the first processing of concrete words and abstract words occurred in
this period. The processing of concrete words activates more brain regions than that of
abstract words. This is consistent with the dual coding model we mentioned earlier. But
the dual coding model emphasized that this difference occurred only in the right brain.
Since the processing of specific words is performed by the verbal semantic processing
systemand the non-verbal (image) processing system,while abstractwords are processed
by the verbal semantic processing system, the difference between them is embodied in
the non-verbal (image) system. This system is thought to exist in the right brain. The
differences between the two kinds of words in this study are not limited to the right
brain.

According to the extended dual coding model, the difference between concrete and
abstract words can be expressed in speech semantic processing system and non-verbal
(image) processing system. It is therefore difficult to say in which hemisphere the ampli-
tude of the processing of concrete words is greater than that of abstract words. The
results of this study found that the difference between concrete words and abstract
words appeared not only in the left brain, but also in the right brain, so it was more con-
sistent with the extended double-coding model. The contextual validity model holds that
the processing of concrete words and abstract words is reflected in different degrees of
processing in the same system. Therefore, this experiment does not support dual coding
model.

From a certain point of view, the extended dual coding model has something in com-
mon with the context validity model. The extended dual coding model is the synthesis
and extension of the dual coding model and the context validity model. More impor-
tantly, some viewpoints of dual coding model were removed and context validity model
was added, which made it extremely difficult to distinguish the extended dual coding
model from context validity model, not only from response time, latency of brain waves,
amplitude or distribution of brain regions. More research is needed.

It is generally believed that the larger the amplitude of N400, the smaller the context
priming amount of the target word. The smaller the amplitude is, the greater the amount
of context priming of the target word is. N400 is also related to the successful completion
of vocabulary integration. In the N400 time window, the difference in the processing of
concrete and abstractwords in the twoexperiments alsodidnot exist in theunilateral brain
region, thus further supporting our view that the dual coding model was not supported.

The nature of nouns and verbs is different and has been confirmed inmany studies. In
this study, when examining the influence of word attributes on the concreteness effect, it
is found that word attributes are not the factors that affect the concreteness effect. Zhang
et al. [13] used high frequency nouns, low frequency nouns and low frequency verbs to
investigate the concrete effect. The study showed that the difference between verbs in
ERP was smaller than that between nouns, but did not analyze the difference between
nouns and verbs. Meanwhile, Tsai [23]’s study on the word judgment task showed that
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there was a significant interaction between word attributes and the cerebral hemisphere,
and the processing of verbs was weaker than that of nouns in right brain.

The two studies also failed to show the interaction between word attribute and word
type. Therefore, it is reasonable to believe that although nouns and verbs are words with
different properties, such differences have been offset or ignored by the differences in
the processing of concrete words and abstract words when making lexical judgments,
and the specific reasons need to be further studied.

Word frequency is an indispensable factor in the study of word. This study shows
that there is a significant interaction betweenword type andword frequency, that is, word
frequency affects the specific effect of words. Further analysis shows that the specific
effect occurs in the range of low-frequency vocabulary. The reason may be that, within
the range of high frequency words, the specificity effect is not sensitive to the way in
which it is measured. It is worth noting that word frequency and word type may be two
independent variables. But further research is needed. The critical point of occurrence
and disappearance of concreteness effect is also a main direction of future research.
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Abstract. For the frequency spectrum leakage and fence effect generated in Fast
Fourier Transform (FFT) during asynchronous sampling and integral period trun-
cation affect the precision of harmonic detection, a new algorithm for harmonic
analysis based on four-spectrum-line interpolation FFT with second-order self-
convolution window with five-term Maximum-Sidelobe-Decay (MSD) was pro-
posed and the polynomial fitting method was used to construct the four-spectrum-
line interpolation correction formula. The simulation results showed that this algo-
rithm could improve the detection accuracy of amplitude, phase and frequency
by 1-2 orders of magnitude compared with other commonly used windowed
interpolation algorithms.

Keywords: Harmonic analysis · Five-term MSD self-convolution window ·
Four-spectrum line interpolation · Polynomial fitting

1 Introduction

With the development of industry, attention is turning to the harmonic problem caused
by the widely used nonlinear load. In order to reduce harmonic pollution, accurate
detection of harmonics becomes the primary issue [1]. The fast Fourier transform (FFT)
algorithm has become a typical method of harmonic detection due to its characteristics of
reliability, simplicity, fast operation speed, and easy implementation in hardware circuits
[2]. However, when FFT is used for harmonic analysis, the asynchronous sampling
and non-integral period truncation of the signal will cause spectrum leakage and fence
effect, which will seriously affect the accuracy of harmonic detection [3]. In order to
suppress the effects of spectral leakage and fence effects, a windowed interpolation
correction algorithm can be used. At present, the commonly used window functions
include Hanning window [4], Blackman window [5], Blackman-Harris window [6],
Nuttall window [7], etc., all of which suppress the effect of spectrum leakage to a certain
extent. The more commonly used interpolation algorithms are multimodal spectral line
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interpolation [8, 9], cubic spline interpolation [10–12], Lagrange interpolation [13–15],
etc.

There are various FFT window interpolation algorithms nowadays [16], and the
traditional single detection method cannot adapt to the increasingly complex harmonic
detection requirements.At present,many researchers at home and abroad have conducted
in-depth research on the harmonic detection algorithmwhere a newmethod is introduced
on the basis of the original algorithm to realize the optimization of some calculation
processes [17–19], or several methods are used to overcome the defects of a single
detection algorithm [20–22]. Liu Kaipei and others have derived correction formulas
for four typical window functions, verifying that the four-spectrum line interpolation
algorithm has higher accuracy than the commonly used bispectral and trispectral lines
[23]. Xie Qiang et al. Combined the five-term MSD window with the three-spectrum
line interpolation algorithm, and compared with other commonly used window function
interpolation algorithms, it has relatively higher accuracy [24]. Nan Xue et al. Proposed
a four-spectrum line interpolation FFT harmonic analysis algorithm based on fiveMSD-
Rife windows, and concluded that the five MSD-Rife windows with MSD/Rife weight
ratio α/β = 0.6/0.4 have better suppression of spectrum leakage Function [25]. In
order to further improve the precision of windowed interpolation algorithm, the self-
convolution of five-termMSDwindowwas conducted in this paper to generate five-term
MSD second-order self-convolution window. The information of bilateral symmetry
lines of the peak frequency was taken into full consideration meanwhile in the harmonic
analysis of four-spectrum-line interpolation FFT. Finally, a new algorithm for harmonic
analysis was put forward based on four-spectrum-line interpolation FFT with second-
order self-convolution window with five-term MSD.

2 Five-Term MSD Second-Order Self-convolution Window

2.1 Five-Term MSD Window Characteristics

In the case of asynchronous sampling, in order to reduce the influence of spectrum
leakage on the harmonic measurement, a window function with a low sidelobe peak
level and a high sidelobe attenuation rate is used for windowing the signal. The pentad
MSD window is a cosine combination window [26], and its general form is

w(n) =
M−1∑

m=0

(−1)mam cos(
2πmn

N
) (1)

In the formula: N is the number of sampling points;M is the number of terms of the
window function;m = 0, 1, 2, . . . ,M − 1; n = 0, 1, 2, . . . ,N − 1; the coefficient of am

should be meet constrains
M−1∑
m=0

(−1)mam = 0 and
M−1∑
m=0

(−1)mam = 0.

In the five-term maximum sidelobe attenuation window, the five coefficients of am
are taken as a0 = 0.2734375, a1 = 0.4375,a2 = 0.221875,a3 = 0.0625, a4 = 0.0078125,
respectively.

According to its time domain information, the normalized logarithmic spectrum and
the normalized logarithmic spectrum of several commonly used window functions are
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drawn in the same graph, and the comparison graph is shown in Fig. 1. The specific
sidelobe characteristics of the four window functions in Fig. 1 are shown in Table 1.

Fig. 1. The spectral characteristics of the window function.

Table 1. Sidelobe characteristics of each window function.

Window function name Peak sidelobe/dB Sidelobe decay rate/(dB/oct)

Hamming −43 6

Blackman −58 18

Nuttall −83 24

Five-Term MSD −75 54

With reference to Fig. 1 and Table 1, it can be seen that the five MSD window
sidelobe peaks are −75 dB, and the sidelobe attenuation rate is 54 dB/oct. There is
a clear advantage in the sidelobe attenuation rate, which is far greater than the other
mentioned above. The window function has a very good attenuation effect on the side
lobes, which can well suppress the influence of spectral leakage on other frequency
points, and make the calculation result of the algorithm more accurate.
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2.2 Five-Term MSD Self-Convolution Window

The self-convolution of the window function can improve the window function’s ability
to suppress sidelobe leakage and enhance the performance of the window function. In
order to further improve the window function performance of the five-term maximum
sidelobe attenuation window, the five-termMSDwindow is self-convolved And analyze
the results of self-convolution.

Time-domain self-convolution of the five-term MSD windows yields

wMSD−p(M ) = wMSD(N ) ∗ wMSD(N ) ∗ . . . ∗ wMSD(N )︸ ︷︷ ︸
p

(2)

In the formula: p is the number of five MSD window functions participating in
the self-convolution operation, which is also called the order of the self-convolution
operation.

According to the convolution property, when two five-termMSDwindow sequences
of length N are convolved, a sequence of length 2N − 1 can be obtained. Perform a
zero-padding operation at the beginning or end of the sequence to obtain a sequence
of 2N in length. Similarly, by performing p − 1 convolution operations on five MSD
window sequences of length N , a sequence of length pN − p + 1 can be obtained. By
adding p − 1 zeros at the beginning or end, we can obtain Sequence of length pN .

From the discrete sequence Fourier transform, the frequency domain expression of
the five-term MSD window is

WMSD(w) =
M−1∑

m=0

(−1)m
am
2

[
WR(w − 2mπ

N
) + WR(w + 2mπ

N
)

]
(3)

According to the nature of the convolution, the convolution in the time domain of the
window function is equivalent to the product in the frequency domain, so the spectrum
of the p-order five-term MSD self-convolution window is

WMSD−p(w) = [WMSD(w)]p (4)

The main lobe width of the p-order pentad MSD self-convolution window, that is
WMSD−p(w), the point at which 0 is taken for the first time, which |WMSD(w)| is 0 at this
time.

According to formula (3),

⎧
⎨

⎩

N
2

(
w ± 2πm

N

) = dπ

d = 0,±1,±2 · ··
1
2

(
w ± 2πm

N

) �= dπ

(5)

Since the main lobe of the fiveMSD self convolution windows isWMSD(w) the point
of the first 0, at this time, d = ±1, the main lobe width of the five MSD self convolution
windows is

BMSD−p = 20π

N
= 20πp

M
(6)
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From Eq. (6), the main lobe width of the p-order pentad MSD self-convolution
window is inversely proportional to the length of themother window.When the lengthM
of the p-order pentad MSD self-convolution window is constant, the main lobe width of
the p-order pentagonal MSD self-convolution window depends only on the convolution
order p. The higher the convolution order, the larger the main lobe width, The lower the
frequency resolution.

From Eq. (4), we construct first-order, second-order, and fourth-order pentad MSD
self-convolution windows, and the corresponding spectrum curves are shown in Fig. 2.

Fig. 2. Spectrum of five MSD self-convolution windows

It can be seen from Fig. 2 that with the increase of the self-convolution order of the
five-term cosine self-convolution window, the sidelobe peak value gradually decreases,
and the sidelobe attenuation gradually increases. The sidelobe peak of the second-order
self-convolution window is −151.56 dB, the sidelobe peak of the fourth-order self-
convolution window is −303.12 dB, and the sidelobe attenuation speed of the second-
order self-convolution window is 108 dB/oct, and the fourth-order is 216 dB./oct. How-
ever, as the order p increases, the length of the convolution window will increase to p
times the mother window. If the length of the sampling window is maintained, according
to formula (6), the main lobe width will increase to the original p times. The main lobe
width of the second-order self-convolution window is 40π/M , but the fourth-order self-
convolution window will reach 80π/M . Although the rapid attenuation of the side-lobe
peaks is conducive to the improvement of the calculation accuracy, too large the main
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lobe width will have a great impact on the resolution. Large, so we choose the five-
term MSD second-order self-convolution window as the window function in harmonic
detection.

3 Four-Spectrum Interpolation Algorithm

Taking a single frequency signal as an example for analysis, let x(t) take the discrete
time signal sampled uniformly at the sampling frequency fs as:

x(n) = A0 sin(2π
f0
fs
n + φ0) (7)

Where: A0 is the amplitude of the signal; f0 is the frequency of the signal; φ0 is the
initial phase angle of the signal; fs is the sampling frequency, n = 0, 1, 2, · · ·,N − 1,

where N is the number of sampling points.
Windowing truncation of the signal x(n) using the p-order pentadmaximum sidelobe

attenuation self-convolution window will obtain xw(n) = x(n) × w(n),xw is calculated
in the frequency domain as

Xw(ejw) =
N−1∑

n=0

x(n)w(n)e−jwn

= A0

2j

[
ejφ0W(

2π(f − f0)

fs
) − e−jφ0W(

2π(f + f0)

fs
)

]
(8)

Ignoring the effect of the long-spectrum leakage at the frequency −f0, the DFT
transform of xw(n)‘s DTFT transform Xw(k) of Xw(ejw) is sampled at equal intervals
�w = 2π

N :

Xw(k) = A0

2j
ejφ0W(k − f0

�f
) (9)

Where �f = fs
Nc
, k = 0, 1, 2, · · ·,N − 1, W (k) is the spectral function of the

p-order pentad MSD self-convolution window. Because of the sampling point N 〉〉1, the
expression of W (k) is:

W (k) =
{
N

π
e−j kπp sin(

kπ

p
)

[
M−1∑

m=0

(−1)m
amk

(k)2 − p2m2

]}p

(10)

In asynchronous sampling, the signal frequency f = k�f is difficult to be located at
the sampling frequency point, that is, k is generally not an integer, and the FFT generates
a spectrum leakage at this time. As shown in Fig. 3, the four spectral lines near the peak
frequency k are k1,k2,k3,k4 and k1 < k2 = k1 + 1 < k3 = k2 + 1 < k4 = k3 + 1,
respectively. Let ε = k − k2 − 0.5, because of 0 ≤ k − k2 ≤ 1,so ε ∈ [−0.5, 0.5], find
ε is a key step to accurately estimate the harmonic parameters.
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Fig. 3. FFT spectrum under asynchronous sampling

Record the amplitudes of the four spectral lines, respectively:y1 = |Xw(k1)|, y2 =
|Xw(k2)|, y3 = |Xw(k3)|, y4 = |Xw(k4)|. Let R = (2y3 + y4),S = (2y2 + y1). Then
according to formula (9) and bringing in ε, we get:

r = 2|W (−ε + 0.5)| + |W (−ε + 1.5)| (11)

s = 2|W (−ε − 0.5)| + |W (−ε − 1.5)| (12)

Let

γ = y3 + y4 − y1 − y2
y3 + y4 + y1 + y2

(13)

Then

γ = r − s

r + s
(14)

It can be seen from Eq. (14) that γ is a function of ε and γ = g(ε), and the inverse
function ε = g−1(γ ) can be obtained to find the offset ε. Polynomial approximation
can be used to calculate ε = g−1(γ ). Use Matlab’s polyfit function to fit the inverse
function. If you fit 2q + 1 times, you get:

ε ≈ L(γ ) = a1γ + a3γ
3 + · · · + a2q+1γ

2q+1 (15)

Where a1, a3, · · ·, a2q+1 is an odd-order coefficient.
After finding ε, the frequency correction formula of the available signal is:

f = k�f = (k2 + 0.5 + ε)fs/N (16)
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The phase correction formula of the signal is:

φ0 = arg[Xw(k2)] + π

2
− arg[W (−ε − 0.5)] (17)

It can be seen from Fig. 3 that the position of k2,k3 is closer to k, so the two spectral
lines are given greater weight, that is, the weights of k1,k2, k3,k4,and are added 1, 2, 2,
and 1, respectively. The amplitude estimation formula is:

A0 = 2(y1 + 2y2 + 2y3 + y4)

r + s
(18)

When N is 512 or 1024, Eq. (18) can be simplified as A0 = N−p(y1 + 2y2 +
2y3 + y4)u(ε),Where u(·) is an even function, so the approximation polynomial of the
magnitude is:

A0 = N−p(y1 + 2y2 + 2y3 + y4) · (a0 + a2ε
2 + · · · + a2qε

2q) (19)

In the formula, a0, a2, · · ·, a2q is an even term coefficient.
The frequency domain expression of the P-order pentad MSD self-convolution

window can be simplified by formula (10), where M = 5.

|W (k)| =
[
N

π

∣∣∣∣∣sin(
kπ

p
)

4∑

m=0

(−1)m
amk

k2 − p2m2

∣∣∣∣∣

]p

(20)

Substituting Eq. (20) into Eq. (14), randomly taking a set of ε from [−0.5, 0.5] and
substituting it will get a corresponding set of γ values. The number of ε cannot be too
small, otherwise it will affect the fitting accuracy.ε ≈ L(r) is obtained by a polynomial
fitting function polyfit(γ, ε, i), where i represents the degree of fitting (i usually takes 5
or 7 times).

Take the fitting number i = 7, and the corresponding ε of the second-order pentad
MSD self-convolution window is:

ε ≈ L(γ ) = 0.3000500γ 7 + 0.4966542γ 5 + 1.0904182γ 3 + 5.7181015γ (21)

The Eq. (18) is combined with the Eq. (20), and the coefficient of u(ε) is fitted by
polyfit(ε, u(ε), i).

u(ε) = 0.002803784ε6 + 0.084853287ε4

+1.794230810ε2 + 19.639067884 (22)
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4 Simulation Experiment Analysis

In order to verify the accuracy of the algorithm in this paper, a 21st harmonic simulation
analysis is performed. The signal model of the simulation sampling is:

x(n) =
21∑

i=1

Ai sin(2π in
f1
fs

+ θi) (23)

The amplitudes Ai of each harmonic and the phase θi of each harmonic are shown
in Table 2. The fundamental frequency f1 of the signal is 50.5, the sampling frequency
fs is 2520, and the number of sampling points N is 512.

Table 2. Fundamental and harmonic parameters of harmonic signals

Harmonic order 1 2 3 4 5 6 7

Amplitude/V 220 4.4 10 3 6 2.1 3.2

Phase/(◦) 0.05 39 60.5 123 −52.7 146 97

Harmonic order 8 9 10 11 12 13 14

Amplitude/V 1.9 2.3 0.8 1.1 0.7 0.85 0.1

Phase/(◦) 56 43.1 −19 4.1 40 10.5 115

Harmonic order 15 16 17 18 19 20 21

Amplitude/V 1 0.06 0.4 0.04 0.3 0.005 0.01

Phase/(◦) 25 53.1 −132 85 0.8 53 −72

Window the signalmodel given byEq. (23), and then perform simulation experiments
according to the flow of Fig. 4.

Hanning window and Blackman-Harris (B-H) window four-line interpolation uses
the correction formula given in Literature [23], five-term MSD window three-line inter-
polation uses the correction formula given in Literature[24], and five-termMSDwindow
four-line interpolation uses literature The correction formula given in [25]. The five-term
MSD second-order self-convolution window four-spectrum line interpolation uses the
correction formula of this paper. Through comparison of simulation experiments, the
relative errors of amplitude, phase and frequency are shown in Figs. 5, 6 and 7.

It can be seen from the simulation results that:➀under the same conditions, compared
with Hanning window and Blackman Harris window, the harmonic detection accuracy
of the five MSD windows is higher, and the relative error of amplitude, phase and
frequency is increased by about 3–4 orders of magnitude; ➁ compared to the five-
term MSD window of the five-term MSD second-order self-convolution window, the
relative errors in amplitude, phase, and frequency have increased by about 1–2 orders
of magnitude; ➂ on the premise of adding phase and window function, the accuracy of
harmonic detection can be improved by four spectral line interpolation compared with
three spectral line interpolation, which can be increased by 1–2 orders of magnitude.



High-Precision Harmonic Analysis Algorithm 315

Start

End

Input the signal undertest

FFT operation

Windowing

Harmonic signal solution

Four-spectrum interpolation
correction to find the offset

Search for the four largest spectral 
lines in the spectral range

Discretize the signal

Fig. 4. Flow chart of simulation experiment program
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Fig. 7. Relative error of frequency for different windowed interpolation algorithms

5 Conclusion

In this paper, five-termMSD window with superior sidelobe performance were selected
to construct five-termMSD self-convolution window. By analyzing their spectrum char-
acteristics, it was concluded that the sidelobe performance of the five-term MSD self-
convolution window was getting better with the increase of the convolution order, and
the width of the main lobe also increased gradually. On this basis, a new algorithm for
harmonic analysis based on four-spectrum-line interpolationFFTwith second-order self-
convolution window with five-term MSD was proposed, and the correction formulas of
various parameters were calculated to realize the high-precision detection of amplitude,
frequency and phase of each harmonic in the signal. Compared with other algorithms,
this algorithm greatly improved the accuracy of harmonic detection and could be applied
to the occasions where the accuracy of harmonic analysis were demanding.
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Abstract. In order to effectively solve the problem that the offshore island energy
supply system can not be applied to the near land island, the micro energy net-
work optimization configuration model under the typical scenes of the near land
island is constructed, and the specific load data is used to configure the capacity
of the main equipment in the scheme. The model satisfies the problems of elec-
tricity load, heat load and desalination. The objective function of the model is the
minimum operating cost and the maximum customer satisfaction. Considering
the constraints of various types of power generation and energy storage, thermal
power balance and desalination, particle swarm optimization algorithm is used to
solve the problem. Taking a micro energy network of an island as an example,
this paper simulates the micro energy network of cogeneration type, and makes a
comparative analysis with the common micro energy network of the island. The
results show that the optimized configuration model of the micro energy network
of the near land island studied in this paper can effectively provide the power load
and heat load for the users, improve the satisfaction of the users, and thus improve
the economy of the micro energy network.

Keywords: Near land island · Micro-energy-network · Energy supply system ·
Optimal allocation

1 Introduction

China has a large number of islands and a long coastline. How to ensure the safety and
stability of energy supply is the top priority for island residents. The island is rich in
renewable energy such as wind energy and wave energy. The island micro energy net-
work provides energy for residents by combining multiple renewable energy sources,
which is an effective way to solve the island energy supply problem [1–4]. In reference
[5], According to the water demand of the island and the characteristics of the desali-
nation system, and considering the economic and environmental benefits of the system
operation, the paper puts forward the power distribution strategy of coordinating the
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desalination load, battery and diesel generator operation. In reference [6], a scheme of
island micro grid power supply is proposed, in which the sea water pumped storage
power station is used as energy storage equipment, and the wind farm and diesel gener-
ator are operated. Based on the modeling of wind farm, sea water pumping and storage
power station and diesel generator respectively, considering their operation constraints
and island load requirements, the scheme of optimal scheduling of island micro-grid
is proposed. All of the above documents have optimized the energy storage system of
the micro energy network on the basis of satisfying the power load of the residents,
and they are all off grid islands. When the islands are close to the mainland, this mode
cannot be applied. Therefore, this paper proposes a micro energy network system of land
island combined heat and power supply, which takes the grid connected micro energy
network system as the object, and operates the micro energy network in the scheduling
cycle according to the time-sharing electricity price strategy based on the principle of
minimum cost and maximum customer satisfaction, a micro energy network optimiza-
tion model including each output unit, energy storage unit and cogeneration system is
established and solved by particle swarm optimization. Taking an island micro energy
network as an example, this paper compares the micro energy network system of cogen-
eration with that of common Island micro energy network, and verifies the validity and
feasibility of the optimal configurationmodel and solutionmethod of the near land island
micro energy network studied in this paper.

2 Island Micro-Energy-Network Structure and Equipment Model

Themicro energy network system studied in this paper ismainly composed of electricity,
heat and residentialwater.Next, themathematicalmodel ofmicro energy network system
equipment is analyzed (Fig. 1).
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Fig. 1. Basic framework of micro-energy-network
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2.1 Renewable Energy Power Generation Equipment

The mathematical models of wind power and photovoltaic power generation are as
follows [7, 8]:

Pw =
⎧
⎨

⎩

Pr Vr ≤ v ≤ Vco

Pr(A + Bv + Cv2) Vci ≤ v < Vr

0 v < Vci or v > Vco

(1)

⎧
⎪⎨

⎪⎩

A = 1
(Vci−Vr)2

[Vci(Vci + Vr) − 4VciVr(
Vci+Vr
2Vr

)3]
B = 1

(Vci−Vr)2
[4(Vci + Vr)(

Vci+Vr
2Vr

)3 − (3Vci + Vr)]
C = 1

(Vci−Vr)2
[2 − 4(Vci+Vr

2Vr
)3]

(2)

PPV = flossPSTC
GAC

GSTC
(1 + k(Tc − Tr)) (3)

Where, cut in wind speed Vci = 3 m/s, rated wind speed Vr = 12 m/s, cut out wind
speed Vco = 22 m/s; PSTC is the maximum output power of solar panel; GAC is the
average solar radiation intensity;GSTC is the solar radiation intensity under the standard
test conditions, with a value of 1000 W/m2; k is the power temperature coefficient, with
a value of−0.0047/°C; Tr is the ambient temperature under the standard test conditions,
It is 25 °C.

2.2 Seawater Desalination System

In order to meet the water demand of island residents, the desalination system is
composed of a reservoir and several desalination units. The system model is as follows:

⎧
⎪⎨

⎪⎩

Ph = NPN

N =
{⌈

Rn(t)−Rx(t)+Rd (t)
PN

⌉
Rn(t) > Rx(t) − Rd

0 Rn(t) ≤ Rx(t) − Rd

(4)

Where, N is the number of desalination units to be opened; PN is the rated power of
a single desalination equipment; Rn(t), Rx(t) and Rd are the water load required by the
user at time t, the storage capacity and the minimum storage capacity of the reservoir at
time t; the initial water volume of the reservoir is 50 t; the minimum water demand is
10 t.

2.3 CHP System

The mathematical models of micro gas turbine and gas boiler are as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ηt(t) = 0.4166(Pt(t)200 )3 − 1.0134(Pt(t)200 )2

+0.8365(Pt(t)200 ) + 0.0926
Ht(t) = Pt(t)(1−ηt(t)−ηl)

ηt(t)

FMT = JNG
∑

Pt(t)�t
ηt(t)LNG

(5)
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{
Hr = RGBηGB

FGB = JNG
∑

Hr(t)�t
ηGBLNG

(6)

Where, ηt(t) is the generation efficiency of micro gas turbine at time t; Pt(t) is the
power of micro gas turbine at time t; Ht(t) is the heat recovery of micro gas turbine
at time t; ηl is the heat loss coefficient, taking 0.03; FMT is the cost of purchasing
natural gas for micro gas turbine; JNG , LNG is the price of natural gas and the calorific
value of natural gas, taking 2 CNY/m3 and 9.78 kwh/m3 respectively. ηGB is the energy
conversion efficiency of gas boiler, taking 0.91.

2.4 Energy Storage System

The energy storage system adopts battery power storage and heat storage tank. The
mathematical model is as follows [9]:

{
EH (t + 1) = EH (t)(1 − σE) + PH ,c(t)ηH ,c�t − PH ,d (t)�t

ηH ,d

EG(t + 1) = EG(t)(1 − σG) + PG,c(t)ηG,c�t − PG,d (t)�t
ηG,d

(7)

In the formula, PH ,c(t), PH ,d (t), PG,c(t), PG,d (t) are the power of charging and
discharging at time t, and the power of heat storage and heat release respectively; σE ,
σG are the self discharging and heat release rate of the battery and the heat storage
tank respectively; ηH ,c, ηH ,d , ηG,c, ηG,d are the charging and discharge efficiency of
the battery and the heat storage and heat release efficiency of the heat storage tank
respectively; the initial electric quantity and heat quantity of the battery and the heat
storage tank are 50 KW; the minimum electric quantity is 40 kW.

3 Objective Function and Constraints

3.1 Objective Function

In this paper, the operation of micro energy network is to consider the operation cost and
user satisfaction of micro energy network in a one-day time scale. This paper studies the
optimization of micro energy network, including the minimum operation cost and the
maximum user satisfaction.

1) Micro energy network economy

min price = min(Fgrid + FMT + FGB) (8)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Fgrid =
24∑

i=1
Pgrid (t)Fgrid (t)

FMT =
24∑

i=1
FMT (t)

FGB =
24∑

i=1
FGB(t)

(9)
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Where, Fgrid (t) is hourly price; Pgrid (t), FGB(t), FMT (t) are the exchange value of
power between the system and the grid at time t, the purchase cost of natural gas for gas
turbine at time t and the purchase cost of natural gas at time t respectively.

2) User satisfaction

Customer satisfaction consists of power supply satisfaction and heating satisfaction.
The satisfaction of power supply requires that the less the amount of purchased electric
energy is, the higher the satisfaction of power supply is. The satisfaction of heat supply
is the proportion of other heat energy in the heat load except the complete heat supply
equipment. Customer satisfaction:

S(t) =1

2
Sd(t) +

1

2
Sr(t) (10)

⎧
⎪⎨

⎪⎩

Sd(t) =
P(t)−Fd (t)

P(t)

Sr(t) =

{
0.6 Qr(t) = 0
Qr(t)
Q(t) Qr(t) > 0

(11)

Where, Sd (t) is the satisfaction degree of power supply; Sr(t) is the satisfaction
degree of heat supply; P(t), Fd (t), Q(t) are respectively the power load required by the
user, the total cost of power purchase and gas purchase, and the heat load required by
the user at time t.

3.2 Constraint Condition

1) Heat balance constraint:

Hr(t) + Ht(t) + Hx(t) ≥ Qload (t) (12)

Where, Qload (t) is the required heat load at time t; Hx(t) is the difference between
the heat stored in the heat storage tank at time t and the minimum heat stored.

2) Electrical balance constraints:

Pw(t) + Ppv(t) + Px(t) + Pt(t) + Pgrid (t) ≥ Pload (t) + Pb(t) + Ph(t) (13)

Where,Pload (t) it is the required electric load at time t;Pgrid (t) is the power exchange
value between the system and the external power grid at time t; Px(t) is the difference
between the stored energy of the battery and the minimum stored energy at time t, and
the required electric energy of the heat pump.

3) Micro gas turbine operation constraints:

Pmin
t ≤ Pt(t) ≤ Pmax

t (14)
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Where, Pmin
t and Pmax

t are the minimum and maximum output power of micro gas
turbine.

4) Desalination constraints:

0 ≤ N ≤ Nmax (15)

Where, Nmax is the maximum number of desalination units opened.

4 Simulation Example

In order to verify the validity and correctness of the micro energy network optimization
model of cogeneration in this paper, the comparison between the model and the island
common micro energy network energy supply system is made and the conclusion is
drawn. Diesel generator is the main power supply equipment and heat pump is the heat
supply equipment. Select an island as the verification point of the micro energy network,
and simulate the micro energy network. The main equipment parameters of the micro
energy network are shown in Table 1, the purchase/sale price is shown in Table 2, the
predicted output curve ofwind power, photovoltaic power generation and electric heating
load is shown in Fig. 2, and the residential water load is shown in Fig. 3.

Table 1. Device parameters

Parameter Numerical value

Wind farm/kW 500

Photovoltaic system/kW 250

Micro gas turbine/kW 200

Gas fired boiler/kW 200

Diesel generator/kW 200

Heating coefficient of heat pump 3

Power of single desalination plant/kW 25

Water yield of single desalination plant/t/h 5
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Table 2. Online purchase/sale price

Time Power purchase/(kW·h/CNY) Selling
electricity/(kW·h/CNY)

Peak time 21:00–4:00 0.82 0.6

Peacetime 5:00–6:00 20:00
10:00–12:00
14:00–17:00

0.65 0.6

Valley time 7:00–9:00
13:00–14:00
18:00–19:00

0.25 0.6
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Fig. 2. Predicted output curve of renewable
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The electric and thermal power dispatching results of the common energy supply
system and the optimized configuration system of the island micro energy network are
shown in Fig. 4, 5, 6 and 7 respectively.
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Fig. 7. The results of thermal power
scheduling in this paper

It can be seen from the comparison between Fig. 6 and Fig. 7, Fig. 4 and Fig. 5
that the power supply system of common Island micro energy network will increase in
the power load required by users every hour due to the heat pump heating. The power
supply system of common Island micro energy network has only 13 h of slight power
storage, and most of the time, the renewable energy can not meet the demand of users’
power load, so diesel generator is needed for power generation Electricity causes the
loss of cost and the aggravation of pollution, and heat supply is all completed by heat
pump. The system studied in this paper can better meet the needs of users. It can store
electricity at 11, 13 and 16 h, and provide power load for users in the following time.
When the power supply of renewable energy is insufficient, it can choose the side with
better economy to draw power from the grid and micro gas turbine, which can not only
meet the demand of power load, but also reduce the expense. The heating system is
composed of heat storage The waste heat of tank, gas boiler and micro gas turbine is no
longer supplied by a single heat pump, which realizes the diversity of heating system.

Figure 8 and Fig. 9 show the operating costs and user satisfaction of the common
island micro energy network energy supply system and the optimized configuration
system in this paper.
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It can be seen from Fig. 8 that in one day, the hourly operation cost of the micro
energy network system in this paper is about 100, which is far lower than that of the
common micro energy network energy supply system. Only at 13:00, the cost is 0,
which is lower than that of the system in this paper. This is because the thermal energy
provided by the common micro energy network energy supply system is generated by
electric energy conversion. When the renewable energy generation capacity is greater
than the electric load, the battery is charged without using Diesel generator generates
electricity, so the cost is 0. In this paper, the heating system of micro energy network is
not completely affected by electric energy, so it needs to buy natural gas for heating, so
the cost is slightly higher at 13:00.

It can be seen from Fig. 9 that the power supply satisfaction of the micro energy
network studied in this paper is about 0.8 on average, the heating satisfaction is about
0.75 on average and the maximum is 0.9, and the two energy supply systems of the
common micro energy network are about 0.4 and 0.6 respectively. Therefore, in this
paper, the efficiency and customer satisfaction of converting cost into electricity are
improved.

5 Conclusion

According to the characteristics of near land island, this paper proposes a micro energy
network architecture of near land island cogeneration, which configures the capacity
of the main equipment in the system, models a variety of energy supply and storage
equipment in the micro energy network, and constructs two indicators that can reflect
the operating cost and user satisfaction. According to the daily load demand, particle
swarm optimization algorithm is used to solve the micro energy network, which is
compared with the common Island micro energy network energy supply system. The
example analysis shows that the micro energy network energy supply system studied in
this paper can effectively reduce operating costs and improve user satisfaction.
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Abstract. In order to solve the problem that the production volume and sales
volume of electronic products cannot be matched in time, it is necessary to predict
the order and sales volume, and then effectively control the production volume
of manufacturers. This article first introduces the basic steps of implementing the
BP neural network algorithm, and then uses MATLAB software to fit the original
data based on the BP neural network algorithm to predict the sales volume of the
latest generation of products sold by customers to customers in the next 20 weeks
and the latest generation of products in different sales. The region’s order volume
in the next 20 weeks, and according to the forecast results to provide enterprises
with production decisions to achieve timely matching of production volume and
sales volume.

Keywords: BP neural network · Production volume · Sales volume

1 Introduction

With the rapid development of science and technology, electronic products have entered
millions of households and become necessities for people’s daily work and life. The
rapid replacement of electronic products often makes product output and sales volume
notmatch in time, resulting in product backlog orDeficit affects earnings. For this reason,
the electronics industry urgently needs an effective product sales forecasting method to
provide scientific decision support for its production plan. Orders and sales volume are
important basis for forecasting production volume. Therefore, this article will build a
sales forecast model and order forecast model for electronic products, and predict the
sales volume of the latest generation of products sold by sellers to customers in the next
20 weeks based on the existing sales data of a certain brand of electronic products. Order
volume for the next 20 weeks in different sales regions.
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2 BP Neural Network Algorithm

Among the neural networks, the most representative and widely used is the BP (Bake-
Propagation) neural network (multi-layer feed forward error) proposed by Rumel Hart
and McClelland of the University of California in 1985. Back Propagation Neural Net-
work). This model is a supervised learning model with a strong self-organizing and
adaptive ability. It can grasp the essential characteristics of the research system after
learning and training on a representative sample, and has a simple structure and strong
operability. Can simulate arbitrary non-linear input-output relationships. The specific
implementation steps of the BP neural network algorithm are as follows:

The first step is to select the structure of the BP neural network based on the data
signs. The BP neural network model used in this article The number of network layers
is 2 and the number of hidden layer neurons is 10. The hidden layer and output layer
neuron functions are selected as tansig function andpurelin function, the network training
method uses gradient descent method, gradient descent method with momentum and
adaptive should lr the gradient descent method; The second step is to normalize the
input data and output data; The third step is to construct a neural network using the
function newff(); In the fourth step, before training the neural network, first set related
parameters, such as the maximum number of training times, the accuracy required for
training, and the learning rate; The fifth step is to train the BP neural network; The sixth
step is to repeat the training until the requirements are met; The seventh step is to save
the trained neural network and use the trained neural network to make predictions; In
the eighth step, the predicted value is compared with the actual output value to analyze
the stability of the model.

3 Sales Forecast

This section uses MATLAB software to fit the original data using the BP neural network
algorithm, and finally completes the forecast of the sales volume of the latest series of
each product. The specific program code is as follows:
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p=(1:n); 
t=[t1 t2 ......tn]; 
%Data normalization 
[pn,minp,maxp,tn,mint,maxt]=premnmx(p,t); 
%BP network training 
net=newff(minmax(pn),[32,1],{'tansig','tansig','purelin'},'traingdx'); 
net.trainParam.show=1000;     
net.trainParam.Lr=0.1;       
net.trainParam.epochs=5000;    
net.trainParam.goal=1e-2;      
net=train(net,pn,tn); 
%Simulation of raw data 
an=sim(net,pn); 
a=postmnmx(an,mint,maxt);    
%Compared with actual data 
x=1:n; 
newk=a(1,:); 
figure; 
plot(x,newk,'r-o',x,t,'b--+'); 
legend(' ',' '); 
xlabel(' '); 
ylabel(' '); 
%Make predictions on new data 
pnew=[n+1:n+20]; 
pnewn=tramnmx(pnew,minp,maxp); 
anewn=sim(net,pnewn); 
anew=postmnmx(anewn,mint,maxt) 

Enter the original data into the above code, and obtain the fitting curve of the sales
volume of the a-3 generation products (see Fig. 1).

Fig. 1. Actual value and forecast value of sales of a-3 generation product sellers to customers.
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After error analysis, the model is suitable for forecasting the sales volume of the
product, and the original program is further improved to predict the sales volume of the
a-3 generation products to the customers in the next 20 weeks(see Table 1).

Table 1. Sales value of a-3 generation product sellers to customers next 20 weeks.

Week number 1 2 3 4 5

Sales 143359 172831 176172 176463 176488

Week number 6 7 8 9 10

Sales 176490 176579 178659 175433 187642

Week number 11 12 13 14 15

Sales 196321 176440 176466 178762 176490

Week number 16 17 18 19 20

Sales 176490 163252 153621 14668 133695

The same processingmethod can predict the sales volume of the b-2 and c-1 products
from the seller to the customer in the next 20 weeks. The fitting graphs of the actual and
predicted values (see Fig. 2 and 3). Sales forecast values (see Table 2 and 3).

Fig. 2. The actual and predicted sales volume of the b2 generation product sellers to customers.

Through the above analysis, it is found that the BP neural network algorithm has a
good fitting degree, the relative error between the predicted value and the actual value
is small, the prediction result is more accurate, and it can be used for short-term and
medium-term prediction.
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Fig. 3. Actual and predicted sales volume of c1 generation product sellers to customers.

Table 2. The sales value of the b-2 generation product sellers to customers next 20 weeks.

Week number 1 2 3 4 5

Sales 99359 94754 93600 93314 93243

Week number 6 7 8 9 10

Sales 93226 93222 93221 93762 99623

Week number 11 12 13 14 15

Sales 922168 95623 93256 93322 94563

Week number 16 17 18 19 20

Sales 977649 95321 93266 91237 91229

Table 3. Sales volume of c1 generation products sold to customers next 20 weeks.

Week number 1 2 3 4 5

Sales 336756 337216 3345662 339462 345982

Week number 6 7 8 9 10

Sales 345219 332346 337185 3373268 334232

Week number 11 12 13 14 15

Sales 335232 346259 363554 322496 332369

Week number 16 17 18 19 20

Sales 346813 345612 335694 321687 337432
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4 Order Volume Forecast

This paper first uses EXCEL software to screen the d-3, e-2, and f-generation products
by sales area and order type. According to the analysis of the characteristics of the
filtered data, it is found that the prediction of the order volume can still use the BP neural
network algorithm. The difference between the algorithm in this part and the second part
lies in the selection of parameters and hidden layer neurons. The accuracy and training
times of this part are higher than the second part. Another 30 hidden layer neurons are
selected, which achieves a better simulation results. The effect. The results of fitting and
prediction using MATLAB software are as follows: First of all, we carried out the order
volume of the a-3, b-2, c-1 three-generation products that are not divided into sales areas
in the next twenty weeks. Manufacturers received orders (type B+C) and sellers placed
orders (type A + B). The specific prediction results are as follows (Fig. 4 and Table 4):

Fig. 4. A-3 generation product sellers’ order quantity (A + B) actual data and forecast data.

Table 4. The forecast value of orders placed by a-3 generation product sellers next 20 weeks.

Week number 1 2 3 4 5

Order volume 1618 5331 52913 123943 150899

Week number 6 7 8 9 10

Order volume 227658 391698 365267 230814 220677

Week number 11 12 13 14 15

Order volume 425240 664172 607428 419209 197741

Week number 16 17 18 19 20

Order volume 145659 129577 95670 73021 68400

The forecast results show that in the next 20weeks, the order volumeof a-3 generation
product sellers will first increase significantly, and will fall after reaching a certain
number (Fig. 5 and Table 5).
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Fig. 5. Order data received by a-3 generation product manufacturers (B + C) actual data and
forecast data.

Table 5. The forecast value of orders received by a-3 generation product manufacturers next 20
weeks

Week number 1 2 3 4 5

Order volume 9308 27117 55685 80166 296643

Week number 6 7 8 9 10

Order volume 1093835 546376 188619 156178 190653

Week number 11 12 13 14 15

Order volume 575802 1265769 409594 76835 171005

Week number 16 17 18 19 20

Order volume 510875 249303 33922 16593 12007

The forecast results show that the order volume of a-3 generation product man-
ufacturers will have two peak periods in the next 20 weeks, and manufacturers can
appropriately adjust their production strategies based on the forecast results (Fig. 6).

Fig. 6. B-2 generation product sellers’ orders (A + B) actual data and forecast data.
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It can be seen from the above figure that the fitting effect of the BP neural network
model is better. After further error checking, it was found that the error was small, so
the program was further improved for prediction. The predicted value.(see Table 6).

Table 6. B-2 generation product sellers’ order volume forecast values for the next 20 weeks

Week number 1 2 3 4 5

Order volume 241864 293642 301244 302257 302390

Week number 6 7 8 9 10

Order volume 302408 302410 301345 302401 300411

Week number 11 12 13 14 15

Order volume 302345 312651 332461 313421 302011

Week number 16 17 18 19 20

Order volume 313541 245911 162111 92411 20411

The forecast results show that the order quantity of b-2 generation product sellers
will pick up in the next 20 weeks, but the range is not large, and it will decline rapidly
after the 17th week (Table 7 and Fig. 7).

Table 7. The forecast value of orders received by b-2 generation product manufacturers next 20
weeks.

Week number 1 2 3 4 5

Order volume 86486 90897 91573 91664 91676

Week number 6 7 8 9 10

Order volume 91677 91319 96678 91346 83461

Week number 11 12 13 14 15

Order volume 83497 76153 91699 91795 91278

Week number 16 17 18 19 20

Order volume 70325 66354 53196 63485 33467

The fitting and forecasting results show that the number of the two types of orders
in the previous period of the product basically match, and the trend in the next 20 weeks
is similar, but the number is different (Fig. 8 and Table 8).
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Fig. 7. The actual and forecast data of orders received by b-2 generation product manufacturers
(type B + C).

Fig. 8. The actual and forecast data of orders received by c-1 generation product manufacturers
(type B + C).

Table 8. The forecast value of orders for c-1 generation product sellers in the next 20 weeks.

Week number 1 2 3 4 5

Order volume 194654 262736 302138 324758 316325

Week number 6 7 8 9 10

Order volume 315003 332587 69857 52867 42569

Week number 11 12 13 14 15

Order volume 158296 205432 241123 269158 85269

Week number 16 17 18 19 20

Order volume 52639 45891 234357 36985 25647
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The forecast results show that the order volume of c-1 generation product sellers will
fluctuate greatly in the next 20 weeks (Fig. 9 and Table 9).

Fig. 9. The actual and forecast data of orders received by c-1 generation product manufacturers
(type B + C).

Table 9. The forecast value of orders received by c-1 generation product manufacturers next 20
weeks.

Week number 1 2 3 4 5

Order volume 234873 321728 325511 325646 313549

Week number 6 7 8 9 10

Order volume 324637 346257 313425 315679 302467

Week number 11 12 13 14 15

Order volume 294637 237684 264359 334672 231467

Week number 16 17 18 19 20

Order volume 234678 297435 234357 224367 204367

The forecast results show that the orders received by c-1 generation product
manufacturers in the next 20 weeks will remain high.

Secondly, according to the filtered data, predict the order volume of d-3, e-2, f
products in different sales regions in the next 1 to 20 weeks. The specific fitting chart is
as follows. The forecast results of the order volume in the next 20 weeks are not listed
here. Now, readers can make their own predictions based on the program codes listed
above, and the operation is simple and easy (Fig. 10).
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Fig. 10. (Left) Actual and predicted order quantities of sellers of d-3 products in the sales area a
(Right) Actual and predicted orders for d-3 products in the sales area of the manufacturer.

The fitting and prediction results show that the two orders of d-3 products in the a
sales region will enter a stable recession in the next 20 weeks, which indicates that these
products will soon exit the market (Fig. 11).

Fig. 11. (Left) Actual and predicted orders for d-3 products in c sales area; (Right) Actual value
and forecast value of order quantity of sellers of d-3 products in b sales area.

The fitting and forecasting results show that the orders of manufacturers of d-3
products in the c sales region will gradually rise in the next 20 weeks. The orders of
sellers of d-3 products in the b sales region will be smaller and should be increased in
Product promotion in the region. The forecast results of the order quantity of the e-2
products in the sales region of a and the order quantity of the manufacturer show that
the former has a certain degree of rebound after entering a long trough period. The main
reason for the trough period is In the previous stage, the sellers in this sales area placed
large orders; the latter placed large fluctuations in order quantities, which was mainly
affected by changes in the order volume of C products (Figs. 12 and 13).
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Fig. 12. (Left) Actual and predicted order quantities of sellers of e-2 products in sales area a
(Right) Actual and predicted order quantities of manufacturers of e-2 products in a sales area.

Fig. 13. (Left) Actual and predicted order quantities of sellers of product f in sales area a;(Right)
Actual and predicted order quantities of producers of product f in sales region a.

The forecast results show that the order quantity of product f in sales area a has soared
in a short period of time, but it has declined rapidly in the later period and continues to
rise, indicating that the demand for product f in area a in the future is not high (Fig. 14).

Fig. 14. (Left) Actual and predicted order quantities for manufacturers of product f in sales area
c; (Right) Actual and predicted order quantities of sellers of product f in c sales area.
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The fitting and forecasting results show that the two orders of f products in the c
sales area have similar trends, indicating that sales of f products in this area are relatively
stable.
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Abstract. Nowadays, the network is expected to service much more multimedia
datawith the improvement of the network communication bandwidth and develop-
ment of the processing capacity. In the multicasting communication system, once
every receiving end separately sends the data packets, the network resources intend
to be wasted, and the calculating stress on the nodes is also going to be increased.
A distributed delay-restricted multicast route heuristic method DMPH (delay-
constrained minimal-cost path heuristic) is presented in this article. This algo-
rithm proposed in the article can achieve a convergence speed, back up dynamic
multicast, and offer the pretty good the network overhead performance. In order to
gain the better performance of the network cost, the article firstly proposes a math-
ematical topological model of the problem over the delay-constrained multicast
routing, and then presents a dynamic multicast delay-restricted multicast route
algorithm which is called DMPH (Delay-Constrained Minimal-Cost Path Heuris-
tic), fast-convergent and distributed. The computing simulation results suggest
that the method pro-posed can gain the better performance of the network cost.
In addition, the article just addressed the operation of the addition and quit of
the nodes on the dynamic varying of the multicast group, but not concerned the
over-head optimal. These problems mentioned above are all our future research
work.

Keywords: Multicast · Delay-restricted multicast · Routing · Topology

1 Introduction

Nowadays, the network is expected to service much more multimedia data with the
improvement of the network communication bandwidth and development of the pro-
cessing capacity [1]. And the network is required that they should have perfect capacity
on multicast by most of these services, especially for many multimedia services, just
like the video/audio meeting online [2], the exchanging mock simulation, the game for
multiplayer, and the distributed database [3] etc.

In themulticasting communication system, once every receiving end separately sends
the data packets, the network resources intend to be wasted, and the calculating stress
on the nodes is also going to be increased.
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In commonmeaning, it is pretty difficult to dealwith the problem about the routing on
QoSmulticast [4]. The most important thing to a delay-constrained Steiner problem is to
address the cost-optimization multicast tree under the delay-restricted environment [5].
Because the NP-complete is the key to address the optimization delay-restricted problem
[6], the increase of the algorithm computing complexity is not able to be illustrated via
the polynomials with the increase of the network ends. While the network is big, finding
a Steiner tree which is unsuitable for network multicast applications intends to use a
long time. Despite the heuristic methods are not able to achieve the optimal Steiner
tree in most instances [6], they are also able to the quasi-Steiner tree with near-optimal
cost in a relatively shorter time span. And it has the merits on the low complexity, easy
application and is more reasonable in the multicast cost optimization.

A distributed delay-restricted multicast route heuristic method DMPH (delay-
constrained minimal-cost path heuristic) is presented in this article. This algorithm pro-
posed in the article can achieve a convergence speed, back up dynamic multicast, and
offer the pretty good the network overhead performance.

2 The Mathematical Computing Model for the Delay-Restricted
Multicasting Route Problem

Supposed a graphG= (V ,E), every edge e ∈ E has its own twoweight power functions:
C(e) and D(e), inside C(e) symbolize the positive real overhead of the link e, and D(e)
expresses the delay which is taken for transmitting message over the link e. For the
graph G, supposed a source node s ∈ V and a destination node set D ⊆ V − {s}. Then
the delay-restricted Steiner tree T is a tree which is rooted in s and able to cover the
all destination nodes. Once the condition which the delay constraint is met, the network
overhead of the tree could be minimized as below:

∀v ∈ D, while
∑

e∈P(s,v)

D(e) ≺ � is met,
∑

e∈T
C(e) is minimized (1)

In above,� is a positive real number, representing theboundaries of delay constraints,
andP(s, v) being the path from the source node s to the destination node v in themulticast
tree.

3 Description of the Algorithm Steps

Based on the MPH arithmetic, DMPH algorithm is proposed in this paper, and its main
idea is about: In the networks, there is not going to be many paths to di to meet the
delay requirement in common if the shortest delay time from the source end s to the
destination end di is somewhat close to the upper limit of �. However, once the shortest
delay time to di is relatively long to the upper limit of �, then there will be more di
paths to meet the delay requirements. Consequently, when we build a delay-restricted
multicast tree, if we firstly add the destination ends with relatively big minimum delay to
the multicast tree, then the destination ends with smaller minimum delay are connected
to the multicast tree via sharing some paths of the current tree without violating the delay
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restrictions. These cases could come true, and the multicast tree also is optimized with
much less overhead. On the contrary, once we firstly choose the ends with the smaller
delay to connect to the tree, then the ends whichmeet the shortest time delaymay give up
the method of connecting to the multicast tree by sharing some paths of the current tree
because of the limitation of delay constraint. It even needs to establish a path to connect
itself to the group separately. So to plant trees is not easy to optimize the multicast tree
cost.

Before describing theDMPHmethod, a tree to destination data structure T2D (shown
in Table 1) and a parameter Dv that we need to use in the algorithm are defined firstly.

The table T2D has |D| rows, every row has five columns: di, T2D [di].cost, T2D
[di].trenode, T2D [di].order and T2D [di].tag. They represent respectively: the destina-
tion end di, the minimum overhead path P(di, T )1 from node di to the current tree T
under the condition of satisfying delay, the node which P(di, T ) can access in the tree
T , the sequence number of destination node di plan to connect to the tree T , the flag
whether di has been added to the tree T (yes: means Di has been added to the multicast
tree; no: means Di has not been added to the multicast tree).

Table 1. Data structure of T2D

di T2D[di].cost T2D[di].trenode T2D[di].order T2D[di].tag

d1

……

d |D|

Parametric Dv represents the path delay from source node s to node v in a multicast
tree, and is kept as an information for each node v in the tree. The algorithm can be
described below:

Step 1. To initialize the table T2D. Firstly, the tag of every destination node is set to
be NO, and the trenode of each access end being s. Computing the minimum delay of
every destination end D and the minimum cost which can meet the delay requirement,
arranging these destination ends in non-ascending order withe the shortest delay they
reach, but the nodes with the same minimum delay are arranged in a non-descending
order of the minimum cost. The value of T2D[di].order is the location of the node Di in
the sorted node set. The location also is the order in which it connects to the multicast
tree, and supposing that the order of the sorted destination nodes is d1, d2, · · · , d |D|.
T2D[di].cost is the minimum overhead which can meet the delay requirement from the
source node to the destination node. It should be noted that if the shortest delay from
one node to another is bigger than the limit �, there is no multicast tree that meets the
delay requirement, so the process should be stopped.

1 P(di, T ) It can be calculated from a delay-limited unicast routing algorithm, which does not
mean absolute optimization.
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Step 2. To assume T = ({s}, ∅) and i = 1. Establishing a shortest overhead path
P(di,s) which meets the delay requirement from di to s, Then adding P(di, s) into T ,
and updating T2D[di].tag to yes. If P(di, s) also pass through other destination ends,
then T2D [di].tag of this destination node also is updated to yes. Updating T and T2D.

Step 3. To assume that the access node from di to the tree is ui, for every node on
the newly added path P( ui, di). From the access end ui to the destination node di,
the following operations are performed step by step (taking one of the nodes v as an
example):

To compute the smallest overhead path P
′
(v, dj) from the node v to every node dj of

the non-tree respectively under the condition of the delay limit �− Dv, and if meeting
the condition: cost[P′

(v, dj)] ≺ T2D[dj].cost, then
{
T2D[dj].cost = cost[P′(v, dj)]
T2D[dj].trenode = v

(2)

In the Eq. (2), cost[P′
(v, dj)] being the overhead of the path P

′
(v, dj), and the node

v transfer the T2D to the next node of the tree. Therefore, at destination node di, all
non-tree destination nodes find the minimum overhead path and access node that can
satisfy the delay requirement from the current tree, and then T2D stays at di.

Step 4. Let i = i+1, and start from step 4 If the T2D [di]. To let tag is yes. Otherwise,
di−1 sends the message inform2 to the node T2D [di].trenode. Once T2D [di].trenode
receives the information, the smallest overhead path P(T2D [di].trenode, di) to di which
meets the delay requirement is constructed. Then this path will be accessed into the tree
T , updating the tree T , and T2D [di].tag to yes. If the path P(T2D [di].trenode, di) also
pass through other destination nodes, the T2D [di].tag of the destination end is updated
to yes.

Step 5. To keep the Operation. If i �= |D|, then go to the step 3; the algorithm will not
stop until i = |D|. T2D is established at the source node, with the addition of new paths
to the tree, T2D will go through every new joined tree node (including destination nodes
and non-destination nodes) one by one, which makes it easy that every new joined tree
node can get the delay of the path from the source node to its tree.

From the algorithm above, the method DMPH is completely distributed, the source
nodeonly takes the responsibility for adding3 into themulticast tree, and the rest of routes
will be done via other nodes. This way allow that the two steps (route3 和connection
configuration4) to establish the multicast connection could be done at the same time,

2 Inform contains T2D and a message informing T2D [di]. tree node to establish a minimum
overhead path to node di that satisfies the delay.

3 Route: to look for a multicast routing tree initiated from a source node that covers all destination
nodes;

4 Connection Configuration: New connections are configured for each node on the tree, including
reserving network resources and registering a new connections in a switching table.
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it is much easier. However, in the centralized algorithm, when the source node (or a
central node) calculates the routing, a connection configuration stage also is needed to
be done separately. In addition, the centralized method is much more complex than the
distributed algorithm. In the whole convergence time of this algorithm, DMPH intends to
take at most |D| times to connect the destination nodes from the tree ends to the multicast
trees, up to |D| − 1 inform packets are sent to the tree node to notify the establishment
of a path to connect a destination node to the tree, and a complete packet is needed to
inform the source node the message that the tree construction has been completed. All in
all, DMPH only take at most |D| times to transfer the packets in the whole convergence
time of this algorithm.

4 Addition and Quitting of the Nodes

Many multicast applications require the supports for dynamic multicasting, because the
members of multicast group often change, the participating network nodes can join or
leave the multicast group at any time, and the communication members are dynamic,
with the addition and quitting of themulticastmembers, this type of the application needs
to change the current multicast tree. So the multicast problem is the dynamic multicast
routing, and DMPH addresses the dynamic multicast routing problem via using the
methods below:

4.1 Addition of the Nodes

When a node dq requests to be added into the current multicast group, if dq is the Steiner
node of the multicast tree (except the source node and destination node), no additional
operation is needed to be performed. But if dq is not on the multicast tree, the following
operations below intends to be done:

The node dq sends a request packet to the source node s for joining. When s receives
the request information from dq, it creates a require groupwith three items of information
(new-node, cost and trenode), and sets new-node, cost and trenode to dq, minimum
overhead under delay constraint from s to dq, and s respectively. s Sends require packets
to each of its downstreamnodes separately, the downstreamnode compares theminimum
overhead of require packets to dq under the requirement of time delay. If the overhead
is less than the cost of require packets, cost is set to the overhead, and tree node is set
to the downstream node. This downstream node transmits the require packets which
are processed by it to every its downstream ends for performing the operations above.
Therefore, when the require packet reaches at the all leaf nodes, each leaf end transmits
the processed packet to the source node s. After the source node s receives the all require
packets feed backed, the node which is the closest to dq under the delay restriction will
be found. Then the source end s sends the create packet to the node which is the closest
to dq to construct a minimum overhead path under the delay constriction, and add dq to
the tree.
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4.2 Quitting of the Nodes

The treatment for the quitting of the nodes is so easy. If the quitting node is not the leaf
node, there is no operation. If the quitting node is the leaf node, then this node and its
upstream node will be deleted. The treatment for the quitting of the nodes is so easy. If
the quitting node is not the leaf node, there is no operation. If the quitting node is the
leaf node, then this node and its upstream node will be deleted until it meets a multicast
node or a node with more than 2°.

5 Experimental Cases

The Fig. 1 shows a graph with 18 ends, the parameters of its each edge is (overhead,
delay), the source node is1, and its destination nodes set is {7, 14, 16, 18}. Figure 2 and
3 are the calculating results under the delay constriction� = 9 and� = 25 respectively,
the tree overhead is 86 and 65, and the maximum delay from the source node to the
destination end is 8 and 12.

Fig. 1. A graph with 18 nodes

Nowwe could compare the algorithm to the minimum delay path tree method.When
the algorithm starts, a shortest delay path from the source node to every destination nodes
will be built, then these paths are combined, and combined result is exactly thefinal result.

The tree overheads are all 114 while the delay constriction � = 9 and � = 25.
However, in the traditional method, the destination nodes which are the closest to the
current tree could be linked to the tree, so that the overhead of the multicast tree equals
126 under � = 9 and a circle is constructed. At the same time, the overhead of the
multicast tree is 65 under � = 25. Consequently, the overheads of the multicast tree
which is computed via the DMPH algorithm proposed in this article are all not more
than the traditional method.
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Fig. 2. Tree of � = 9 Fig. 3. Tree of � = 25

6 Conclusion

This paper proposed delay-restricted multicast route heuristic method DMPH (delay-
constrained minimal-cost path heuristic). The algorithm has the characteristics of dis-
tributed, fast convergence and dynamic multicast support, and achieves the good per-
formance over the network overhead. In the article, we only talked about the algorithm
under the delay constriction, and supposed the same delay-restricted limit for the all
destination nodes. Virtually, there are different QoS limit, and each destination node has
their own different QoS requirement. So a multicast routing algorithm with QoS limit
intends to be more complicated. In addition, the article just addressed the operation of
the addition and quit of the nodes on the dynamic varying of the multicast group, but
not concerned the overhead optimal. If the optimal problem is involved in, the method
will be more and more complicated. These problems mentioned above are all our future
research work.

Acknowledgements. This research was financially supported via Project of the National Natural
Science Foundation of China (61402069), the 2017 Project of the Natural Science Foundation of
Liaoning province (20170540059), the General project of Liaoning education department in 2016
(2016J205).

References

1. Lee, S.-J., Su, W., Gerla, M.: On-demand multicast routing protocol in multi hop wireless
mobile networks. Mob. Netw. Appl. 7, 441–453 (2002)

2. Wang, J., Zhengpeng, Y., Gillbanks, J., Sanders, T.M., Zou, N.: A power control algorithm
based on chicken game theory in multi-hop networks. Symmetry 11(5), 718 (2019)

3. Sahasrabuddhe, L.H., Mukherjee, B.: Multicast routing algorithms and protocols: a tutorial.
IEEE Netw. 1(2), 90–102 (2000)

4. Lee, S.-J., Su, W., Gerla, M.: Ad hoc wireless multicast with mobility prediction.: Book title.
In: Proceedings of IEEE ICCCN 1999, no. 7, pp. 4–9 (1999)

5. Wang, J., Zhang, S., Zhang, J.: Multi-hop maimal ratio combining (MHMRC) diversity based
on virtual cellular network. Jilin Univ. 41, 533–536 (2011)

6. Wang, J., Zou, N., Zhang, Y., Li, P.: Study on downlink performance of multiple access
algorithm based on antenna diversity. ICIC Express Lett. 9, 1221–1225 (2015)



The Research and Implementation of Image
Style Conversion Algorithm Based on Deep

Convolutional Neural Network

Huang Yaoqun(B), Xia Hongyang, and Kang Hui

School of Electronics and Information Engineering, Heilongjiang University of Science and
Technology, Harbin 150022, China

huangyaoqun@126.com

Abstract. With the development of deep learning and image technology, the deep
convolutional neural network has been widely used to deal with image problems.
In this paper, the pretrained vgg-19 convolutional network model is adopted to
extract and define the loss function according to the image characteristics, and
preset model parameters. The model training is completed through reverse prop-
agation gradient descent and optimization iteration, finally, the artistic painting
style conversion of photos is realized. At the same time, by adjusting the size of
style weight and content weight, the output image is more inclined to the style
picture, or more inclined to the content picture. Finally, the objective evaluation of
the output image is has been completed by comparing the image style conversion
results of the TensorFlow and the PyTorch. The results show that under the same
iteration times, the PyTorch framework has relatively small computation, fast pro-
cessing speed, and better image color retention effect, in contrast the TensorFlow
frame retains more features of style images.

Keywords: Image style conversion · Deep learning · VGG-19 convolutional
network model

1 Introduction

The image style conversion is a technology that extracts the image content contained
in one image and the image style contained in the other model for synthesis, and then
formed a new model, which can be widely used in animation production, advertising
design, mobile image processing, and other fields.

Before the rise of deep learning, the image style conversion methods used by people
were difficult to meet the actual needs, and the synthesized images were relatively rough.
With the maturity of computer technology and the fierce development of deep learning,
the convolutional neural network was adopted to image style conversion, have changed
the concept of image style conversion, make the processing of image style conversion is
no longer at the pixel level, still a global translation by extracting image features, in term
of tonal, texture and spatial relations of image conversion [1], its basic principle is that
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by establishing loss function of making image between style image and loss function of
generating image between content image, import the neural network model for training,
finally produces vivid and better visual effect image through the optimization iteration
[2].

2 VGG -19

Realizing image style conversion requires building, a new model should be built estab-
lished on the deep convolutional neural network for training. The purpose of using a
pre-trained convolutional neural network is to save time and space costs. The convo-
lutional operation is a process in which the convolutional kernel makes a small range
weighted sum on each position of the input data by using the sliding window. There-
fore, the convolutional operation can be popularly understood as a process of “filtering.”
After the interaction between the convolutional kernel and the input data, the filtered
image was obtained by extracting the image characteristic. As the convolutional layer
gets deeper and deeper, the higher accuracy of image feature extraction, the pre-trained
VGG-19 convolutional neural network model is adopted in this paper, and its underlying
architecture has been shown in Fig. 1.

To determine the style layer and content layer in the convolutional network layer
and establish the loss function, it is necessary to reconstruct the feature information
extracted from each segment. As shown in Fig. 2, by comparing the reconstruction
results of the first layer of convolution and the original image that almost the same, also
the second layer, until the results of the third and fourth layer are relatively fuzzy, the fifth
layer convolutional reconstruction results can distinguish is a monkey, until the figure
fc7, relu7 layer the characteristics of the original image are indistinct, cannot identify
completely, the neural network learned more and more general information [3].

Comparing the reconstruct effect of each layer, it can be seen that the reconstruct
effect of the shallow layer is often better. The convolutional characteristics basically
retains the shape, position, color, texture and other information in the selected original
image. The deep corresponding restored image loses some color and texture information,
but generally retains the shape and position of the object in the original image. By
comparison, we can see that for content images, the effect is inversely proportional
to the depth of the convolutional layer, and the shallower the convolutional layer, the
better the content characteristics in the content image can be restored. However, for style
images, the deeper the convolutional layer is, the better it can restore the style features
in style images.

In this paper, the content loss function of the image is established in the slightly
fuzzy fourth layer, which saves a lot of high-frequency components. The image style
loss function is set from segment 1 to layer 5 to ensure the image style conversion results
are smoother, and the style features are prominent.
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3 Define the Loss Function

Firstly, the process of image characteristics extraction byVGG-19 convolutional network
is compared with image style conversion. The purpose of the VGG-19 convolutional
network is to extract the feature information from the input image and output the image
category.But in the application of image style conversion, it is necessary to use themiddle
feature of the VGG-19 convolutional layer to restore the original image corresponding to
these characteristices. In other words, the image style conversion is exactly the opposite
of VGG-19. The input is these characteristics, and the output image corresponds to these
characteristics.

3.1 Content Loss Function

The content loss Function is the difference of images content. Image characteristics are
extracted from the pretraining network can be compared instead of the direct comparison
between images. Features can be regarded as higher-dimensional pictures, so the better
results can be achieved by using image features comparison [4].

The Cnn represents a pre-training network that only contains the extracts character-
istics by the convolution training network before. The X represents an arbitrary input
picture, then Cnn (X) can stand for a set of collections of input image’s characteristics
of each layer which extracted through preliminary training network, each characteristics
collection has a three-dimensional matrix, let the FXL ∈ Cnn(X) represents the charac-
teristics collection which has been removed from the L layer of the network, its size is
h × w × d, the matrix can be unfolded into a one-dimensional vector, regarded as this
input picture’s content of the L layer in the network is FXL., If we need to compare the
content differences between the two images, then the size of the two images should be
the same. For example, Y is another picture. We can define the content loss function of
the two photos in the L layer by using formula 1. In the equation, FXL(i) represents the
elements of the expansion vector from the characteristics collection of the L layer.

DL
C(X ,Y ) = ‖FXL − FYL‖2 =

∑

i

(FXL(i) − FYL(i))
2 (1)

3.2 Style Loss Function

The definition of style loss function of the style image is not as intuitive as the definition
of content loss, so we need to introduce a Gram matrix to represent the image style,
and then calculate the style loss function. The size of the Gram matrix is determined
by the thickness d of the characteristic graph. For each element in the Gram matrix, the
i and j layers of the thick feature diagram are taken out first . In this way, two h × w
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matrices have been obtained, which are expressed as Fi
XL and Fj

XL respectively. Then,
the corresponding elements of the two matrices are multiplied and summed, Gram(i, j)
have been obtained, shown in formula 2.

GXL(i, j) =< Fi
XL,F

j
XL >=

∑

K

Fi
XL(k) · Fi

XL(k) (2)

DL
S(X ,Y ) = ‖GXL − GYL‖2 =

∑

k,l

(FXL(k, l) − FYL(k, l))
2 (3)

Gram matrix of each element are all related to the characteristic collection of the
pattern in layer i and layer j, has been expressed as the association matrix, if the Gram
(i, j) is defined as the picture in the output of the convolution L network layer style, the
style difference of two images can be described by the difference of Gram matrices,
style loss function has been shown in formula 3.

4 Model Establishment

After selecting the content layer and the style layer, the content loss function, and the style
loss function need to be added to the VGG-19 convolutional network for pre-training.
The specific implementation process has been divided into two parts.

In the first part, the pre-trained VGG-19 network segment is named for comparison
with the content layer and the style layer. The specific steps are as follows: Set variable
i = 0, and then through loop iterates of VGG-19 in each layer, if condition statement
judgment the layer is Conv layer, made i = i + 1, and the layer named conv_i, if the
coating is not Conv, Elif statement whether the sheet is used to activate the sheet, if the
layer called ReLU_i, and the sheet is not enabled, then continue to use elif statement
judge the sheet is the most prominent pooling layer, f the layer called pool_i, if the
coating is not more than three layers of cycle judgment, otherwise, Add the unique layer
to the original model.

The second part, take the content loss function and loss function in content layer
and style layer, steps are as follows: if statement judges the layer named in the first part
with the contents of the selected layer, if in the content layer, add content after the layer
loss function, and add the layer to the content of network loss, in the same way judge
the named layer in the layer style, if the loss function is added after the layer style. Loss
of the network will be added to the layer style. After such a complete network structure
is traversed, a new network model of image style conversion is constructed, it has been
shown in Fig. 3.
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Fig. 3. The flow chart of image style transformation model construction
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5 Model Training

The style conversion output image is obtained bymodel training.After themodel training
is completed, the style image and the content image are imported into the model, the
style loss and the content loss are cyclically calculated, and the style loss and the content
loss are weighted, and then the gradient is used. Decreasing the backpropagation update
parameters to minimize the loss function, through optimization iterations, and finally
output the style conversion image.

The block diagram of the back propagation gradient descent calculation loss param-
eter is shown in Fig. 4. First, after an image passes through the convolution layer, it
is a three-dimensional array. After an image passes through the convolution layer, sev-
eral three-dimensional arrays Ki are obtained. These arrays represent the content of the
image. The multi-dimensional array can be used to obtain the Gram matrix operation to
obtain the style of this image. After extracting the content and style of the image, the
content loss and style loss are calculatedError! Reference source not found.. In the style trans-
formation, content loss DC (X,C) and style loss DS (X,C) need to be minimized, so the
gradient calculation of these two values needs to be carried out, the gradient calculation
is shown in formula 4.

∇(X , S,C) =
∑

Lc

wCLc · ∇Lc(X ,C) +
∑

LS

wSLS · ∇LS (X , S) (4)

In the formula, Lc and Ls represent the layer output required by the content and style
respectively. These parameters can be set arbitrarily according to the desired effect. The
two w represent the weight assigned to the content and style, respectively which can be
set arbitrarily. The size of the weight will affect the degree of style conversion image.

Fig. 4. The block diagram of reverse calculation of loss parameters
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6 Results and Evaluation

In terms of the evaluation of the effect of image style conversion, there are two main
evaluationmethods, namely subjective evaluation and objective evaluation. In subjective
evaluation, the main factors that lead to the effect of a picture are each person’s personal
preferences and evaluation methods, and can also be compared with other experimental
results to analyze the quality of the experimental results. In objective evaluation, you
can compare the output picture effect by comparing the size of content loss and style
loss when the number of iterations is the same.

6.1 Subjective Evaluation of Different Weights

In this paper, the personal evaluation is obtained by adjusting the different weights in the
loss function. Figure 5 is the style image, andFig. 6 is the content image.When theweight
of the loss is different, the degree of image information content and style conversion that
have been retained can be controlled, so that more content or style oriented images can
be obtained, shown in Fig. 7.

Fig. 5. The style image Fig. 6. The content image

It can be seen from the comparison that when the content weight is larger, the content
characteristics of the output image are closer to the content picture, on the contrary, when
the style weight is larger, the content style of the output image is closer to the style image.

6.2 Objective Evaluation Under Different Deep Learning Frameworks

By using two different deep learning frameworks, TensorFlow and PyTorch, under the
samenumber of iterations, the timeused and the effect of the output imagewere compared
to achieve the objective evaluation.
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Fig. 7. The comparison of output images with different weights

Figure 10 is generated by the TensorFlow deep learning framework, and Fig. 11
is made by the PyTorch deep learning framework, both of which have 200 iterations.
From the comparison of the output image effect, it can be concluded that the image
color retention effect of PyTorch deep learning box is better than that of the TensorFlow
deep learning frame, which retains the feeling of style image swirl more. Meanwhile,
the comparison of output efficiency under the two frameworks is shown in Table 1.

It can be seen that with the same number of iterations, the PyTorch framework has
a relatively small amount of computation, so it has faster operation speed and a lower
CPU proportion Fig. 8 and Fig. 9.
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Fig. 8. The style image Fig. 9. The Content image

Fig. 10. TensorFlow output image Fig. 11. PyTorch output image

Table 1. The comparison of test results

Time CPU Max

TensorFlow framework 313.84 s 98%

PyTorch framework 186.87 s 70%
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