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Abstract. As the COVID-19 pandemic threatens to overwhelm health-
care systems across the world, there is a need for reducing the burden
on medical staff via automated systems for patient screening. Given the
limited availability of testing kits with long turn-around test times and
the exponentially increasing number of COVID-19 positive cases, X-rays
offer an additional cheap and fast modality for screening COVID-19 pos-
itive patients, especially for patients exhibiting respiratory symptoms. In
this paper, we propose a solution based on a combination of deep learn-
ing and radiomic features for assisting radiologists during the diagnosis
of COVID-19. The proposed system of CovidDiagnosis takes a chest X-
ray image and passes it through a pipeline comprising of a model for
lung isolation, followed by classification of the lung regions into four dis-
ease classes, namely Healthy, Pneumonia, Tuberculosis and COVID-19.
To assist our classification framework, we employ embeddings of disease
symptoms produced by the CheXNet network by creating an ensemble.
The proposed approach gives remarkable classification results on publicly
available datasets of chest X-rays. Additionally, the system produces
visualization maps which highlight the symptoms responsible for pro-
ducing the classification decisions. This provides trustworthy and inter-
pretable decisions to radiologists for the clinical deployment of Covid-
Diagnosis. Further, we calibrate our network using temperature scaling
to give confidence scores which are representative of true correctness
likelihood.

Keywords: COVID-19 - X-rays - Coronavirus + CovidDiagnosis *
Radiomics

1 Introduction

The novel Coronavirus 2019 (COVID-19) originated in December, 2019 in China
and soon spread across the entire world as a pandemic. Its spread has left a
devastating mark on public health and global economy. The need of the hour is to
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detect the COVID-19 positive cases as quickly as possible to stop further spread
of the infection. The gold standard diagnostic criteria for COVID-19 is a real
time reverse transcript polymerase chain reaction (RT-PCR) [7] test kit which is
expensive, time-consuming and in short supply. In addition, these tests do suffer
to produce false-negative and partial positive results at the onset of COVID-19
infection because they are unable to capture the minor viral infections in early
stages [15,29]. Such patients when go undetected are a risk to other people.
Several studies [4,17,20,31] published online claimed that Chest CT / X-rays
can help in early screening of such suspected cases as they are cheaper and faster
to test. While CT-Scans are more accurate, they are also more expensive, require
more time and a more elaborate set up to ensure a contact free environment. X-
rays, while not as sensitive as CT-Scans are able to perform with high accuracy
in patients suffering from respiratory symptoms, which constitute the majority of
patients visiting hospitals. Moreover, the X-ray technology is readily available in
almost all parts of the world, and X-ray machines are already installed at public
places like airports and railways stations and can be re-purposed to screen for
characteristic COVID-19 radiomic features such as ground glass opacities and
consolidations which are likely to have a peripheral distribution with bilateral,
multi-focal lower lung involvement [13,16].

Radiologists are able to read X-rays and identify symptoms specific to
COVID-19. However, manual diagnosis using X-rays is a time-consuming and
effort-intensive task and there are not enough experienced medical professionals
to cater to the exponentially increasing numbers of suspected cases around the
world. This necessitates the automation of the COVID-19 diagnosis from Chest
X-ray images using Al-based deep learning approaches which can facilitate quick
identification of high risk COVID-19 patients who can then be further prescribed
for RT-PCR tests. Meanwhile, such patients can be put into isolation wards to
help reduce the spread of the coronavirus disease.

While there are burgeoning efforts on automation of COVID-19 diagnosis
using Chest X-rays [3,8,18,24,27], we have contextualized our method to distin-
guish COVID-19 from commonly occurring respiratory problems in South-East
Asia, such as Tuberculosis and Pneumonia. In this paper, we utilize Chest X-rays
for classifying patients into four pathology categories namely, healthy, pneumo-
nia, tuberculosis and COVID-19 positive. The proposed method first extracts
the lung-region bounding boxes from the chest X-ray images using a trained
Faster-RCNN [22] network. This step is performed to focus the subsequent clas-
sifiers attention on lung areas. Subsequently, an X-ray image containing only
lung-regions is fed as input to a DenseNet-169 [10] network to yield a probabil-
ity distribution over the four classes. Since, Chest X-rays contain several visually
discernible symptoms such as ground glass opacities, consolidations, fibrosis, and
pneumothorax which are distinctive features for detecting COVID-19 from other
pathologies, we finetune the existing CheXNet model [21] on a combination of
classes from the NTH dataset [28] and the Stanford CheXpert [11] dataset. We
combine the embeddings from the second last layer of DenseNet-169 and fine-
tuned CheXNet and then, train an MLP classifier to obtain the final output. To
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enhance trust in the model predictions, we isolate the lung regions and generate
visualization maps using Grad-CAM [23] to highlight the affected lung regions
in the X-ray image. We also calibrate our network using temperature scaling [9]
to obtain accurate confidence scores for a prediction. A well calibrated model is
critical for medical applications as it allows medical professionals identify and
examine only those cases that are confusing for the model.
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Fig. 1. Figure showing pipeline of our proposed method - CovidDiagnosis.

To summarize, we make following contributions in the paper:

— We propose a deep learning based automated method for COVID-19 diagnosis
using Chest X-rays which is calibrated using temperature scaling [9] and
outputs accurate and reliable confidence scores for predictions.

— We propose a diagnostic pipeline comprising first of lung isolation using
Faster-RCNN network [22] allowing subsequent models to focus entirely on
disease symptoms present in the lungs and not pay attention to other elements
in the image.

— We finetune CheXNet [21] on classes from NIH and Stanford datasets, and
further use this network’s embeddings to capture information about visual
disease symptoms useful for discriminating COVID-19 from diseases such as
tuberculosis and pneumonia for making the final diagnosis. The final predic-
tion is made by using a combined embedding from ChexNet and a DenseNet
model proposed for classification.

— We also illustrate the effectiveness of our proposed approach by creating acti-
vation maps using Grad-CAM [23] to highlight affected regions of the lungs
which can prove helpful to the radiologist to validate the model.

— We evaluate CovidDiagnosis on a publicly available Chest X-rays dataset and
compare the performance against state-of-the-art networks such as Covid-
Net [27] and CovidAID [18]. We show empirically that our pipeline outper-
forms competing approaches.
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The remainder of the paper is organized as follows: Sect. 2 will describe the
work previously done on COVID-19 diagnosis using X-ray images and how our
approach is different from prior work. Next, we provide a description of our pro-
posed method in Sect. 3. This is followed by brief detail on a Chest X-ray images
dataset used for training and evaluation purposes. Subsequently, Sect. 5 provide
details of the training, experiments conducted, their results and discussions on
them. In the end, Sect. 6 will conclude the work with future avenues in this field.

2 Related Work

In recent times, deep learning has made significant strides in medical image
classification and segmentation [1,5,19,30] in addition to being applied to stan-
dard image processing, computer vision and natural language processing tasks.
Several existing deep learning networks in literature have been proposed to iden-
tify various thoracic diseases from Chest X-rays like pneumonia, pneumothorax,
fibrosis ete. [14,21,25]. Since, patients suffering from COVID-19 develop pneu-
monia and certain other infectious symptoms in the lung areas of Chest X-rays,
it may be convenient to use X-rays for automation of COVID-19 screening.

With the sudden spike in the number of COVID-19 infected patients, there
have been a number of publications addressing the problem of automatic diag-
nosis so as to quickly and effectively isolate infected patients and curb the
spread of the virus. Authors in [27] proposed a deep neural network based
Covid-Net to distinguish viral and bacteria pneumonia from COVID-19 patients
and have also released their evaluation dataset COVIDx. Another paper uti-
lized pre-trained CheXNet to finetune the network to classify X-ray images and
named the network CovidAID [18]. Tulin et al. [24] developed a DarkNet based
model to classify X-ray images into COVID-19, No-Findings and Pneumonia.
Sanhita et al. [3] employ transfer learning based convolutional neural network
for classification into four classes, e.g, normal, other disease, pneumonia and
COVID-19. A slightly different approach was adopted by authors in [26] where
they trained deep learning models like MobileNetV2, SqueezeNet on the cre-
ated stacked dataset, and the features obtained by the models were processed
using the Social Mimic optimization method. In the next step, efficient features
were combined and classified using an SVM. A comparative study of the use of
the recent deep learning models (VGG16, VGG19, DenseNet201, InceptionRes-
NetV2, InceptionV3, Resnet50, and MobileNetV2) to deal with detection and
classification of COVID-19 pneumonia is presented in paper [2].

We found that prior-art mostly consist of deep learning methods trying to
distinguish COVID-19 from healthy cases and pneumonia in Chest X-rays. How-
ever, in our paper, we also propose to contextualize the solution to distinguish
COVID-19 from commonly occurring respiratory problem in South-East Asia
such as Tuberculosis. Moreover, the methods described above simply feed the
Chest X-ray images into deep networks for classification and hence, it is uncer-
tain if the prior networks are making decisions based on relevant information
from Chest X-ray images and focusing on the right visual features. Therefore, we



CovidDiagnosis: Deep Diagnosis of COVID-19 Patients Using Chest X-Rays 65

build a pipeline which first localizes the regions of interest (lungs) using a Faster-
RCNN [22]. We also supplement our network with disease symptom embeddings
obtained from CheXNet. Additionally, we have not seen any COVID-19 in the
literature which is calibrated to give output probabilities with confidence scores
representative of prediction correctness likelihood.

3 Proposed Approach: CovidDiagnosis

Figure 1 shows the overall architecture of the proposed CovidDiagnosis method
for Chest X-rays. It consists of the following modules for processing X-ray images
of patients to classify them into four classes - healthy, pneumonia, tuberculosis
and COVID-19 positive:

— Lung Isolation using Faster-RCNN: As a first step, we train a Faster-
RCNN [22] network for identifying bounding boxes (Bbox) of lungs present
in Chest X-rays. The training data for the lungs Bbox is obtained by using
Lung-Finder' which uses basic image processing features such as HAAR,
LBP and HOG to detect the left and the right lungs from an X-ray image.
The detections produced by HAAR features are better when compared with
those produced by HOG determined through visual inspection, and hence
we use bounding boxes from HAAR features for training the faster-rcnn. We
manually verified the resultant Bboxes for having correct lung region and
discarded those set of images for which lungs Bbox is not correct. We train a
faster-rcnn on the lung Bboxes using VGG16 as the backbone network.

— DenseNet Classifier: DenseNet [10] is a convolutional network which has n
layers and n x (n+1)/2 direct connections. This means that each subsequent
layer has feature maps of all preceding layers as input. DenseNets have fewer
parameters to train and dense connections have a regularizing effect which
reduces over-fitting on tasks with lesser training data. We use DenseNet-169
to train a classifier on a 3-channel input image comprising left and right
isolated lung (channels 1 and 2) and a complete Chest X-ray image (channel
3). The underlying idea behind using lung-isolation is to explicitly enable the
network to focus its attention on the lung regions for making a classification
decision. The classifier is trained to classify input Chest X-ray images into one
of four categories - healthy, pneumonia, tuberculosis and COVID-19 positive.
We utilize the embeddings U = (ug, u1, ..., u1663) from the second last layer
of the trained DenseNet classifier for further processing.

— CheXNet Finetuning for disease symptoms: To enhance the discrim-
inatory capabilities of our classifier, we propose to explicitly provide infor-
mation about disease symptoms present in Chest X-rays such as opacities,
consolidations, mass, fibrosis, pneumothorax etc. in the form of an embedding
vector. This additional information assists the classifier by drawing correla-
tions between our four disease classes and the disease symptoms displayed

! Lungs-Finder: https://github.com/xiaoyongzhu/lungs-finder.
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by the X-ray. This, in turn, helps to ignore any bias present in the chest X-
rays dataset obtained from different sources as is commonly the case when
images for classes are gathered from different data sources. We use the NIH
dataset consisting of 14 classes that represent visual disease symptoms present
in chest X-rays. Since, the NIH dataset does not have ‘opacities’ as one of
the classes which is an important COVID-19 positive feature, we include the
samples of opacities class from Stanford CheXpert dataset and subsequently
finetune the CheXNet [21] model for these 15 classes of disease symptoms.
Further, the finetuned CheXNet is used to obtain second last layer embed-
dings V = (vg,v1, ..., v1023) of Chest X-rays images which are used for pro-
cessing in the next module.

— MLP classifier: The embeddings from DenseNet-169 and CheXNet are con-
catenated to train a 2-layer MLP for final classification of X-rays images into
four classes - healthy, pneumonia, tuberculosis and COVID-19 positive. The
MLP comprises of (168,4) hidden units, and is fed an input of 2688 dimen-
sional vector W= (ug, U1, ..., U1663, V0, V1, ---, V023 )-

— Calibration of Network: We perform calibration of our proposed network
so that radiologists can rely on output predictions of our network and the solu-
tion can be deployed for clinical use. The simplest way to visualize calibration
is to plot the accuracy as a function of confidence and for a well-calibrated
network, the plot should be an identity function. The reliability diagram of
our proposed architecture is shown in Fig. 2. In order to calibrate the network,
we have used Temperature scaling [9] which divides the logit vector obtained
from the classification network by a learned scalar parameter T as follows:

ez/T
(1)

Zj eZ]'/T

where y and z is the output prediction and logit, respectively. The parameter
T is learned on a validation set where T is chosen to minimize negative log-
likelihood. In essence, the temperature scaling technique softens the network
outputs, thereby making the network less confident and in turn, making the
confidence scores reflect the true correctness probabilities.

— Activation Maps Generation: An extensive qualitative analysis is essen-
tial for determining whether our diagnostics approach is looking at the right
portions of the image for determining the four disease classes. These correct
regions were determined through consultations with a team of doctors. To
obtain the regions of interest where our network is focusing its attention, we
make use of Grad-CAM [23]. The activation maps highlight the regions where
abnormalities such as consolidations and opacities etc. are present which can
aid radiologists in deeper investigation of suspected cases.

P(y) =

4 Dataset

We utilize Chest X-rays of four classes - healthy, pneumonia, tuberculosis and
COVID-19 from publicly available datasets for diagnosis of COVID-19. X-ray



CovidDiagnosis: Deep Diagnosis of COVID-19 Patients Using Chest X-Rays 67

samples for COVID-19 positive patients are taken from the X-ray image database
made available by Cohen JP et al. [6]. X-ray images for healthy and tuberculo-
sis patients are obtained from Pulmonary Chest X-rays dataset [12]. The NIH
dataset is used for pneumonia X-ray images. The dataset is divided into train
(823), validation (181) and test sets (344) with number of samples for each class
as follows: Train-set (COVID-19 - 153, Healthy - 240, Pneumonia - 190 and
Tuberculosis - 240); Val-set ( COVID-19 - 27, Healthy - 54, Pneumonia - 44 and
Tuberculosis - 55); Test-set (COVID-19 - 46, Healthy - 110, Pneumonia - 88 and
Tuberculosis - 100).

5 Experimental Results and Discussions

5.1 Training Details

The input to our classifier consists of 3 channels: the first channel is the left lung
image (with the rest of the image blacked out), the second channel is the right
lung image (with the rest of the image blacked out), and the third channel is the
full image. We have experimented with images of size 224 x 224 and 448 x 448 for
training CovidDiagnosis. We apply augmentations to all the above datasets by
applying random transformations like rotation (—20° to 420°), scaling (—10% to
+10%), normalization, and horizontal and vertical translation. The chest region
is always present at the centre of the image and hence, the small translations
do not push the important regions out of the image. We utilize DenseNet-169
pre-trained on ImageNet for finetuning on the four disease classes with SGD
optimizer having an initial learning rate of le-3 and momentum of 0.9. We apply
softmax activation function in the final layer of our DenseNet classifier to obtain
the probabilities of predictions.

5.2 Baseline Networks

To show the effectiveness of our proposed CovidDiagnosis method, we com-
pare its performance with two prior deep networks namely, Covid-Net [27] and
CovidAID [18].

— Covid-Net: The architecture of Covid-Net is based on a residual projection-
expansion-projection-extension (PEPX) design pattern and comprises of a
mixture of convolutional layers with diverse kernel sizes and grouping config-
urations. We have used the original architecture and training configuration,
as given by authors [27].

— CovidAID: Mangal et al. [18] proposed CovidAID which simply finetunes
the CheXNet network for classifying Chest X-ray images into four classes
- Normal, Bacterial Pneumonia, Viral Pneumonia and COVID-19 using a
sigmoid activation. We used the same training configuration for comparison.

We trained all the three networks Covid-Net, CovidAID and CovidDiagnosis

for 3-way classification of X-rays into healthy, pneumonia and COVID-19 pos-

itive from our Chest X-rays dataset, as mentioned in Sect.4 for performance
evaluation and comparison.
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Table 1. Performance impact of different modules of CovidDiagnosis on AUC and
Accuracy values of X-rays pathology classification

Method AUC | Acc
I(224 * 224) DenseNet 0.9699 | 0.8799
DenseNet + Lunglsolation(LI) 0.9823 | 0.9040
1(448 * 448) w/ aug | DenseNet 0.9798 |0.8924
DenseNet + Lunglsolation(LI) 0.9885 | 0.9069
DenseNet + LI 4+ CheXNet + MLP | 0.9694 | 0.9157
1(448 * 448) w/o aug | DenseNet + Lunglsolation(LI) 0.9462 | 0.8488
DenseNet + LI 4+ CheXNet + MLP | 0.9822 | 0.8895

5.3 Results and Discussion

First, we present the results of introducing different modules in our proposed
method CovidDiagnosis in Table 1. Initially, we train the DenseNet-169 classifier
for classifying the entire Chest X-rays image of size 224 x 224 as input and
as can be seen in Table1, we achieve an accuracy of 87.99% and AUC value
of 0.9699. In the next experiment, we use lung isolation to explicitly enable
DenseNet to focus on right areas in an X-ray image i.e., lungs to learn relevant
discriminating features for classification. We can clearly see that lung isolation
gives a boost in accuracy from 87.99% to 90.40%. Further, we use images of size
448 x 448 for training DenseNet with and without lung isolation and obtain an
accuracy of 89.24% and 90.69%, and AUC of 0.9798 and 0.9885 respectively. As
is evident from Table 1, lung isolation experiments for images of sizes 224 x 224
and 448 x 448 give almost equal performance. Thus, we can conclude that lung
isolation is beneficial for getting good performance on low-resolution images as
it helps the network narrow down its field of view, and allows it to focus its
attention entirely on lung regions.

Table 2. Class-wise different performance measures for CovidDiagnosis (using
DenseNet + LI + CheXNet + MLP) on image size 448 x 448. PN and TB represents
pneumonia and tuberculosis, respectively

Confusion matrix | COVID | Healthy | PN | TB | Precision | Recall | F1-Score
COVID 45 0 1 0 0.98 0.98 0.98
Healthy 0 102 0 8 0.88 0.93 0.90
PN 1 0 84 |3 0.97 0.95 0.96
TB 0 14 2 84 |0.88 0.84 0.86

Subsequently, we concatenate embeddings from DenseNet and CheXNet to
train a 2-layer MLP classifier and observe that it gives an improvement in
classification accuracy (91.57%). This implies that adding explicit information
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about various abnormalities present in Chest X-rays in the form of an embed-
ding vector from CheXNet enhances the discriminatory power of CovidDiagnosis
and improves the classification performance. Since, the network performance is
already high in our case, there is very limited room for improvement on this
small dataset. In order to show the effectiveness of CheXNet embeddings as
an additional feature, we perform an experiment by training DenseNet on our
dataset without using augmentation techniques during training. Here, we can
see that CheXNet embeddings improved classification accuracy from 84.88% to
88.95%. We also present the confusion matrix, precision, recall and Fl-score
values of CovidDiagnosis for image sizes 448 x 448 to illustrate the class-wise
performance in Table2. We observe that CovidDiagnosis identifies COVID-19
positive samples with 0.98 for all the measures - precision, recall and F1-score.

The comparison of the performance of CovidDiagnosis against two baseline
networks - Covid-Net and CovidAID is presented in Table 3. It is evident from
the accuracy, AUC values and the confusion matrices that CovidDiagnosis out-
performs both of the other methods for the 3-way classification problem. There
is a boost of approx. 3% and 2% in classification accuracy of CovidDiagnosis
when compared with Covid-Net and CovidAID respectively.

Table 3. Performance comparison with state-of-the-art networks for diagnosis of
COVID-19 from Chest X-rays for 3-way classification

Confusion matric COVID | Healthy | Pneumonia | AUC | Acc
Covid-Net COVID 37 0 9 0.9633 | 0.8934
Healthy 3 107 0
Pneumonia | 4 10 74
CovidAID COVID 27 1 18 0.9721 |0.9061
Healthy 0 110 0
Pneumonia | 5 0 83
Covid-Diagnosis | COVID 46 0 0 0.9794 | 0.9221
Healthy 0 107 3
Pneumonia | 2 14 72

Figure 2 shows the reliability diagram of CovidDiagnosis for classifying Chest
X-rays into 4 classes. The plot in Fig.2(a) shows the confidence scores before
calibration and we can see that the network is not well-calibrated and is over-
confident in predicting outputs. But after using temperature scaling for net-
work calibration, the reliability diagram is close to an identity plot as shown in
Fig. 2(b) indicating that the network is not over-confident in its predictions. This
builds up trust with medical practitioners to adopt our system for its practical
use in hospitals, clinics, and public places like airports etc.
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Fig. 2. Plots showing reliability diagrams (a) before and (b) after calibration of Covid-
Diagnosis using temperature scaling [9].

We create activation maps for COVID-19 positive Chest X-rays using GRAD-
Cam [23], as shown in Fig. 3. The activation maps indicate that the portions of
the lungs that are actively examined by the model are in agreement with where
abnormalities such as consolidations and opacities are present, showing that
our network is indeed looking at the right locations for learning discriminating
features for classification.

Fig. 3. Visualization maps of COVID-19 positive X-rays of patients using GRAD-
Cam [23] highlighting regions of abnormalities.

6 Conclusion

We propose a system named CovidDiagnosis for segregating suspected COVID-
19 positive patients having high confidence scores, thereby helping to reduce the
spread of COVID-19 disease. We demonstrate that utilizing lung isolation and
combining embeddings from CheXNet of visual disease symptoms in Chest X-
rays enhances classification accuracy and enables the network to learn relevant
discriminating features by focusing on correct lung regions. Thus, it produces
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improved classification performance compared to other existing COVID-19 X-ray
classification approaches. The proposed method is well-calibrated via tempera-
ture scaling which can prove beneficial to radiologists as the predicted probabil-
ities reflect the true correctness likelihood. We also aid radiologists by providing
activation maps highlighting regions of disease symptoms for deeper investiga-
tion. Going forward, we wish to apply few-shot techniques such as meta-learning
to train the network on limited available data and eventually, evaluate on larger
and more diverse datasets.
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