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Abstract. In recent times, with the increasing interest in face recognition for
smart homes. However, most of these studies are focused on the individual mod-
ules of such a system, and there is an evident lack of research on a face recognition
system framework that can integrate and manage the entire face recognition sys-
tem. Therefore, in this study, we propose a framework that enables the user to
effectively develop an face recognition system in different data volume applica-
tions. This paper designs an edge computing architecture and a cloud architecture.
The edge computing architecture is designedwith a Centralized-Edge and Peer-to-
Peer Edge. At the same time, the face screening, face disguise, training timing and
dynamic adjustment of training samples in face recognition are analyzed to give
a feasible solution. In particular, the face screening rules are designed to reduce
unnecessary training and repeated training. This paper has important application
value for the intelligentization of the Internet of Things.
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1 Introduction

Face recognition is one of the research hotspots in computer vision, image processing and
neural networks in recent years. It is widely used in the fields of public safety, verifica-
tion systems and human-computer interaction [5]. The development of face recognition
has mainly gone through three stages: based on structural features, based on statisti-
cal features, based on big data and complex models [19]. From the earliest methods of
geometric features and template matching to a scheme based on artificial features and
classifiers, face recognition technology has begun to enter the automatic machine recog-
nition stage. In recent years, with the continuous development of deep learning technol-
ogy, face recognition technology has also begun to transform from traditional machine
learning methods to deep neural networks. However, the calculation of neural networks
often involves a large number of matrix operations, which puts high requirements on
the computing power of hardware devices [16, 18]. The emergence of powerful GPU
hardware devices has greatly reduced the model calculation time, which has promoted
the widespread application of face recognition technology. At present, researchers have
trained complex deep neural network models with tens or even hundreds of millions of
undetermined parameters, and constantly refresh the highest record of face recognition
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accuracy. The DeepFace [14] released by Facebook, the DeepID [6–8] series researched
by the Chinese University of Hong Kong, and the FaceNet [12] released by Google have
reached or surpassed human recognition capabilities.

The breakthrough progress of artificial intelligence has prompted facial recognition
technology to integrate into people’s lives, which not only promotes the construction of
smart cities, but also improves the efficiency of social operations. However, the deploy-
ment of most face recognition systems relies on cloud computing resources. With the
rapid growth of the number of connected devices, in order to meet the fast and accu-
rate identification effect, high requirements are placed on the network bandwidth and
computing processing capabilities of the centralized physical data center that reflects
the “cloud” [11]. In addition, the openness of the network environment and the sensi-
tivity of identity data lead to the risk of privacy leakage in practical applications of face
recognition technology [17]. The cloud-based method transmits sensitive data of a large
number of users to the cloud. If attacked, it is likely to cause user privacy to leak. There-
fore, in terms of protecting users’ private data, there is a certain degree of insecurity
in cloud-based deployment [3]. As a supplement to cloud computing, in recent years,
edge computing has attracted great interest from researchers. Unlike cloud computing,
edge computing provides end-to-end services. Data can be processed directly on the
edge device without being transferred to the cloud, so it shows excellent performance
in reducing communication delay and reducing bandwidth load. Considering the supe-
riority of edge computing, some face recognition systems based on edge computing
have been proposed. He et al. [2] proposed a lightweight and fast face detector (LFFD)
for edge devices. Prentice et al. [9] developed a set of Raspberry Pi-based end-to-end
smart office applications. The developed solution can monitor various environmental
conditions and can use facial recognition to identify users.

At present, although face recognition technology has achieved some important
results, there is still a lot of work to be done to design and implement a practical
face authentication system. For the research based on Raspberry Pi face recognition
at home and abroad, most of them focus on the Raspberry Pi [1, 10] software and hard-
ware optimization and face recognition algorithm optimization, applied to specific smart
home scenarios, and the multi-Raspberry pi collaboration constitutes a whole architec-
ture research. It remains to be seen, and it has important research value for architecture
optimization. This paper studies the face recognition in smart family as the application
scenario. For the sake of family privacy protection, this paper studies the face training
on the local Raspberry Pi, and uses the Raspberry Pi as the terminal and recognition for
collecting face images. Through its continuous training, the end can make it possible to
identify familymembers in almost any dress, hairstyle and face occlusion. By comparing
several face recognition system architectures designed in this paper, the face recognition
performance is continuously optimized.

This paper mainly studies the following two aspects:

1. In the Raspberry Pi collection terminal, how to choose a suitable screening image
method to reduce unnecessary repetitive training.

2. Tomeet the needs of different data volumes, design non-cloud architecture and cloud
architecture for face recognition, and study and design many details.
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2 Raspberry Pi System Configuration

First, we will embody the scene. In the Raspberry Pi terminal, the face image and the
person’s identity are matched one by one through RFID. If the face reaches the training
condition, the next step of training is performed; if not, only the door opening operation
is performed. In the Raspberry Pi, the basic configuration is shown below (see Fig. 1):

Camera
Module

Ultrasonic
Sensor

ZigBee

Power Supply

Relay Control

Door Lock

GPRS/wifi

SMS alert

RFID
Module

Fig. 1. Raspberry Pi configuration

2.1 Hardware Section

The Camera Module functions to capture a face image.
The role of RFID is to make the face image and the identity of the person correspond.
The Ultrasonic Sensor detects the distance of the person. When the distance is less

than the preset distance, the command is sent to allow the camera to continuously capture
6 face images.

After we collect the image of the character, we send the image to the Raspberry Pi for
processing. We will first screen it. The screening rules will be further explained below.
If the training conditions are met, the model will be retrained.

In this architecture, the control module and communication module use the ZigBee
platform. This technology is energy efficient, self-configuring, low cost, and provides
high precision transmission. After we confirm the identity and determine that we can
perform the operation such as opening the door, the Raspberry Pi sends a command to
the relay through ZigBee, allowing the relay to control the corresponding hardware to
perform the opening operation.
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A whitelist is a collection of information about all legally identifiable people, and a
blacklist is opposed to it. If the face image detection result is not in the white list but the
RFID information is in the white list, or the existence of face disguise, the Raspberry Pi
will not perform the action such as opening the door. At the same time, the Raspberry Pi
sends a warning message to the administrator via GPRS or wifi, including the warning
time and place.

2.2 Software Part

Face Recognition Algorithm. We installed the OpenCV platform in the Raspberry Pi
and implemented the face recognition using the DNN algorithm. There are many plat-
forms for implementing DNN, such as Caffe, TensorFlow, OpenCV, Caffe, etc. We refer
to the article by Delia Velasco-Montero [15], who is based on Accuracy, Throughput,
and Power Consumption.), FoM (Figure of Merit) and other aspects of the assessment.
Define a variable FoM with the following formula:

FoM = Accuracy · Throughput
Power

(1)

The experimental results show that OpenCV and SqueezeNet are the best performing
components; for high throughput, OpenCV and TensorFlow are the best choices; for low
energy budgets, OpenCV and Caffe2 are the most suitable tools. In summary, we see that
OpenCV has a good performance in performance, throughput and power consumption,
so this article decided to using OpenCV platform in the Raspberry Pi.

Face Screening Algorithm. When the system size and the amount of data are small,
the old data and the new data can be trained together each time new face images needs
training. However, as the scale of the system expands, more and more face images need
to be newly identified. If the old and new data are still trained together, the training cost
will be greatly improved and the training efficiency will be lower. Improve, remove some
unnecessary training face images, and filter the face images. Face screening is considered
in two aspects. One is to screen out face images such as unclear and blacklists to avoid
wasting training time and resources; The second is to screen out the necessary training
faces and not to train those faces that have been accurately identified.

Screening the face image that needs to be trained according to the preset face recog-
nition accuracy threshold. For example, when the recognition rate is less than 50%,
the image is discarded; when the recognition rate is greater than 90%, the image is not
trained, but is stored; when identifying the image was trained at a rate between 50% and
90%. The specific flow chart is as follows (see Fig. 2):

In this paper, the threshold is used as the screening rule. In practical applications,
when collecting human faces, we can require the examiner not to bring decorations such
as hats and glasses. The increase of these rules can greatly reduce unnecessary face
collection and training.
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Raspberry pis collectIng face 
images
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Fig. 2. Face image screening flow chart.

To Prevent Face Deception. There are many ways to prevent face deception. In the
method proposed by Piyush Devikar et al., a temperature sensor based detection method
is proposed because the surface temperature of the mask is close to the ambient tem-
perature and is not as high as the real surface. At ambient temperature. The system
takes images from a camera connected to the Raspberry Pi and then detects the faces
in the image by OpenCV. The face temperature captured by the camera is obtained by
an infrared temperature sensor. If a face is detected in the image and its temperature is
greater than the threshold (skin) temperature, the face is true, otherwise it is false. This
method can already block the fake face, face photo and the like formed by the high-end
silicone mask.

In order to further prevent the occurrence of fraud, this article is supplemented by
blink detection. We use the blink detection method of Tereza Soukupova and Jan Cech
[13], using haar features to locate faces, and shape predictor 68 face landmarks.dat to
mark face structures with 68 points to monitor human eyes, As shown in Fig. 3. The
change in the distance between the upper and lower eyelids determines whether or not
the eye is blinking. The principle is as shown below (see Fig. 4):
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Fig. 3. Mark face structures with 68 points to monitor human eyes.

Fig. 4. Human eye mark.

As you can see in the image above, one eye will mark six points and define a variable
EAR using the following formula:

EAR = ‖P2 − P6‖ + ‖P3 − P5‖
2‖P1 − P4‖ (2)

The person blinks once for about 0.2–0.4 s, and when it detects that the EAR is
less than 0.3, it is considered to be blinking. For face recognition, we need to label it,
including the name, identity and age, as shown below (see Fig. 5):
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Fig. 5. Face recognition effect.

As you can see, the recognition result Name is chenchao, the accuracy rate is 64.33%,
the identity is administrator, and the age is 27.

3 Edge Computing Architecture Design

First, we design the edge computing architecture [4]. The face recognition and model
training are all performed on the edge. The edge can be the Raspberry Pi or the NVIDIA
TX2. Keeping the data locally saves user privacy to a large extent.

Use SQLite Studio to store information in any particular sequence. This article is
used to store training data, trained models, whitelists and other information, and can be
displayed during the detection process. For any new user registration, you need to add
his/her information to this database.

In the edge computing architecture, there are two design approaches, one is a
Centralized-Edge and the other is a Peer-to-Peer Edge. Centralized-Edge we use one or
several Raspberry Pi as a training server. All the face images that need to be trained are
sent to this training server. After training, the model is synchronized to each Raspberry
Pi. In the Peer-to-Peer Edge, eachRaspberry Pi is an independent training terminal. If any
Raspberry Pi is trained and the model is updated, the latest models will be synchronized
to other Raspberry Pis.

The first one adopts a Centralized-Edge, as shown in the following figure (see Fig. 6):
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Training Server

RPi1

model

Face images

RPi2

RPi3

Fig. 6. Centralized architecture.

One or more Raspberry Pis are used as training servers, and each other Raspberry Pi
is used as a face collection terminal. The collected faces are filtered and submitted to the
Raspberry Pi server for training. After the trained, the model is distributed to each tree.
Raspberry pi terminal. When the server has multiple Raspberry Pis, face recognition is
performed by means of loop recognition.

Suppose now that the server consists of three Raspberry Pis. After receiving the
identification request, it first asks if RPi1 can be identified. If it cannot be sent to RPi2,
if RPi2 can’t identify it, it will send it to RPi3. If RPi3 can recognize it, it will return
recognition result. As a result, if it is not identifiable, training is performed at RPi3.
At the same time, if the three Raspberry Pis can recognize different face sets different
from each other, and exchange training data that cannot be recognized for training, the
advantage of this is that on the one hand, the server performance can be improved, and
on the other hand, the server side can be guaranteed. After a problem occurs in any
Raspberry Pi, it doesn’t affect the normal operation of the system.

The second adopts the Peer-to-Peer Edge. When any Raspberry Pi collects the face,
it first filters and sends the filtered photos to the edge for training and updating themodel.
The structure is as follows (see Fig. 7):



82 C. Chen et al.

Edge Compu�ng

Fig. 7. Edge computing structure.

In the Raspberry Pi training, due to the limitations of its hardware performance, it
can’t meet the training work of a large sample. Therefore, on the Raspberry Pi training
server. We can add NVIDIA TX2 or Intel Movidius Neural Computing Stick to the
Raspberry Pi to improve computing performance.

4 Cloud Architecture Design

The architecture of the previous section is suitable for application scenarios where the
model is small and the training data is small. As the amount of data continues to increase,
the architecture of the previous section is clearly unable tomeet the needs of big data pro-
cessing. This chapter designs the cloud architecture and puts the training of preprocessing
and model into the cloud.

The following Table 1 is a raspberry pi information table that records the id of the
raspberry pi, the ip address of the Raspberry Pi, the version of the Raspberry Pi model,
and the number of photos that need to be trained and the time the request was sent.

Table 1. Raspberry pi information.

ID Time Raspberry Pi ID Number of images Raspberry Pi address

1 2018-12-10-12:10:10 3203001 5 120.109.0.111

2 2018-12-10-13:20:10 3203002 6 120.109.0.112

Here is the cloud architecture diagram (see Fig. 8):
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Fig. 8. Face recognition in cloud architecture.

Apache NiFi is a web project, we can use nifi to do a lot of pre-processing work, to
reduce the computing burden of the cloud server. Specific to this article, we can add time
and other attributes to the Raspberry Pi data, perform some pre-processing operations
before the image training, for some data that needs to be stored, you can send it to
Hadoop for storage.

Apache Kafka will be used as a messaging service because it provides high through-
put, reliable delivery, and horizontal scalability. Kafka classifies messages according
to Topic when they are saved. The sender becomes the Producer and the message
receiver becomes the Consumer. In addition, the Kafka cluster consists of multiple
Kafka instances, and each instance becomes a broker. Specific to this article, we can
divide the data processed by nifi into two parts that need to be processed in time and not
processed in time according to the training timing, and sent to different consumers for
processing.

The cloud training host is responsible for training the data sent by Kafka. We can use
cluster-based organization or only set up a high-performance training host. For priority
training of data that needs timely training, meet the needs of real-time identification, and
complete the training. Then send the model to the corresponding Raspberry Pi and let
Hadoop store it.

Hadoop implements a distributed file system, referred to as HDFS. The core design
of Hadoop’s framework is HDFS and MapReduce. HDFS provides storage for massive
amounts of data, while MapReduce provides calculations for massive amounts of data.
This article is mainly used to store data such as Raspberry Pi and some trained models.

We can see that all parts of the cloud work together. First, nifi preprocesses the
data sent from the Raspberry Pi, including image preprocessing, image categorization,
and basic information storage. After that, nifi sends the pre-processed data to Kafka.
Kafka further classifies it according to Topic, then passes the data to storm and spark for
model training and recognition, and finally passes some model information to Hadoop
for storage.

As time increases, the training data will become larger and larger. In order to main-
tain the efficiency of system training, on the one hand, we can increase the hardware
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configuration and improve the computing speed. On the other hand, we can reduce the
training amount by reasonablely reducing the training data.We can set a threshold.When
the number of training photos of a certain precision exceeds this threshold, we randomly
delete the extra photos so that the training samples of a certain precision remain the
same.

For the training time of cloud data, we are divided into two situations: one is that for
thefirst time the systemneeds to be able to identify, the systemstarts training immediately
after the data comes in; the other is the data that does not need timely training, such as
the training accuracy is located at [50, 90] Photo, we arrange non-working hours for
training.

5 Conclusions

In this study, we proposed a face recognition system framework. We designs an edge
computing architecture and a cloud architecture. For each part of the architecture, such
as face recognition, face screening, prevention of face disguise, and the design and
connection of various components in the cloud architecture, solutions are given. The
experimental results indicate that the proposed framework is effective and easy-to-use.

In the future, a face recognition system framework that ismore useful can be expected
if it can provide a guide that will help developer-s correct their own errors, or if it can
correct errors automatically. In addition, for the face screening rule, the determination
of the threshold needs further to be improved. We need further experimentation to find
the most appropriate threshold. It can let us further improve efficiency and accuracy.
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