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Abstract. With the rapid development of deep learning techniques as
well as increasingly more visual information being made publicly avail-
able on the Internet, image translation methods have achieved great
progress and encouraging performance. The manipulation and fabrica-
tion of visual information has become accessible and difficult to distin-
guish by the naked eye, which will have adverse effects on cloud and
communication security. Thus, face forgery detection techniques have
recently attracted increasing attention. Most recent works regard the
face forgery detection problem as the typical image classification task,
ignoring the exploration of inherent properties of forgery visual informa-
tion itself. In this paper, we first explore the inherent limitation of fake
videos, and find that the temporal consistency could help distinguish
fake faces from real faces. A temporal consistency based deep face forgery
detection network is proposed to directly detect fake videos when given
multiple consistent video frames. The proposed method effectively con-
siders the frame consistency property and achieves promising detection
performance. Experimental results on the face forgery detection dataset
demonstrate the superior performance of the proposed method.

Keywords: Cloud security - Visual information analysis + Face forgery
detection

1 Introduction

In cloud and communication security, facial visual information has drawn
increasing attention because of its convenience and safety. Especially for face
recognition tasks, many recent works [1,2] have achieved encouraging superior
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performance, even when facial visual information is captured with different sen-
sors [3-7]. It is due to the rapid development of deep learning techniques and
the availability of a large amount of cloud visual information on the Internet.
In addition, image translation tasks are also becoming an important topic in
computer vision and machine learning. Generative adversarial network methods
[8-10] have yielded fine realistic textures and have further improved the quality
of generated images. Because of the wide application of these image translation
techniques, manipulating facial videos and images has become easier, and the
results are becoming harder to distinguish by human eyes. These image forgery
manipulation techniques can not only generate fake images or videos, but also
create fake news and scams. There is no doubt that social media will make the
propagation of fake visual information more convenient. Thus, it is indeed an
important task to develop an effective forgery detection method for cloud and
communication security.

In the early stage, the manipulation of visual content in the media requires
complex sophisticated editing tools, and high image manipulation expertise.
Additionally, the forgery of these videos is always time consuming, and the
degree of realism is limited. For example, [11] utilized existing footage to create
a new video of a person mouthing words, which tracked points on the mouth
of the speaker. However, due to the increasing high computing power and rapid
progress of machine learning applications, visual content manipulation is becom-
ing easier. The end-to-end deep learning technique reduces the computational
time. Existing face forgery detection methods can be roughly categorized into
two categories: the traditional classification based methods [12-15] and deep
learning based methods [16-19]. These methods mostly consider the face forgery
detection task as the common binary classification task, and their aim is usually
to train a strong and robust classifier to accurately distinguish fake images from
real images.

With the development of deep learning, researchers have found that the con-
volutional neural networks can learn extremely powerful image features for classi-
fication, which indeed further promotes the face forgery detection field. Although
recent deep learning based methods have achieved superior detection perfor-
mance, these works do not consider the inherent properties of forgery media.
Thus, the performance of these face forgery detection techniques is not good
enough to be widely applied in the real world.

To address this challenge, we propose a temporal consistency based deep
face forgery detection network. Our method first analyzes the frame consistency
of forgery media, and finds the difference between fake videos and real videos.
Then we design a temporal consistency based deep face forgery detection network
to directly distinguish fake videos with an end-to-end network model. A novel
objective function is designed to integrate the consistency information for better
detection performance.

The main contributions of this paper are summarized as follows:

1. The proposed temporal consistency based framework considers the inherent
characteristics of fake face videos, and experimental results prove its efficiency.
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2. We design a temporal consistency based deep face forgery detection network
that can effectively integrate frame temporal consistency to boost the detec-
tion performance. Furthermore, the backbone network of our method can be
extended for better performance.

3. Experimental results on the UADFV dataset illustrate the superior perfor-
mance of the proposed method.

We organize the rest of this paper as follows. Section 2 gives a review of face
forgery detection works. Section 3 presents the temporal consistency based deep
face forgery detection network. Section4 shows the experimental results and
provides an analysis of the algorithm, and the conclusion is drawn in Sect. 5.

2 Related Work

In this section, we review the face forgery detection methods in the aforemen-
tioned categories: traditional classification based methods and deep learning
based methods.

In the early stage, researchers always focused on the biometric feature extrac-
tion to detect face forgeries [12,20]. [13] presented a holistic liveness detection
paradigm that collaborated with face biometrics. Considering the lighting differ-
ences in optical flow fields generated by movements, [21] utilized the degree of
differences between the two fields to distinguish a real face from a photograph.
[14] proposed a method for masked fake face detection that utilized reflectance
disparity. [15] captured facial physiological patterns with the bioheat information
contained in the thermal images for face forgery analysis.

Recent works in the computer vision filed prove that convolutional neural net-
works can effectively extract strong and robust visual features for downstream
tasks. Thus, deep learning based forgery detection methods have attracted
increasing attention. [16] presented the incremental learning based method for
the classification of GAN generated images, where multiple binary classifiers are
utilized for the detection task. [22] found that fake videos are always created
by splicing synthesized face regions into holistic regions, and proposed a novel
method to estimate 3D head poses as features to distinguish fake videos. [17]
directly targeted the artifacts in affine face warping to distinguish real and fake
images, without using any generated images as training data. [18] presented a
novel method to expose fake face videos generated and utilized the detection
of eye blinking to detect generated videos. [19] combined a recurrent convolu-
tional neural network model and face alignment approach to improve detection
performance.

Inspired by previous works, we find that the key is to explore the inherent
property of the generated fake face videos and train a strong binary classifier.
In this work, we aim to train an end-to-end deep network to directly distinguish
fake face videos, where temporal fame consistency information is considered as
the clue.
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Fig. 1. The temporal consistency analysis results of face forgery videos.

3 Proposed Method

In this section, we present a novel temporal consistency based deep face forgery
network to distinguish fake face videos. In the subsection, we will first describe
the motivation, and then give a detailed explanation of our proposed method.

3.1 Motivation

In real-world scenarios, fake face videos are always generated from a deep network
based image translation model. Naturally, our assumption is that the difference
in temporal consistency will help to detect fake videos because these fake face
videos are usually created with consistently generated with consistent generated
frames from the image translation model, where the temporal relationship is
ignored. In this work, we regard the temporal consistency of generated videos as
the inherent characteristic for face forgery detection.

For convenience, we directly calculate the difference between the previous
frame and the subsequent frame to find the distinct feature. As shown in Fig. 1,
when we analyze the frames consistency of both real and fake videos, we find
that there exists only a local changed region in the real videos, but a holistic
appearance changed region is found in fake videos because the fake videos are
generated by combining individual fake frames, which makes it hard to control
the temporal consistency of face poses, expressions and countenances. Thus, we
regard the temporal consistency of face videos as the distinguishing feature for
forgery detection. In addition, the inherent features of the original videos them-
selves also provide discriminative information. Next, we provide more details of
our proposed temporal consistency based deep face forgery detection network.
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Fig.2. Overview of the proposed temporal consistency detection based deep face
forgery detection algorithm.

3.2 Temporal Consistency Based Deep Face Forgery Detection
Network

In this subsection, we provide a detailed description of the proposed deep face
forgery network. Here, we choose ResNet50 as the backbone network to intro-
duce our method. Figure 2 shows the framework of the proposed algorithm. We
consider that the input face video contains consistent frames {f;}~ ;, where T
is the number of all frames in one video. To avoid overfitting problem, we utilize
images from ImageNet dataset to pre-train the backbone network to improve
the generalization ability of the extracted features. Inspired by related works,
we set the parameters of former layers to effectively extract low-level common
discriminative information.

We separately input the original frame f; and the difference in consistent
frames f; — f;—1 into two network branches at time ¢. Next, the pre-trained
backbone network extracts the discriminative image features as shown in Fig. 2.
We directly concatenate frame feature fea; with the consistent frame feature
feago™ as the final fused distinguishing feature [fea:, feaf?™®] for face forgery
detection. A global average pool layer is utilized to fuse different features, and
then a fully connected layer is designed for binary classification.

The objective function of our network is designed as follows:

L = E[-log(p(label| feay, feai®™))], (1)

where label € {0,1}. Here p(label|feay, feas®™®) is the predicted probability of
the consistent frames fused feature at time ¢.
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3.3 Implementation Details

The backbone network is pre-trained by images from the ImageNet dataset.
Different backbone architectures can be adopted in the future for better perfor-
mance. The proposed network is designed with the Keras platform and run on
a GTX 1660Ti GPU. Here we use the root mean square prop algorithm to train
the parameters in our network. The batch size is set as 10 in our experiments.
The learning rate is set to le-3, and the number of epochs is set to 10.

4 Experiments

In this section, we evaluate the performance of our proposed temporal consis-
tency based deep face forgery detection network on the UADFV dataset [22].
We will present details of experimental results and illustrate the effectiveness of
the proposed method.

4.1 Dataset and Evaluation Metric

The UADFV dataset [22] contains 98 videos in total, with 49 real face videos
and 49 fake face videos. The average length of the videos is 11.14 s, and the size
of most frames is 294 x 500. With the same protocol as that proposed in [22],
we select 35 real face videos and 35 fake videos as training data which contains
23,981 frames in total, and we use the remaining 14 real videos and 14 fake
videos as testing data, which contain 10,241 frames in total.

To further evaluate the face forgery detection performance to mimic real-
world scenarios, we utilize the evaluation metrics mentioned in [22]: individual
frames based metric. Here, we consider the face forgery detection task a binary
classification task. Naturally, the individual frames of videos could be evaluated
as units with the area under the ROC curves (AUC) as the evaluation metric.
In the following experiment, we all choose the AUC to analyze individual frames
as the performance metric.

4.2 Experimental Results

As mentioned before, we evaluate four different backbones of our proposed
method on the UADFV dataset. Here we choose four common pre-trained models
VGG16, VGG19, ResNet50 and ResNet101 as the backbone networks to prove
the generalization ability and efficiency of our method. As shown in Fig. 3, the
VGG16, VGG19, ResNet101 and ResNet152 models achieveed AUCs of 87.9%,
83.6%, 97.9% and 98.1% respectively. It is noted that the recent state-of-the-art
method [22] achieves an AUC of only 89.0%. Compared with the state-of-the-art
algorithm [22], our proposed method increases the AUC by 9.1%. It is because
our method considers the inherent temporal consistency property of face forgery
videos, and the deep networks could indeed extract strong discriminative features
for forgery detection.
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Fig. 3. ROC curves of the different backbone networks of our proposed method on the
UADFYV dataset.

4.3 Ablation Study

In this subsection, we further analyze the proposed temporal consistency based
deep face forgery detection network. In the ablation study, we compare our
network with the networks after removing the temporal consistency branch.
As shown in Table1, AUCs of all the CNN models apparently decrease after
removing the temporal consistency network branch. Using a VGG16 backbone

Table 1. The experimental results (AUC) of the proposed temporal consistency based
deep face forgery detection network with different backbones on the UADFV database.

Models W/O temporal consistency | Final performance
Method [22] / 89.0%
Proposed with VGG16 85.3% 87.9%
Proposed with VGG19 81.5% 83.6%
Proposed with ResNet50 |96.6% 97.9%
Proposed with ResNet101 | 97.0% 98.1%




62 C. Peng et al.

in our proposed algorithm even decreases the AUC by 26%. This finding demon-
strates that our proposed temporal consistency based deep face forgery detection
network can help integrate the inherent temporal consistency information, and
boost the face forgery detection performance.

5 Conclusion

A novel temporal consistency based deep face forgery detection network is pro-
posed in this paper. The proposed method explores the inherent temporal con-
sistency property of face forgery videos, and design an effective two-branches
deep forgery detection network to fuse different discriminative features for better
performance. Benefiting from the proposed temporal consistency discriminative
features, our algorithm outperforms the state-of-the-art method by achieving
a superior AUC. Additionally, we explore different backbone networks of our
framework to show the generalization ability of our method. In the future, we
will try to integrate more inherent characteristics of face forgery videos, and
evaluate our proposed method on more datasets.
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