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Abstract. In this paper, a Non-negative Matrix Factorization Feature Expansion
(NMFFE) approach was proposed to overcome the feature-sparsity issue when
expanding features of short-text. Firstly, we took the internal relationships of short
texts and words into account when segmenting words from texts and constructing
their relationship matrix. Secondly, we utilized Dual regularization Non-negative
Matrix Tri-Factorization algorithm (DNMTF) to obtain the words clustering indi-
cator matrix, which was used to get the feature space by dimensionality reduction
methods. Thirdly, words with close relationship were selected out from the feature
space and added into the short-text in order to solve the sparsity issue. The experi-
mental results showed that the accuracy of short text classification of our NMFFE
algorithm increased 25.77%, 10.89% and 1.79% on three datasets: Web snippets,
Twitter sports and AGnews respectively compared with Word2Vec algorithm and
Char-CNN algorithm. It indicated that the NMFFE algorithm was better than
BOW algorithm and the Char-CNN algorithm in terms of classification accuracy
and algorithm robustness.

Keywords: Short text classification · Feature extension · Non-negative matrix
factorization · Correlation

1 Introduction

Short texts are convenient in human communication, and have prevalent on the social
networks nowadays. Short text classification is one of the challenges due to its natural
sparsity, noisewords, syntactical structure and colloquial terminologies [1]. Those topics
attracted lots of research attention in the field of short text expansion and classification
research.

Due to the imitation of words and low-frequency of terms in short text, the bag-
of-words (BOW) representation has limits in analyzing short texts [2]. One possible
solution for handling sparsity is to expand short text by appending new features based
on semantic information extracted from Web searching, lexical databases or provided
by machine translations [3], which are called an external resource-based approaches.
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Web searching [4] based feature extension technologies need to interact frequently with
search engines, and result in high communication overhead and low efficiency for data
analysis. Knowledge bases or lexical databases, such asWikipedia and HowNet for con-
cept taxonomies [5–7] or topic models [8, 9] are used to enrich short text representations.
However, these feature extension methods have high dependencies on the integrity of
external resources, and often time consuming. Moreover, these predefined topics and
categories are domain-specialized or language-specific.

Using rules or statistical information hidden in the context of short texts is another
kind of approaches to extend features, which are called the self-contained resource
approaches [10, 11, 22–24, 27]. Mining hidden information in short texts plays a key
role in feature extension. A self-aggregation-based topic model (SATM) [22] has been
reported recently, which assumes short texts are sampled from long pseudo-documents,
and then topic modeling is conducted by finding “document-ship” for each short text.
U. K. Sikdar et al. [10] described a deep learning approach to recognize Amharic named
entities from a large dataset annotated with six different classes, trained on various
language independent features together with word vectors, which were the semantic
information taken by an unsupervised learning algorithm, word2vec. The word vectors
were merged with a set of specifically developed language independent features and
together fed to the neural network model to predict the classes of the words. Zhang et al.
[11] proposed a character-level convolutional network model for short text classification
without any knowledge on the syntactic or semantic structures of a language. Neverthe-
less, these works ignore the relevance of the words in short texts. In the case of limited
words, the association between words can be used as additional information to serve as
an important basis for feature expansion and solve the problem of sparse features of the
short text.

This paper considers two formsof information: inter-type and intra-type relationships
between words and short texts. Based on these two kinds of data relations, the feature
space is obtained by dimension reduction of word clustering indicator, which is obtained
by non-negative matrix tri-factorization [12]. Then, according to the correlation between
words, closely related features in the feature space are selected to expand the text feature
vector, and this can effectively solve the problem of feature sparseness.

2 Related Works

Feature expansion is essential to classify short texts, and it has been mainly focusing
on two kinds of approaches by now, Latent Dirichlet Allocation (LDA) topic model
[40, 42, 43] and Word Embedding [29–31, 35–38, 42]. Y. Xu used LDA for clustering
words or documents into “topics”, and based on a “topic-word” probability distribution
model, the closely-related words were found and selected out to expand feature space
of words [42]. W. Xia, et al. chose the liveness of each user as a feature, and modelled
it as the weighted value for the user. They improve the precision of topic detection and
tracking, by including the user feature into LDA model to expand the feature of short
texts [40]. Yu, et al. [43] used the Dirichlet Multinomial Mixture (DMM) model as the
main framework and extended short texts with the potential feature vector representation
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of the words by combining the user-LDA topic model, and achieved a good performance
as an external extension of short texts. The complexity of Probabilistic Graphical Model
hampers the development of LDA, and the computational cost of LDA results in bigger
penalty compare with the improvement of this algorithm.

On the other hand, word embedding presents another kind of words representation,
converting per word into a continuous vector space with dimensionality reduction [32,
33]. Semantic expansion of words is then obtained by clustering of vectors. Recently,
researches have widely employed deep learning-based approaches for word embedding
model. Google developed a Word2Vec tool based on Bengio neural network for word
embedding [24]. In fact, Word2Vec predicted words based on their context by using one
of two distinct neural models: CBOW [33, 35, 38, 39] and Skip-Gram [10, 29, 31, 34,
36, 37, 40].

P. Wang et al. proposed a framework to expand short texts, based on skip-gram
model to learn word embeddings from large-scale unstructured text data. By using addi-
tive composition over word embeddings from context with variable window width, the
representations of multi-scale semantic units in short texts were computed [37]. In liter-
ature [36], distributed word embeddings were learned by skip-gram algorithm through a
neural network architecture, and then they were combined into a sentence representation
to predict the semantic relations between short texts.W. X. Liang et al. proposed a global
and local word embedding-based topic model (GLTM) for short texts [34]. They trained
global word embeddings from large external corpus and employed the continuous skip-
grammodel with negative sampling (SGNS) to obtain local word embeddings. Utilizing
both the global and local word embeddings, their method could distill semantic related
information between words which could be further leveraged by Gibbs sampler in the
inference process to strengthen semantic coherence of topics.

G. X. Xun et al. used Continuous Bag of Words (CBOW) to provide additional
semantics for short text corpus, and incorporated it into each short document’s model to
establish a Gaussian topic in the vector space [39]. In addition, a discrete background
mode over word types was also added to complement the continuous Gaussian topics
model. In literature [38], by using word embedding features, L. Sang et al. expanded
and enriched the words density in the short texts, and semantic similarities of short
texts were calculated for effective learning. This method combined external sources
of word semantic information with the short text structure information. A. J. Pascual
et al. presented a Contextual Specificity Similarity (CSS) algorithm [33] for document
similarity measure, where documents were represented as arrays of their word vectors,
and then Inverse Document Frequency (IDF) of the words were added into to define the
closeness degree between documents.

AlthoughWord2Vec has an outstanding performance in synonymouswords analysis,
it still relies on local context so much, lacking of global statistical information of short
texts. Accordingly, in 2014, Jeffrey Pennington et al. presented a newmodel based on the
words ice and steam to illustrate how togeneratemeaning fromwordoccurrence, andhow
to result a global word vectors representing that meaning [23]. They defined it as GloVe,
whose training was performed on aggregated global word-word co-occurrence statistics
from a corpus, and the resulting representations showed interesting linear substructures
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of the word vector space [37]. Comparative study [41] showed that its effectives for the
Arabic language processing, and pointed out that the appropriate starting point for word
vector learning might be indeed with ratios of co-occurrence probabilities rather than
the probabilities themselves. The shortcoming of GloVe was also mentioned in literature
[25], demanding a large-scale corpus and big enough storage resource.

Both approaches mentioned above cannot work without huge corpus data support.
Opposite to the large-scale learning algorithms, this paper studies on feature expansion
by short text itself. There are three aspects of relations taken into consideration, including
word-to-word,word-to-text and text-to-text, tomake use ofmore relatedness information
from short text. We use this method as an alternative to the aforementioned relation
features, in cases where only limited amounts of training data are available.

3 Algorithm Framework

Given a short text set T = {t1,…, tm} and a word set W = {w1, …, wn}. The goal
is to group the texts {t1, …, tm} into k clusters, in the meantime also grouping the
words {w1, …, wn} into k clusters. The relationship matrix R describes the inter-type
relationships between texts and words. The correlation matrix At and Aw represent the
intra-type relationships of texts and words, respectively. The clustering indicator matrix
F represents the clustering result of words, whose element Fij represents the possibility
that wi belongs to cluster kj. Similarly, the clustering indicator matrix G represents
the clustering result of short texts. Since the short text category label of training set is
known, the matrix G can be obtained. In this way, the feature expansion for short texts
is transformed into the clustering of texts and words jointly.

The overall framework of our algorithm is based on non-negative matrix factoriza-
tion, including four steps: feature space establishment, feature expansion, feature space
updating and short text classification, as shown in Fig. 1.

The feature space of the short text itself describes the possibility of the word belong-
ing to the category. Based on training texts, we construct a relationshipmatrix to describe
membership of word-to-text, and two correlation matrixes to describe intra-type rela-
tion of text-to-text and word-to-word respectively. Under the manifold regularization,
the nonnegative matrix factorization algorithm is used to build words clustering indi-
cator matrix. After removing some evenly distributed features in the indicator matrix,
a dimension-reduced feature space is constructed. The feature of short text is to extend
by the correlation between the features in the feature space and the text features. The
updating of feature space is to predict the clustering indicator value of the unknown
feature with the clustering indicator average value of the known feature in the same text,
and then add the new feature into the feature space. The classifier is to divide the testing
samples into different categories by using an SVM algorithm.
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Fig. 1. Framework of the proposed algorithm

4 Feature Space Construction Based on DNMTF

4.1 Non-negative Matrix Tri-Factorization

The feature space is constructed by factorization of the relationship matrix. Firstly,
according to the label data of the short text training set, the clustering indicator matrixG
can be directly obtained, which is part of the relationship matrix R in the non-negative
matrix tri-factorization [13]. Then, with manifold regularization constraint added, word
clustering indicator matrix F is obtained by decomposition.

The relation matrix R is decomposed into three matrices, F, S and G, noted as: R
≈ FSGT. Matrix F and G are clustering indicator matrix corresponding to two types of
entities respectively, and matrix S is an equilibrium matrix with multi-dimension, which
would guarantee the accuracy of low-dimensional matrix representation.

4.2 Construction of Relationship and Correlation Matrix

The construction of the relationship matrix R follows the natural relationship between
text and word. If the word wi appears in the text tj, then Rij = 1, otherwise Rij = 0.

The construction of the correlationmatrixAt andAw is based on statistics information
between text and words. The calculation of correlation strength between two samples xi
and xj is shown in Eq. (1).
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Aij = B
(
xi, xj

)

∑
xa,xb∈T (W ) B(xa, xb)

(1)

Where B
(
xi, xj

)
is the number of words (text) co-occurrence by sample xi and xj in

T (word setW ).

4.3 Relationship Matrix Factorization with Manifold Regularization

According to the manifold hypothesis [14], if two samples xi and xj are similar in
geometric structure, then the practical significance of these two samples is also similar,
which is reflected in clustering labels. Therefore, we propose a novel algorithm based on
the dual regularization non-negative matrix tri-factorization algorithm (DNMTF) [15] to
capture the intra-type and inter-type relationship among entities. The relationship matrix
factorization based on manifold regularization is shown in Eq. (2).

J1 =
∥∥∥R − FSGT

∥∥∥
2 + μtr

(
FTLwF

)
+ φtr

(
GTLtG

)
s.t.F, S,G ≥ 0 (2)

Whereμ, φ > 0 are the regularization parameters, used to balance the reconstruction
error of DNMTF in the first item and graph regularizations in the second and third terms
in Eq. (2). Lw = Dw−Aw is the graph Laplacian of the data graphwhich reflects the label
smoothness of the data points, and Lt = Dt − At is the graph Laplacian of the feature
graph which reflects the label smoothness of the feature Dw and Dt are diagonal matrix,
whose entities are column sum of Aw and At, noted as Dw

ii = ∑

j
Aw
ij , D

t
ii = ∑

j
At
ij,

respectively.
Since labels of training set are known already, the clustering indicator matrix G can

be directly obtained as part input of J1. The objective function in Eq. (2) can be rewritten
into Eq. (3).

J1 = tr

((
R − FSGT

)(
R − FSGT

)T)
+ μtr

(
FTLwF

)
+ φtr

(
GTLtG

)

= tr
(
RRT

)
− 2tr

(
RGSTFT

)
+ tr

(
FSGTGSTFT

)
+ μtr

(
FTLwF

)
+ φ

(
GTLtG

)

(3)

Introduce Lawrencian multiplier αn × k, βm × k and γ k × k for constraint F ≥ 0,G
≥ 0 and S ≥ 0, respectively. Accordingly, the Lawrencian function is shown in Eq. (4).

L = tr
(
RRT

)
− 2tr

(
RGSTFT

)
+ tr

(
FSGTGSTFT

)
+ μtr

(
FTLwF

)

+ φtr
(
GTLtG

)
+ tr

(
αFT

)
+ tr

(
βGT

)
+ tr

(
γ ST

)
(4)

In solving the matrix S, we take the matrix F andG as the given conditions, and then
let the partial differential ∂L

∂S = 0, then we derive Eq. (5).

γ = 2FTRG − 2FTFSGTG (5)
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Using KKT condition [16] γijSij = 0. Then we can get Eq. (6).

[FTRG − FTFSGTG]ijSij = 0 (6)

According to Eq. (6), matrix S follows the following updating, as shown in Eq. (7).

Sij ← Sij
[FTRG]ij

[FTFSGTG]ij (7)

In solving the matrix F, we take the matrix S andG as the given conditions, and then
let the partial differential ∂L

∂F = 0. Then we get Eq. (8).

α = 2RGST − 2FSGTGST − 2μLwF (8)

Replace Lw = Dw − Aw into Eq. (8) and use KKT condition [16] αijFij = 0. Then
we can get Eq. (9).

[RGST − FSGTGST − μDwF + μAwF]ijFij = 0 (9)

According to Eq. (9), matrix F follows the following updating, as shown in Eq. (10).

Fij ← Fij
[RGST + μAwF]ij

[FSGTGST + μDwF]ij (10)

Algorithm 1 Feature space construction

Input: the number of clusters k, regularization parameters , , and maximum number of 
iterations I, relationship matrix R, correlation matrices At, Aw, clustering indicator matrix G.
Output: feature space H.
Steps in Detail: F
while not convergent and number of iterations < I

Update S by Eq. (7)
Update F by Eq. (10)

end while
Get H by dimension reduction of F

return H

5 Feature Extension Based on Self-resources

5.1 Feature Expansion

Suppose there are p feature words in the feature space Hp×k , which is the output of
Algorithm 1. Then, from space H, there are q (p >> q) features f i (i = 1, …, q) are
chosen out to compose of a subset of the feature space H, denoted as H*q×k , which
contains and only contains those q features. Then, multiply H* with feature space H to
get matrix Eq×p, as shown in Eq. (11).
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E = H∗ · HT (11)

Where thematrixE describes f i (i= 1,…, q) correlation with all features in spaceH.
In order to select features for expansion conveniently, the matrix E is compressed,

and the values of each column are added and the mean is calculated to get the vector e
with dimensions p, as shown in Eq. (12).

e(j) =
∑q

i=1 Eij

q
, j = 1 · · · p (12)

Vector e describes the relevance between each feature word in the feature space H
and feature representation f i (i = 1,…, q) in the subspaceH*. In addition to the existing
text features, the first K features are selected to expand the short text according to the
relevance in e.

5.2 Feature Space Update

In the process of extending the features of the short text, there is a possibility: some
features extracted from the short text are not included in the feature space H. At this
time, the feature space has an insufficient feature expansion. Therefore, before the feature
expansion of the short text, the text features should be firstly detected to see whether
update of space H to cover all new text features is needed. There are two kinds of new
features needed to update:

(1) the feature does not exist in the feature space H
(2) the feature is not the one that had been deleted after dimension reduction on

clustering indicator matrix.

Suppose there are features needed to be updated, and their corresponding clustering
indicatormatrix isH**. Due to the correlation between input data,H** can be calculated
based on H*, as shown in Eq. (13).

H∗∗
i (j) =

∑q
g=1H

∗
gj

q
, j = 1 · · · k, i = 1 · · · a (13)

Finally, H** is incorporated into H to obtain an enlarged feature space, based on
which feature expansion is carried out. Here, H* is a subset of the feature space H.
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5.3 Algorithm Description

Algorithm 2 Feature expansion

Input: short text set T = {t1, … , tg}, the number of clusters k, feature space , the number of 
features to be expanded K
Output: feature vector v(ti) of T
Initialize the v (ti) = {0} based on H
for each ti = {f1, … , f q+a} of T

Get H* of ti
if a 0

for each fb (b = 1, … , a )
Get by Eq. (13)
Update H

end for
end if
Get E by Eq. (11)
Get e by Eq. (12)
for each d ={ 1, …, K }
Select the features fc with the maximal value in e

if fc ti
Add fc to ti
d++

end if
end for
for each feature fd ti

the fd position v(ti) is set to 1
end for

end for
return v(ti)

6 Experiments and Discussion

6.1 Experimental Datasets

This paper verifies the effectiveness of the proposed method using three datasets. In the
experiment, the open source tool libsvm is used as the text classifier. The first dataset,
Web snippets, obtained from Web search by Phan et al. [17], is a commonly used short
text classification test set. The data set contains 8 categories, including 10060 training
sets and 2280 test sets, with an average text length of 17.93. Specific information is listed
in Table 1.

The second data set is the Twitter 100k, published by Hu et al. [18]. The text is
written by users in an informal language and is subject to the number limitation of
words. Without class label in this data set, only sports-related data are selected out,
and used as experimental data for sport-item data classification after they are manually
tagged and the final 6 items, including 3000 training sets and 630 test sets, are left with
an average text length of 12.95. The specific information is listed in Table 2.
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Table 1. Web snippets dataset

Class Training set Testing set

Business 1200 300

Computers 1200 300

Culture-Arts-Entertainment 1880 330

Education-Science 2360 300

Engineering 220 150

Health 880 300

Politics-Society 1200 300

Sports 1120 300

Table 2. Twitter sports dataset

Class Training set Testing set

Baseball 500 100

basketball 500 100

Football 400 80

Golf 400 50

Rugby 800 200

Swimming 400 100

The third data set is the AGnews data obtained by Zhang [19] et al., and the 4 classes
with the largest amount of are selected to construct the data set, including 120,000 train-
ing sets and 7600 test sets, with an average text length of 38.82. The specific information
is listed in Table 3.

Table 3. AGnews dataset

Class Training
set

Testing set

World 30000 1900

Sports 30000 1900

Business 30000 1900

Sci/Tech 30000 1900
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6.2 Parameters Selection

In Eq. (2), the regularization parameters μ and φ are selected according to one of the
three evaluation indexes, Purity [20], Normalized Mutual Information (NMI) [21] and
Adjusted Rand Index (ARI) [26]. Purity calculates the proportion of correctly clustered
documents in the total number of documents. NMI measures the degree of similarity
between the two clustering results, and ARImeasures the degree of coincidence between
the clustering results and the real situation. In the process of relationship matrix factor-
ization, the regularization parameter is set to μ = φ. Based on different value of μ,
the DNMTF method with random initialization is carried out for 50 times, and the
comparison results are shown in Fig. 2.

Fig. 2. Effect of different regularization parameter μ

From Fig. 2, we can see that the clustering accuracy arrives the highest when μ =
0.6, with any one of three evaluation indexes. Accordingly, in the following experiments
of matrix factorization, we set up the regularization parameter to be μ = 0.6.

TheWeb snippets data set has 4775 features, Twitter sports data set has 1248 features,
and AGnews data set has 6582 features. The selection of feature extension number K
directly affects the classification results. Therefore, different parameters K are selected
on three data sets for comparative experiments, and the results are shown in Fig. 3(a)–(c),
respectively. We can see that no matter which data set, even if there is only one feature
is added, and the accuracy of classification results increase rapidly to be close to the
optimal value 1. The reason for that is the feature with the strongest relevance to the
short text is found in the feature space according to Eq. (12), which must be the most
indicative feature in a certain category. Expansion by this feature will allow other short
texts of the same category to enlarge their feature representation, in case they did not
have it before. The similarity between the sparse feature vectors of the same category is
greatly improved, which has a positive impact on the classification results.

When the number of extended features gradually increases, the accuracy of classi-
fication results increases comparatively constant until it reaches the peak point of each
dataset, then it begins to decline slightly, as shown in Fig. 3 (a)–(c).
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Fig. 3. Results of parameter K on three datasets

6.3 Compared Algorithms

In order to verify the effect of NMFFE algorithm, we compare NMFFE with BOW and
Char-CNN, namely word bag method and character level convolutional neural network
method without considering semantic information. The results are shown in Table 4.
and the corresponding best results in the table are all in bold font. In the study [11],
the accuracy of BOW algorithm and Char-CNN algorithm on AGnews data set was
88.81% and 87.18%, respectively. In our experimental environment and data processing
operations, our experimental results shown in Table 4 are little different with those
presented by study [11].

Table 4. Comparison results of classification accuracy on 3 datasets

Datasets BOW Char-CNN NMFFE

Web
snippets

0.646 0.625 0.9037

Twitter100k 0.7346 0.5234 0.8435

AGnews 0.8421 0.8571 0.875

FromTable 4, we can find that in the respect of dataset size, the Char-CNN algorithm
performs well in big datasets but perform less in small datasets, where the limited
training data cannot cover the overall distribution of data, and lead to the over-fitting of
convolutional neural network.
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In the respect of data integrity, text length of theAGnewsdataset is relatively long, and
its sufficient corpus makes the three algorithms perform well in text classification. The
accuracies of their classification results have small differences. The similarity between
test dataset and training dataset of Web snippets (co-occurrence of keywords) is not as
high as the other two datasets, making the BOW algorithm based on word frequency
statistics on this dataset less effective.

The overall performance of the proposed NMFFE algorithm achieves better classifi-
cation results than those of the other two algorithms, and the robustness on datasets with
different sizes is better than the two latter. BOW algorithm and Char-CNN algorithm
are more suitable for large-scale datasets.

The running timeof the three algorithms is comparedon three data sets, and the results
are shown in Fig. 4. The execution time of BOW algorithm is shorter than the other two
algorithms, and it is more obvious on large datasets, mainly because the model of BOW
algorithm is relatively simple. NMFFE algorithm takes the longest time in the feature
expansion process, because it involves a lot of matrix operations. When the number of
feature extensionsK increases, the running time also increases. TheChar-CNNalgorithm
model consists of 6 convolution layers and 3 full connection layers.
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Fig. 4. Comparation of running time

7 Conclusions

Different from vector-form based feature expansion method of short texts, we proposed
a method using K relevant features as a self-contained subset to extend feature space
of short texts. Without relying on the external resources, words clustering indicator
matrix was obtained from text dataset itself through graph dual regularization non-
negative matrix tri-factorization (DNMTF). After dimension reduction, feature space
was obtained as the basis for feature expansion, and then the most relevant features
extracted within the dataset itself were selected to enlarge the feature space of short texts.
Experimental results showed that NMFFE algorithm performed better than Word2Vec
algorithm and Char-CNN algorithm in accuracy of classification. However, the datasets
used in this paperwere all opendatasetswhich actually hadbeenpre-processed.However,
the main challenge of short-text feature expansion and classification is the online and
real-time data processing. So, we will adjust our method to adapt the real-time online
environments in the future.
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