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Abstract. Recently recommender systems become more and more significant in
the daily life. Although the recommender systems based on the generative adver-
sarial network (GAN) are competent, the user trust information is seldom taken
into consideration. In this paper, we propose a Trust-Aware Generative adver-
sarial network with recurrent neural network for RECommender systems named
TagRec, which makes use of the user trust information for top-N recommenda-
tion. In the framework, the discriminative model is a multi-layer perceptron to
distinguish whether a sample is from the real data or fake data. The discriminator
helps to guide the training of the generative model to make it fit the data distri-
bution of the user trust information. The generative model is a recurrent neural
network (RNN) with long short-term memory (LSTM) cells, aiming to confuse
the discriminative model by generating samples as similar as possible to the real
data. Through the adversarial training between the discriminative and generative
models, the user trust information can be fully used to improve the recommen-
dation performance. We conduct extensive experiments on real-word datasets to
validate the effectiveness of the TagRec.

Keywords: Recommender systems · Generative adversarial network ·
Recurrent neural network · Trust-aware

1 Introduction

The current explosive growth of data makes the information overload more and more
serious, which can be solved by recommender systems. Matrix factorization (MF) [7]
is one of the most classical recommendation methods, in which the recommendation is
based on the interactive information between users and items. Although MF has been
widely used in recommender systems due to its simplicity and attractive accuracy, it
still suffers from two main problems. The first one is the severe data sparsity, and the
other one lies in its failing to well learn the deep representation of interactive infor-
mation between the users and items. The performance of recommender systems will
be severely constrained by the above two problems. The user trust information can be
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used to increase data volume based on the rating information for the data sparsity. Deep
learning provides a potential solution for the deep representation of data, which can
automatically learn the feature representation from heterogeneous data through multi-
layer nonlinear network structure. In this paper, we intend to use the social information
and deep learning in the recommender systems.

Recently, Goodfellow et al. [1] proposed Generative Adversarial Network (GAN),
which learns to fit the distribution of given data by adversarial training. Inspired by
GAN, IRGAN [3] is a unified framework that takes advantage of both generative model
and discriminative model to apply the adversarial training in recommender systems.
GraphGAN [4] also adopted the adversarial training and proposed a novel graph soft-
max to overcome the limitations of traditional softmax function. Both the IRGAN and
GraphGAN use the policy gradient instead of gradient descent for the model optimiza-
tion since the sampling of discriminative model is discrete. A novel GAN-based col-
laborative filtering framework called CFGAN [2] was proposed, which can solve the
fundamental problem of the GAN-based methods, i.e., the limitation of discrete item
index generation. However, CFGAN ignores the potential of social information in rec-
ommender systems.

To address this problem, we propose a Trust-Aware Generative adversarial network
with recurrent neural network for RECommender systems named TagRec, which com-
bines the social information in the recommender systems. The proposed TagRec con-
sists of two parts: a generative model G and a discriminative model D. In the generative
model, the dynamic recurrent neural network with long short-term memory (LSTM)
cells is adopted. A user rating trust sequence is firstly constructed based on the user
rating vector according to the user trust relationship. Then based on the historical user
rating information and user trust information, the rating trust sequence is input to G
to generate a recommendation list for the user. In the discriminative model, the multi-
layer perceptron is adopted. The real data and fake data (generated by the generator)
are input to D, which aims to distinguish them. With the adversarial training between
the discriminative and generative models, the discriminator helps to guide the training
of the generative model to make it fit the data distribution of user trust information.

The main contributions of this paper are summarized as follows:

– By making use of the users’ social relationship, we construct a user rating trust
sequence based on the user rating vector, in which the similarity calculation is
adopted to avoid the curse of dimensionality.

– We propose to integrate the generative adversarial network and recurrent neural net-
work, which can extract both the rating information features and social information
features, to handle the sparsity problem in the recommender systems.

– We implement the proposed TagRec model and conduct extensive experiments on
two real-world datasets to validate its effectiveness.

The rest of this paper is organized as follows. In Sect. 2, we briefly review the related
work. In Sect. 3, we introduce the proposed social recommendation method TagRec in
details. In Sect. 4, we describe the experimental data, implementation details, evaluation
metrics and benchmarks. In Sect. 5, we analyze the experimental results. In Sect. 6, we
conclude this paper and put forward the future work.
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2 Related Work

2.1 Recurrent Neural Network Based Recommendation

The Recurrent Neural Network (RNN) can be used to process the sequential data of
the recommender systems. In [13], RNN is applied to the session-based recommender
systems, which adopts Gated Recurrent Unit (GRU) as the RNN unit and takes the first
clicked item as the initial input of the GRU unit. Each click of the user will produce a
recommendation result that depends on all the previous clicks. A dynamic model is pro-
posed in [6], which is combined with RNN to predict the future behavioral trajectories
of users. This work adopts the long short-term memory (LSTM) as the basic RNN unit
and uses LSTM to learn the states of the users and items respectively. In [15], Liu
et al. propose a context-aware recurrent neural network to address the problem of
context-aware sequential recommendation. In the proposed TagRec, we use RNN com-
bined with GAN to process the sequential data in recommender systems.

2.2 Generative Adversarial Network Based Recommendation

Recently, GAN has been successfully applied to the recommendation tasks. IRGAN
[3] is a unified framework, which takes advantage of both the generative model and
discriminative model and can be used in the web search, item recommendation and
question answering. In [16], RecGAN is proposed, which combines RNN and GAN
to improve recommendation performance. Different from the proposed TagRec in this
paper, RecGAN leverages RNN to extract time feature from the interactive information
between the users and items, while TagRec is to process the social information. In [2],
a new vector-wise mechanism is proposed to improve the training of recommendation
methods based on policy gradient without considering the social information.

3 The Proposed Framework

In this paper, we focus on the top-N recommendation problem in recommender sys-
tems. Let U = {u1, u2, · · · , um} represent the set of users and I = {i1, i2, · · · , in}
denote the set of items, where m is the number of users and n is the number of items
respectively. Let R = [Ru,i]m×n denote the ratings expressed by the users on items
where Ru,i is a real number that represents the preference of user u on item i. The
larger the value of Ru,i is, the more user u likes item i. The value of Ru,i ranges from
1 to 5. We set Ru,i to 1 if Ru,i > 1, and 0 otherwise. In addition to the rating matrix R,
each user has a social trust matrix T = [Tu,v]m×m where Tu,v denotes the trust value
that the trustor u has on trustee v. Usually the trust value is either 0 or 1, where 0 means
that user u has no trust with user v and 1 means that user u completely trusts user v.
The task of the recommender system is to use the social trust matrix T and the existing
values in the rating matrix R to predict the missing values in R.
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Fig. 1. The overall framework of the proposed TagRec.

3.1 An Overview of the Proposed Framework

The architecture of the proposed framework is shown in Fig. 1, which consists of
three parts: data pre-processing, adversarial learning and negative sampling. Data pre-
processing constructs a user rating trust sequence as the input of the proposed frame-
work TagRec based on the user rating vector and social relationship. Adversarial learn-
ing consists of generative model and discriminative model. The generative model gen-
erates fake data as the negative sample of the discriminative model. The purpose of the
discriminative model is to distinguish whether a sample is from the real data or gener-
ated data. Negative sampling is to solve the output polarizing problem of the generative
model by adding a mask layer and a negative sampling function.

3.2 Data Pre-processing

In order to merge the user rating matrix R and user trust matrix T into one matrix
without losing the deep representation between them, we exploit the user set U . In fact,
the user set U bridges the gap between the matrix R and matrix T . Each user u in the
user set U is also in matrix R and matrix T . This gave us the inspiration to merge the
data. Each user u has a rating vector of n dimensions [Ru]n in matrix R for all items.
Each user u has a trust vector of m dimensions [Tv]m for all users. Therefore, for each
element in the trust vector [Tv]m we can replace it with the n dimensions rating vector
corresponding to the user um. By this means, we can obtain a new matrix of m×m×n
dimensions for m users in matrix T . We define this new matrix as the trustee rating
matrix TR = [TRu,v,i]m,m,n. The trustee rating matrix successfully embeds trust rela-
tionship into user rating by deep representation. However, due to the following two
factors, too much consideration of other trustees may even reduce the performance of
recommender systems. First, it is computationally expensive. Second, even if a trustor
has a lot of trustees, his/her preference will only be affected by some of the most trusted
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users [14]. To solve the above problems, we calculate the similarity between a given
user and his/her trustees, and then only select the trustees with high similarity as the
input data in matrix TR. We use Jaccard index [17] J(u, um) to calculate the similarity
between user u and trustees um:

J(u, um) =
|Ru ∩ Rum

|
|Ru ∪ Rum

| . (1)

The number of the selected trustees is defined as k, and the effect of k will be discussed
in Sect. 5. Therefore, the dimension of matrix TR will be m × k × n. In the proposed
framework TagRec, matrix TR is the input and the output is the prediction rating matrix
for users. In this way, the framework can learn the deep representation between user
rating and trust relationship. The whole process simulates the consensus that users’
preference can be inferred from their trustees.

3.3 Adversarial Learning for Recommendation

The generative adversarial network consists of a generator G and a discriminator D.
Let tu and ru denote user u’s trust information and existing rating information respec-
tively. Let ri and r̃i denote the true and predicted ratings on item i respectively. θG and
φD are denoted as the model parameters of the generator G and the discriminator D
respectively. The proposed framework is to learn the following two models:

Generator G(ri|tu, ru; θG), which tries to approximate the real rating data dis-
tribution over items ptrue(ri|tu, ru), and generate the most similar data distribution
pθ(ri|tu, ru).

Discriminator D(ri, r̃i;φD), which attempts to distinguish the real data distribution
ptrue(ri|tu, ru) from the fake data distribution pθ(ri|tu, ru) generated by G.

min
θG

max
φD

V (G,D) = Eri∼ptrue(ri|tu,ru) [log D (ri|tu, ru;φD)]

+ Er̃i∼pθ(ri|tu,ru) [log (1 − D (r̃i|tu, ru;φD))] . (2)

Based on Eq. (2), the generator and the discriminator learn the optimal model parame-
ters by iterative training.

Generative Model. The framework of TagRec adopts recurrent neural network (RNN)
as the generative model. As mentioned in Sect. 3.2, a user’s predicted ratings on items
can be inferred from his or her trustees’ ratings. Since the influence of trustees on users
is cumulative, the function of recurrent neural network is similar with this situation.
The RNN not only considers the input of the current moment, but also gives the net-
work a ‘memory’ of the previous content. By taking advantage of this feature, RNN
can capture the deep representation of the influence of each trustee on the user. As the
user does not declare the trust relationship to all other users, the second dimension of
the trustee rating matrix TR is uncertain in practice. Therefore, we adopt the structure
of dynamic RNN and use long short-term memory (LSTM) cells as the basic unit. In
the data pre-processing stage, the trust information and rating information can be fused



TagRec: Trust-Aware GAN with RNN for Recommender Systems 25

into a trustee rating matrix TR = [TRu,v,i]m,k,n. The TagRec takes the n-dimensional
vectors [TRi]n in the matrix TR as the input of dynamic RNN at time t, where the
maximum value of t is equal to the number of the selected trustees k. LSTM unit con-
sists of an input gate it, a forget gate ft, an output gate ot, and a state cell ct. These
gates can be calculated based on the previous hidden state ht−1 and the current input
zt:

ft, it, ot = σ (W [ht−1, zt]) (3)

where σ(·) is the sigmoid activation function, W is the weight parameter. A tanh layer
is used to output the updated content c̃t and the cell state ct−1 at the previous moment
t − 1 is updated to the cell state ct at time t :

c̃t = tanh
(

Wc [ht−1, zt]
)

(4)

ct = ft × ct−1 + it × c̃t (5)

where tanh(·) is the hyperbolic tangent activation function, Wc is the weight of the
tanh layer. The hidden state at time t can be given by:

ht = ot × tanh (ct) . (6)

In order to reconstruct the rating matrix from the deep representation, a full connected
layer is defined as:

fs = Wsht + bs, (7)

where Ws and bs are the weight and bias of the full connected layer respectively and
fs is the predicted rating matrix generated by the generator. For learning the optimal
parameters θ∗ of the generator, the framework needs to fix the discriminator’s parame-
ters and the generator can be optimized by minimizing the following function:

θ∗ = argmin
θG

∑

u∈U
Er̃i∼pθ(ri|tu,ru) [log (1 − D (r̃i|ru, tu;φD))]. (8)

Since the data generated by the generator in the TagRec is continuous vector in range
[0, 1], the gradient descent can be used for training directly.

Discriminative Model. The proposed framework adopts multi-layer perceptron as the
discriminative model. The purpose of discriminative model is to distinguish the real
data from the fake data generated by the generative model. This is actually a simple
binary classification problem. Therefore, the discriminative model does not need too
complex network, but only needs the non-linear learning ability. Multi-layer perceptron
can learn the deep representation of the data well by changing the number of layers
and neurons in the neural network [12], and it is easy to train with gradient descent.
The discriminator takes the real user rating vector and the predicted rating vector gen-
erated by the generator as inputs. It should be noted that different from CFGAN, the
real user rating vector defined in TagRec is not the original user rating vector, but the
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processed vector based on the original user rating vector plus the rating vector of the
user’s trustees. The function of discriminator can be summarized as follows:

al = σ
(

Wlal−1 + bl

)

, (9)

where Wl denotes the l-th layer’s weight and bl denotes the l-th layer’s bias. al denotes
the output of the l-th layer and al−1 is the output of the previous layer. In particular,
when l = 1, al−1 = a0 is the original input data of the discriminator. For learning
the optimal parameters, the framework need to fix the generator’s parameters and the
discriminator can be optimized by maximizing the following function:

φ∗ = argmax
φD

∑

u∈U

(

Eri∼ptrue(ri|tu,ru) [logD(ri|tu, ru;φD)]

+ Er̃i∼pθ(ri|tu,ru) [log(1 − D(r̃i|tu, ru;φD))]
)

, (10)

where φ∗ denotes the optimal parameters of the discriminator. The discriminator can be
trained with gradient descent.

3.4 Negative Sampling

Through the data pre-process and adversarial learning illuminated above, the framework
of TagRec can learn the deep representation between the rating and social information.
But as described in CFGAN [2], the vector-wise method will face an output polarizing
problem that the generator may simply predict all the outputs in the predicted rating
matrix as 1 due to the lack of negative samples. Therefore, negative sampling is adopted
and next we will introduce the solution in details.

As shown in the Fig. 1, similar to CFGAN, a mask layer is added on the top of the
generator. The layer is defined as a matrix eu, which has the same dimensions m × n
as the output matrix of the generator. The mask layer matrix eu needs to be generated
in two steps. Firstly, a matrix is defined as e′′

u which has m × n dimensions and all the
entries in the matrix are 0. Each element e′′

m,n in the matrix corresponds to the rating
that the user um rated on the item in. For the elements corresponding to those items that
the user and user’s trustees have evaluated, the value is changed to 1 if it is greater than
1 and the new matrix is defined as e′

u. The output of the generator is multiplied by the
corresponding elements of the matrix e′

u. By this step, the framework will only train the
existing rating data and ignore the items that the users and corresponding trustees have
not evaluated, which is similar to the principle of matrix factorization. Secondly, we
select partial data from those items that the users and corresponding trustees have not
evaluated as negative samples of the generator. The negative sampling ratio is defined as
s. For the data sampled from unrated items, the corresponding element in the matrix e′

u

is changed from 0 to 1 and the final new mask matrix is defined as eu. After the second
step, the framework can not only train the existing data, but also propagate the gradient
back to the negative samples during the training process. Since unrated items’ rating is
stored as 0 in the matrix TR, the sampled data is actually equivalent to negative samples
of the generator during training. Finally, The output of the generator is multiplied by
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the corresponding elements of the matrix eu. In this way, the generator can produce
low values on the negative items and the reconstructed loss function of the generator is
denoted as:

θ∗ = argmin
θG

∑

u∈U

(

Er̃i∼pθ(ri|tu,ru)

[

log
(

1 − D (r̃i � eu|tu, ru;φD)
)

+ α · Σ
j

(

xuj − x̃uj

)2
]

)

, (11)

where
∑

j

(xuj − x̃uj)2 is the regularization term, α is the regularization coefficient and

� presents the element-wise product. The reconstructed loss function of the discrimi-
nator is defined as follows:

φ∗ = argmax
φD

∑

u∈U

(
Eri∼ptrue(ri|tu,ru) [logD(ri|tu, ru;φD)]

+ Er̃i∼pθ(ri|tu,ru) [log(1 − D(r̃i � eu|tu, ru;φD))]
)
. (12)

During the training stage, the discriminator and the generator are trained alternatively
in an adversarial manner via Eq. (12) and Eq. (11), respectively. The pseudo code of the
proposed TagRec is presented in Algorithm 1 as follows:

Algorithm 1. The procedure of TagRec
Input: Trustee rating matrix TR, learning rate for generator G and discriminator D, the real user
rating vector, minibatch size for training.
Output: The predicted users’ rating on items.

1: Data pre-processing.
2: Calculate similarity and select k trustees.
3: Initialize model parameters Gθ and Dφ.
4: repeat
5: for Each u ∈ U do
6: Negative sampling.
7: end for
8: for G-steps do
9: Sample minibatch of users.
10: Generate predicted rating vector r̃i.
11: Update Gθ by gradient descent.
12: end for
13: for D-steps do
14: Use current Gθ to generate negative samples.
15: Get positive samples sampled from true data.
16: Update discriminator Dφ by gradient descent.
17: end for
18: until Convergence.
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4 Experimental Setup

4.1 Datasets

Table 1. Characteristics of the datasets.

Datasets FilmTrust Ciao

Users 1,508 7,357

Items 2,071 99,746

Ratings 35,497 278,483

Density of ratings 1.14% 0.0379%

Social relations 1,853 111,781

Sparsity of social relations 0.0814% 0.2065%

We conduct the experiments based on two real-world datasets: FilmTrust [10] and Ciao
[11]. Both datasets include user rating information of items and social information
between users. The detailed statistics are summarized in Table 1. For each dataset, we
randomly split the whole data into a training set (80%) and a testing set (20%).

4.2 Implementation Details and Evaluation Metrics

For the generator with dynamic RNN, we adopt a single-layer LSTM with 500 hidden
neurons. We set the maximum number of iterations to 200. For both the generator and
discriminator, we use stochastic gradient descent with learning rate 1×10−4 to optimize
the parameters. The number of the selected users k is set to 5 and the negative sampling
ratio s is set to 0.001. In training process, we conduct mini-batch training with batch
size 128. We employ two widely-used evaluation metrics to evaluate the top-N rec-
ommendation performance of the proposed TagRec, including Normalised Discounted
Cumulative Gain (NDCG@N ), Mean Average Precision (MAP@N ). N is set to 5,
10 and 20.

4.3 Comparison to Baselines

We compare the performance of the proposed TagRec with the following benchmarks.
BPR [8]: It provides personalized recommendations by optimizing the ordering

between two items based on Bayesian analysis. It is a baseline for top-N recommen-
dation.

SBPR [9]: It is an improved algorithm based on BPR, which uses social connections
to improve accuracy of recommender systems.

TBPR [5]: It is also an improved BPR. The difference between TBPR and SBPR
is that the former distinguishes the different effects of strong and weak ties on the
recommender systems.
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IRGAN [3]: It is the first work combining with generative adversarial networks for
recommender systems.

CFGAN [2]: It is a vector-wise method, which points out the problem existing in
the adversarial learning recommender system based on policy gradient.

5 Experimental Results and Analysis

5.1 Experimental Results

Table 2. Performance comparison of different recommender systems.

Datasets Metrics Algorithms

BPR SBPR TBPR IRGAN CFGAN TagRec

Filmtrust NDCG@5 0.3711 0.4135 0.4179 0.4571 0.4619 0.4718

NDCG@10 0.4232 0.4574 0.4673 0.5093 0.5120 0.5251

NDCG@20 0.4974 0.5039 0.5120 0.5307 0.5688 0.5824

MAP@5 0.3044 0.3397 0.3450 0.3622 0.3792 0.4179

MAP@10 0.3183 0.3586 0.3655 0.4038 0.4062 0.4282

MAP@20 0.3645 0.3871 0.4033 0.4403 0.4529 0.4755

Ciaos NDCG@5 0.0124 0.0131 0.0136 0.0145 0.0152 0.0158

NDCG@10 0.0139 0.0143 0.0152 0.0169 0.0189 0.0197

NDCG@20 0.0187 0.0211 0.0208 0.0223 0.0232 0.0241

MAP@5 0.0087 0.0096 0.0103 0.0115 0.0120 0.0127

MAP@10 0.0101 0.0110 0.0108 0.0121 0.0125 0.0132

MAP@20 0.0112 0.0123 0.0118 0.0127 0.0135 0.0142

The performance of all recommendation algorithms on two real-world datasets is shown
in Table 2. From the experimental results, we can draw the following findings:

(1) TagRec outperforms BPR. This indicates that TagRec can learn data distribution
better because the proposed TagRec based on deep learning can fit non-linear data
distribution better.

(2) SBPR and TBPR outperform BPR. That is because BPR only uses the users’ ratings
on items, while SBPR and TBPR utilize both the users’ social relations and ratings
on items. At the same time, TagRec obtains better performance than SBPR and
TBPR. This indicates that the TagRec with adversarial training is promising on the
task of recommender systems.

(3) IRGAN and CFGAN can achieve better performance than SBPR and TBPR due to
their excellent ability in learning representations. At the same time, the results show
that CFGAN outperforms IRGAN. Both CFGAN and IRGAN are based on genera-
tive adversarial network. The difference lies in that IRGAN utilizes policy gradient
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for optimization because it generates discrete data while CFGAN generates con-
tinuous values and is optimized by stochastic gradient descent. This indicates that
discrete items sampling proposed in IRGAN can be further improved in generative
adversarial network because the original GAN is designed for differentiable values
and CFGAN proposes an appropriate method to solve this problem.

(4) The TagRec outperforms CFGAN inMAP andNDCG. Compared with CFGAN,
TagRec incorporates social relations. The results show that social relation is signif-
icant for recommender systems and the TagRec improves the performance of the
recommender system.

5.2 Social Relations Analysis

In this section, we investigate the impact of the number of the selected trustees on our
proposed approach. We take the FilmTrust dataset and MAP@20 as examples. Since
the user has a maximum of 60 trustees in FilmTrust dataset, we set k to 1, 3, 5, 10,
20, 30, 40, 50 and 60. As shown in Fig. 2, when we set k to 5, the value of MAP@20
reaches the maximum value, and as the value of k increases gradually, the value of
MAP@20 decreases correspondingly at the same time. Although when k is greater
than 30, the value of MAP@20 is no longer reduced quickly due to data sparsity, we
can find that the time consumption is still increasing. Therefore, selecting the most
similar trustees by similarity calculation for a given user is necessary to keep a balance
between recommendation performance and time consumption.

Fig. 2. Social relations analysis on FilmTrust dataset.

6 Conclusion and Future Work

In this paper, we propose a new recommendation method of combining social rela-
tionships based on generative adversarial networks. The deep representation between
user-item interaction and social relations is learned by dynamic recurrent neural net-
work with long short-term memory cells. The rating information and social relations
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are integrated into an input matrix and user similarity is calculated to further improve
performance. The experiments on two real-world datasets demonstrate the effectiveness
of our method.

In the future, we will focus on extracting reliable users’ social relationships more
effectively. Although users claim some trustees for himself, this data volume is small
and does not necessarily have a positive effect on the recommendation systems. There-
fore we plan to study the issue of trustees’confidence in social network in the future.
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