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Abstract. This paper proposes a method of clustering analysis of ethnic cultural
resources based on deep neural networkmodel. Firstly, the feature word extraction
and vectorization of ethnic cultural resources texts are realized by doc2vec docu-
ment vectorization tool. Then K-means clustering algorithm is used to cluster the
ethnic cultural resources texts after vectorization, and the Elbowmethod is used to
determine the best aggregation. So as to obtain the correlation between the texts of
ethnic cultural resources, which is used for the collection, storage and intelligent
service of massive ethnic cultural resources provides technical support. At the end
of the paper, the ethnic cultural resources in the specific ethnic website are taken
as an example to analyze the above methods.
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1 Introduction

Ethnic culture is an indispensable part of the culture that has been deposited in China
of five thousand years of history. However, with the continuous development of mod-
ernization and internationalization process of China, the protection and inheritance of
ethnic culture, especially minority culture, faces a huge crisis. At present, the latest
research on the protection of ethnic culture has the digital protection mentioned in the
reference [1] and the reference [2]. For example, reference [3] have invented an algo-
rithm that can effectively mine a large number of rock carving patterns; also the network
and information protection mentioned in the reference [4] and the reference [5], such as
the construction of various ethnic cultural websites. However, these methods all rely on
the continuous collection of minority cultures. While in the face of massive ethnic cul-
tural resources, they can’t be quickly classification, collection and sharing, which is not
conducive to the protection and inheritance of ethnic culture. Therefore, new theoretical
guidance and tool support are urgently in need. The most ideal state of ethnic cultural
resources management is to realize intelligent management of data resources [6], such as
automatic collection, classification and sharing of cultural resources. Using distributed
web crawling technology, natural language processing technology, text mining technol-
ogy [7] to collect, parse, preprocess and other operations on the ethnic cultural resources
text. And then the obtained text of ethnic cultural resources is analyzed by clustering so
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as to have a better understand on the deep semantics of ethnic cultural resources texts and
obtain the association between ethnic cultural texts. All of these will help the automatic
collection, identification and sharing of massive ethnic cultural resources, and provide
technical support for the development of ethnic cultural resources in the direction of
intelligent management.

The current text mining is mainly based on text feature extraction of deep learning.
For example, the reference [8] introduces the related research of deep learning text
extraction, and the reference [9] introduces the text mining technology that combines
deep learning features. Text mining is widely used, For example, reference [10] analyzes
the differences between Chinese and American science and technology policies Based
on text mining and visual analysis; Reference [11] studies how the big data service of
scientific and technological literature develops towards intelligent question answering,
based on text mining technology; reference [12] research the automatic classification
of product description based on text mining. Inspired by the reference [10] and the
reference [12], this paper is based on the text data of ethnic cultural resources, for the
purpose of to enhance the identifiability and comprehensibility ofmassive ethnic cultural
resources and to facilitate the intelligent collection and sharing ofmassive ethnic cultural
resources. This paper propos a clustering analysis method of ethnic cultural resources
based on neural network probabilistic language model [13]. Firstly, the ethnic cultural
resources are crawled through distributed web crawling technology. The ethnic cultural
resources data are processed by natural language processing technology to preprocess
and segment Chinese word. And based on document vectorization tool, the vectorization
of ethnic cultural resources data is realized. Then, using appropriate clustering algorithm
to cluster the vectorized ethnic cultural resources data, and using the Elbow Method to
select the optimal cluster number; finally, analyze the clustering result to identify and
discover the deep semantics and associations between the ethnic cultural resources Texts.
Thus provide support for the mining of massive ethnic cultural resources. The specific
workflow is shown in Fig. 1.
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Fig. 1. Ethnic cultural resources clustering process based on deep neural network.

The organization structure of this paper is as follows: Sect. 2 crawls on ethnic cul-
tural resources and performs data preprocessing and vectorization representation; Sect. 3
describes the clustering process of ethnic cultural resources data and analyzes the clus-
tering results; Sect. 4 takes the ethnic cultural resources data in the specific website as
an example to verify the method of this paper. Finally, Sect. 5 summarizes the full text
and future work prospects.

2 Ethnic Cultural Resources Data Vectorization

At present, the main mode of dissemination of minority cultures is the various cultural
websites of ethnic minorities. The content of ethnic cultural resources of suchwebsites is
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relatively scattered and difficult to be discovered and utilized. Using distributed network
crawler technology, natural language processing technology and datamining technology,
we can collect, analyze and preprocess the ethnic cultural resources.

2.1 Feature Extraction

The ethnic cultural resources crawled from the webpage are stored in the format of the
HTML document. In order to extract the useful ethnic cultural resources texts in the
HTML webpage, the relevant document parsing library needs to be called to delete the
head and other unrelated areas of the obtained ethnic cultural resources data text and
conduct preprocessing operations such as unlabeling, so as to extract the text content
of the webpage. Then use natural language processing tools to remove prepositions,
adverbs and other meaningless words, retaining entity words such as verbs and nouns.
The specific process is described as follows:

Algorithm 1. Feature word extraction algorithm for ethnic cultural resources 
Input: ethnic cultural resources text
Output: feature word set φ(s)
1. Set φ(s)= ; 
2. Scrapy (html);    // Climb the ethnic culture related pages;
3. BeautifulSoup(P);  // Extract node element text content;
4. for(p in P) {  // traverse for each text content;
5. wordFilter(p); //Remove stop words with less meanings such as preposi-

tions, adjectives and adverbs, and retain vocabulary such as verbs and 
nouns;

6. reductWord(p);  //Convert the vocabulary of various tenses into a gen-
eral form, and make a part of speech reduction;

7. add(φ(p)); //Add to feature set
8. } 
9. end

First, Crawl the ethnic culture related webpage from the ethnic culture related web-
site and save it, then extract the ethnic culture related articles in the node from the saved
webpage text and save each article as a line, then traverse all the ethnic culture articles
separately. Remove prepositions, adjectives, adverbs and other stop words in the arti-
cle, retain verbs, nouns and other entity words. Finally, the tense of the vocabulary is
transform into a general form and add to the feature set.

2.2 Ethnic Cultural Resources Text Vectorization

After completing the extraction of ethnic cultural resources, in order to measure the
similarity between texts and then realize the cluster analysis of ethnic cultural resources
texts [14]. It is necessary to vectorize each document information of ethnic cultural
resources. Doc2vec is an unsupervised learning algorithm [15], which is used to predict
a vector to represent different documents, it mainly adopts two models: Distributed
Memory (DM) and Distributed Bag ofWords (DBOW). The DistributedMemoryModel
works by predicting the current word based on its context information. Each paragraph
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is represented by a vector that represents a column vector in the paragraph matrix, each
word is represented by a vector that represents a column vector in the word matrix, the
paragraph vector and the word vector are averaged or connected to predict the next word
in the context. The working principle of Distributed Bag of Words model is the same
as that of Distributed Memory model, but predicts the context probability based on the
target word, ignoring the input context word, Let the model predict a random word in
the paragraph. Specifically, in each iteration of the random gradient descent, a window
is sampled from the text, and then a word is randomly sampled from the window, and
a classification task [16] is formed according to the paragraph vector. In this paper, the
doc2VecDBOWmodel is used to characterize the ethnic cultural resources characterized
by feature words. The specific process is shown in Fig. 2.
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Fig. 2. Vectorization process of ethnic cultural resources.

As can be seen from Fig. 2, the process of ethnic cultural resources vectorization is
as follows:

Firstly, the data crawling operation of the above section can obtain a feature document
set representing the ethnic cultural resources, and performdata pre-processing operations
such as deleting stop words and word segments.

Then, based on the doc2vec document vector tool, the Distributed Bag of Words
Model is constructed to train the document vector of ethnic cultural resource document
set. In order to avoid the impact of content size in the text of ethnic cultural resources
on the value of feature vectors, it is necessary to normalize the feature vectors of each
document:

Δ̄x(i, j) = Δx(i, j)/‖Δx(i)‖2 (1)

The ethnic cultural resources feature vector can be normalized to the [0, 1] by formula
(1).
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Finally, the characterization of the ethnic cultural resources vector matrix can
be obtained. Assume that the entire ethnic cultural resources have n texts, and after
vectorization, the following ethnic cultural resources vector matrix is obtained:

δi = [δi(1), δi(2), · · · δi(n)] (2)

According toFormula (2), δi ∈ Rn×m,n is the number of texts of ethnic cultural resources,
and m is the number of characteristic words of ethnic cultural resources.

3 Ethnic Cultural Resources Clustering

Clustering is one of the important research fields in data mining and pattern recognition
and so on. It plays an important role in identifying the internal structure of data [17]. After
the above ethnic cultural resources texts are vectorized, the feature vectors corresponding
to each ethnic cultural text can be obtained. And then the similarity between the texts can
be measured by the clustering algorithm to realize the association and differentiation
of ethnic cultural resources. The clustering algorithm used in this paper is K-means
clustering algorithm, and the Elbow Method is used to evaluate the clustering effect.
The specific workflow is shown in Fig. 3.
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Fig. 3. Cluster analysis process of ethnic cultural resources text.

3.1 K-Means Clustering Algorithm

K-means clustering algorithm [18, 19] as a classical clustering analysis algorithm, which
has the advantages of simple implementation, fast clustering and so on. The main princi-
ple of this algorithm is to divide samples into k clusters according to the distance between
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samples. Taking the ethnic cultural resources sample set as an example, the specific steps
are as follows: First, k points are randomly selected from the vector set space as the ini-
tial cluster center. Then, the vector of ethnic culture and its nearest clustering center are
classified into one category, and Then calculate the average of all vectors of each cluster
to update the values of each cluster center. Finally, the above two steps are continuously
iterated until the cluster center no longer changes to obtain the final clustering result
[20]. The specific algorithm is described as follows:

Algorithm 2 . Ethnic cultural resources text vector clustering algorithm
Input: ethnic cultural resources text vector set, cluster number k

Output: k clusters
1. Randomly select k vectors in the text vector set of ethnic cultural resources 

as the initial clustering center of k clusters;
2. For any vector, calculate its similarity with k cluster centers by Euclidean 

distance method, and mark the category of vector as the cluster correspond-
ing to the nearest cluster center;

3. Update the cluster centers corresponding to the k clusters by calculating the 
average value of each cluster;

4. Iterate over the above two steps until the center point no longer changes.
5. end

3.2 Evaluation of Optimal Cluster Number Based on Elbow Method

Since the K-means clustering algorithm is an unsupervised learning task, the iterative
method is used, and only the local optimal solution can be obtained. The selection of
k is not easy to grasp, so the clustering effect needs to be evaluated. In this paper, the
Elbow Method is used to evaluate the clustering effect of ethnic cultural resources [21].

Calculate the Sum of Squared Errors (SSE). The sum of squared errors of the text
vector of ethnic cultural resources is calculated by formula (3):

SSE =
∑k

i=1

∑
p∈ci

|p − mi|2 (3)

Where, k represents the number of clusters, ci is all elements in the i-th cluster, mi

represents the cluster center of the i-th cluster, and p represents each element in the
cluster.

The Relationship Between K Value and SSE Value (Elbow Shape). As shown in
Fig. 4, in order to obtain the best clustering effect, the k-means clustering algorithm
needs to be repeated n times and the error sum of squares needs to be calculated each
time, and obtain the correspondence between K values and SSE values. Draw the rela-
tionship betweenK value and SSE value (elbow shape), theK value point corresponding
to the elbow portion (k = 4) in the relationship graph is selected as the optimal cluster
number.
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Fig. 4. K value and SSE value.

4 Experimental Analysis

In the experimental part of this paper, five virtual machines will be created by using
virtualization technology in the OpenStack environment, one of which is the Master
node and the other four are the slave nodes. Install the crawler module Scrapy on each
slave node to implement the main function of resource crawling; The Redis database
is installed in the master node to realize URL queue management and maintenance of
multiple distributed crawlers. Scrapy is a screen grabbing and web grabbing framework
developed by python, which is used to grab web sites and extract structured data from
pages [22].

4.1 Experimental Data and Steps

The experimental data in this paper were obtained by crawling articles related to ethnic
culture from the Ethnic Affairs commission of the People’s Republic of china (http://
www.seac.gov.cn) and Ethnic network (http://www.minzu56.net), and a total of 6830
ethnic cultural resources web pages have been obtained. The specific experimental pro-
cess includes: ethnic cultural resources data crawling, ethnic cultural resources text
preprocessing, ethnic cultural resources text vectorization, ethnic cultural resources text
clustering, identifying and discovering the deep semantic and relationship between the
texts of ethnic cultural resources according to the clustering results.

The programming language used in the experimental part of this article is the Python
language, and all experimental steps are completed using a Python-based development
library. For example: The crawler module Scrapy is used to realize the crawling of
national cultural resources; Use Python’s natural language development library NLTK
to complete the ethnic cultural resources text preprocessing. In the vectorization stage of
ethnic cultural resources text, the doc2vec development interface is called by Python’s
gensim library to construct a text vector training model, model training and feature
extraction for ethnic cultural resources texts, and automatic mapping to k resource cat-
egory clusters through unsupervised learning. In the text processing stage, a total of

http://www.seac.gov.cn
http://www.minzu56.net
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6,830 ethnic cultural resources webpage texts were generated, which resulted in 6830
feature vectors in the text vectorization stage. The K-means clustering algorithm was
implemented by Python’s sklearn library to clustering the ethnic cultural resources text
vector matrix.

4.2 Analysis of Experimental Results

The relationship between the sum of the squared errors (SSE) and the cluster number
k is shown in Fig. 5. For the more accurate evaluation, we also draw the change of the
Silhouette Coefficient [23] as a reference. We can see from the figure that when k = 7,
the SSE polyline chart shows a larger inflection point (elbow). At the same time, the
Silhouette Coefficient also reaches the maximum at this point. Therefore, k = 7 is the
choice of the optimal cluster number k value. As shown in Fig. 6, 6830 texts in the ethnic
cultural resources data are mapped to 7 ethnic culture types, of which type 7 contains
the most text, accounting for 1782 texts; type 1 contains the least text, accounting for
423 texts. So far, the discovery and identification of the relationship between the texts
of ethnic cultural resources has been completed.

Fig. 5. The relationship between SSE and Silhouette Coefficient and K.

Due to the high dimension of text vector matrix of ethnic cultural resources, it is
not convenient for data visualization analysis [24]. In this paper, Principal Component
Analysis (PCA) is adopted to decrease the dimension of the clustering results of the text
of ethnic cultural resources, and calls Python’s painting library matplotlib, Visualize the
effect of clustering. The clustering effect is shown in Fig. 7. It is better to divide the
ethnic cultural resources into seven different types.
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Fig. 6. Number of text and cultural type.

Fig. 7. Clustering effect of ethnic cultural resources text.

5 Conclusion

In this paper, a clustering analysis method of ethnic cultural resources based on deep
neural network model is proposed, which adopts the unsupervised text vector represen-
tation method (doc2vec) based on deep neural network, using cosine distance formula
to calculate the topic similarity between vectors effectively reduces the dimension of
vector space and improves the efficiency of training, which is conducive to the mining of
massive ethnic cultural resources texts. At the same time, the K-means clustering algo-
rithm is used for text clustering, and the clustering effect evaluation method combining
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Elbow Method and Silhouette Coefficient is adopted to select the optimal clustering
number k value, it solves the problem that the number of clusters k in K-means algo-
rithm is difficult to be determined. Finally, through experimental analysis, the method
has high accuracy and efficiency, and effectively divides ethnic cultural resources into
different categories. And realizes the differences and associations between ethnic cul-
tural resources, revealing the deep semantics of ethnic cultural resources, and providing
support for the massive ethnic cultural resources mining and intelligent services. In the
next step, we can apply the clustering analysis method of ethnic culture based on the
deep neural network model to the construction of the intelligent management system of
ethnic culture, and realize the automatic collection, classification and sharing of ethnic
culture resources.
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