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Preface

The International Conference on Intelligent Data Engineering and Automated Learning
(IDEAL) is an annual international conference dedicated to emerging and challenging
topics in intelligent data analytics and associated machine learning systems and para-
digms. After the hugely successful IDEAL 2018 in Madrid, Spain, and its 20th edition
in Manchester, UK, last year, IDEAL 2020 was hosted by the Synthetic Intelligence
Lab (ISLab) from the ALGORITMI Center at the University of Minho, in Guimarães,
the birthplace of Portugal, during November 4–6, 2020. It was also technically
co-sponsored by the Portuguese Artificial Intelligence Association (APPIA) and the
IEEE Computational Intelligence Society Portuguese Chapter. Due to the COVID-19
pandemic, the Organization Committee decided to hold the IDEAL 2020 completely
online, to ensure the safety of the organization and the delegates of the conference.

This year marked the 21st edition of IDEAL, a conference series which has been
serving an important role in data analytics and machine learning communities. The
conference aims to bring researchers and practitioners together, share the latest
knowledge, disseminate cutting-edge results, and forge alliances on tackling many
real-world challenging problems. The core themes of the IDEAL 2020, as usual,
included big data challenges, machine learning, data mining, information retrieval and
management, bio-/neuro-informatics, bio-inspired models, agents and hybrid intelligent
systems, real-world applications of intelligent techniques, and AI.

The IDEAL 2020 event consisted of the main track, nine special sessions, and one
colocated workshop. These special sessions were:

– Special Session 1: Data Generation and Data Pre-processing in Machine Learning
– Special Session 2: Optimization and Machine Learning for Industry 4.0
– Special Session 3: Practical Applications of Deep Learning
– Special Session 4: New trends and challenges on Social Networks Analysis
– Special Session 5: Machine Learning in Automatic Control
– Special Session 6: Emerging Trends in Machine Learning
– Special Session 7: Machine Learning, Law and Legal Industry
– Special Session 8: Data Recovery Approach to Clustering and Interpretability
– Special Session 9: Automated learning for industrial applications

The colocated event was the Workshop on Machine Learning in Smart Mobility
(MLSM 2020).

A total of 122 submissions were received and were then subjected to rigorous peer
reviews by the members and experts of the Program Committee. Only those papers that
were found to be of the highest quality and novelty were accepted and included in the
proceedings. These proceedings contain 93 papers, in particular, 34 for the main track
with an acceptance rate of 59%, 54 for special sessions, and 5 for the colocated
workshop, were accepted and presented at IDEAL 2020.
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Abstract. Prostate cancer is one of the most prevalent cancers world-
wide. One of the key factors in reducing its mortality is based on early
detection. The computer-aided diagnosis systems for this task are based
on the glandular structural analysis in histology images. Hence, accurate
gland detection and segmentation is crucial for a successful prediction.
The methodological basis of this work is a prostate gland segmentation
based on U-Net convolutional neural network architectures modified with
residual and multi-resolution blocks, trained using data augmentation
techniques. The residual configuration outperforms in the test subset
the previous state-of-the-art approaches in an image-level comparison,
reaching an average Dice Index of 0.77.

Keywords: Prostate cancer · Histology · Gland segmentation ·
U-Net · Residual

1 Introduction

Prostate cancer was the second most prevalent cancer worldwide in 2018, accord-
ing to the Global Cancer Observatory [15]. The final diagnosis of prostate cancer
is based on the visual inspection of histological biopsies performed by expert
pathologists. Morphological patterns and the distribution of glands in the tis-
sue are analyzed and classified according to the Gleason scale [4]. The Gleason
patterns range from 3 to 5, inversely correlating with the degree of glandular
differentiation. In recent years, the development of computer-assisted diagnostic
systems has increased in order to raise the level of objectivity and support the
work of pathologists.

One of the ways to reduce mortality in prostate cancer is through its early
detection [14]. For this reason, several works have focused on the first stage of
prostate cancer detection by differentiating between benign and Gleason pat-
tern 3 glands [1,3,9]. The benign glands differentiate from Gleason pattern 3
c© Springer Nature Switzerland AG 2020
C. Analide et al. (Eds.): IDEAL 2020, LNCS 12489, pp. 1–8, 2020.
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structures in the size, morphology, and density in the tissue (see Fig. 1). In order
to automatically detect the early stage of prostate cancer, the main method-
ology used in the literature is based on detecting and segmenting glands and
then, classifying each individual gland. For the classification of cancerous glands,
both classic approaches based on hand-driven feature extraction [11] and mod-
ern deep-learning techniques [1] have been used. Nevertheless, those results are
limited by a correct detection and delimitation of the glands in the image. This
encourages the development of accurate systems able to detect and segment the
glandular regions.

Fig. 1. Histology regions of prostate biopsies. Examples (a) and (b) present benign
glands, including dilated and fusiform patterns. Images (c) and (d) contain patterns of
Gleason grade 3, with small sized and atrophic glands.

For the prostate gland segmentation, different approaches have been carried
out. In the work of Nguyen et al. [8–11] this procedure is based on the unsuper-
vised clustering of the elements in the tissue, i.e. lumen, nuclei, cytoplasm, and
stroma. Then, for each detected lumen, a gland is associated if enough nuclei
are found in a region surrounding the lumen’s contour. In the research carried
out by Garćıa et al. [1–3] the components in the image are clustered by working
in different color spaces, and then a Local Constrained Watershed Transform
algorithm is fitted using the lumens and nuclei as internal and external mark-
ers respectively. As final step, the both aforementioned methodologies require a
supervised model to differentiate between artifacts or glands. To the best of the
authors’ knowledge, the best performing state-of-the-art techniques for semantic
segmentation, based on convolutional neural networks, have not been studied yet
for prostate gland segmentation. In particular, one of the most used techniques
in recent years for semantic segmentation is the U-Net architecture, proposed
for medical applications in [12].

In this work, we present an U-Net-based model that aims to segment the
glandular structures in histology prostate images. To the extent of our knowl-
edge, this is the first time that an automatic feature-learning method is used for
this task. One of the main contributions of this work is an extensive validation
about different convolutional block modifications and regularization techniques
on the basic U-Net architecture. The proposed convolutional block configura-
tions are based on well-known CNN architectures of the literature (i.e. residual
and Inception-based blocks). Furthermore, we study the impact of regularization
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approaches during the training stage based on data augmentation and using the
gland contour as an independent class. Finally, we perform, as novelty, an image-
level comparison of the most relevant methods in the literature for prostate gland
segmentation under the same database. Using our proposed modified U-Net with
residual blocks, we outperform in the test subset previous approaches.

2 Materials and Methods

2.1 Materials

The database used in this work consists of 47 whole slide images (WSIs, histol-
ogy prostate tissue slices digitised in high-resolution images) from 27 different
patients. The ground truth used in this work was prepared by means of a pixel-
level annotation of the glandular structures in the tissue. In order to work with
the high dimensional WSIs, they were sampled to 10× resolution and divided
into patches with size 10242 and overlap of 50% among them. For each image, a
mask was extracted from the annotations containing the glandular tissue. The
resulting database includes 982 patches with its respective glandular masks.

2.2 U-Net architecture

The gland segmentation in the prostate histology images process is carried out by
means of the U-Net convolutional neural network architecture [12] (see Fig. 2).
As input, the images of dimensions 10242 are resized to 2562 to avoid memory
problems during the training stage. The U-Net configuration is based on a sym-
metric encoder-decoder path. In the encoder part, a feature extraction process
is carried out based on convolutional blocks and dimensional reduction through
max-pooling layers. Each block increases the number of filters in a factor of 2×,
starting from 64 filters up to 1024. After each block, the max-pooling operation
reduces the activation maps dimension in a factor of 2x. The basic convolutional
block (hereafter referred to as basic) consist of two stacked convolutional layers
with filters of size 3×3 and ReLU activation. Then, the decoder path builds the
segmentation maps, recovering the original dimensions of the image. The recon-
struction process is based on deconvolutional layers with filters of size 3 × 3 and
ReLU activation. These increase the spatial dimensions of the activation volume
in a factor of 2× while reducing the number of filters in a half. The encoder
features from a specific level are joined with the resulting activation maps of the
same decoder level by a concatenation operation, feeding a convolutional block
that combines them. Finally, once the original image dimensions are recovered,
a convolutional layer with as many filters as classes to segment and soft-max
activation creates the segmentation probability maps.

2.3 Loss Function

The loss function defined for the training process is the categorical Dice. This
measure takes as input the reference glands and background masks (y) and the
predicted probability maps (ŷ) and is defined as follows:
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Fig. 2. U-Net architecture for prostate gland segmentation.

Dice(y, ŷ) =
1
C

C
∑

c=1

2
∑

ŷc ◦ yc
∑

ŷ2c + y2c
(1)

where y is the pixel-level one hot encoding of the reference mask for each class
c and ŷ is the predicted probability map volume.

Using a categorical average among the different classes brings robustness
against class imbalance during the training process.

2.4 Introducing Residual and Multi-resolution Blocks to the U-Net

To increase the performance of the U-Net model, different convolutional blocks
are used to substitute the basic configuration. In particular, residual and multi-
resolution Inception-based blocks are used during the encoder and decoder
stages.

The residual block [5] (from now on RB) is a configuration of convolutional
layers that have shown good performance in deep neural networks optimisation.
The residual block proposed to modify the basic U-Net consist of three convo-
lutional layers with size 3 × 3 and ReLU activation. The first layer is in charge
of normalizing the activation maps to the output’ amount of filters for that
block. The resultant activation maps from this layer are combined in a shortcut
connection with the results of two-stacked convolutional layers via an adding
operation.

Regarding the multi-resolution block (referred to in this work as MRB), it
was recently introduced in [6] as a modification of the U-Net with gains of accu-
racy on different medical applications. This configuration, based on Inception
blocks [13], combines features at different resolutions by concatenating the out-
put of three consecutive convolutional layers of size 3×3 (see Fig. 3). The number
of activation maps in the output volume (Fout) is progressively distributed in
the three blocks (Fout

4 , Fout

4 , and Fout

2 respectively). Furthermore, a residual con-
nection is established with the input activation maps, normalizing the number
of maps with a convolutional layer of size 1 × 1.
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Fig. 3. Multi-resolution block. Fin: activation maps in the input volume. Fout: number
of activation maps in the output volume. D: activation map dimensions.

2.5 Regularization Techniques

To improve the training process, two regularization techniques are proposed:
data augmentation and the addition of the gland border as an independent class.
Data augmentation (DA) is applied during the training process making random
translations, rotations, and mirroring are applied to the input images. Regarding
the use of the gland contour as an independent class (BC), this strategy has
shown to increase the performance in other histology image challenges such as
nuclei segmentation [7]. The idea is to highlight more (during the training stage)
the most important region for obtaining an accurate segmentation: the boundary
between the object and the background. Thus, the reference masks and the
output of the U-Net are modified with an additional class in this approach.

3 Experiments and Results

To validate the different U-Net configurations and the regularization techniques,
the database was divided in a patient-based 4 groups cross-validation strategy.
As figure of merit, the image-level average Dice Index (DI) for both gland and
background was computed. The Dice Index for certain class c is obtained from
the Dice function (see Eq. 1) such that: DI = 1 − Dice. The metric ranges 0 to
1, from null to perfect agreement.

The different U-Net architectures, composed of basic (basic), residual (RB)
and multi-resolution (MRB) blocks were trained with the proposed regularisa-
tion techniques, data augmentation (DA) and the inclusion of the border class
(BC), in the cross-validation groups. The training was performed in mini-batches
of 8 images, using NADAM optimiser. Regarding the learning rates, those were
empirically optimised at values 5∗10−4 for the basic and RB configurations and
to 1 ∗ 10−4 for the MRB one. All models were trained during 250 epochs. The
results obtained in the cross-validation groups are presented in Table 1.

Analysing the use of different U-Net configurations, the best performing
method was the U-Net modified with residual blocks (RB + DA), reaching an
average DI of 0.75, and outperforming the basic architecture in 0.06 points.
Regarding the use of the multi-resolution blocks (MRB), an increase in the
performance was not registered. Concerning the use of the gland profile as an
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Table 1. Results in the validation set for gland and background segmentation. The
average Dice Index is presented for the different configurations. DA: data augmentation,
BC : border class, RB : residual and MRB : multi-resolution blocks.

Method DIgland DIbackground

basic 0.5809(0.2377) 0.9766(0.0240)

basic + DA 0.6941(0.2515) 0.9845(0.01664)

basic + DA + BC 0.6945(0.2615) 0.9842(0.0168)

RB 0.5633(0.2340) 0.9759(0.0255)

RB + DA 0.7527(0.2075) 0.9862(0.0148)

RB + DA + BC 0.7292(0.2395) 0.9854(0.0161)

MRB 0.5710(0.2378) 0.9765(0.0253)

MRB + DA 0.7294(0.2173) 0.9843(0.0161)

MRB + DA + BC 0.7305(0.2247) 0.9846(0.0163)

independent class (BC), the results obtained were similar to the ones with just
two classes.

The best performing strategy, RB + DA, was evaluated in the test subset.
A comparison of the results obtained in this cohort with the previous methods
presented in the literature is challenging. While previous works report object-
based metrics, we consider more important to perform an image-level comparison
of the predicted segmentation maps with the ground truth, in order to take into
account false negatives in object detection. For this reason, and in order to
establish fair comparisons, we computed the segmentation results in our test
cohort applying the main two approaches found in the literature: the work of
Nguyen et al. [9] and the research developed by Garćıa et al. [2]. This is, to the
best of the authors’ knowledge, the first time in the literature that the main
methods for prostate gland segmentation are compared at image level in the
same database. The figures of merit obtained in the test set are presented in the
Table 2. Representative examples of segmented images for all the approaches are
shown in Fig. 4.

Table 2. Results in the test set for gland and background segmentation. The aver-
age Dice Index for both classes is presented for the state-of-the-art methods and our
proposed model. DA: data augmentation and RB : residual blocks.

Method DIgland DIbackground

Nguyen et al. [9] 0.5152(0.2201) 0.9661(0.0168)

Garćıa et al. [2] 0.5953(0.2052) 0.9845(0.01664)

U-Net + RB + DA 0.7708(0.2093) 0.9918(0.0075)
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Fig. 4. Semantic gland segmentation in regions of images from the test set. (a): refer-
ence, (b): Nguyen et al., (c): Garćıa et al., and (d): proposed U-Net.

Our model outperformed previous methods in the test cohort, with an average
DI of 0.77 for the gland class. The method proposed by Nguyen et al. and the
one of Garćıa et al. obtained 0.51 and 0.59 respectively. The main differences
were observed in glands with closed lumens (see first and second row in Fig. 4).
The previous methods, based on lumen detection, did not segment properly those
glands, while our proposed U-Net obtains promising results. Our approach also
shows a better similarity in the contour of the glands with respect the reference
annotations (see third row in Fig. 4).

4 Conclusions

In this work, we have presented modified U-Net models with residual and multi-
resolution blocks able to segment glandular structures in histology prostate
images. The U-Net with residual blocks outperforms in an image-level com-
parison previous approaches in the literature, reaching an average Dice Index of
0.77 in the test subset. Our proposed model shows better performance in both
glands with closed lumens and in its shape definition. Further research will focus
on studying the gains in accuracy in the first-stage cancer identification with a
better gland segmentation based on our proposed U-Net.
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Abstract. Machine learning, a subfield of artificial intelligence, has been
widely used to automate tasks usually performed by humans. Some appli-
cations of these techniques are understanding network traffic behavior,
predicting it, classifying it, fixing its faults, identifying malware applica-
tions, and preventing deliberate attacks. The goal of this work is to use
machine learning algorithms to classify, in separate procedures, the errors
of the network, their causes, and possible fixes. Our application case con-
siders the WiBACK wireless system, from which we also obtained the
data logs used to produce this paper. WiBACK is a collection of software
and hardware with auto-configuration and self-management capabilities,
designed to reduce CAPEX and OPEX costs. A principal components
analysis is performed, followed by the application of decision trees, k
nearest neighbors, and support vector machines. A comparison between
the results obtained by the algorithms trained with the original data sets,
balanced data sets, and the principal components data is performed. We
achieve weighted F1-score between 0.93 and 0.99 with the balanced data,
0.88 and 0.96 with the original unbalanced data, and 0.81 and 0.89 with
the Principal Components Analysis.

Keywords: Machine learning algorithms · Principal components
analysis · Traffic classification · Wireless links management

1 Introduction

The design and implementation of autonomous networks are one of the top
challenges of networking research. The emerging networking technologies and
software render networks more and more flexible. Hence, including capabilities of
Machine Learning (ML) techniques allows for the prediction of changes in network
and user behavior, providing mechanisms to configure networking equipment
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without the intervention of an administrator, allowing network management and
control tasks to be performed automatically and autonomously. Our motivation
for this work is that intelligent autonomous networks clearly benefit from ML in
order to classify network behavior and adapt themselves according to the demands
of network operation to improve performance. We aim to bridge networking and
ML, to take decisions online and in an automated fashion. Our application case
is the WiBACK [7], a wireless software and hardware solution with directed
radio technology that provides a communication backhaul in challenged areas
(i.e., rural, sparse population, without expert readily available, digital illiteracy).
It is designed to be self-configurable and self-managed, taking care of its own
setup and operation of the network, increasing reliability and performance. With
WiBACK, there is less need for technical skills to set up and operate a network
than in alternative technologies. It is important to note that WiBACK is very
often installed in places where there are no people with the needed abilities to
perform technical interventions. Thus, a ML-based approach for the identification
of network faults, their causes, and solutions is of great interest. With that in mind,
we can state that the main goal of this work is to further automate WiBACK’s
management. We defined a set of specific objectives. We use the WiBACK data
logs that contain the numerical variables, and apply Decision Trees (DT) [4],
K Nearest Neighbors (KNN) [8] and Support Vector Machines (SVM) [12] to
classify those faults, causes and fixes. Another specific objective relates to the
visual representation of data in the different classes of each categorical variable
(i.e., errors, causes, and fixes). We want to obtain a compact representation of
data, but also to conclude how the description of the data according to the labeled
classes varies with the different components. That is also why we apply a Principal
Components Analysis PCA [10].

The rest of the paper is organized as follows: Sect. 2 presents related
work. Section 3 introduces the data set description, PCA, and the classification
algorithms. Section 4 discusses the evaluation of the models with the weighted
F1-score. Section 5 presents conclusions and future work.

2 Related Work

Boutaba et al. [3] surveyed the ML approaches applied to network management,
which includes traffic prediction, routing and classification, congestion control,
resource and fault management, quality of end-user and quality of experience
management, and network security. Traffic classification, congestion control, and
fault management have a greater relevance for our work.

Daniels [6] focused on wireless link adaptations, which leads to a practical
concern of our work, since our networks’ problems are highly related to the
quality of the links. He developed online ML link adaptation procedures to adjust
to changes that occur and affect transmitter or receiver. Online learning was
performed with KNN and SVM.

Alzamly [1] work consists in understanding the WiBACK behavior,
correlating the features of its logs, discovering its faults, identifying their causes
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and how to solve them. Then, based on the acquired knowledge, a set of numerical
variables were selected. Also based on that knowledge, each instance of the data
set was labeled with one error, one cause, and one fix. These are the three
categorical variables in the data set [2]. Initially, errors were classified with a
Neural Network (NN), considering just the numerical variables as input. Then,
also with a NN, the causes of the errors were classified, considering the categorical
variable errors as input. Finally, the solutions were classified with a DT, using the
categorical variables errors and causes as inputs. The obtained accuracy figures
were 99% with NN and 100% with the DT. There are three main differences
between Alzamly’s work and ours: (i) besides the DT, we consider SVM and
KNN, and we do not consider NN; (ii) we do not consider categorical variables
errors and causes as inputs, so we do three classification procedures separately,
and (iii) we have a data set with bidirectional features, instead of unidirectional
ones, which reflects the different behavior of the networks in the two directions
of the channels. We perform the classification of errors, causes and solutions
separately, because there is a high correspondence between errors, causes, and
solutions (e.g., when the error is a link overload, that is always because of self cell
overload, and the solution is always to adjust the shaping), which could mean
to introduce some redundant information in the models. Besides, particularly to
classify fixes, we do not want to limit the list of errors and causes, because we
believe that the listed solutions could fix non-labeled problems.

3 Machine Learning Proposal

This section presents the data set description, PCA, and the classification
algorithms.

3.1 Data Set Description

The data set was extracted from the WiBACK logs. Initially, there were 68
numerical variables, the 3 categorical variables we want to classify, and 3680
instances. All instances of the data set are labeled. We are considering two
interfaces, S and R, and the bidirectionality of the channels. Both interfaces have
the sender and the receiver mode. However, the direction from S to R plays a
more important role because S is the interface suffering from transmitter-overrun
errors (tx-overrun). The first step is to exclude the instances with incoherent
values. The next step is variable selection. Initially, we exclude those that
concern time and node identification, those used just to synchronize data, and the
constant ones. Then, we exclude variables with high Spearman’s correlation. We
end up working with 20 numerical variables and 3250 instances. The numerical
variables are related to the i) time spent sending the packets and used by
external sources to the interfaces; ii) signal quality, important to inspect the
links faults (though, as we can see by the following categorization, other factors
are also affecting the network’s performance); iii) Packet Error Indicator (PEI),
which does not tell us what the problem is, but how the network behavior is
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from a global perspective, so it is an appropriate measure for us to evaluate
continuously; iv) transmission and reception rates, which allows concluding if
there is some issue with the links in a prior analysis; v) link capacity estimated
by WiBACK (based, for example, on the distance between transmitter and
receiver); vi) randomly and forced dropped packets (due to several reasons, such
as the large distance between the interfaces, packets queue exceeding the buffer
capacity, or weak signal link); vii) transmission power, which helps understand
whether the number of dropped packets is due to low transmission power or other
interference; and viii) retransmission rate, useful to compare with the number
of packets sent that could be misleading if individually analyzed.

Regarding the variables to predict, there are errors, causes, and solutions.
Each error that occur in the network is extracted from a log related to the
S interface. There are 4 classes for the errors: link overload (62.5%), occupied
channel (25.0%), weak link (12.2%), and unknown (0.3%), and 4 classes for
the causes: self cell overload (62.5%), non-WLAN interference on the sender
(24.0%), bad signal (12.5%), and non-WLAN interference on the receiver (1%).
In general, there are some relations between the numerical variables and the
causes: when a self cell is overloaded, there is a low retransmission rate; when
there is non-WLAN interference on the sender, PEI is high; when there is
non-WLAN interference on the receiver, there are many packets retransmissions
(higher than 10.0%), high PEI, and the transmission bit rate of S is much lower
than the estimated link capacity. Finally, there are 5 classes for the solutions:
adjust the shaping (62.5%), change the channel (24.0%), recalibrate the link
(12.2%), increase the power (1.0%), and unknown (0.3%). Note that some classes
of the different categorical variables have the same absolute frequency. Those
occurrences are the same: when there is a link overload, that is because of self
cell overload, and the solution is to adjust the shaping; when there is a weak link,
the proposed solution is to recalibrate the link; when the cause is non-WLAN
interference on the sender, the proposed solution is to change the channel; when
the cause is non-WLAN interference on the receiver, the proposed solution is to
increase the power; and when the error is unknown, the solution is also unknown.
This suggests that there is some redundancy across the variables, and that is
the main reason for us not to consider categorical variables as input to the
classification. The relations mentioned between the numerical variables and the
causes also suggest some redundancy.

Our original data is unbalanced, which could lead to the suboptimal
performance of the classifiers [5]. Thus, we oversample the data with the
Synthetic Minority Over Sampling TEchnique (SMOTE) [9], and compare the
results with the original and the PCA data. For each categorical variable, the
percentage between the number of instances of the most represented class and
the sum of the instances of the other classes is 60%.

3.2 Principal Components Analysis

Data is centered and normalized (standard deviation equal to 0, and mean equal
to 1) before the application of PCA, and it is performed with the unbalanced
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data (the original data set). Our goal by performing this PCA analysis is twofold:
(i) to carry out a visual exploratory study of the data, understanding how well
the PCA describes the data in each class, and (ii) to compare the performance
of the classification algorithms with and without the PCA transformation. We
work with 10 principal components, that correspond to 91% of the data variance.

For each categorical variable, to understand how well the projection of the
points onto the principal components describe the points of each class, for
each class, we take each component separately, and compute the mean of the
Euclidean distance between all those points. The distance increases as we move
to the next component. The data projection into the pairs of components two
to ten, and the evolution of the Euclidean distance suggest that the first two
principal components show a more clear visual representation of the data in each
class than the other pairs of components. The less represented classes achieve
higher distances, and the distance in those classes (particularly, the error and the
solution ’unknown’) have a greater growth in the last components. This suggests
a greater dispersion in the less represented classes.

3.3 Classification Algorithms

We apply DT, KNN, and SVM with grid search and 10-cross validation for
the classification. SVM are implemented for multi-classification to increase the
accuracy of traffic classification [12]. We chose this method because, thanks to
its non-linear transformation, it is adaptable to several structures in the data.
SVM and KNN are also applied to a flow feature-based data set, and the traffic
classification accuracy achieved was equal to 95.6% [8]. We also chose DT because
of their great advantage of being interpretable, giving us somehow information
about the numerical variables of the wireless context that the other algorithms
do not, when we look the node splits.

4 Performance Evaluation

Table 1 shows the F1-weighted score with DT, KNN, and SVM for the balanced,
unbalanced, and PCA data for the errors, causes, and solutions classification.
KNN and DT have always lower performance, but the differences between the
three algorithms are not very significant. However, we perform tests with other
data sets, and the difference between the performance of the two first algorithms
and SVM increases, being that SVM still present better results. We believe the
lower results could be due to noise, which can be provenient from the classes or
the numerical variables [13]. Noisy points might affect particularly KNN because,
having a value set for k, the classification of each label is made always based on
the k nearest neighbors. The data set might have some noise due to variables
like the link capacity, estimated by WiBACK and not 100% accurate (which
is normal in the problem context). There are some points in the PCA data
appearing to be outliers, and they might also affect the classification made by
KNN. The number of neighbors, k, is a very sensitive parameter, and the best
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choice could vary for different test sets. It is 2 (balanced data) or between 4 and 8
(unbalanced and PCA data). With the larger set, data may be overlapping more,
which could lead different classes to overlap and, consequently, to a smaller valuer
of k. We amplify the range we have set initially for k in grid search, as the range
for the complexity parameter of DT pruning algorithm, but the results remained
the same.

Undersampling the data can decrease the performance because it removes
samples with valuable information, while oversampling can increase the
performance [9]. Regarding the results with our data sets, it seems to be and
advantage in oversampling, while the PCA transformation does not increase the
performance.

In different locations of WiBACK networks and in different time periods,
we might observe different behaviors of the data, and even the necessity to
create new classes. In some cases, we may have less unbalanced data sets. We
need a model that behaves well in both cases. Besides the reduced performance
of DT and KNN, KNN does not seem to be the most efficient model to run
online since every time that a new log event occurs, the k nearest neighbors of
all data points are constantly changing, and KNN would have to do all distance
computations reacting to these changes [11]. After the first test, we have actually
retrained the models with more data, and SVM continue to present the best
results. Besides, with the right kernel and training set, SVM could reduce the
online implementation complexity [6].

Table 1. Weighted F1-score of all classifiers

Data set DT KNN SVM

Errors Unbalanced 0.89 0.90 0.96

Balanced 0.93 0.97 0.99

PCA 0.82 0.88 0.89

Causes Unbalanced 0.88 0.88 0.95

Balanced 0.93 0.97 0.98

PCA 0.81 0.86 0.88

Fixes Unbalanced 0.89 0.90 0.96

Balanced 0.93 0.97 0.99

PCA 0.82 0.88 0.89

Regarding the numerical variables, it is also very important to understand
which are the right ones to consider, not just regarding the results, but also
the problem context. The way that every numerical variable is calculated or
obtained makes some of them more accurate than the others. Note that, in
the initial set, we had 68 variables, and it is not clear which ones we should
consider. Table 2 shows the variables considered in the nodes of the DT trained
with the balanced data (the ones with the higher weighted F1-score). We see that
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there are considered just 6 of the 20, which could mean that we do not need so
many variables as input. Note also that the variables in the three classifiers are
almost the same, which is understandable since there is a high correspondence
between errors, causes and solutions, as aforementioned. The variables in the
nodes of the DT are particularly important, because they might change some of
our assumptions about the problem context.

Table 2. Numerical variables in the nodes of the DT

Numerical variables Errors classifier Causes classifier Fixes classifier

AT out x x x

AT in x x x

Cap of MCS down x x

Rx br down x x x

Rx br up x x x

RED x x

5 Conclusions and Future Work

The results presented above are the product of a first approach to the automated
management of wireless links. Our choice for an algorithm to deploy on the
WiBACK system would favor SVM. However, we know that the performance can
significantly change when we run the algorithms online with more data, because
there might be a different behavior. So, it is necessary to test the algorithms
with further data.

Future work consists of applying ML algorithms on the WiBACK system.
If the performance is satisfactory online, which means classifying correctly the
events of the software logs, we aim to move to an implementation phase where
the machine is capable of deciding whether the proposed solution to a specific
problem is the best solution for the network as a whole. For this purpose, we
have to take into account the network behavior, a list of parameters that interfere
with the network operation, and the notion that the usage patterns could be not
entirely stable, i.e. change dynamically over time. Then, the labeled solutions
might have weights defined according not just the problem itself, but also these
parameters, and the changes with negative impact in the network that each
solution may originate. This would be a possibility for how the network shall
decide which solution is the best for each error. Future work also includes a
process of re-fixing the errors, even if with the weighted solutions, the network
does not respond satisfactorily.
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Abstract. With the increase in population densities and environmental
awareness, public transport has become an important aspect of urban
life. Consequently, large quantities of transportation data are generated,
and mining data from smart card use has become a standardized method
to understand the travel habits of passengers.

Increase in available data and computation power demands more
sophisticated methods to analyze big data. Public transport datasets,
however, often lack data integrity. Boarding stop information may be
missing either due to imperfect acquirement processes or inadequate
reporting. As a result, large quantities of observations and even complete
sections of cities might be absent from the smart card database. We have
developed a machine (supervised) learning method to impute missing
boarding stops based on ordinal classification. In addition, we present a
new metric, Pareto Accuracy, to evaluate algorithms where classes have
an ordinal nature. Results are based on a case study in the city of Beer
Sheva utilizing one month of data. We show that our proposed method
significantly outperforms schedule-based imputation methods and can
improve the accuracy and usefulness of large-scale transportation data.
The implications for data imputation of smart card information is further
discussed.

Keywords: Machine learning · Smart card · Boarding stop imputation

1 Introduction

Smart card technology is a popular automatic fare collection (AFC) due to it’s
efficiency and cost saving [9]. Nowadays most of the monetary transactions in
public transport are based solely on smart cards [6]. Recent developments in
the field of data science, such as the increase in data volume, new data mining
tools [13], and cloud computing [12], have created new opportunities to analyze
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and determine travel behavior at the individual level over long periods and large
areas [16].

Similar to datasets in other domains, large-scale transportation datasets may
be affected by issues of data integrity, such as incorrect or missing values. For
example, operators may have only partial data on travelers’ boarding stops. This
can result in severe bias as complete sections of cities can me unrepresented. Solv-
ing this problem demands replacing the missing or erroneous data by utilizing
public accessible data [15] or discarding the aforementioned data [19]. However,
these two solutions are not optimal.

In this study, we establish a new machine learning based methodology for
improving the quality and integrity of transportation datasets by predicting
missing or corrupted travelers’ records. Namely, we propose a novel algorithm
for predicting passengers’ boarding stops. Our proposed algorithm is based on
features extracted by fusing multiple big data sources, such as planned Gen-
eral Transit Feed Specification (GTFS), defined as a common format for public
transportation schedules and associated geographic information [15]. schedule
data, smart card data, and supplementary geospatial data (see Table 1). Then,
we apply a machine learning model on these features to predict boarding stops
(see Sect. 3).

We utilized a real-world smart card dataset, which consists of over a mil-
lion trips taken by more than 85,000 people. Specifically, our supervised model’s
accuracy was almost two times better than the schedule-based model constructed
using GTFS data (see Sect. 4). Moreover, we show that our constructed predic-
tion model is generic and can be used to predict boarding stops across different
cities (see Sect. 3.4). Furthermore, our proposed model predicted considerably
more boarding stops with over 50% accuracy than the schedule-based method
(see Fig. 1).

(a) Schedule-based predictions (b) Proposed model predictions

Fig. 1. Boarding stations with predicted accuracy of over 50%.

The problem we address is ordinal classification because after embedding
the boarding stops (see Sect. 3.4) they are ordered. Ordinal classification is a
classification task where the classes have an inherent order between them. Exist-
ing methods for evaluation of this problem are not suitable in our case that
also requires a high level of interpretability of the results. For this purpose, we
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propose a new method of evaluation which shows the percentage of each error
dimension, Pareto Accuracy (see Sect. 3.6).

Our study presents three main contributions:

1. We present a novel algorithm for completing missing boarding stops using
supervised learning.

2. We develop a new method for evaluating this problem that can be applied to
other domains of ordinal classification.

3. We introduce a new method for embedding boarding stations. This method
reduces imbalance significantly and increases transferability. This enables a
model generated from data of one city to be utilized for prediction boarding
stations in other cities.

In addition to the above contributions, we show which features are most
important in predicting the imputed boarding stops using state-of-the-art SHAP
values [14].

The rest of the paper is organized as follows: In Sect. 2, we give a brief
overview of related works. Section 3 describes the experimental framework and
methods used to develop the model and the extraction of the features. In Sect. 4,
we present the results of this study. In Sect. 5, we discuss the implications of
the findings. Lastly, in Sect. 6, we present our conclusions and future research
directions.

2 Related Work

The smart card system was introduced as a smart and efficient automatic fare
collection (AFC) system in the early 2000s [7] and has become an increasingly
popular payment method [20]. In recent years, smart cards have not only become
an effective payment tool, but also an increasingly popular big data source for
research [1,9]. A comprehensive review of smart card usage literature is provided
by Pelletier et al. [17].

Researchers have now come to realize that the traditional analysis methods
are sub par when used in combination with big data. In recent years, there
has been a shift towards harvesting the prognostic nature of machine learning to
yield predictive analytics. Welch and Widita [21] presented a number of machine
learning algorithms in the field of public transportation.

The current belief is that the proper use of smart card data will yield insights
that were not previously available from traditional methods [21]. A literature
survey on this topic can be found in the paper by Li et al. [13].

One of the well-known problems in data mining is that data is often incom-
plete, and a significant amount of data could be missing or incorrect, as evident
in the study by Lakshminarayan et al. [11]. Missing data imputation should be
carefully handled or bias might be introduced [2], and as shown in their paper,
common methods are not always optimal.

In recent years, techniques to optimize missing data imputation have been
explored further [3], even using state-of-the art deep learning methods to impute
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[4], showing the importance of this area. This field of study, however, has not
been optimized in the field of public transport, and therefore it is compelling to
further examine.

Classification - the domain of this paper, is a form of supervised machine
learning which tries to generalize a hypothesis from a given set of records. It
learns to create h(xi) → yi where y has a finite number of classes [10]. Ordinal
classification is a form of multi-class classification where there is a natural ordinal
ordering between the classes but not necessarily numerical traits for each class.
For this case, a classifier will not necessarily be chosen based on traditional
metrics, such as accuracy, but rather on the severity of its errors [8].

3 Methods and Experiments

Our study’s main goal is to improve public transportation data integrity using
machine learning algorithms. Namely, we developed a supervised learning-based
model to impute missing boarding stops given a smart card dataset. Moreover,
we created a generic model that is fully transferable to other datasets and can
be used to impute missing data in similar transportation datasets without any
adjustments.

First, given a smart card dataset, we pre-processed and cleaned the dataset
(see Sect. 3.2). Then, we extracted a variety of features from the geospatial and
GTFS datasets (see Sect. 3.3). In addition, we converted boarding stops from
their original identifiers to a numerical representation by utilizing GTFS data
(see Sect. 3.4). Next, we applied machine learning algorithms to generate a predic-
tion model that can predict boarding stops (see Sect. 3.5). Lastly, we evaluated
our model compared to schedule-based methods with common metrics. More-
over, we evaluated our supervised algorithm performance using a novel Pareto
Accuracy metric (see Sect. 3.6). In the following subsections, we describe in detail
each step in our methodology.

3.1 Datasets

To apply our methodology for predicting missing boarding stops, we needed to
fuse three types of datasets:

1. Smart card dataset - contains data of smart card unique IDs; traveler types,
such as student or senior travelers; boarding stops; timestamps of boarding;
and unique trip identifiers for the line at that time.

2. GTFS dataset - aligns with the smart card dataset and consists of a detailed
timetable of every trip made by public transport. The GTFS dataset was
used both to enrich the features space as well as transform boarding stops
into a numerical value (see Sect. 3.4).

3. Geospatial dataset- contains a variety of geospatial attributes, such as num-
ber of traffic lights, population density, and more, derived from a geospatial
database.



Imputation of Missing Boarding Stop with Machine Learning 21

3.2 Data Preprocessing

To make the dataset suitable for constructing prediction models, we needed to
remove any record that did not have a boarding stop or a trip ID (a unique
identifier of a trip provided by a specific and unique public transport operator)
from the smart card dataset. Next, we joined the smart card dataset with the
GTFS dataset by matching the trip ID attribute. Furthermore, we joined the
geospatial dataset with the smart card dataset using the GTFS dataset, which
contains all the geographic coordinates of each route.

Table 1. Extracted features

Dataset Feature Explanation

City
geospa-
tial
records

Addresses average Calculate the amount of
addresses listed along the
route

Street light average Calculate the amount of
street lights along the route

Light traffics average Calculate the amount of
trafic lights along the route

GTFS Number of points Calculate the number of
points in shape file in GTFS
per route

Average distance per stop Calculate total length of
route divided by number of
points

Average time per stop Calculate total expected
travel time of route divided
by number of points

Average points to stops Calculate the number of
points in shape file in GTFS
per route divided by number
of points

Time diff of trip Total travel time

GTFS &
smart
card

Time from boarding to last stop Time from boarding time to
expected last stop of the
route

Time from departue to boarding Time from route departue to
boarding time

Predicted sequence GTFS prediction sequence of
the most likely stop

Hourly expected lateness Average lateness per hour

Smart
card

Boardingtime Seconds from midnight Time stamp of boarding to
numerical value- second from
midnight

Boardingtime weekday Day of the week in which the
boarding accord

Is weekend Is it a weekend
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3.3 Features Extraction

While the smart card dataset contains valuable data regarding passengers’ trip,
this data provides only a partial picture of the world.

In addition, there were physical characteristics that could improve the pre-
diction model. These characteristics included such attributes as the number of
traffic lights along the line, which increases the probability of traffic congestion
forming and consequently additional delays. In the feature extraction process1

we extracted three features by utilizing the smart card dataset, eight features by
utilizing the GTFS dataset, and three features by utilizing the geospatial dataset
(see Table 1).

3.4 Embedding Boarding Stops

To construct the prediction model, we used the GTFS dataset to create a naive
schedule-based prediction. This prediction is the transit vehicle’s position along
a line according to the GTFS schedule. Namely, let Si be the sequence number of
the boarding stop based on the GTFS schedule and let Ai be the actual boarding
stop sequence number. Then, we define Di as Di = Ai − Si. Our prediction
model goal was to predict Di by utilizing the variety of features presented in the
previous section (see Table 1).

For instance, consider a passenger who boarded a line at the third stop, i.e.,
Ai = 3, at the time the transit vehicle was scheduled to arrive at the second stop.
The schedule-based prediction would be 2, i.e., Si = 2, the stop where it was
supposed to be at that time. Then, the difference is Di = Ai − Si = 3 − 2 = 1,
and this is the class the algorithm will predict.

3.5 Constructing Prediction Model

To construct a model which can predict boarding stops, we performed the follow-
ing steps: First, we selected several well-known classification algorithms. Namely,
we used Random Forest [18], Logistic Regression [18], and XGBoost [5]. Second,
we split our dataset into training dataset, which consisted of the first three
weeks of data, and test dataset, which consisted of the last week of data. The
algorithm classifies the embedded stop (see Sect. 3.4). Third, for both training
and test datasets, we extracted all 15 features (see Sect. 3.3). Fourth, we con-
structed the prediction models using each one of the selected algorithms. Lastly,
we evaluate each model (see Sect. 4).

3.6 Model Evaluation

We evaluated each model and compared it to the schedule-based method on the
test dataset using common metrics: Accuracy, recall, precision, F1, and Pareto
Accuracy.
1 In Initial experiments we tested 41 features, using stepwise feature selection we

reduced the feature space to 15 (see Table 1).
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We used the following variables for our novel Pareto Accuracy metric: Let
pi be the predicted sequence of stopi, ai be the actual sequence and di be the
absolute difference between them. Let l be the limit of acceptable difference for
imputation, i.e. if an error of one stop is tolerated, such as for neighborhood
segmentation, then l = 1.

Let indicator Xi =

{
1 if di ≤ l

0 otherwise
. We defined Pareto Accuracy as follows:

PAl =
∑n

i=1 Xi

n
.

The PA metric is a generalization of the accuracy metric. Namely, PA0 is the
well-known accuracy metric. The primary advantage of using the PA metric is for
evaluating the true dimension of error while being extremely robust to outliers
(by setting parameter l), unlike other ordinal classification methods. Moreover,
this metric is highly informative since its outcome value can be interpreted easily;
for example, 0.6 means that 60% of predictions had at most l difference from
true labels.

For example, let us consider a set of eight observations of embedded boarding
stops {−2, 0, 3, 20, −3, 4, 3, 2}, where each observation is a simulated boarding
by a passenger where each number (Di) in the set represents the difference
between expected (Si) and actual boarding stops (Ai), (see Sect. 3.4). The fourth
observation, with a value of 20, is an outlier, which might occur due to some fault
in the decoder device of the public transport operator. We do not want to predict
it, as it is naturally unpredictable. We seek a metric that will both be resilient to
outliers, as they are unpredictable, and still account for the true dimension of the
errors (see Sect. 2). Let us compare two classifiers, A and B. Classifier A predicted
the following boarding stops {−2, 0, 4, 3,−2, 3, 2, 2}, while Classifier B predicted
{3, 0, 3, 7, 1, 1, 3, 2}. Classifier A is a more useful classifier since, in general, its
predicted values are closer to the actual values; i.e., its variance is very small,
which makes it more reliable. However, when using the classical accuracy and
RMSE metrics, Classifier B has a higher accuracy and lower RMSE values than
Classifier A, with accuracy values of 50% vs. 37.5%, and RMSE values of 5.2 vs.
6. By using the Pareto Accuracy (PA1), we obtain a more accurate picture in
which Classifier A clearly outperforms Classifier B (87.5% vs. 50%). Here, we see
a case were metrics used for both classical classification (accuracy) and ordinal
classification (RMSE) do not reflect the actual performance of each classifier.

Lastly, since we wanted to enrich our understanding on the nature and pat-
terns of public transport, we produced and analysed feature importance (see
Fig. 2) by utilizing the state-of-the-art method SHAP values [14].
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3.7 Experiment Settings

To evaluate the above methodology, we chose to focus on the city of Beer Sheva,
Israel. We utilized a smart card dataset, consisting of over a million records from
over 85,000 distinct travelers for one month during November-December 2018.
We chose this city since the boarding stop information was complete and road
traffic is not prone to congestion.

We also used a GTFS dataset, containing over 27,000 stops with over 200,000
trips, and including all the agencies (operators) in Israel.2 The dataset includes
a detailed timetable for every transit trip taken by public transport. We utilize
the GTFS and geospatial datasets to enrich our feature space (see Sect. 3.3) and
to transform our boarding stops with the detailed timetable (see Sect. 3.4). We
extracted the 15 features from the above datasets as mentioned in Sect. 3.3. Next,
we embedded the stops to a numerical value as described in Sect. 3.4. Lastly, we
developed a machine learning algorithm to classify the above boarding stops (see
Sect. 3.5) and evaluated the classifier’s performance (see Sect. 3.6).

Additionally we used the above methodology on a smaller dataset from the
city of Kiryat Gat, Israel. Evaluation was done on one day with about 4 K obser-
vations. Boarding stops were embedded and features were created exactly as
mentioned above. In the future we would like to validate this on larger dataset.

4 Results

Using the aforementioned datasets, we trained several classifiers and evaluated
their performance. Among all trained classifiers, the XGBoost classifier presented
the highest performance (see Table 2). Comparison was done with common met-
rics as stated in Sect. 3.6. In addition, we evaluated our new proposed metric,
Pareto Accuracy. We chose to evaluate on error size of 1 i.e. PA1. This is due
to the fact that a larger gap would be usually unacceptable and PA1 is highly
correlated to PAi for i > 1.

Table 2. Classifiers performances

Algorithm Accuracy Recall Precision AUC PA1

Schedule based 0.209 0.209 0.212 0.59 0.47

Logistic Regression 0.205 0.205 0.097 0.562 0.474

Random Forest 0.368 0.368 0.348 0.65 0.672

XGBoost 0.41 0.41 0.393 0.675 0.712

2 https://transitfeeds.com/p/ministry-of-transport-and-road-safety/820.

https://transitfeeds.com/p/ministry-of-transport-and-road-safety/820
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Fig. 2. Feature importance using shap values

5 Discussion

From the above results we can conclude the following: First, our methodology
for embedding boarding stops demonstrates several advantages: (a) the proposed
algorithm is a generic model that can be used with different smart card datasets
since the labels (numeric representations) are always aligned (see Sect. 3.4); (b)
by encoding the boarding stops, our proposed method ensures that the number
of distinct labels will be very small and can reduce the computation time signif-
icantly for generating a prediction model since classification computation time
is correlated to the number of labels; and (c) boarding stops inherently have
an extremely imbalanced nature. This poses a considerable challenge to classify
many classes accurately with such imbalance; however, we managed to reduce
the imbalanced nature of the problem significantly.

Second, from the SHAP values presented in Fig. 2, the following can be noted:
(a) most important feature is the prediction created by the scheduling-based
method, i.e., Predicted sequence, which shows it is highly correlated to actual
patterns and is very useful for classifying; (b) other than the first two features,
the next four features are temporal, which is logical in that different time peri-
ods have an impact on traffic (such as morning commute); (c) while geospatial
features do not have the highest values of importance, they are not insignificant,
and thus we can conclude that physical attributes affect the nature of our prob-
lem, such as denser areas can lead to more congestion; and (d) the two least
significant pertain to day of the week, and we can conclude that daily public
transport routines remained quite stable in our case study.
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Lastly, we introduced a new metric in this paper, a generalized accuracy met-
ric we named Pareto Accuracy, which helps compare classifiers for ordinal classi-
fication. This metric is more robust to outliers, more interpretable, and accounts
for the true dimension of errors. In addition, the metric is easy to implement. In
the future we hope to understand how Pareto Accuracy can improve additional
ordinal classification use cases.

6 Conclusions and Future Work

We assert that the straightforward used schedule-based methods suffer from sub
par performance in terms of accuracy and other key metrics, as well as being
highly dependent on centrality of stops. These attributes reduce the imputed
data’s integrity and make it less suitable for usage. In contrast, we showed that
the proposed model outperformed the schedule-based method in all metrics.

In addition, our method is based on generic classification and thus can be used
in a wide variety of transportation use cases, such as prediction of alighting stops,
imputing other attributes of interest, etc. Initial results on another city (Kiryat
Gat, Israel) looks promising compared to the current schedue-based method,
yielding 30% accuracy vs 20%. In the future, we would like to test our model
in other cities to verify its generalization. In addition, we would like to test the
influence of transfer learning on new datasets.

There are a few limitations to the study worth noting. Our method requires
several constraints to succeed, such as the availability of timestamp, trip IDs, and
existing trip timetable. In addition, the generality of our method can increase
bias as it ignores features that cannot be transferred from one dataset to another.

In conclusion, by mining smart card data we were able to construct a pas-
senger boarding stop prediction model that clearly surpasses the schedule-based
method. Our study revealed that applying machine learning techniques improves
the integrity of public transport data, which can significantly benefit the field of
transportation planning and operations.
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Abstract. Finding a low dimensional representation of hierarchical,
structured data described by a network remains a challenging problem in
the machine learning community. An emerging approach is embedding
networks into hyperbolic space since it can naturally represent a net-
work’s hierarchical structure. However, existing hyperbolic embedding
approaches cannot deal with attributed networks, where nodes are anno-
tated with additional attributes. To overcome this, we propose HEAT (for
Hyperbolic Embedding of Attributed Networks). HEAT first extracts
training samples from the network that captures both topological and
attribute node similarity and then learns a low-dimensional hyperboloid
embedding using full Riemannian Stochastic Gradient Descent. We show
that HEAT can outperform other network embedding algorithms on
several common downstream tasks. As a general network embedding
method, HEAT opens the door to hyperbolic manifold learning on a
wide range of both attributed and unattributed networks.

Keywords: Network embedding · Hyperbolic embedding · Random
walk

1 Introduction

The success of machine learning algorithms often depends upon data represen-
tation. Unsupervised representation learning – learning alternative (low dimen-
sional) representations of data – has become common for processing information
on non-Euclidean domains, such as complex networks. Prediction over nodes
and edges requires careful feature engineering and representation learning leads
to the extraction of features from a graph that are most useful for downstream
tasks, without careful design or a-priori knowledge [1].

An emerging representation learning approach for complex networks is hyper-
bolic embedding. This is based on compelling evidence that the underlying met-
ric space of many complex networks is hyperbolic [2]. A hyperbolic space can
be interpreted as a continuous representation of a discrete tree structure that
captures the hierarchical organisation of elements within a complex system [2].
Furthermore, hyperbolic metric spaces have been shown to explain other char-
acteristics typical to complex networks, characteristics such as clustering [2] and
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the “small world” phenomenon [3]. Hyperbolic spaces therefore offer a natural
continuous representations of hierarchical complex networks [2].

However, existing hyperbolic embedding approaches cannot deal with
attributed networks, of which nodes (entities) are richly annotated with
attributes [4]. For example, a paper within a citation network may be anno-
tated with the presence of keywords, and the people in a social network might
have additional information such as interests, hobbies, and place of work. These
attributes might provide additional proximity information to constrain the rep-
resentations of the nodes. Therefore, incorporating node attributes can improve
the quality of the final embedding, with respect to many different downstream
tasks [4].

This paper proposes the first hyperbolic embedding method for attributed
networks called HEAT. The intuition behind HEAT is to extract training sam-
ples from the original graph, which can capture both topological and attribute
similarities, and then learn a hyperbolic embedding based on these samples. To
extract training samples, a novel random walk algorithm with a teleport proce-
dure is developed. The purpose of this walk is to capture phantom links between
nodes that do not necessarily share a topological link, but have highly simi-
lar attributes. To learn the embeddings from these extracted samples, HEAT
employs a novel learning objective that is optimized using full Riemannian
stochastic gradient descent in hyperbolic space.

Thorough experimentation shows that HEAT can achieve better performance
on several downstream tasks compared with several state-of-the-art embedding
algorithms. As a general framework, HEAT can embed both unattributed and
attributed networks with continuous and discrete attributes, which opens the
door to hyperbolic manifold learning for a wide range of complex networks.

1.1 Related Work

Recently, graph convolution has been generalised to hyperbolic space to allow for
non-Euclidean representation learning on attributed networks [5]. The algorithm
in [6] embeds networks to the Poincaré ball using retraction updates to optimize
an objective that aims to maximize the likelihood of observing true node pairs
versus arbitrary pairs of nodes in the network. This approach was improved by
the same authors and applied to the hyperboloid model of hyperbolic space [7].
Additionally, trees can be embedded in hyperbolic space without distortion [8]
and so, some works by embed general graphs to trees and then compute an exact
distortion-free embedding of the resulting tree [9].

For attributed network embedding in Euclidean space, several algorithms
have been proposed. Text-assisted Deepwalk (TADW) [10] generalizes Deepwalk
[11] to nodes with text attributes. By generalizing convolution from regular pixel
lattices to arbitrary graphs, it is possible embed and classify entire graphs [12].
Furthermore, the popular Graph Convolutional Network (GCN) extend this app-
roach to simplify graph convolution in the semi-supervised setting [13]. Graph-
SAGE introduces an inductive framework for online learning of node embeddings
capable of generalizing to unseen nodes [4].
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2 Hyperboloid Model of Hyperbolic Geometry

Due to the fundamental difficulties in representing spaces of constant negative
curvature as subsets of Euclidean spaces, there are not one but many equiv-
alent models of hyperbolic spaces [14]. The models are equivalent because all
models of hyperbolic geometry can be freely mapped to each other by a dis-
tance preserving mapping called an isometry. Each model emphasizes different
aspects of hyperbolic geometry, but no model simultaneously represents all of
its properties.

For HEAT, the hyperboloid model is selected for the simple form of Rieman-
nian operations. The main advantage of this is that the simple forms allow for the
inexpensive computation of exact gradients and, therefore, HEAT is optimized
using full Riemannian Stochastic Gradient Descent (RSGD) [7], rather than
approximating gradient descent with retraction updates [6]. Ultimately, this has
the advantage of faster convergence [7]. Unlike disk models, that sit in an ambi-
ent Euclidean space of dimension n, the hyperboloid model of n-dimensional
hyperbolic geometry sits in n+1-dimensional Minkowski space-time. Minkowski
space-time is denoted R

n:1, and a point x ∈ R
n:1 has spacial coordinates xi for

i = 1, 2, ..., n and time co-ordinate xn+1.
HEAT requires the Minkowski bilinear form for both its learning objective

as well as for parameter optimization. The Minkowski bilinear form is defined as
〈u,v〉Rn:1 =

∑n
i=1 u

ivi − ψ2un+1vn+1 where ψ is the speed of information flow
in our system (here set to 1 for simplified calculations). This bilinear form is an
inner product and allows the computation of the Minkowski norm: ||u||Rn:1 :=√〈u,u〉

Rn:1 . Using the bilinear form, the hyperboloid is defined as H
n = {u ∈

R
n:1 | 〈u,u〉Rn:1 = −1,un+1 > 0}. The first condition defines a hyperbola of two

sheets, and the second one selects the top sheet.
In addition, the bilinear form is required to define the distance between

two points on the hyperboloid, which is incorporated as part of HEAT’s train-
ing objective function. The distance between two points u,v ∈ H

n is given
by the length of the geodesic between them DHn(u,v) = arccosh(γ) where
γ = −〈u,v〉Rn:1 [7].

To update parameters, HEAT performs full RSGD. This requires defining
the tangent space of a point u ∈ H

n, that is denoted TuH
n. It is the collection

of all points in R
n:1 that are orthogonal to u, and is defined as TuH

n = {x ∈
R

n:1 | 〈u,x〉Rn:1 = 0}. It can be shown that 〈x,x〉Rn:1 > 0 ∀x ∈ TuH
n ∀u ∈ H

n,
and so the tangent space of every point the hyperboloid is positive-definite, and
so H

n is a Riemannian manifold [7].

3 Hyperbolic Embedding of Attributed Networks

We consider a network of N nodes given by the set V with |V | = N . We use
E to denote the set of all interactions between the nodes in our network. E =
{(u, v)} ⊆ V ×V . We use the matrix W ∈ R

N×N to encode the weights of these
interactions, where Wuv is the weight of the interaction between node u and



HEAT: Hyperbolic Embedding of Attributed Networks 31

node v. We have that Wuv �= 0 ⇐⇒ (u, v) ∈ E. If the network is unweighted
then Wuv = 1 for all (u, v) ∈ E. Furthermore, the matrix X ∈ R

N×d describes
the attributes of each node in the network. These attributes may be discrete or
continuous. Edge attributes could be handled by transforming them into node
attributes shared by both nodes connected by the edge. We consider the problem
of representing a graph given as G = (V,E,W,X) as set of low-dimensional
vectors in the n-dimensional hyperboloid {xv ∈ H

n | v ∈ V }, with n 
 N . The
described problem is unsupervised.

3.1 HEAT Overview

Our proposed HEAT consists of two main components:

1. A novel network sampling algorithm based on random walks to extract sam-
ples than can capture both topological and attribute similarity.

2. A novel learning algorithm that can learn hyperbolic embeddings from train-
ing samples using Riemannian stochastic gradient descent (RSGD) in hyper-
bolic space.

3.2 Sample the Network Using Random Walks with Jump

We propose a novel random-walk procedure to obtain training samples that
capture both topological and attribute similarity. Random walks have been pro-
posed in the past as a robust sampling method of elements from structured data,
such as graphs, since they provide an efficient, flexible and parallelizable sam-
pling method [11]. For every node in the network, several ‘walks’ with a fixed
length l are performed [1]. We note that random walks traditionally take into
account only first-order topological similarity, that is: nodes are similar if they
are connected in the network. However, additional topological similarity can be
considered. For example, second-order similarity between nodes (that is: the sim-
ilarity of neighbourhoods) could be incorporated into the topological similarity
matrix using a weighted sum [15]. We leave this as future work.

We propose that, in addition to standard random walks which capture topo-
logical similarity, we use attribute similarity to ‘jump’ the random walker to the
nodes with similar attributes. To this end, we define the attribute similarity Y
as cosine similarity of the attribute vectors of the nodes. We assign a value of 0
similarity to any negative similarity values. We select cosine similarity as it can
readily handle high dimensional data well without making a strong assumption
about the data. We propose HEAT as a general framework and, so, can change
the cosine similarity to a more sophisticated and problem-dependant measure of
pairwise node attribute similarity.

To define the probability of moving from a node to another based on both
topological and attribute similarity, we then additionally define W̄ and Ȳ to
be the row-normalized versions of the weight matrix W and attribute similarity
matrix Y respectively. Each row in W̄ and Ȳ describes a discrete probability
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distribution corresponding to the likelihood of jumping from one node to the
next according to either topological similarity or attribute similarity.

To control the trade-off between topology and attributes, we define the hyper-
parameter 0 ≤ α ≤ 1. Formally, we use i to denote the ith node in the walk
(x0 = s), and for each step i = 1, 2, ..., l in the walk, we sample πi ∼ U(0, 1) and
determine the ith node as follows: if πi < α, then P (xi = v | xi−1 = u) = Ŷuv,
else P (xi = v | xi−1 = u) = Ŵuv.

We follow previous works and consider nodes that appear within a maximum
distance of each other in the same walk to be “context pairs” [1,11]. We call this
maximum distance the “context-size” and it is a hyper-parameter that controls
the size of a local neighbourhood of a node. Previous works show that increasing
context size typically improves performance, at some computational cost [1]. All
of the source-context pairs are added into a set D.

3.3 Setting α

For practical applications, we suggest the following approach to set the value
of the hyper-parameter α that controls the trade-off between topology and sim-
ilarity in the sampling process: First, randomly sample a proportion of edges
from the network and remove them. Next, select an equal number of ‘non-edge’
node pairs (u, v) ∈ V × V \ E. These two edge sets will form a validation set.
Then perform HEAT to generate hyperboloid embeddings for a range of values
of α. Removed edges can be ranked against the sampled non-edges and a global
ranking measure, such as AUROC or AP, could be used to select a value for
α. This procedure is performed in Sect. 4.3, where we evaluate link prediction.
As we show in Sect. 4.4, HEAT is robust to the setting of α for three common
downstream tasks.

3.4 Hyperboloid Embedding Learning

For the hyperboloid embedding learning procedure of HEAT, we aim to maximise
the probability of observing all of the pairs in D in the low-dimensional embedded
space. We define the probability of two nodes sharing a connection to be a
function of their distance in the embedding space. This is motivated by the
intuition of network embedding that nodes separated by a small distances share
a high degree of similarity and should, therefore share a high probability of
connection, and nodes very far apart in the embedding space should share a low
probability of connection. This principle forms the basis of an objective function
that is optimized by HEAT to learn node embeddings.

We make the common simplifying assumption that the distance between
a source node and neighbourhood is symmetric (i.e. P ((u, v)) = P ((v, u)) for
all u, v ∈ V ) [1]. To this end, we define the symmetric function P̂ ((u, v)) :=
−D2

Hn(u,v) to be the unnormalized probability of observing a link between
source node u and context node v, where u and v are their respective hyper-
bolic positions. We square the distance as this leads to stable gradients [9].
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We normalize the probability using: P ((u, v)) := exp(P̂ ((u, v)))/Z(u), where
Z(u) :=

∑
v′∈V exp(P̂ ((u, v′))).

However, computing the gradient of the partition function Z(u) involves a
summation over all nodes v ∈ V , which for large networks, is prohibitively com-
putationally expensive [1]. Following previous works, we overcome this limitation
through negative sampling. We define the set of negative samples for u, as the
set of v for we observe no relation with u: Neg(u) := {v ∈ V | (u, v) �∈ D}.
We further define NegK(u, v) := {xi ∼Pn Neg(u) | i = 1, 2, ...,K} ∪ {v} to be a
random sample with replacement of size K from the set of negative samples of u,
according to a noise distribution Pn including v. Following [1], we set Pn = U

3
4 ,

the unigram distribution raised to the 3/4 power.
We aim to represent the obtained distribution of pairs in a low-dimensional

hyperbolic space. To this end, we formulate a loss function L that encourages
maximising the probability of observing all positive sample pairs P (v | u) for all
(u, v) ∈ D and minimising the probability of observing all other pairs. To this
end, we define the loss function L for an embedding Θ = {u ∈ H

n | u ∈ V } to
be the mean of negative log-likelihood of observing all the source-context pairs
in D, against the negative sample noise:

L(Θ) = − 1
|D|

∑

(u,v)∈D
log

[
exp

(−D2
Hn(u,v)

)

∑
v′∈NegK(u,v) exp (−D2

Hn(u,v′))

]

(1)

The numerator of Eq. (1), exp
(−D2

Hn(u,v)
)
, is concerned with the hyper-

bolic distance between nodes u and v in the positive sample set D. Minimising L
involves minimising the distance between u and v in the embedding space. The
denominator is a sum over all v′ in a given sample of size m of the negative sam-
ples for node u. Minimising L involves maximising this term, thereby pushing u
and v′ far apart in the embedding space. Overall, we observe that minimising
L involves maximising P ((u, v)) for all (u, v) ∈ D as required. This encourages
source-context pairs to be close together in the embedding space, and u to be
embedded far from the noise nodes v′ [6].

3.5 Optimization

Since we use hyperboloid model, unlike some previous works [6,9] that use the
Poincaré ball model and approximate gradients with retraction updates, we are
able to use full Riemannian optimization and so our gradient computation is
exact and possesses a simple form [7]. We follow a three step procedure in to
compute gradients and then update hyperbolic coordinates [7].

To compute the gradient of L for vector u ∈ H
n with respect to the hyper-

boloid ∇H
n

u L, we first compute the gradient with respect to the Minkowski ambi-
ent space R

n:1 as

∇R
n:1

u L =

(
∂L

∂u1

∣
∣
∣
∣
u

, ...,
∂L

∂un

∣
∣
∣
∣
u

,− ∂L

∂un+1

∣
∣
∣
∣
u

)

(2)
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Fig. 1. Three step optimization on H
n. (a) provides a representation of H

1 a one
dimensional manifold in two dimensional Minkowski space R

1:1. One point on H
1 is

highlighted: u. The red arrow is an example ∇R
n:1

xu
L vector. Finally, TuH

n is given by

the dotted black line. (b) highlights the component of ∇R
n:1

xu
L lying on TuH

n. Finally,

(c) plots the mapping from −η∇H
n

u L back to the hyperboloid using the exponential
map Expu.

Let ouv := −D2
Hn(u,v) and NegK(u) :=

⋃

{v|(u,v)∈D}
NegK(u, v). Then

∇R
n:1

u L =
1

|D| Σ
v∈NegK(u)

(δvv′ − P ((u, v))) · 2 · arccosh (−〈u,v〉Rn:1)
√

〈u,v〉2
Rn:1 − 1

· v (3)

where δvv′ is the Kronecker delta function. We then use the vector projection
formula to compute the projection of the ambient gradient to its component in
the tangent space:

∇H
n

u L = ∇R
n:1

u L + 〈u,∇R
n:1

u L〉Rn:1 · u (4)

Having computed the gradient component in the tangent space of u, we define
the exponential map to take a vector x ∈ TuH

n to its corresponding point on
the hyperboloid:

Expu(x) = cosh(r) · u + sinh(r) · x/r (5)

where r = ||x||Rn:1 =
√〈x,x〉

Rn:1 denotes the Minkowski norm of x.
Altogether, we have that the three-step procedure for computing the new

position of u, with learning rate η is: First, calculate ambient gradient ∇R
n:1

u L

(Eq. (3)). Next, project ∇R
n:1

u L to tangent ∇H
n

u L(Eq. (4)). Finally, set u =
Expu

(−η∇H
n

u L
)

(Eq. (5)). Figure 1 provides an example of this procedure oper-
ating on H

1.

4 Experimental Validation

4.1 Datasets and Benchmarks

We evaluate HEAT on three citation networks: Cora ML (N = 2995, |E| = 8416,
d = 2879, y = 7), Citeseer (N = 4230, |E| = 5358, d = 2701, y = 6), and



HEAT: Hyperbolic Embedding of Attributed Networks 35

Pubmed (N = 18230, |E| = 79612, d = 500, y = 3) [16]; one PPI network
(N = 3480, |E| = 54806, d = 50, y = 121) [4]; and one social network for
MIT university (N = 6402, |E| = 251230, d = 2804, y = 32) [17]. Here we use
N , |E|, d, and y to denote the number of nodes, edges, attributes and labels
respectively. Features for all networks were scaled to have a mean of 0 and a
standard deviation of 1.

We compare against the following benchmark algorithms from literature:
DEEPWALK [11], TADW [10], AANE [18], the GraphSAGE [4] implementation
of the GCN (SAGEGCN) [13], and N&K, an unattributed embedding approach
to the Poincaré ball [6]. Furthermore, we use a method based purely on SVD of
the attribute similarity matrix (ATTRPURE) [17].

For all benchmark methods we adopt the original source code and follow
the suggestions of the original papers for parameter settings. For Deepwalk: we
set walks per node to 10, walk length to 80, context size to 10 and top-k value
to 30. For TADW, and AANE, we set the balancing factors to 0.2, 0.05, and
0.8 respectively. For SAGEGCN, we set learning rate, dropout rate, batch size,
normalization, weight decay rate and epochs to 0.001, 0.5, 512, true, 1e−4 and
100 respectively. For N&K, we set learning rate, epochs, negative samples, batch
size, and burn-in to 1.0, 1500, 10, 512 and 20 respectively. For HEAT, we set
learning rate, epochs, negative samples, batch size, context-size, walks per node,
and walk length to 1.0, 5, 10, 512, 10, 10, and 80 respectively. We fix α = 0.2
for all experiments, which we determined by applying the procedure described
in Sect. 3.3 on the Cora ML network. We train all methods in an unsupervised
manner. For each experiment, we perform 30 independent runs of all algorithms
and report the mean result.

4.2 Network Reconstruction and Link Prediction

Following common practice, we use network reconstruction to evaluate the capac-
ity of the learned embeddings to reflect the original data [6]. After training our
model to convergence upon the complete information, we compute distances in
the embedding space between all pairs of nodes according to both models. For
link prediction, we randomly select 10% of the edges in the network and remove
them [6]. We then randomly select also an equal number of non-edges in the net-
work. An embedding is learned for each incomplete network and pairs of nodes
are ranked by distance.

Table 1 provides a summary of the network reconstruction and link prediction
results for embedding dimension 10. For reconstruction, we observe that HEAT
has a high capacity for learning network structure, even at low dimensions.
Further, by incorporating attributes, performance increased further on two out of
the five networks studied. The link prediction results demonstrate that HEAT is
capable of highly competitive link prediction ability with and without attributes.
We observe that the inclusion of attributes improves performance on three out
of five networks and suggest that this is because of the high level of homophily
in citation networks.
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Table 1. Summary of network reconstruction and link prediction results for embedding
dimension 10. Bold text indicates the best score.

Reconstruction Link Prediction

Cora ML

Rank AUROC AP mAP p@1 p@3 p@5 p@10 Rank AUROC AP mAP

N&K 209.8 0.987 0.986 0.674 0.791 0.736 0.723 0.713 96.6 0.922 0.935 0.248

AANE 3945.7 0.758 0.775 0.145 0.182 0.192 0.206 0.238 315.3 0.743 0.761 0.098

TADW 539.9 0.967 0.959 0.401 0.458 0.425 0.438 0.444 72.8 0.941 0.933 0.180

ATTRPURE 4768.0 0.708 0.735 0.124 0.156 0.164 0.174 0.203 356.5 0.710 0.736 0.093

DEEPWALK 185.6 0.989 0.986 0.712 0.757 0.723 0.722 0.720 178.9 0.855 0.896 0.224

SAGEGCN 913.9 0.944 0.935 0.289 0.304 0.341 0.363 0.392 160.5 0.870 0.873 0.114

HEATα=0.00 40.9 0.998 0.997 0.853 0.874 0.869 0.858 0.850 131.8 0.893 0.928 0.276

HEATα=0.20 58.6 0.996 0.995 0.838 0.895 0.838 0.823 0.813 49.0 0.961 0.963 0.288

Citeseer

N&K 67.5 0.994 0.994 0.799 0.774 0.772 0.800 0.837 145.5 0.820 0.853 0.204

AANE 3741.9 0.650 0.645 0.097 0.088 0.112 0.132 0.196 284.8 0.646 0.643 0.086

TADW 297.1 0.972 0.964 0.376 0.314 0.352 0.399 0.469 55.9 0.931 0.917 0.149

ATTRPURE 3922.2 0.633 0.630 0.089 0.083 0.102 0.126 0.189 297.1 0.630 0.630 0.083

DEEPWALK 23.5 0.998 0.997 0.798 0.721 0.805 0.853 0.899 259.9 0.677 0.775 0.213

SAGEGCN 618.9 0.942 0.939 0.216 0.160 0.291 0.364 0.470 138.1 0.829 0.848 0.132

HEATα=0.00 9.6 0.999 0.999 0.830 0.740 0.898 0.932 0.967 16.5 0.981 0.979 0.791

HEATα=0.20 7.6 0.999 0.999 0.926 0.899 0.894 0.908 0.933 6.3 0.993 0.994 0.810

Pubmed

N&K 451.5 0.995 0.994 0.737 0.743 0.803 0.835 0.835 801.7 0.880 0.900 0.210

AANE 19746.8 0.777 0.784 0.104 0.106 0.187 0.219 0.253 1503.8 0.774 0.782 0.088

TADW 2155.6 0.976 0.973 0.514 0.502 0.550 0.600 0.617 465.5 0.930 0.923 0.157

ATTRPURE 25982.8 0.707 0.707 0.097 0.098 0.175 0.207 0.241 1954.5 0.706 0.706 0.082

DEEPWALK 565.1 0.994 0.993 0.816 0.794 0.808 0.845 0.856 1742.8 0.738 0.833 0.203

SAGEGCN 4118.9 0.954 0.945 0.261 0.215 0.341 0.405 0.467 635.5 0.905 0.901 0.114

HEATα=0.00 115.8 0.999 0.998 0.823 0.753 0.863 0.896 0.905 463.6 0.930 0.931 0.202

HEATα=0.20 161.8 0.998 0.998 0.908 0.913 0.876 0.892 0.893 322.8 0.952 0.954 0.256

PPI

N&K 6757.7 0.938 0.940 0.421 0.801 0.699 0.664 0.640 722.1 0.912 0.918 0.185

AANE 50719.7 0.537 0.588 0.089 0.470 0.251 0.201 0.168 3822.2 0.535 0.582 0.070

TADW 23408.8 0.786 0.767 0.142 0.502 0.298 0.258 0.242 2237.5 0.728 0.722 0.080

ATTRPURE 51304.6 0.511 0.512 0.038 0.164 0.084 0.065 0.051 3854.5 0.511 0.511 0.018

DEEPWALK 9962.9 0.909 0.903 0.388 0.721 0.582 0.543 0.523 1066.4 0.870 0.873 0.144

SAGEGCN 44688.5 0.592 0.607 0.095 0.455 0.218 0.169 0.137 3622.2 0.560 0.574 0.067

HEATα=0.00 4926.0 0.955 0.952 0.468 0.782 0.696 0.664 0.643 431.6 0.948 0.947 0.255

HEATα=0.20 5628.5 0.949 0.946 0.457 0.786 0.667 0.627 0.604 493.0 0.940 0.940 0.241

MIT

N&K 32506.7 0.927 0.930 0.565 1.000 0.884 0.855 0.827 2727.1 0.918 0.922 0.256

AANE 157174.0 0.647 0.639 0.189 1.000 0.528 0.414 0.321 11816.8 0.646 0.638 0.098

TADW 79981.9 0.820 0.814 0.397 1.000 0.760 0.700 0.639 6133.4 0.816 0.815 0.180

ATTRPURE 171241.0 0.615 0.617 0.184 0.993 0.543 0.428 0.323 12823.6 0.616 0.617 0.098

DEEPWALK 33037.6 0.926 0.919 0.578 1.000 0.857 0.819 0.782 2834.4 0.915 0.909 0.241

SAGEGCN 89637.4 0.798 0.797 0.380 1.000 0.670 0.599 0.545 7142.0 0.786 0.784 0.153

HEATα=0.00 24776.7 0.944 0.940 0.639 1.000 0.902 0.877 0.850 2246.9 0.933 0.930 0.279

HEATα=0.20 28621.0 0.936 0.934 0.633 1.000 0.901 0.870 0.839 2510.4 0.925 0.925 0.273
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4.3 Node Classification

To evaluate node classification, we learn an embedding, using complete topo-
logical and attribute information, in an unsupervised manner. We then use an
out-of-the-box Support Vector Classifier (SVC) to evaluate the separation of
classes in the embedding space For hyperbolic embeddings (HEAT and N&K),
we first project to the Klein model of hyperbolic space, which preserves straight
lines [14]. For the PPI network, each protein has multiple labels from the Gene
Ontology [4]. To evaluate our model in this multi-label case, we adopt a one-vs-all
setting, where we train a separate classifier for each class.

Table 2. Summary of node classification results for embedding dimension 10. All
measures are micro-averaged. Bold text indicates best performance.

Cora ML PPI

F1 Precision Recall AUROC F1 Precision Recall AUROC

N&K 0.761 0.827 0.704 0.953 0.387 0.695 0.268 0.704

AANE 0.706 0.814 0.624 0.944 0.395 0.688 0.277 0.705

TADW 0.837 0.869 0.808 0.983 0.393 0.688 0.275 0.705

ATTRPURE 0.675 0.782 0.594 0.937 0.398 0.688 0.281 0.705

DEEPWALK 0.855 0.886 0.827 0.977 0.387 0.694 0.269 0.704

SAGEGCN 0.679 0.758 0.616 0.933 0.388 0.694 0.269 0.704

HEATα=0.0 0.804 0.858 0.756 0.965 0.388 0.694 0.269 0.704

HEATα=0.2 0.849 0.884 0.817 0.980 0.388 0.694 0.269 0.704

Citeseer MIT

F1 Precision Recall AUROC F1 Precision Recall AUROC

N&K 0.516 0.856 0.370 0.861 0.508 0.858 0.361 0.937

AANE 0.609 0.829 0.482 0.897 0.036 0.414 0.019 0.866

TADW 0.878 0.899 0.857 0.980 0.544 0.739 0.430 0.949

ATTRPURE 0.597 0.837 0.465 0.892 0.056 0.409 0.030 0.869

DEEPWALK 0.927 0.939 0.916 0.987 0.661 0.841 0.544 0.965

SAGEGCN 0.466 0.727 0.347 0.843 0.480 0.832 0.337 0.929

HEATα=0.0 0.594 0.857 0.455 0.879 0.634 0.849 0.507 0.959

HEATα=0.2 0.887 0.914 0.861 0.981 0.637 0.819 0.522 0.960

Pubmed Mean Rank on All Datasets

F1 Precision Recall AUROC F1 Precision Recall AUROC

N&K 0.797 0.815 0.780 0.933 5.4 3 5.6 5.6

AANE 0.830 0.840 0.819 0.947 4.2 5.8 4.2 4.2

TADW 0.778 0.797 0.761 0.921 3.8 4.8 3.6 3.2

ATTRPURE 0.781 0.806 0.758 0.912 5.2 6.6 5.4 5.2

DEEPWALK 0.765 0.792 0.740 0.907 3.8 3.2 3.6 3.2

SAGEGCN 0.768 0.791 0.746 0.906 6.8 6.6 6.8 7.4

HEATα=0.0 0.807 0.823 0.791 0.933 4 3 4 4

HEATα=0.2 0.797 0.815 0.780 0.933 2.6 2.8 2.6 3
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Table 2 proves a summary of the node classification results. While HEAT
never ranked first for any network, it consistently ranked highly on all networks
unlike all other benchmark algorithms – with HEATα=0.2 the best overall rank
averaged across all the datasets. Further, we observe that, when considering node
attributes, HEAT outperformed the other hyperbolic embedding algorithm N&K
on all networks. We also note that, even without node attributes, HEAT obtained
better results than N&K on all networks. Comparing with the Euclidean bench-
mark algorithms, we observe competitive results – especially when incorporating
attributes.

4.4 Sensitivity to the Setting of α

We carried out preliminary experiments to evaluate HEAT’s robustness to the
setting of the control parameters. Our results indicated that the most sensitive
parameter is α, which controls the trade off between considering topology and
attributes. We run HEAT over a range of values α ∈ [0, 1] in steps of 0.05.
Figure 2 plots AUROC scores for network reconstruction, link prediction and
node classification obtained from a 5 dimensional embedding. From the three
plots, we observe that the performance of HEAT on the three tasks on all of the
networks is robust to a wide range of values of α (especially α ∈ [0, 0.5]).

(a) Network reconstruction (b) Link prediction (c) Node classification

Fig. 2. The effect of the setting of α (x-axis) on the AUROC scores (y-axis) on three
downstream machine learning tasks: (a) network reconstruction, (b) link prediction,
and (c) node classification.

5 Conclusion

This paper presents HEAT to fill the gap of embedding attributed networks
in hyperbolic space. We have designed a random walk algorithm to obtain the
training samples that capture both network topological and attribute similarity.
We have also derived an algorithm that learns hyperboloid embeddings from the
training samples. Our results on five benchmark attributed networks show that,
by including attributes, HEAT can improve the quality of a learned hyperbolic
embedding in a number of downstream machine learning tasks. We find that, in
general, HEAT does not perform as well in the node classification task compared
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with the Euclidean benchmark algorithms (Table 2) than in the network recon-
struction and link prediction tasks (Table 1). While it is the most consistent
across all datasets, it does not rank first on any particular dataset as it does for
reconstruction and link prediction. This could be attributed to the SVC learn-
ing sub-optimal decision boundaries, since it is using a Euclidean optimization
procedure. Logistic regression has been generalized to the Poincaré ball [19], and
this may provide superior results. However, we leave this as future work.

Overall, we find that HEAT provides a general hyperbolic embedding method
for both unattributed and attributed networks, which opens the door to hyper-
bolic manifold learning on a wide ranges of networks.
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16. Bojchevski, A., Günnemann, S.: Deep gaussian embedding of graphs: unsupervised
inductive learning via ranking. In: International Conference on Learning Represen-
tations, pp. 1–13 (2018)

17. Hou, C., He, S., Tang, K.: RoSANE: robust and scalable attributed network embed-
ding for sparse networks. Neurocomputing 409, 231–243 (2020)

18. Huang, X., Li, J., Hu, X.: Accelerated attributed network embedding. In: Proceed-
ings of the 2017 SIAM International Conference on Data Mining, pp. 633–641.
SIAM (2017)

19. Ganea, O.-E., Bécigneul, G., Hofmann, T.: Hyperbolic neural networks (2018).
arXiv:1805.09112

http://arxiv.org/abs/1805.09112


Least Squares Approach for Multivariate
Split Selection in Regression Trees

Marvin Schöne(B) and Martin Kohlhase
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Abstract. In the context of Industry 4.0, an increasing number of data-
driven models is used in order to improve industrial processes. These
models need to be accurate and interpretable. Regression Trees are
able to fulfill these requirements, especially if their model flexibility is
increased by multivariate splits that adapt to the process function. In
this paper, a novel approach for multivariate split selection is presented.
The direction of the split is determined by a first-order Least Squares
model, that adapts to process function gradient in a local area. By using
a forward selection method, the curse of dimensionality is weakened,
interpretability is maintained and a generalized split is created. The app-
roach is implemented in CART as an extension to the existing algorithm
for constructing the Least Squares Regression Tree (LSRT). For evalu-
ation, an extensive experimental analysis is performed in which LSRT
leads to much smaller trees and a higher prediction accuracy than uni-
variate CART. Furthermore, low sensitivity to noise and performance
improvements for high dimensional input spaces and small data sets are
achieved.

Keywords: Industry 4.0 · Interpretability · Curse of dimensionality ·
Oblique Regression Trees · Mixed Regression Trees · CART

1 Introduction

Within the framework of Industry 4.0, industrial processes become more efficient,
sustainable and secure. A key role in these improvements is played by data-driven
models, which have to fulfill specific requirements to be applicable. To provide
reliable process control using data-driven models, they need to be accurate.
Furthermore, to gain process knowledge and confidence towards the operators,
the decisions of data-driven models must be interpretable [13].

Data-driven models that are able to fulfill these requirements, especially the
last one, are Decision Trees. Due to the decision rule-based structure, Decision
Trees are easy to interpret. In addition, they are able to deal with missing val-
ues, measure the importance of the input variables and handle both numerical
and categorical input variables [10]. Decision Trees can predict either a cate-
gorical (Classification Trees) or a numerical (Regression Trees) output variable.
c© Springer Nature Switzerland AG 2020
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The structure of the Decision Tree is a hierarchical and it is represented as a
directed acyclic graph that starts with a single root and ends in multiple leaves
containing a local model. Each local model is only valid in a certain partition of
the input space and is connected to the root by an unique decision rule. Most
Decision Trees are binary trees and to generate them, a set of labeled samples is
recursively split into partitions until a stopping criterion is reached. The tree’s
size is controlled by a pruning method. Depending on the M input variables
x = [x1, x2, . . . , xM] of a sample, the set of samples is split by a divide-and-
conquer strategy, which is specific for the algorithm that generates the tree.
Typically, univariate splits xm ≤ c for c ∈ IR or xm ∈ B for B ⊂ A are used
to divide the input space axis orthogonally by a single input variable xm with
m ∈ IN | 1 ≤ m ≤ M . For calculating a suitable threshold value c or sub-
set of categorical values B from all possible categorical characteristics A of xm,
different impurity measurements are used [7].

Nevertheless, there is potential for improvement. Especially for Regression
Trees, an approach to increase the model flexibility and to overcome the curse of
dimensionality is necessary [10]. Because of the axis orthogonal splits, the model
flexibility is limited. Depending on the process function that is modeled, this
leads to lower prediction accuracy and due to larger trees to less interpretability
[2]. To increase the model flexibility and reduce the tree size, multivariate splits
∑M

m=1 βmxm ≤ c can be used to construct an Oblique Regression Tree or, if both
multi- and univariate splits are used, a Mixed Regression Tree [7]. The efficiency
of multivariate split selection depends on the method used to determine the
direction of the split. For partitioning the input space into suitable local areas,
split directions orthogonally to the function gradient should be chosen [7,11].
Especially for high dimensional or noisy data sets, this is a challenging task.

A well-known approach for multivariate split selection is the Linear Combina-
tion Search Algorithm that is implemented in Classification And Regression Tree
(CART) [1]. The algorithm uses a heuristic-based selection method that leads to
high computational costs. Another approach uses Partial Least Squares Regres-
sion (PLSR) for generating clusters and finding patterns [8]. For split selection,
the first principal component of PLSR is used, which is a linear combination of
M input variables. A third method uses the Principal Hessian Directions [4],
which leads to a similar splitting criterion as PLSR.

In the following, a novel method for multivariate split selection in Regres-
sion Trees is presented. The aim is to improve the prediction accuracy of
Oblique Regression Trees and Mixed Regression Trees while maintaining as much
interpretability as possible. To achieve this, a Least Squares (LS) approach is
used, which is implemented into CART. Compared to the previously described
approaches, a generalized and more interpretable split can be generated by lim-
iting the LS approach to significant input variables. The resulting tree is called
Least Squares Regression Tree (LSRT), which is further described in Sect. 2. In
Sect. 3, LSRT is tested and analyzed with both synthetic and real-world data
sets and compared with the conventional univariate CART. Finally, Sect. 4 sum-
marizes the results and an overview on further research is given.
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2 Method

To determine a multivariate split whose direction adapts to the function gradient
∇f(x) in a partition, the function f(x) is linearly approximated in this area by
a first-order LS model ŷ(x). For splitting the partition, a constant output value
of ŷ(x) is chosen. In this way, a splitting direction orthogonal to the gradient
∇ŷ(x) is achieved. If the nonlinearity in a considered area is not excessive, ∇ŷ(x)
is similar to ∇f(x) and a suitable splitting direction for the process function is
given. A more detailed overview is presented in Sect. 2.1.

To construct the Oblique or Mixed Regression Tree LSRT, the generalization
and interpretability of the multivariate split is improved by a forward selection
method and implemented into CART, which is further explained in Sect. 2.2.

2.1 Least Squares Approach

The aim of the LS approach is to determine a multivariate split direction that
should be as orthogonal as possible to the function gradient ∇f(x). To achieve
this, the linear affine LS model

ŷ(x) = β0 +
M∑

m=1

βmxm (1)

is estimated. The coefficients are calculated by using

β = [β0, β1, . . . βM] = (XTX)−1XTy (2)

with the extended N × (1 + M) predictor matrix

X =

⎛

⎜
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⎝
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⎞
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⎟
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⎠

, (3)

that consists of N samples xn = [xn,1, xn,2, . . . , xn,M] and an additional col-
umn of ones for the constant part β0 in the linear affine model [11]. The vector
y = [y1, y2, . . . , yN]T ∈ IRN contains the related labels. For a more detailed
explanation, the LS approach is applied to an example function.

Figure 1a shows a linear LS model ŷ(x) trained on the 20 white samples. The
samples are generated by the function f(x) = x1x2 and to cover the whole input
space, an optimized Latin Hypercube Design [3] was used. To get a constant
model output ŷ(x) = α of the value α, various input combinations are available.
These input combinations result in a contour line, contour plane or contour
hyperplane (depending on M), that runs along (1) through the input space and
can be used as an oblique border of a multivariate split. The direction of the
oblique border depends on the coefficients [β1, β2, . . . , βM ] and is orthogonal to
∇ŷ(x) that is passed through in the input space. This is illustrated in Fig. 1b,
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(a) Model output ŷ(x) of a first-order LS model
(colored grid) trained on the white samples
generated from f(x) = x1x2.

(b) Three possible multivariate splits that
result from the LS model and are orthog-
onal to the gradient ∇ŷ(x).

Fig. 1. Example of the LS approach in multivariate split selection.

which shows three possible oblique borders that result from ŷ(x) in Fig. 1a.
The oblique borders are contour lines of three different constant model outputs
ŷ(x) = α and divide the input space into two partitions. By adjusting α, the
border is shifted parallel trough the input space. In this way, a suitable threshold
value for splitting can be determined. Finally, based on the oblique border that
results from (1) and by subtracting β0 from the LS model, the multivariate split

M∑

m=1

βmxm ≤ α − β0 (4)

is created. To determine a suitable threshold value c = α − β0, the LS approach
is implemented into CART, which is described next.

2.2 Multivariate Split Selection

In addition to the direction of the multivariate split, it is necessary to adjusting
the threshold value c so that the impurity in the resulting partitions is reduced as
much as possible. To determine c and construct a whole tree using multivariate
split selection, the LS approach is implemented as an extension of CART.

The implementation leads to LSRT, which is binary structured and has con-
stant output values in its leaves. Figure 2a shows the model structure of an
Oblique Regression Tree LSRT, trained on the 20 samples of Fig. 1. The tree
consists of three nodes t1, t3 and t5 for splitting the input space axis oblique by
the multivariate criterion next to the nodes. Furthermore, the tree consists of
four leaves t̃2, t̃4, t̃6 and t̃7 containing a constant output value listed below the
leaves. This value is only valid in a certain partition of the input space, which
is shown in Fig. 2b. Each partition is modeled by a constant output value rep-
resented by the corresponding leaf. The gray contour lines of f(x) indicate that
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M(a) (b)odel structure of LSRT, in which the
nodes t contain a multivariate splitting cri-
terion (next to t) and the leaves t̃ contain a
constant output value ŷ(x) (below t̃).

Partitioning of the input space by LSRT.
Each partition has adapted to the gray
contour lines of f(x) and contains a lo-
cally valid model (represented by t̃).

Fig. 2. Oblique Regression Tree LSRT resulting from the samples shown in Fig. 1.

the partition borders (dot-dashed lines) are adapted to ∇f(x). In addition, areas
with a higher gradient are modeled more detailed by using smaller partitions.

Figure 3 illustrates how LSRT is splitting a set of samples Dt = {X,y} in
node t into two partitions. First, in step a) of Fig. 3 the predictor matrix is
divided into a matrix Xnum with numerical input variables and a matrix Xcat

with categorical input variables. In order to overcome the curse of dimensionality
and create a generalized and interpretable multivariate split, at step b) M̃ ≤ M
significant input variables are selected from Xnum. These variables are selected by
a forward selection method and a chosen information criterion. In this paper, two
different criteria are used. The bias-corrected Akaike’s Information Criterion

AICC = N log
RSS
N

+ 2M̃ + N + N log(2π) +
2(M̃ + 2)(M̃ + 3)
N − (M̃ + 2) − 1

(5)

and the Bayesian Information Criterion

BIC = N log
RSS
N

+ M̃ log N + N + N log(2π) (6)

with the residual sum of squares RSS. These criteria are well established in
model selection and take both the model accuracy and complexity into account.
In (5) and (6), model accuracy is considered by the first term and complexity
by the remaining terms. AICC differs from the uncorrected AIC and BIC by the
additional bias-correction results from the last fraction, which should improve
the performance for small data sets or high dimensional input spaces. In addition,
by the second term of (5) and (6), BIC penalizes model complexity more than
AICC, resulting in less complex models [9,11].

If more than two input variables are selected, a multivariate split is per-
formed. In this case, the selected variables are combined in X̃ and used in
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Fig. 3. Illustration of splitting a node t into two partitions using the algorithm that
generates LSRT.

step c) to estimate ŷ(x̃). Based on the set of samples X̃, the model is used
to predict Nt new output values that construct a new variable for splitting
ŷ = [ŷ(x̃1), ŷ(x̃2), . . . , ŷ(x̃Nt)]

T = [ŷ1, ŷ2, . . . , ŷNt ]
T. Finally, depending on the

size of M̃ , in step d) and e) the best multi- or univariate split s is chosen.
To determine s, both a suitable input variable and the corresponding c or

B must be selected. Therefore, CART uses a brute force method in which all
possible threshold values and subsets are analyzed over the entire input space.
In case of multivariate splitting, ŷ is ordered and all discrete threshold values
c = ŷn +0.5(ŷn+1 − ŷn) between two values are checked. The brute force method
leads to Nt−1 possible splits for numerical variables and 2|A|−1−1 for categorical
variables [10]. For all possible splits, the mean squared error MSE in each of the
two partitions tleft and tright is calculated. The split that maximizes
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ΔMSE = MSE(y) − Ntleft

Nt
MSE(ytleft) − Ntright

Nt
MSE(ytright) (7)

is performed, where Ntleft and Ntright denote the number of samples in the cor-
responding partition [1]. In the following, LSRT is tested in an extensive exper-
imental analysis.

3 Experimental Analysis

In order to analyze the performance of LSRT in comparison to the conventional
univariate CART, in Sect. 3.1 synthetic data sets and in Sect. 3.2 real-world data
sets are used. Furthermore, by using LSRTAICC and LSRTBIC, the impact of two
different information criteria is tested. To obtain meaningful results in accuracy
and interpretability, the root mean squared error Ē and the model complexity
|T̄ | are averaged over 100 runs. The complexity |T̄ | is measured by the number
of nodes in the model and controlled by Breiman’s Minimal Cost Complexity
Pruning [1].

3.1 Synthetic Data Sets

To analyze the model behavior, a common test function from [5] is chosen and
extended to

f(x) =
I∑

i=1

10
i2

sin(πx5i−4x5i−3) +
20
i2

(x5i−2 − 0, 5)2 +
10
i2

x5i−1 +
5
i2

x5i (8)

with {x ∈ IRM | M = I · 5} to vary the dimensionality of x in discrete steps
I ∈ IN of five. For xm the input space is limited to 0 ≤ xm ≤ 1. To construct Ntr

samples for training, an optimized Latin Hypercube Design [3] is used to cover
the whole input space. Furthermore, the impact of noise is analyzed either by
adding a white Gaussian noise ε to f(x) with a variance of σ2

ε = 0.5 and a mean
of zero or by adding Mn ineffective noisy input variables. These ineffective noisy
input variables are generated by white Gaussian noise and have no impact on
f(x). For testing, 1000 randomly generated samples are used.

Table 1 shows the experimental results for nine different synthetic data sets.
It can be recognized that both LSRTAICC and LSRTBIC are more accurate and
less complex than CART. A comparison of LSRTAICC and CART shows that on
average the error of LSRTAICC is 17% lower and its complexity is 44% lower.
Especially if the number of samples is low or the dimensionality of the input
space is high, which is caused by the interpolation capability of LS and the
reduction to a single dimension. For Ntr = 25 the error of LSRTAICC is 20%
lower and for M = 15 its complexity is 53% lower. Furthermore, it can be seen
that the size of LSRTAICC is always smaller than the size of LSRTBIC, which can
be explained by the complexity penalty of BIC leading to less complex splits.
For this reason, LSRTBIC performs better under the impact of noise. In case of
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Table 1. Experimental results for three different trees LSRTAICC , LSRTBIC and CART
using synthetic data sets. The elements in the brackets (left column) indicate the prop-
erties of the nine different synthetic data sets. The best results for model complexity
|T̄ | and test error Ē are in bold print.

Functionsettings LSRTAICC LSRTBIC CART

{Ntr, M, Mn, σ2
ε} |T̄ | Ē ± σ |T̄ | Ē ± σ |T̄ | Ē ± σ

{25, 5, 0, 0} 3.9 3.49 ± 0.21 4.0 3.54 ± 0.21 6.0 4.32 ± 0.30

{50, 5, 0, 0} 5.2 3.18 ± 0.24 5.4 3.29 ± 0.23 8.9 3.88 ± 0.32

{100, 5, 0, 0} 8.1 2.86 ± 0.18 9.1 2.90 ± 0.21 17.4 3.36 ± 0.21

{200, 5, 0, 0} 18.2 2.58 ± 0.14 22.2 2.56 ± 0.15 28.6 3.08 ± 0.17

{300, 5, 0, 0} 34.0 2.39 ± 0.14 35.9 2.36 ± 0.14 44.3 2.89 ± 0.13

{300, 10, 0, 0} 10.1 2.80 ± 0.11 17.4 2.80 ± 0.12 20.1 3.39 ± 0.13

{300, 15, 0, 0} 7.9 2.91 ± 0.09 11.2 2.93 ± 0.10 17.0 3.48 ± 0.13

{300, 5, 5, 0} 10.3 2.67 ± 0.10 20.9 2.53 ± 0.14 22.0 3.04 ± 0.13

{300, 5, 0, 0.5} 28.7 2.47 ± 0.14 30.6 2.42 ± 0.14 38.8 2.96 ± 0.17

Mn = 5, LSRTBIC leads to a more generalized structure due to less complex
splits. In addition, for a lower number of samples, LSRTAICC performs better
than LSRTBIC. This is caused by the bias-correction of AICC. After the method
is analyzed using synthetic data sets, the experimental analysis is continued on
real-world data sets.

3.2 Real-World Data Sets

In contrast to synthetic data sets, real-word data sets are usually more difficult
to handle because their properties cannot be varied and the data sets may con-
tain outliers and incomplete samples. For the following analysis, four different
real-world data sets are used, which are common when comparing decision tree
algorithms [6,12,14–16]. These data sets contain from 209 to 1599 samples and
6 to 24 input variables. To achieve comparable results to Sect. 3.1, the data sets
are limited to numerical input variables. Furthermore, the input variables of the
Tecator data set are reduced by the untransformed absorbance spectrum. Due to
the small sample size of Tecator (N = 240) and CPU-Performance (N = 209),
k-fold cross-validation was used. The results are determined by averaging the
model complexity and predicting the entire data set using the k models. For
Tecator and CPU-Performance a size of k = 10, for Boston Housing of k = 5
and for Redwine Quality of k = 2 was selected.

The experimental results using the four real-world data sets are shown in
Table 2. Similar to the previous results, LSRTAICC and LSRTBIC are always
much smaller and more accurate than CART. Over all four data sets, LSRTAICC

is on average 35% less complex and 21% more accurate than CART. Especially
for the small data sets Tecator and CPU-Performance, a significant improve-
ment in prediction accuracy is achieved. For Tecator, the prediction accuracy of
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LSRTAICC is 39% higher than the accuracy of CART. Due to Tecators dimen-
sion of M = 24 this indicates that the curse of dimensionality is weakened.
Furthermore, because of the bias-correction of AICC, LSRTAICC achieves higher
accuracy than LSRTBIC for the small data sets. In summary, both the model
behavior of LSRT and the impact of AICC and BIC are comparable to the
observations in Sect. 3.1.

Table 2. Experimental results for three different trees LSRTAICC , LSRTBIC and CART
using four real-world data sets.

LSRTAICC LSRTBIC CART

Data sets |T̄ | Ē ± σ |T̄ | Ē ± σ |T̄ | Ē ± σ

Tecator 38.5 1.24 ± 0.07 37.6 1.30 ± 0.07 54.8 2.02 ± 0.11

Boston Housing 10.5 4.74 ± 0.20 11.8 4.70 ± 0.21 15.4 4.97 ± 0.27

Redwine Quality 5.1 0.68 ± 0.01 5.2 0.69 ± 0.01 9.8 0.71 ± 0.01

CPU-Performance 8.8 68.96 ± 7.96 8.3 73.24 ± 9.15 11.9 90.24 ± 7.40

4 Conclusion

To improve the performance of Regression Trees by using multivariate splits,
the direction of these splits needs to adapt to the process function gradient in
the corresponding partition, even if the input space is high dimensional or noise
effects occur. In this paper, a novel approach for determining the direction of
a multivariate split was presented. The direction is determined by a first-order
LS model estimated with a forward selection method. In this way, the direc-
tion adapts to the function gradient in a local area, high dimensional data can
be handled and as much interpretability as possible is maintained. In addition,
due to the forward selection method, a generalized split is achieved. The app-
roach was implemented as an extension of CART, which results in the Oblique
Regression Tree or Mixed Regression Tree LSRT. Finally, in an extensive exper-
imental analysis, LSRT was tested on synthetic and real-world data sets and
compared with univariate CART. The experimental analysis has shown that the
approach improves the prediction accuracy of CART significantly and leads to
much smaller trees, even if the dimension of the input space increases or noise
effects occur. Furthermore, to obtain a generalized model in the case of small
data sets or noise effects, different information criteria of the forward selection
method can be used. In conclusion, the presented method is an efficient approach
for multivariate split selection with respect to the analyzed data sets.

For further research, the LS approach should be implemented in a tree con-
struction algorithm that contains more complex local models. Instead of the
forward selection method, other methods could be used to improve generaliza-
tion such as Ridge Regression or Lasso Regression. Moreover, the LS model that
determines the split direction could be extended to a nonlinear LS model. This
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could lead to better results for processes with high nonlinearity. Furthermore, it
should be investigated how categorical input variables can be integrated in an
interpretable way into the multivariate split.
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Abstract. Novelty detection refers to the task of finding observations
that are new or unusual when compared to the ‘known’ behavior. Its
practical and challenging nature has been proven in many application
domains while in process mining field has very limited researched. In
this paper we propose a framework for the multi-modal analysis of novel
behavior in business processes. The framework exploits the potential of
representation learning, and allows to look at the process from different
perspectives besides that of the control flow. Experiments on a real-world
dataset confirm the quality of our proposal.

Keywords: Process mining · Multi-modality · Novelty detection ·
Trace embedding

1 Introduction

Process mining aims at extracting useful knowledge from real-world event
data recording process executions. Complex processes involve different subjects,
resources and activities, while the rate and duration of their executions can vary
according to several (possibly unknown) factors. Thus, heterogeneity is a key
aspect of complex processes, and it characterizes both single process execution
and the process as a whole itself. In fact, the data generated by a process execu-
tion (a.k.a. trace) are different in nature, and traces of the same process can be
very different from each other. In the last decade, researchers have spent great
effort in proposing process mining techniques that explain process behavior. To
this end, the idea of concept drift [2] has been introduced into the process min-
ing context to enable the analysis of changes in business processes over time,
with the major focus on the control-flow perspective, i.e. which activities are
executed in the process traces and in which order. However, the process behav-
ior can also be analysed along different dimensions/perspectives, besides that of
the control-flow. The main insights refer to: organizational perspective, focus-
ing on the resources, i.e. which actors, systems, roles, departments, etc. are
c© Springer Nature Switzerland AG 2020
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involved in the process and how they are related; data perspective, focusing on
the data used and generated during the process execution, i.e. traces related
attributes, and event related attributes; time perspective, focusing on the rela-
tion between processes traces/data and time, e.g. how traces are distributed in
the time domain, how much activity occurrences are time dependent, etc. Fur-
thermore, drift detection tasks restrict the analysis of changes along the time
dimension only, leaving aside changes that happen in different feature domains.
It follows that to accomplish a wider analysis of processes a more flexible app-
roach is needed. To this end we move in the domain of the novelty detection,
i.e. the task of finding observations that are new or unusual when compared
with a known behaviour. In process mining, this translates into identifying how
processes executions changes with respect to a reference data. In this regard,
we propose a novelty detection framework that exploits the potential of multi-
modal representation learning in detecting novel process behavior. We show how
to extend known embedding techniques to work in a multi-perspective fashion,
in particular we obtain the embeddings in an unsupervised way by automatically
integrating the multi-modal aspect of the traces. The analysis gains quality by
exploiting knowledge from all the perspectives, and, beside that of time, any of
the process features can be adopted as reference axis along which looking for
process changes. To the best of our knowledge, the multi-modal detection of
novel processes behavior has never been applied to process mining tasks. As the
first to deal with this topic, we emphasize the applicability of our approach that
is supported by the results obtained from its application to a real word dataset.

2 Preliminaries

Event Log. Process-oriented commercial systems usually store information
about process enactments by tracing the events related to their executions in the
form of an event log. By abstracting from the specificity of the various systems,
we can view a log L as a set of execution traces {T1, . . . , Tm} of a specific pro-
cess, with m > 0. An execution trace can be represented as a pair (A,S) where
A = {ta1, . . . , taz} is a set of trace attributes describing the global properties of
the trace (e.g. identifier, beginning time), and S =< e1, . . . , en > is a temporal
ordered sequence of events mapping the execution of activities performed in the
process with their attributes. Specifically, each event ei ∈ S is characterized by a
timestamp ti and a set of event attributes {eai1, . . . , eail} describing the intrinsic
properties of the event (e.g. activity’s name, performing resource). Given two
events ei and ej with i > j, we have that ti ≥ tj .

Trace Embedding. Due to the heterogeneity and the high-dimensionality of
the information stored in the process traces, process mining algorithms can be
hardly effective if directly applied to the raw data. It comes therefore that a
crucial task in these applications is to embed the input data into a suitable
vectorial representation that can be more conveniently provided to the mining
algorithms. We refer to this kind of approaches as trace embedding methods.
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The learning task applied to vectorial representations is called representation
learning. Actually, most of the representation learning methods proposed for
business processes come in the form of feature selection algorithms which look
at a single perspective at a time. These approaches are ineffective to deal with
high-dimensional and multivariate data [7]. To overcome these drawbacks, a
method called Trace2Vec [3] has been recently proposed. Trace2Vec does not
focus on the extraction of specific features, but rather computes an embedding
of the input data into a vectorial space. This method deals with the control-flow
perspective only, however, the authors left open to develop embedding methods
that simultaneously take into account the various process perspectives. Besides
Trace2Vec, other techniques have been proposed for the vectorial represenation
of process traces. The authors of [4] proposed the usage of n-grams for a trace
classification task. In particular, traces are converted in 2-grams vectors, so as
2-grams are the features representing event orders in each trace, and used as
input to a decision tree algorithm for trace classification.

Multi-modality. With the termmulti-modal analysis we refer to an analysis per-
formed in a multi-perspective fashion. Whereas initially the primary focus of the
process mining research was on the control-flow perspective of a process (i.e. to the
formal specification of the dependencies that hold over the events of a process),
now most of the research has profitably enriched by looking at other perspectives,
such as time (i.e., timing and frequency of events), resources (i.e., people, systems,
and roles) and data involved in the execution (i.e. cases). These perspectives offer
the analyst a deeper insight of the process as a whole. For instance, the set of pro-
cess executions being analyzed may present the same sequence of events (control-
flow perspective) but with different duration (data perspective). This understand-
ing can be only acquired when working in a multi-modal fashion. To implement
a representation learning task in a multi-modal fashion, besides the sequence of
events, trace attributes, event attributes, and a set of derived attributes of interest
must be encoded into the numerical vector as well. More formally, for each trace
Tj = (A,S) ∈ L, the features to consider are:

– the set of trace’s attributes A = {ta1, . . . , taz};
– for each event ei ∈ S, the set of event’s attributes {eai1, . . . , eail};
– a set of derived attributes. These attributes may depend on the specific pro-

cess domain and include, but are not limited to:
• trace duration as the difference between the timestamps of the last and

the first event;
• number of events per trace;
• elapsed time between two events: specific pairs of activities may be of

particular interest for the analyst who may want to monitor how the
temporal relation between them varies over time;

• the relation between a specific activity attribute and the time the activity
occurs (e.g. hour of the day, day of the week, month, etc.);

• the time instant (e.g. hour of the day, day of the week, etc.) at which
traces start and/or end;

• the average elapsed time between any two consecutive activities.
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3 The Framework

The proposed analysis framework is depicted in Fig. 1. It consists of six steps,
each denoted with a red circle. In the first step two main data categories are
selected from the event log, namely reference data, used as a reference to learn
normal situations, and analysis data. The objective of the framework is to deter-
mine to what extent each process execution that belongs to the analysis data
can be considered novel, i.e. different from the process executions of the refer-
ence data. The selection is performed according to a specific dimension, which
depends on the objective of the analysis. For instance, if we were interested in
finding the process changes between two time periods, then we would select the
two data categories on the basis of the trace timestamps, so as the two dataset
contain traces belonging to different time ranges; on the contrary, if we wanted
to determine the differences between process executions bootstrapped by two
different operators, then we would differentiate data based on the feature which
identifies the operators. In the second step, the trace embeddings of both the
reference and the analysis data are generated. In the third and fourth steps, the
reference trace embeddings are used to train a novelty detection model and to
score the traces of the analysis data on the basis of their novelty degree w.r.t.
the reference data, respectively. Known novelty detection algorithms are Gaus-
sian Mixture Model, One Class Support Vector Machine, Isolation Forest, and
K-Nearest Neighbors, to cite a few. These approaches build a model representing
normal behavior in a semi-supervised way, i.e. from a given labeled training data
set (third step), and then compute the likelihood of a unlabeled data instance to
be generated by the learnt model (fourth step). In the fifth step the analysis data
scores are plotted in a specific feature space (which depends on the objective’s
analysis) in order to detect anomalous traces. Such traces may represent tem-
porary process malfunctions or evolution anomalies that can be excluded from
the analysis and/or analyzed separately. In the last step, analysis tools analyze
the traces and find the properties that justify the different scores.
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Fig. 1. The proposed framework.
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3.1 Multi-modal Trace Embedding

In this Section we show how to implement a multi-modal trace embedding with
the n-grams and Trace2Vec techniques. In both approaches a numerical vector is
obtained as the concatenation of the vector embe inferred from the sequence of
events’ attributes, and the vector embt inferred from the set of trace’s attributes.
As the difference between the two techniques is in the computation of embe, we
first show how to compute embt, and then we explain how to implement embe

for each approach.
embt. Numerical trace’s attributes values are appended to embt as they are.
Since machine learning algorithms cannot work directly with nominal data,
we do need to perform some preprocessing in order to encode nominal and
boolean attributes values into numerical ones. To this end we apply the One-Hot-
Encoding technique, that is, we transform the attribute into m binary features
which can only contain a value of 1 or 0. Each observation in the categorical
feature is thus converted into a vector of size m with only one of the values as
1. This procedure is extended to derived attributes too.
embe with n-grams. The procedure by which we compute the set of embe is
the following. For each trace T k = (A,S) ∈ L we partition S =< e1, . . . , en >
vertically, i.e. we extract a sequence EAk

i of attribute values for each event’s
attribute eai, such that EAk

i contains all the values of the attribute eai for each
event ej ∈ S. Then, for a given value of n we compute the n-grams on the set of
all EAk

i that contain nominal or boolean values, for each event’s attribute eai.
Then, for each trace T k we count the occurrences o of each n-gram contained in
the sequences EAk

i , and append o to embe. Finally, for each numerical attribute,
we aggregate EAk

i values according to a specific aggregation function aggi (e.g.
sum(), max(), min(), avg(), etc.), which may vary according to the attribute
and may depend on the attribute nature, then we append the result to embe. A
graphical example of this procedure is sketched in Fig. 2, which depicts a trace
expressed in a XES-like format on the left, and the EAi computed over the set of
event attributes, along with the associated 2-grams and the resulting embedding
embe on the right.
embe with Trace2Vec. We extend the implementation provided by the authors
of Trace2Vec [3]. This implementation is based on the Doc2Vec approach which
extends the Continuous Bag of Words (CBOW) architecture with a paragraph
vector [5]. CBOW is a neural network architecture based on the principle that a
word can be predicted from its context (i.e. the words appearing before and after
the focus word). In the Trace2Vec approach traces are considered as sentences
and events as words. Given that Trace2Vec includes a representation of traces
(based on the trace identifier), it allows for joint learning of representations of
activities and traces. A document is represented as a list of traces, which in turn,
are represented as lists of events’ names, each encoded with the unicode encoding.
Then, a model of the document is learned using the Doc2Vec implementation
of the Gensim library, which generates a vectorial representation for each trace
of the document. However, this implementation does not take into account any
event’s attribute except one, namely the event’s activity. We extend Trace2Vec in
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Fig. 2. Generation of embe with 2-grams: att 1, att 2, and att 3 are nominal, boolean,
and numerical attributes, respectively.

such a way that it can work in a muti-modal fashion. In particular, we extends the
list a of events’ activities with the list of nominal and boolean attribute values.
Such lists are extracted from the sequence of events S as for the n-gram based
technique described above. Then, for each list of numerical values, we aggregate
such values according to a specific aggregation function, and we append the
result to a. Finally, a document with a list a for each trace is generated, and the
vectorial representations embe are produced as the result of the learning task.

3.2 Score Distribution Inspection

This preliminary analysis allows to detect observations that diverge from the
overall pattern on the analysis data. Such observations are anomalous (i.e. rare)
process executions. The term anomalous denotes an exception with respect to
the context, i.e. traces considerably different from neighboring ones, with the
distance between traces computed on the basis of their novelty degree. Based on
the objective’s analysis and on the business scenario, one can handle anomalous
traces in different ways. If the use of the framework is intended to study the
progress of the process as a whole, then anomalous traces can be considered as
outliers and filtered out in order to accomplish a more realistic analysis of the
process evolution. Typically outliers are temporary malfunctions or evolution
anomalies, i.e. process executions that did not contribute to the evolution of
the process itself. Nevertheless, the understanding of anomalies may also help
recognizing critical points in the process that could yield invalid or inappropriate
behavior. In this case, anomalies can be considered as exceptional behaviour, can
be kept together with in-cluster traces for subsequent analyses, and additionally,
analyzed separately in order to understand the causes that led to a such behavior.
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As results of the novelty detection task we have that each trace is associated
with a score measuring its novelty degree with respect to the reference data.
Given a certain feature of interest (e.g. time, see Fig. 3 for an example), we plot
the obtained scores in the feature space; then, we detect the anomalies as the
points/traces that are not included in any of the clusters formed by the plotted
data points (if any).

3.3 Analyses

Attribute-based Analysis. In this analysis, we identify the causes of the
changes in the process by looking at the attribute values of the most novel
traces. Traces are ranked according to the obtained score, and the top k traces
(i.e. the most novel ones) are compared with the traces used to train the model.
In particular, a statistical analysis is conducted on the trace attributes, the event
attributes, and the derived attributes values, by which we observe how frequent
the attribute values are in the top k traces compared to the reference ones.

Temporal Analysis. This analysis shows how the process behaved over time.
A first investigation an analyst may be interested in, is how much process execu-
tions varied over time, i.e. the novelty trend within a given time range. This can
be achieved by plotting the trace scores over a time line, where each time instant
denotes the starting or ending time of a trace. Considered that more than one
trace may be associated to the same time instant, scores must be averaged so as
to associate a single score to each time point. This way we are provided with a
broad view of the novelty trend, and we can verify whether the process change
was actually time dependent, or rather time and novelty are totally uncorrelated.

4 Experimental Results

In this Section we show an application of the proposed framework to a real case
scenario. We first provide a broad view of the dataset used in our experimental
study, then we show how to accomplish the six steps of the proposed framework.

4.1 Dataset

To show the capabilities of the proposed framework we adopted the BPI Chal-
lenge 2018 dataset [11], a real-life event log over a period of three years (from
year 2015 to year 2017) which covers the handling of applications for European
Union direct payments for german farmers from the European Agricultural Guar-
antee Fund. In [9] a through analysis over the data and the process has been
performed, thus we are aware of the kind of process changes across the years that
we assume as ground truth. We performed a preprocessing to filter out attributes
useless for the learning process. In particular we omitted all attributes with iden-
tifiers, since their values are unique for every activity, the year attribute, as the
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Fig. 3. Score distribution analysis: red points denote anomalous traces.

process changes every year and thus it would bias the model, and a set of one-
value attributes, as their presence is pointless because they would not affect the
model. In the resulting dataset, the set of attributes consists in 3 event nominal
attributes and 7 trace attributes.

4.2 Framework Implementaion

1 - Select data. We reproduced the case of an analyst who wants to find out
how the process evolved in the second year (2016) compared to the first year
(2015) of its life cycle. To this end, we selected the subset of traces spanning
from 2015 to 2016, omitting the data that belong to year 2017. Then we split
the resulting dataset along the time dimension, i.e. we separated traces that start
in year 2015 from traces that start in year 2016, and used these two dataset as
the reference data and the analysis data, respectively. Both dataset contains
15000 traces circa. In the rest of this Section we denote these two dataset as to
BPIC 15 and BPIC 16.

2 - Embed. First, we computed two derived attributes: trace duration, as
the difference between the timestamps of the last and the first event of a trace;
and events per trace, as the length of the sequence of events S. Then, we used
the n-grams-based technique described in Sect. 3.1 for generating the vectorial
representations of both BPIC 15 and BPIC 16, with n = 3.

3 - Learn. We adopted the K-Nearest Neighbors as novelty detection algo-
rithm. We applied a 10-fold cross-validation on the training data, where 90%
of BPIC 15 was used to train the model and the remaining 10% was merged
with BPIC 16 for comparison purposes (more details in step 6.b - Temporal
Analysis at the end of this Section).

4 - Score. The obtained model was used to score the BPIC 16 traces plus
the 10% of BPIC 15 traces excluded from the training task. Traces were scored
according to their novelty degree with respect to the reference traces, such that
higher score were assigned to most novel traces.

5 - Score Distribution Inspection. We plotted the scores of BPIC 16 traces
as explained in Sect. 3.2, the result is shown in Fig. 3. We can notice that the
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Fig. 4. Attribute-based analysis: event and trace attributes (top), derived attributes
(bottom).

majority of traces forms a cluster of points between values 0 and 200. Traces with
score equal or greater than 200 (13 traces in total) were considered as outliers
and excluded from the analysis.

6.a - Attribute-based Analysis. We ranked the traces of BPIC 16 on a
score basis, and we compared the 1000 traces with higher score (i.e. the 1000
most novel traces) with those of BPIC 15 (the reference data). Then, for each
nominal and boolean attribute, we computed the percentage by which each of
the trace and event attribute values appeared in both the BPIC 16 top-1000
and the BPIC 15 traces. The resulting plot is shown in Fig. 4 (top). We can
notice that there are some attribute values for which the difference between the
two dataset is marked more with respect to other values. Such attribute values
are pointed out with red arrows. In particular, certain values are much more
present in BPIC 16 traces, as for the value inspection of the event attribute
Doctype; while for certain other values it holds the contrary, as for the value
main of the event attribute Subprocess. Some values, instead, are present only
in one dataset, as for the trace attribute B3, which is true in BPIC 15 traces,
and false in BPIC 16. Finally, there are attributes that do not affect process
changes, as the trace attribute Department where the percentages are similar for
all its values. For numerical attributes, instead, we plotted the attribute values,
as for the two derived attributes trace duration and events per trace shown
in Fig. 4 (bottom). Besides the BPIC 16 top-1000 and the BPIC 15 traces,
we also plotted the BPIC 16 bottom-1000 traces, i.e. the 1000 traces more
similar to the reference data. This gives an extent about the maximum gap
between the traces belonging to the analysis data. Furthermore, looking at the
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Fig. 5. Temporal analysis: average score per day.

bottom-k traces allows to verify the effectiveness of the embedding and novelty
detection techniques adopted in the framework (in our case n-grams and KNN,
respectively). In fact, if bottom-k values are closer to the reference data values
than top-k values are, it means that the adopted techniques worked well in
representing traces and differentiating novel traces from non-novel ones. In our
experiments, in the vast majority of attributes values, bottom-1000 traces are
closer to BPIC 15 traces than BPIC 16 traces are, which means that n-grams
and KNN techniques are a good combination for this specific scenario.

6.b - Temporal Analysis. Scores of BPIC 16 traces were plotted on the time
axis in order to look at the novelty trend within year 2016. Figure 5 reveals that
the novelty is time dependent, in particular that the novelty degree grows over
time in a linear fashion, which means that the most novel traces occurred at the
end of the time range taken into account. This first result, crossed with those
obtained in the attribute-based analysis, suggests that the process has been made
more efficient over time. In fact, Fig. 4 (bottom) shows that the average trace
duration gradually decreases from year 2015 to the end of year 2016, and that the
number of events per trace increases. Scores of the 10% BPIC 15 traces excluded
from the training task have been plotted too, in order to provide an extent of the
gap between BPIC 15 and BPIC 16 data. We can notice that these traces have
considerable lower score than BPIC 16, confirming that the traces are actually
different, and that the KNN algorithm was able to differentiate well between the
two classes.

4.3 Model Performances

Here we propose a further analysis to show the performances of different novelty
detection algorithms when applied to vectorial representation of traces gener-
ated with the 3-grams and Trace2Vec embedding techniques. In particular, we
evaluated the Gaussian Mixture Model, the One Class Support Vector Machine,
the Isolation Forest, and the K-Nearest Neighbors algorithms. To measure the
performances of the different models we used two metrics, namely the Area
Under the Receiver Operating Characteristic Curve (AUROC) and the Aver-
age Precision (AP), the latter computed for both known data and unknown
data. The analysis is to validate the choice of the novelty detection algorithm
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Table 1. Comparison results.

3-grams Trace2Vec

AUROC AP 15 AP 16 AUROC AP 15 AP 16

GMM 0,856 0,910 0,926 0,769 0,842 0,818

OC SVM 0,710 0,693 0,623 0,801 0,843 0,740

KNN 0,977 0,986 0,943 0,911 0,938 0,860

IF 0,763 0,943 0,882 0,679 0,868 0,741

and of the embedding technique used in our experiments. We applied a 10-folds
cross-validation on BPIC 15 traces, and we validated each model on BPIC 16
traces. The Table 1 below shows the comparison results among the different nov-
elty detection algorithms and the two multi-modal embedding techniques. All
the results in the table are the average of the metrics measured for each fold.
It is evident that KNN combined with 3-grams outperforms all the other cases.
This further validates the choice of these techniques in our experiments.

5 Related Works

The practical importance and challenging nature of novelty detection has been
evidenced in various application domains, such as faults and failure detection,
health care, image processing and text mining. However, in the process min-
ing field, novelty detection has not been investigated at all, while most of the
research effort has been spent on two learning problems, namely anomaly behav-
ior detection and concept drift. In [10] the authors analyze temporal behavior
of individual activities to identify anomalies in single process instances. How-
ever, malicious users can split an attack on different process executions, thus
an anomaly detection approach able to consider multiple process instances is
required. To this end, Böhmer and Rinderle-Ma [1] proposed an unsupervised
anomaly detection heuristic that exploits the temporal dependencies between
multiple instances. This approach must rely to a model built from anomaly-free
data, which is unlikely in real case scenarios. To overcome this issue, Nolle et
al. [8] proposed a system relying on the autoencoder neural network technology,
that is able to deal with the noise in the event log and learn a representation of
the underlying model. Business process drift detection has been introduced in [2],
where a method to detect process drifts based on statistical testing over feature
vectors is proposed, and challenges and main learning problems in handling
concept drifts have been identified. Maaradji et al. [6] presented a framework
for detecting a rich set of process drifts based on tracking behavioral relations
over time using statistical tests. However, in practice the existence of different
types of drifts in a business process is not known beforehand. The authors of [12]
addressed this issue by clustering declarative process constraints discovered from
event logs based on their similarity, and then applying change point detection
on the identified clusters to detect drifts. In drift detection literature, drifts are



62 A. Rullo et al.

identified by looking for changes in the control flow that happen over time. Our
analysis framework differs from these approaches in two main aspects: first, it
is not able to explain the drift as a change in the relationships between activ-
ities, rather it identifies which activities occur more in novel traces w.r.t. the
reference ones; second, it allows to analyze the process behavior from different
perspectives (besides that of the control-flow), and the detection of changes are
not limited to the time domain but can be extended to other feature spaces.

6 Conclusions

In the context of process changes analysis, the literature provides anomaly detec-
tion and drift detection techniques that mainly allow to find changes affecting
the control flow over time. With the purpose of providing a wider analysis of
processes, in this paper we proposed a framework for the multi-modal analysis
of novel behavior. The framework presents two main strengths: first, it allows to
look for changes in different feature spaces beside that of the process activities
(control flow); second, beside that of time, any of the process features can be
adopted as reference axis along which looking for process changes. As our frame-
work exploits the potential of representation learning, in addition we provided
the guidelines for extending two known embedding techniques, namely n-grams
and Trace2Vec, to work in a multi-modal fashion. The overall approach was
evaluated over a real world dataset from the BPI challenge 2018, revealing that
our methods is effective in evidencing novel process behaviour from different
perspectives w.r.t. that observed in a reference dataset.
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Abstract. In this paper, Neural NetworkAlgorithm is employed for simultaneous
placing and sizing Distributed Generators and Shunt Capacitors Banks in distri-
bution network to minimize active power loss and improve the voltage profile.
The NNA is a novel developed optimizer based on the concept of artificial neural
networks which benefits from its unique structure and search operators for solving
complex optimization problems. The difficulty of tuning the initial parameters and
trapping in local optima is eliminated in the proposed optimizer. The capability
and effectiveness of the proposed algorithm are evaluated on IEEE 69-bus dis-
tribution system with considering nine cases and the results are compared with
previous publishedmethods. Simulation outcomes of the recommended algorithm
are assessed and compared with those attained by Genetic Algorithms, GreyWolf
Optimizer, andWater Cycle Algorithm. The analysis of these results is conclusive
in regard to the superiority of the proposed algorithm.

Keywords: Distributed generations · Shunt capacitors banks · Power loss ·
Voltage profile · Neural network algorithm

1 Introduction

Distributed Generators (DGs) and Shunt Capacitor Banks (SCBs) are some of the essen-
tial components that play an important role in smart distribution systems. Smart grids
require integrated solutions to achieve the goals of efficiency through loss minimization
and high-quality power delivered to the users [1]. Optimal DGs and SCBs placements
and sizing in distribution systems have many advantages including line losses reduction,
voltage profile improvement, relieving the overloading of distribution lines, increased
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overall energy efficiency, etc. [2]. The optimal generation of active and reactive power
in delivery networks from such tools eliminates power inputs from the substation and
controls the flow of supply electricity. The placement of DGs is achieved by managing
reactive power flow, while SCBs are similarly regulated by monitoring active energy
flow.

In view of the advantages of using DGs and SCBs for distribution networks, a num-
ber of researchers recently proposed different techniques to simultaneously determine
both sites and sizes for improving the voltage profile, the release of systems capacity,
minimizing energy loss and increasing reliability. Many of these works use methods
classified in the category of bioinspired computation [3]. In [4], for example, a two stage
Grasshopper Optimization Algorithm based Fuzzymulti-objective approach is proposed
for optimum DGs, SCBs and Electric Vehicle (EV) charging stations placement and siz-
ing in distribution systems. In [5, 6] authors present a Genetic Algorithm (GA) based
method to operate the distribution network with the consideration of DGs and SCBs.
These studies aim to minimize grid feeder current and annual electricity losses as well as
to reduce actual power loss and increase the voltage profile. In [7], authors use the Particle
Swarm Optimization algorithm to find the optimal location and size of DG and SCB in
IEEE 12, 30, 33 and 69-bus networks in order to minimize losses. Hybrid Artificial Bee
Colony and Artificial Immune System algorithms [8] have been tested on IEEE 33-bus
system for placing and sizing DGs and SCBs. The results of the simulation show that
in comparison with different methods the proposed approach provides improved energy
loss reductions and voltage profile improvement. In a research published by Kanwar and
et al. [9], improved versions of GA, Particle Swarm Optimization and Cat Swarm Opti-
mization have been used to solve the simultaneous allocation of SCBs and DGs problem
in distribution systems with the consideration of variable load. Also, the authors in [10,
11] utilized a G-best-guided Artificial Bee Colony algorithm and Intersect Mutation
Differential Evolution algorithm to tackle the mentioned problem. However, in afore-
mentioned studies, restricted combinations of DGs and SCBs with low dimension for
evaluating distribution system performance in different scenarios and cases have been
considered.

To the best of our knowledge, no research work has been conducted focused on the
application of the Neural Network Algorithm (NNA, [12]) to solve the simultaneous
location and sizing of DGs and SCBs problem in distribution networks. In the designed
experimentation, we consider nine different cases. Furthermore, simulation outcomes of
the recommended algorithm are assessed and compared with those attained by a Genetic
Algorithm, a Grey Wolf Optimizer (GWO, [13]), and a Water Cycle Algorithm (WCA,
[14]). Obtained results demonstrate that the NNA is more effective in comparison with
these methods. For this reason, we conclude that the proposed method is a promising
technique for solving the faced problem.

The remainder of the article is organized as follows: Sect. 2 introduces the
mathematical formulation of the problem to be solved. In Sect. 3, the NNA is described.
After this, the implementation conducted for tackling the problem at hand is detailed in
Sect. 4. The experimentation conducted is shown and discussed in Sect. 5. Lastly, Sect. 6
concludes this work paper by drawing conclusions and outlining some significant future
research lines.
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Symbols

n Number of buses Xi,i+1 Reactance between bus ith and (i
+ 1)th

PLoss(i, i + 1) Active power losses between
(i)th and (i + 1)th buses

PDG Real power of DG (kw)

QLoss(i, i + 1) Reactive power losses between
(i)th and (i + 1)th buses

QC Capacitive compensation (kvar)

PTLoss Active power losses Vi voltage of ith bus (pu)

QTLoss Reactive power losses PL The active power loss of line

Pi Active power flow from ith bus QL The reactive power loss of line

Qi Reactive power flow from ith
bus

QLi+1 Reactive load of (i + 1)th bus

PLi+1 Active load of (i + 1)th bus
(kw)

Ri,i+1 Resistance between bus ith and (i
+ 1)th

2 Mathematical Formulation of Problem

This section is devoted to the mathematical formulation of the problem to solve. First,
the objective function of the simultaneous optimal placement and sizing of DGs and
SCBs problem is minimizing the total active power losses as follows:

Minimize PTLoss = min
n−1∑

i=0

PLoss(i, i + 1) (1)

Regarding the equality and inequality constraints handled in the optimal placement
and sizing of DGs and SCBs problem there are a) the power flow across the lines, b)
the buses voltage levels and c) the minimum and the maximum capacity available for
installing DGs and SCBs. These considered constraints are formulated as follows:

Formulation of Power Flow: power flow problem, and consequently active and reac-
tive power flow through the branches and bus voltage, are assessed by considering an
equivalent single line diagram of distribution system as shown in Fig. 1.

Fig. 1. Single line diagram of distribution system.
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In this research, the backward and forward load flow method is employed for ana-
lyzing the real and reactive power flow through line ij using (2) and (3) respectively,
whilst, the voltage level of (j)th bus is calculated by according to (4) [15].

Pi+1 = Pi + PDG − PLi+1 − Ri,i+1

(
P2
i + Q2

i

)
∣∣V 2

i

∣∣ (2)

Qi+1 = Qi + QC − QLi+1 − Xi,i+1
(P2

i + Q2
i )∣∣V 2

i

∣∣ (3)

|Vi+1|2 = |Vi|2 − 2
(
Ri,i+1.Pi + Xi,i+1.Qi

) +
(
R2
i,i+1 + X 2

i,i+1

)
.
P2
i + Q2

i

|Vi|2
(4)

The active and reactive power loss in line is calculated as follows:

PL = Ri,i+1.
P2
i + Q2

i∣∣V 2
i

∣∣ (5)

QL = Xi,i+1.
P2
i + Q2

i∣∣V 2
i

∣∣ (6)

As a result, the total active and reactive power loss of the network is obtained using
(7) and (8), respectively:

PTLoss =
n−1∑

i=0

PL(i, i + 1) (7)

QTLoss =
n−1∑

i=0

QL(i, i + 1) (8)

Voltage Limitation: The voltage magnitude of all the buses in distribution network
must lie between minimum and maximum range as follows:

Vmin
i ≤ Vi ≤ Vmax

i (9)

Furthermore, line limitation for all the branches in distribution network should be
less than or equal to the thermal limitation of the line:

Iij ≤ Imaxij (10)

DGs Capacity and SCBs Compensation Limitations: on the one hand, the DGs active
power should lie between their minimum and maximum amount.

Pmin
DG ≤ PDG ≤ Pmax

DG (11)

On the other hand, the total compensation limitation provided by the SCBs must be
lie between their minimum and maximum reactive power:

Qmin
C ≤ QC ≤ Qmax

C (12)
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3 Neural Network Algorithm

Neural Network Algorithm [12] is a metaheuristic inspired by the complicated structure
of the Artificial Neural Networks (ANNs) and their operators. Similar to other meta-
heuristic optimization algorithms, the NNA begins with an initial population of pattern
solutions. Thebest solution obtained at each iteration (i.e., temporal optimal solution) is
assumed as target data, and the aim is to reduce the error among the target data and other
predicated pattern solutions (i.e., moving other predicted pattern solutions towards the
target solution). Indeed, population of pattern solutions corresponds to input data in the
ANNs.

The NNA resembles ANNs having Npop input data, having D dimension(s) and
only one target data (response). After setting the target solution (XTarget) among the
other pattern solutions, the target weight (WTarget , the weight corresponding to the target
solution) has to be selected from the population of weights. Initial weights in ANNs are
random numbers, and as the iteration number increases, they are updated considering the
calculated error of the network. Back to theNNA, initialweights are aNpop×Npop square
matrix which generates uniform random samples drawn from [0,1] during iterations.
However, there is an additionally imposed constraint: the summation of weights for a
pattern solution should not exceed 1. Mathematically:

Npop∑

j=1

wij(t) = 1, i = 1, 2, 3, . . . ,Npop (13)

wij ∈ U (0, 1) i, j = 1, 2, 3, . . . ,Npop (14)

After forming the weight matrix (W ), new pattern solutions (XNew) are calculated
by using the following equation inspired by the weight summation technique used in the
ANNs:

�XNew
j (t + 1) =

Npop∑

i=1

wij(t) × �Xi(t), j = 1, 2, 3, . . . ,Npop (15)

�Xi(t + 1) = �Xi(t) + �XNew
i (t + 1), i = 1, 2, 3, . . . ,Npop (16)

where t is an iteration index. After creating the new pattern solutions from the previous
population of patterns, based on the best weight value so called “target weight”, the
weight matrix should be updated as well. The following equations suggest an updating
equation for the weight matrix:

�WUpdated
i (t + 1) = �Wi(t) + 2 × rand × ( �WTarget(t) − �Wi(t)), i = 1, 2, 3, . . . ,Npop

(17)

As global searching operator, the bias operator in the NNA is another way to explore
the search space (exploration process) and it acts similarly to the mutation operator
in the Genetic Algorithms. In general, the bias operator prevents the algorithm from
premature convergence. The bias operator β is a modification factor, which determines
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the percentage of the pattern solutions that should be altered. Initially β = 1 (meaning a
1.0 of probability of modifying all individuals in population) and its value is adaptively
reduced at each iteration using a reduction formulation as the following one:

β(t + 1) = β(t) × 0.99 t = 1, 2, 3, . . . ,Max_Iteration (18)

Accordingly, as local searching operator, a transfer function operator transfers the
new pattern solutions in the population to new positions, in order to update and generate
better quality solutions toward the target solution. Therefore, the following equation is
defined as a transfer function operator (TF) for the proposed method given as follows:

�X ∗
i (t + 1) = TF( �Xi(t + 1)) = �Xi(t + 1) + 2 × rand × ( �XT arg et (t) − �Xi(t + 1)), i = 1, 2, 3, . . . ,Npop (19)

The whole procedures of the NNA are illustrated in Fig. 2, including all its
compounding processes.

Fig. 2. Diagram showing the search workflow of the NNA algorithm.

4 Implementing NNA to Address the Considered Problem

In this section, a step-by-step process of NNA implementation for solving the optimal
placement and sizing of DGs and SCBs problem is summarized as follows:

Step 1: Input information of feeder; the DGs number and the SCBs number.
Step 2: Choose the number of pattern solutions (i.e., population size) and maximum
number of iterations (i.e., NFEs). In this study, population size and NFEs are 50 and
25000, respectively.
Step 3: Randomly generate an initial population of pattern solution between LB and UB
for decision variables.
Step 4: Run load flow program in the presence of DGs and SCBs.
Step 5: Calculate active and reactive power, and voltage profile using Eqs. (1-6).
Step 6: Calculate total active and reactive power, and loss function using Eqs. (1) and
(7–8).
Step 7: Calculate the fitness of initial pattern solutions.
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Step 8: Randomly generate the weight matrix (initialization phase) between zero and
one considering the imposed constraint (see Eqs. (13) and (14)).
Step 9: Set target solution (XTarget) (the minimum value for minimization problems) and
its corresponding target weight (WTarget).
Step 10: Generate new pattern solutions (XNew) and update the pattern solutions using
Eqs. (15) and (16).
Step 11:Update theweightmatrix (W) usingEq. (17) considering the applied constraints
(see Eqs. (13) and (14)).
Step 12: Check the bias condition. If rand ≤ β, performs the bias operator for both new
pattern solutions and updated weight matrix.
Step 13: Otherwise (rand > β), apply the transfer function operator (TF) for updating
new position of pattern solutions (X*

i ) using Eq. (19).
Step 14: Calculate the objective function value for all updated pattern solutions.
Step 15: Update the target solution (i.e., temporal best solution) and its corresponding
target weight.
Step 16: Update the value of β using any reduction formulation (e.g., Eq. (18))
Step 17: Check predefined stopping condition. If the stopping criterion is satisfied, the
NNA stops. Otherwise, return to the Step 10.

5 Simulation Setup, Results and Discussion

In order to evaluate the quality of the developed NNA in the optimal placement and
sizing of DGs and SCBs problem, a simulation has been carried out on IEEE 69-bus
system with the aim of minimizing active power loss (see Fig. 3). To do that, we have
deemed nine different test cases. Furthermore, we show in Table 1 the parameterization
of the optimizers used for the comparison of the results.

Fig. 3. IEEE 69-bus distribution system.

The 69-bus system has 3.8 MW active and 2.69 MVAr reactive load powers. The
data of the system is derived from [10]. Also, following assumptions are considered: a)
the test network is deemed as balance; b) first bus is chosen as a slack/substation bus and
its voltage is 1 p.u; c) the test network is free from harmonics; d) shunt conductances
and susceptances of all distribution lines are considered as negligible; and e) computer
simulations on the problem are performed with normal load.
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Table 1. Optimal values of user parameters used in the reported optimizers.

Methods Parameters Optimal Values

GA Npop 50

Pc 0.8

Pm 0.3

GWO Npop 50

WCA Npop 50

Nsr 4

dmax 1e−16

In this research, different and diverse combinations of DGs and SCBs are considered.
In addition, it is assumed that DG power factor is set at unity for cases 1 to 7 and is set at
less than unity for cases 8 and 9. These combinations are as follows: Base: there are no
DGs and SCBs in distribution network;Case 1:Only capacitor is located in distribution
network; Case 2: Only DG is located in distribution network. Case 3: Both DG and
SCB are located simultaneously;Case 4: Two SCBs are located in distribution network;
Case 5: Two DGs are located in distribution network;Case 6: Combination of two DGs
and two SCBs are located in distribution network simultaneously; Case 7: Three DGs
with unity power factor are located in distribution network; Case 8: Three DGs with
power factor less than unity are located in distribution network;Case 9: Combination of
three DGs and three SCBs with power factor less than unity are located in distribution
network simultaneously.

The simulation results for 69-bus distribution system are indicated in Tables 2, 3,
4 and 5. Table 2 shows a) the network active power loss, b) the loss reduction percent
compared to the base case, c) the weakest bus voltage and place, d) the DGs size and
place, and e) the SCBs size and place. The results for base case in Table 2 indicate power
losses (224.59 kW) and the weakest bus (0.9102) in system without any DGs and SCBs.
As can be seen in this table, all cases show a decrease in the active power loss. Also, cases
8 and 9 illustrate the highest loss reduction and improvement in the weakest bus voltage
amplitude among all cases. Tables 3, 4 and 5 present and compare the simulation results
of the NNA with other algorithms proposed in the literature. Analyzing the obtained
outcomes, we can conclude that NNA performs the best among the rest of alternatives.



72 M. Nasir et al.

Table 2. The simulation results of the NNA on IEEE 69-bus network for different cases

Particulars Base Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case 9

Power
Losses
(KW)

224.59 134.535 79.315 22.349 129.743 68.897 7.139 66.976 4.241 3.305

Loss
reduction
(%)

– 40.09 64.68 90.04 42.23 69.32 96.82 70.17 98.11 98.52

Vworst in
pu (Bus
No)

0.9102
(65)

0.9353
(65)

0.9692
(27)

0.9731
(27)

0.9355
(65)

0.9794
(65)

0.9942
(69)

0.9794
(65)

0.9943
(50)

0.9970
(65)

CSB1 size
in MVar

– 1.2966
(61)

– 1.2966
(61)

1.2372
(61)

– 0.3524
(17)

– – 0.1629
(12)

CSB2 size
in MVar

– – – – 0.3524
(17)

– 1.2372
(61)

– – 0.1352
(21)

CSB3 size
in MVar

– – – – – – – – – 0.5121
(50)

DG1-P
size in
MW (Bus
No)

– – 1.8196
(61)

1.8196
(61)

– 0.5196
(17)

0.5196
(17)

0.4938
(11)

– –

DG2-P
size in
MW (Bus
No)

– – – – – 1.7319
(61)

1.7319
(61)

0.3783
(18)

– –

DG3-P
size in
MW (Bus
No)

– – – – – – – 1.6725
(61)

– –

DG1-PQ
size in
MVA
(Bus No)

– – – – – – – – 0.5274
(11)

0.4937
(11)

DG2-PQ
size in
MVA
(Bus No)

– – – – – – – – 0.3447
(21)

0.3774
(18)

DG3-PQ
size in
MVA
(Bus No)

– – – – – – – – 1.6725
(61)

1.6727
(61)
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Table 3. The active power loss (KW) in 69-bus network for different algorithms

Particulars CTLBO
[16]

QOTLBO
[17]

TLBO
[17]

ALOA
[18]

BB-BC
[19]

MOEA/D
[20]

SKHA
[21]

KHA
[21]

ABC
[22]

Case 1 – – – – – – – – –

Case 2 – – – 81.776 83.2246 – 81.6003 81.6003 83.31

Case 3 – – – – – 23.17 – – –

Case 4 – – – – – – – – –

Case 5 – – – 70.750 71.776 – 70.4092 77.0354 –

Case 6 – – – – – 7.20 – – –

Case 7 69.388 71.625 72.406 – – – 68.1523 69.1977 –

Case 8 – – – – – – – – –

Case 9 – – – – – 4.25 – – –

Table 4. The active power loss (KW) in 69-bus network for different algorithms (continues).

Particulars PSO [6] IMDE
[10]

IWD [23] SOS [24] HPSO [25] RPSO [26] GA GWO WCA Proposed
(NNA)

Case 1 – – – – – – 134.5353 134.5353 134.5353 134.5353

Case 2 83.17 – – – 87.13 83.22 83.2239 83.2239 83.2240 79.3152

Case 3 – – – – – – 25.8474 23.1704 23.1703 22.3492

Case 4 – 145.5310 – – – – 132.7517 130.9017 130.0196 129.7438

Case 5 71.96 70.926 – – 86.68 – 72.5642 69.8564 69.0747 68.8973

Case 6 25.9 13.833 – – – – 16.6769 7.9446 7.4157 7.1399

Case 7 69.89 – 73.55 69.4286 87.0 – 67.5810 68.8862 68.8823 66.9769

Case 8 – – – – – – 6.0135 5.3370 7.0947 4.2410

Case 9 – – – – – – 4.1208 5.8781 6.2688 3.3050

Table 5. The weakest bus voltage (pu) and place in 69-bus network for studied algorithms

Particulars GA GWO WCA Proposed (NNA)

Case 1 0.9353 (65) 0.9353 (65) 0.9353 (65) 0.9353 (65)

Case 2 0.9683 (27) 0.9683 (27) 0.9680 (27) 0.9692 (27)

Case 3 0.9723 (27) 0.9724 (27) 0.9724 (27) 0.9731 (27)

Case 4 0.9843 (65) 0.9356 (65) 0.9356 (65) 0.9355 (65)

Case 5 0.9777 (65) 0.9796 (65) 0.9794 (65) 0.9794 (65)

Case 6 0.9828 (65) 0.9942 (50) 0.9943 (50) 0.9942 (69)

Case 7 0.9786 (65) 0.9794 (65) 0.9794 (65) 0.9794 (65)

Case 8 0.9931 (65) 0.9943 (50) 0.9943 (69) 0.9943 (50)

Case 9 0.9951 (50) 0.9953 (50) 0.9904 (27) 0.9970 (65)
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Fig. 4. The IEEE 69-bus network voltage profile for different cases.

Additionally, Fig. 4 illustrates the comparison of the bus voltage profile for base case
and cases 1–9. It can be observed in this figure that by using the NNA to determine the
size and location of the three DGs and three SCBs, the bus voltage profile is significantly
improved.

6 Conclusions and Future Research Lines

In this paper, Neural Network Algorithm (NNA) is employed for solving the optimal
placement and sizing of DGs and SCBs problem in distribution network for minimizing
active power loss. In order to prove the efficiency and effectiveness of the presented
method, the NNA is implemented on IEEE 69-bus system with the consideration of nine
cases. Obtained outcomes are compared to competitive bio-inspired algorithms [27] such
as Genetic Algorithm (GAs), Grey Wolf Optimizer (GWO) and Water Cycle Algorithm
(WCA), which have demonstrated good performances in other fields [28–30]. A deeper
comparison is also made with algorithms previously studied in the literature. The results
of comparative analysis for different cases verify the superiority of the NNA to other
approaches. Hence, the NNA can be considered as a desired optimization method for
solving the reported problem against other existing optimizers in the literature.

We have planned a diversity of future research lines rooted on the conclusions dis-
closed in this study. First, we will analyze whether the superior performance of the
developed NNA holds over additional test cases of higher complexity. Moreover, a criti-
cal next step is to assess if NNA performs competitively with respect to other bioinspired
methods. In the long term, problems stemming from additional research fields will be
also explored by using this meta-heuristic solver, with emphasis on combinatorial prob-
lems for which the extrapolation of the search operators within the NNA solver is not
straightforward (e.g. orienteering, vehicle routing and other related formulations).

Acknowledgments. J. Del Ser and E. Osaba would like to thank the Spanish Centro para el
Desarrollo Tecnologico Industrial (CDTI, Ministry of Science and Innovation) through the “Red
Cervera” Programme (AI4ES project), as well as by the Basque Government through EMAITEK
and ELKARTEK (ref. 3KIA) funding grants. J. Del Ser also acknowledges funding support



A Novel Metaheuristic Approach for Loss Reduction 75

from the Department of Education of the Basque Government (Consolidated Research Group
MATHMODE, IT1294-19).

References

1. El-Hawary, M.E.: The smart grid-state-of-the-art and future trends. Electr. Power Compon.
Syst. 42(3–4), 239–250 (2014)

2. Srinivasa Rao, R., Ravindra, K., Satish, K., Narasimham, S.V.L.: Power loss minimization in
distribution system using network reconfiguration in the presence of distributed generation.
IEEE Trans. Power Syst. 28(1), 317–325 (2012)

3. Del Ser, J., et al.: Bio-inspired computation: where we stand and what’s next. Swarm and
Evol. Comput. 48, 220–250 (2019)

4. Gampa, S.R., Jasthi, K., Goli, P., Das, D., Bansal, R.C.: Grasshopper optimization algo-
rithm based two stage fuzzy multiobjective approach for optimum sizing and placement of
distributed generations, shunt capacitors and electric vehicle charging stations. J. Energy
Storage 27, 101117 (2020)

5. Das, S., Das, D., Patra, A.: Operation of distribution network with optimal placement and
sizing of dispatchable DGs and shunt capacitors. Renew. Sustain. Energy Rev. 113, 109219
(2019)

6. Reza, E.H., Darijany, O., Mohammadian, M.: Optimal placement and sizing of DG units
and capacitors simultaneously in radial distribution networks based on the voltage stability
security margin. Turkish Journal of Electrical Engineering & Computer Science, pp. 1–14
(2014)

7. Aman, M.M., Jasmon, G.B., Solangi, K.H., Bakar, A.H.A., Mokhlis, H.: Optimum simul-
taneous DG and capacitor placement on the basis of minimization of power losses. Int. J.
Comput. Electr. Eng. 5(5), 516 (2013)

8. Muhtazaruddin, M.N.B., Tuyen, N.D., Fujita, G., Jamian, J.J.B.: Optimal distributed gener-
ation and capacitor coordination for power loss minimization. IEEE PES T&D Conference
and Exposition, pp. 1–5 (2014)

9. Kanwar, N., Gupta, N., Niazi, K.R., Swarnkar, A.: Improved meta-heuristic techniques for
simultaneous capacitor and DG allocation in radial distribution networks. Int. J. Electr. Power
Energy Syst. 73, 653–664 (2015)

10. Dixit, M., Kundu, P., Jariwala, H.R.: Incorporation of distributed generation and shunt capaci-
tor in radial distribution system for techno-economic benefits. Eng. Sci. Technol. Int. J. 20(2),
482–493 (2017)

11. Khodabakhshian, A., Andishgar, M.H.: Simultaneous placement and sizing of DGs and shunt
capacitors in distribution systems by using IMDE algorithm. Int. J. Electr. Power Energy Syst.
82, 599–607 (2016)

12. Sadollah, A., Sayyaadi, H., Yadav, A.: A dynamic metaheuristic optimization model inspired
by biological nervous systems: neural network algorithm. Appl. Soft Comput. 71, 747–782
(2018)

13. Sulaiman, M.H., Mustaffa, Z., Mohamed, M.R., Aliman, O.: Using the gray wolf optimizer
for solving optimal reactive power dispatch problem. Appl. Soft Comput. 32, 286–292 (2015)

14. Eskandar, H., Sadollah, A., Bahreininejad, A., Hamdi, M.: Water cycle algorithm–A
novel metaheuristic optimization method for solving constrained engineering optimization
problems. Comput. Struct. 110, 151–166 (2012)

15. Haque, M.: Efficient load flow method for distribution systems with radial or mesh
configuration. IEEE Proc. Gener. Transm. Distrib. 143, 33–38 (2012)



76 M. Nasir et al.

16. Quadri, I.A., Bhowmick, S., Joshi, D.: A comprehensive technique for optimal allocation
of distributed energy resources in radial distribution systems. Appl. Energy 211, 1245–1260
(2018)

17. Sultana, S., Roy, P.K.: Multi-objective quasi-oppositional teaching learning-based optimiza-
tion for optimal location of distributed generator in radial distribution systems. Int. J. Electr.
Power Energy Syst. 63, 534–545 (2014)

18. Ali, E.S., Elazim, S.M.A., Abdelaziz, A.Y.: Ant lion optimization algorithm for optimal
location and sizing of renewable distributed generations. Renew. Energy 101, 1311–1324
(2017)

19. Abdelaziz, A., Hegazy, Y., El-Khattam, W., Othman, M.: A multi-objective optimization
for sizing and placement of voltage-controlled distributed generation using supervised Big
Bang-Big Crunch method. Electr. Power Compon. Syst. 43(1), 105–117 (2015)

20. Biswas, P., Mallipeddi, R., Suganthan, P.N., Amaratunga, G.A.J.: A multi-objective approach
for optimal placement and sizing of distributed generators and capacitors in distribution
network. Appl. Soft Comput. 60, 268–280 (2017)

21. Chithra Devi, S.A., Lakshminarasimman, L., Balamurugan, R.: Stud Krill herd Algorithm for
multiple DG placement and sizing in a radial distribution system. Eng. Sci. Technol. Int. J.
20(2), 748–759 (2017)

22. Abu-Mouti, F.S., El-Hawary, M.E.: Optimal distributed generation allocation and sizing in
distribution systems via artificial Bee colony algorithm. IEEE Trans. Power Deliv. 26(4),
2090–2101 (2011)

23. Rama Prabha, D., Jayabarathi, T., Umamageswari, R., Saranya, S.: Optimal location and
sizing of distributed generation unit using intelligent water drop algorithm. Sustain. Energy
Technol. Assess. 11, 106–113 (2015)

24. Das, B., Mukherjee, V., Das, D.: DG placement in radial distribution network by symbiotic
organisms search algorithm for real power lossminimization.Appl. Soft Comput. 49, 920–936
(2016)

25. Aman,M.M., Jasmon, G.B., Bakar, A.H.A.,Mokhlis, H.: A new approach for optimum simul-
taneous multi-DG distributed generation units placement and sizing based on maximization
of system load ability using HPSO (hybrid particle swarm optimization) algorithm. Energy
66, 202–215 (2014)

26. Jamian, J.J., Mustafa, M.W., Mokhlis, H.: Optimal multiple distributed generation output
through rank evolutionary particle swarm optimization. Neurocomput. 152, 190–198 (2015)

27. Osaba, E., Del Ser, J., Camacho, D., Bilbao, M.N., Yang, X.S.: Community detection in
networks using bio-inspired optimization: Latest developments, new results and perspectives
with a selection of recent meta-heuristics. Appl. Soft Comput. 87, 106010 (2020)

28. Osaba, E., Del Ser, J., Sadollah, A., Bilbao, M.N., Camacho, D.: A discrete water cycle
algorithm for solving the symmetric and asymmetric traveling salesman problem. Appl. Soft
Comput. 71, 277–290 (2018)

29. Precup, R.-E., David, R.-C., Petriu, E.M., Szedlak-Stinean, A.-I., Bojan-Dragos, C.-A.: Grey
wolf optimizer-based approach to the tuning of PI-fuzzy controllers with a reduced process
parametric sensitivity. IFAC-PapersOnLine 49(5), 55–60 (2016)

30. Precup, R.-E., David, R.-C.: Nature-Inspired Optimization Algorithms for Fuzzy Controlled
Servo Systems. Butterworth-Heinemann, Elsevier, Oxford, UK (2019)



Simple Effective Methods
for Decision-Level Fusion in Two-Stream
Convolutional Neural Networks for Video

Classification

Rukiye Savran Kızıltepe(B) and John Q. Gan

School of Computer Science and Electronic Engineering,
University of Essex, Colchester, UK
{rs16419,jqgan}@essex.ac.uk

Abstract. Convolutional Neural Networks (CNNs) have recently been
applied for video classification applications where various methods for
combining the appearance (spatial) and motion (temporal) information
from video clips are considered. The most common method for combining
the spatial and temporal information for video classification is averag-
ing prediction scores at softmax layer. Inspired by the Mycin uncertainty
system for combining production rules in expert systems, this paper pro-
poses using the Mycin formula for decision fusion in two-stream convolu-
tional neural networks. Based on the intuition that spatial information is
more useful than temporal information for video classification, this paper
also proposes multiplication and asymmetrical multiplication for decision
fusion, aiming to better combine the spatial and temporal information
for video classification using two-stream convolutional neural networks.
The experimental results show that (i) both spatial and temporal infor-
mation are important, but the decision from the spatial stream should be
dominating with the decision from temporal stream as complementary
and (ii) the proposed asymmetrical multiplication method for decision
fusion significantly outperforms the Mycin method and average method
as well.

Keywords: Deep learning · Video classification · Action recognition ·
Convolutional neural networks · Decision fusion

1 Introduction

Over the past few years, research interest in the detection and recognition
of human actions from video data streams has increased substantially. While
humans have adapted to understanding the behaviour of other humans (at least
within their cultural framework), the identification and classification of human
activities have remained a signification challenge for Computer Vision research.
This problem is exacerbated when these actions are mirrored within different
environmental settings. Furthermore, understanding multilevel human actions
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within complex video data structures is crucial to meaningfully apply these tech-
niques to a wide range of real-world domains.

There have been several approaches to classify human actions throughout
a video. One of the most popular approaches is an extension of single image
classification tasks to multiple image frames, followed by combining the predic-
tions from each frame. Despite the fact that there has been recent success in
using deep learning for image classification, more research should be focused on
deep neural network architecture design and representation learning for video
classification.

Real-world video data involves a complex data structure, which generally
consists of two basic components, spatial and temporal features. Research has
shown that only using spatial features in video classification, by extending the
approaches from image-based architectures, has not achieved the same level of
interpretative accuracy in multi-image domains compared to single image do-
mains.

Convolutional neural networks (CNNs) have been widely utilised in video
classification due to its powerful structure and robust feature representation
capability. However, one of the main issues is the methodology behind com-
bining appearance and motion information in CNN architectures, which is by
information fusion in general. The fusion of information can take place at differ-
ent levels: signal, image, feature, and symbol (decision) level. Signal-level fusion
is the combination of multiple signals to produce a new signal, having the same
format as the input signals. Fusion at image-level, or pixel-level, combines a set
of pixels from each input image. Feature-level fusion refers to combining different
features extracted from multiple images. Decision-level fusion provides the fused
representations from several inputs at the highest level of abstraction. The input
image(s) are normally analysed individually for feature extraction and classifica-
tion. The results are multiple symbolic representations which are then combined
based on decision rules. The highest level of fusion is obviously symbolic fusion
as the existence of more complexity at this level.

The main contribution of this paper is to have proposed simple but effective
methods for decision-level fusion in two-stream convolutional neural networks for
video classification, which have taken into account the asymmetry of the spatial
and temporal information in videos about human actions. This paper is organized
as follows. Section 2 presents a brief overview of the existing fusion approaches
in two-stream neural networks for video classification. The proposed method
is described in Sect. 3, the results are presented in Sect. 4, and conclusions are
drawn.

2 Related Work

Action recognition is attracting widespread interest due to the need to capture
context information from an entire video instead of just extracting information
from each frame (a process that is an extension of image-based classification).
CNN has received increased attention in video classification research over the last



Simple Effective Methods for Decision-Level Fusion for Video Classification 79

decade because of its powerful architecture in image-based tasks [5]. A common
extension of image-based approaches is to extend 2D CNNs into time dimen-
sion to capture spatiotemporal information with the first layer of CNNs [4,16].
The progress of video classification architectures has been slower than image
classification architectures [6,14]. The possible challenges in video classification
are huge computational cost, difficulty in complex architectures, overfitting, and
capturing spatiotemporal information [1].

Karpathy et al. explored several fusion approaches to sample temporal infor-
mation from consecutive frames using pre-trained 2D CNNs: single frame, late,
early, and slow fusion [5]. The single frame model utilises single stream network
which combines all frames at the final step whereas the late fusion approach
utilises two networks with shared parameters a distance of 15 frames apart and
then fuses predictions at the last stage. The early fusion involves pixel-level fusion
by combining information from the entire video time window. The slow fusion
model is a form of a balanced mixture of the late and early fusion models by fus-
ing temporal information throughout the network. The authors highlighted that
the spatiotemporal feature representations could not capture motion features
properly as the single frame method outperformed the spatiotemporal network
architectures [5].

Simmoyan and Zisserman implemented a deep two stream architecture to
learn motion features by modelling these features in stacked optical flow vec-
tors [11]. Spatial and temporal streams tackle with spatial and temporal infor-
mation in separate networks and the fusion occurs in the last classification layer
of the network. Although the temporal information is absent, video-level predic-
tions were gathered after averaging predictions over video clips. Their achieve-
ment on the UCF-101 and HMDB-51 over the models consisting either spatial
or temporal stream has led to researchers to investigating multiple deep neural
networks for video classification.

As opposed to stream-based design, Yue-Hei et al. employed Recurrent Neu-
ral Network (RNN) on trained feature maps to explore the use of Long Short-
Term Memory (LSTM) cell to capture temporal information over video clips [18].
They also explored the necessity of motion information and highlighted the use
of optical flow in action recognition problems, although using optical flow is not
always beneficial, especially for the videos taken from wild. Donahue et al. built
an end-to-end training architecture by encoding convolution blocks and a form of
LSTM as a decoder [2]. They also showed the weighted average between spatial
and temporal networks returned average scores. A temporal attention mecha-
nism within 3D CNN and RNN encoder-decoder architecture was proposed by
Yao et al. to tackle local temporal modelling and learn how to select the most rel-
evant temporal segments given the RNN [17]. Sun et al. [13] proposed factorized
spatio-temporal CNNs that factorize the original 3D convolution kernel learning,
as a sequential process, which learns 2D spatial kernels in the lower layers by
using separate spatial and temporal kernels rather than different networks. They
also proposed a score fusion scheme based on the sparsity concentration index
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which puts more weights on the score vectors of class probability that have a
higher degree of sparsity [13].

Feichtenhofer et al. explored how the fusion of spatial and temporal streams
affects to the performance from spatio-temporal information gathered through-
out the networks [3]. They proposed a novel spatio-temporal architecture involv-
ing convolutional fusion layer between spatial and temporal networks with a
temporal fusion layer after extensively examining feature-level fusion on feature
maps using sum, max, concatenation, convolutional, bilinear, and 3D CNN and
3D Pooling fusion [3]. Moreover, spatial-temporal information fusion with frame
attention has been proposed by Ou and Sun [9].

Combining both spatial and temporal features has been a common problem
for video classification. Researchers use pixel-level, feature-level and decision-
level fusion approaches to take the best advantage of spatiotemporal informa-
tion [7,8,19]. In this paper, we investigate how decision-level fusion affects the
final prediction performance without using complex architectures. Based on the
fact that both spatial and temporal information are useful for video classification
and they play an asymmetrical role in recognising human actions from videos
and inspired by the Mycin uncertainty system [10] for combining production
rules in expert systems, we aim to propose simple but effective decision fusion
methods in two-stream convolutional neural networks for video classification.

3 Methods

In this section, we present the architecture of the two-stream neural networks, the
decision fusion functions, the dataset, the details of preprocessing and feature
extraction and the performance evaluation approach. We implement the two-
stream architecture proposed in [11] with some modifications. The architecture
is one of the most commonly used networks in computer vision applications as
it is the first implementation of decision fusion on the top of two-stream neural
networks by averaging the scores from both streams. Nonetheless, it is limited
in the temporal domain as the input of spatial stream is a single frame and
that of the temporal stream is a stack of fixed frames. Due to its popularity,
researchers commonly use averaging for the final decision by taking both spatial
and temporal information equally.

3.1 Two-Stream Convolutional Neural Networks

Two stream neural networks have been implemented by using Tensorflow-gpu
v.1.13 on NVidia GTX1080Ti GPU using CUDA v9.0 toolkit. For the spatial
stream network, pre-trained Inception v3 on ImageNet is employed to extract
high level feature representations from video clips. With all convolutional layers
of Inception pre-trained network frozen, its fully connected layers are trained
by initializing weights randomly. After that, the top 2 and 3 inception blocks
are trained by freezing the rest of the network separately. The temporal stream
network is created by mitigating the same structure defined by Simonyan and
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Zisserman [11] for the two-stream CNN as shown in Fig. 1. The model is eval-
uated on a holdout validation dataset after every epoch and the performance
of the model is monitored based on the loss during the training by using early
stopping technique.

Fig. 1. The architecture of convolutional neural networks used in the experiment

3.2 Decision Fusion

In this study, we focus on decision fusion in two-stream neural networks to
investigate the effect of different operations on the final decision at the highest
level of abstraction. Many decision fusion rules have been proposed to com-
bine information gathered from different sources based on the same input in
video classification applications. The common technique is averaging or weighted
averaging which is generally used to get better representation for the combi-
nation of spatial and temporal information extracted by two different input
representations.

The softmax activation function is widely employed in the output layer of a
deep neural network to present a categorical distribution of a list of labels and
to calculate the probabilities of each input element belonging to a category. The
softmax function S : RK → R

K is defined by the formula

Si(x) =
exp(xi)

ΣK
j exp(xj)

(1)

where i = 1, ...,K and x = x1, ..., xK is the output of the final dense layer of the
neural network.

The softmax scores from the networks can be fused to give a better repre-
sentation than could be obtained from any individual stream. Spatial features
are mainly used along with temporal features in many video classification appli-
cations. These spatial features have taken the same importance as temporal
information in the same scope, by using average function to make the final deci-
sion. In this paper, it is argued that the temporal information is also important
for video classification, but it may not be as important as spatial information
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for video classification, that is, they are asymmetrical. Inspired by the Mycin
uncertainty system for combining production rules in expert systems, this paper
proposes using the Mycin formula for decision fusion in two-stream convolu-
tional neural networks. Based on the intuition that spatial information is more
useful than temporal information for video classification, this paper also pro-
poses multiplication and asymmetrical multiplication for decision fusion, aiming
to better combine the spatial and temporal information for video classification
using two-stream convolutional neural networks. To test the above ideas, this
study proposes to investigate the following four decision fusion functions for the
two-stream neural networks for video classification: Average (A), Mycin (B),
Multiplication (C), and Asymmetrical Multiplication (D).

AX,Y =
X + Y

2
(2)

BX,Y = X + Y − XY (3)
CX,Y = XY (4)
DX,Y = X(1 − min(X,Y )) (5)

where X and Y represent appearance and motion softmax scores, respectively.
When the softmax scores X and Y are asymmetrical, using min(X, Y) in the
decision fusion function would bring about extra information in combining them
for decision fusion. This will be investigated further by experiments in Sect. 4.

3.3 Dataset

The dataset used in this study is the UCF-101 dataset which was provided by
the Center for Research in Computer Vision in 2012 [12]. The UCF-101 contains
101 categories of human actions divided into five types: 1) Human-Object Inter-
action, 2) Body-Motion Only, 3) Human-Human Interaction, 4) Playing Musical
Instruments, and 5) Sports. This dataset is one of the most common action
recognition datasets with 101 categories and over 13000 clips. The number of
clips per action category and the distribution of clip duration are demonstrated
in Fig. 2. The temporal resolution of all clips is of 25 frames per second and the
frame size of 320 × 240 pixels. Three training and test splits officially released
are adopted to test the neural networks used to classify human actions from
video clips.

3.4 Preprocessing and Feature Extraction

The first step of preprocessing was extracting and saving video frames from video
samples. Then, we resized the frames by cropping the centre of frames from the
original rectangular image size 320× 240 to a 240 × 240 square. To feed the
temporal stream with the temporal information between the frame sequences,
we used the preprocessed tvl1 optical flow representations [3]. The Inception
v3 is a Convolutional Neural Network which is pretrained on ImageNet dataset
containing 1,000 image categories. The pretrained Inception v3 was employed as
a spatial feature extractor in the spatial stream network [15].



Simple Effective Methods for Decision-Level Fusion for Video Classification 83

Fig. 2. The number of clips and the distribution of clip duration in the UCF-101 [12]

3.5 Performance Evaluation

In this experiment, classification accuracy is used as performance metric, which
is the percentage of correctly classified video instances. In the experiment, four
different decision fusion functions were compared based on their accuracy scores
through statistical significance test. 48 training, validation, and testing accuracy
scores were collected under the same conditions but with either different data
splits for training, validation and testing data or different configuration. A sig-
nificance level of 0.05 was considered during the analysis. The distribution of
performance data was evaluated using the Kolmogorov-Smirnov Test to check
whether the accuracy scores are normally distributed. As for the test of homo-
geneity of variances, the Levene statistic was applied to the dependent variables.
Furthermore, ANOVA test has been conducted to compare the variance differ-
ences to figure out whether the results are significant. Afterwards, the Tukey’s
Honest Significant Difference (HSD) test was run to determine whether the spe-
cific groups’ means are different. The results are presented in Sect. 4.

4 Results

We compared four different decision-level fusion functions for the two-stream
neural network for video classification. 12 different runs were conducted for each
function over the 3 training, validation and testing splits. In total, 48 sets of
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top-1 and top-5 accuracy scores were collected, and the results are presented in
this section.

Table 1 demonstrates the descriptive statistics of dependent variables,
top-1 and top-5 accuracy scores, obtained from the decision fusion functions,
A, B, C, and D which are defined in Sect. 3. The highest mean accuracy scores
were achieved by the proposed asymmetrical multiplication, D, with 59.14% and
83.94% for top-1 and top-5 accuracy scores, respectively, which is followed by
the multiplication function, C, at 58.94% (top-1) and 83.75% (top-5). The mean
accuracy score achieved by the average is the lowest. It is interesting to see
the performance gap between the average and the multiplication functions is
over 3%.

Table 1. The descriptive statistics of top-1 and top-5 accuracy scores of decision fusion
approaches:N, x, σ, and σx denotes the number of samples, mean, standard deviation,
and standard error, respectively.

Group N x σ σx

top-1 A 12 55.56% .01492 .00431

B 12 55.54% .01259 .00363

C 12 58.94% .01252 .00361

D 12 59.14% .01352 .00390

top-5 A 12 80.87% .01285 .00371

B 12 80.67% .01127 .00325

C 12 83.75% .01309 .00378

D 12 83.94% .01642 .00474

As shown in Table 2, there was a statistically significant difference at the
p < 0.05 level in top-1 accuracy scores achieved by the four decision-level fusion
functions: F (3,44) = 27.137, p = 0.00. The mean top-5 accuracy scores varied
significantly as well: F (3,44) = 20.755, p = 0.00.

Additional comparisons using the Tukey’s HSD test, as shown in Table 3,
indicated that there were significant differences in prediction performance
between the proposed asymmetrical multiplication and the average function
(mean difference = 0.03607, p = 0.00), and between the average and multi-
plication functions (mean difference = 0.03403, p = 0.00). Although there was
a significant difference between the proposed asymmetrical multiplication and
Mycin functions (mean difference = 0.03582, p = 0.00), results did not support
the significant difference between the average and Mycin functions (mean dif-
ference = 0.00025, p = 1.00). The experimental results have strengthened our
argument that the importance of spatial features is not the same as that of
temporal features and the decision fusion making use of this asymmetry works
well.
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Table 2. One-way between-groups ANOVA of performance by fusion functions where
df , SS, MS and F refer to degrees of freedom, sum of squares, mean sum of squares,
and F score, respectively.

SS df MS F Sig.

top-1 Between groups .015 3 .005 27.137 .000

Within groups .008 44 .000

Total .023 47

top-5 Between groups .011 3 .004 20.755 .000

Within groups .008 44 .000

Total .019 47

Table 3. Post hoc comparisons using Tukey’s HSD. The values are significant at the
0.05 level

Method Mean Difference (I-J) Std. Error Significance 95% Confidence Interval

(I) (J) Lower bound Upper bound

A B .00025 .00548 1.000 −.0144 .0149

C −.03378* .00548 .000 −.0484 −.0192

D −.03582* .00548 .000 −.0505 −.0212

B A −.00025 .00548 1.000 −.0149 .0144

C −.03403* .00548 .000 −.0487 −.0194

D −.03607* .00548 .000 −.0507 −.0214

C A .03378* .00548 .000 .0192 .0484

B .03403* .00548 .000 .0194 .0487

D −.00204 .00548 .982 −.0167 .0126

D A .03582* .00548 .000 .0212 .0505

B .03607* .00548 .000 .0214 .0507

C .00204 .00548 .982 −.0126 .0167

* The mean difference is significant at the 0.05 level.

5 Conclusion

This paper has investigated decision fusion methods for combining spatial and
temporal information in two-stream neural networks for video classification. The
proposed asymmetrical multiplication function for decision fusion outperformed
the other three methods compared in this paper, significantly better than the
famous Mycin method and commonly used averaging method. The findings of
this study support the idea that spatial information should be treated as dom-
inant while the temporal information must be complementary. Our work has
some limitations. The most important limitation is that the two-stream neural
network used is not the state-of-the-art due to the limited computing facility used
in our experiment and cannot produce the best results. Future work could be
focused on more powerful feature learning in deep neural networks and combin-
ing decision fusion with feature fusion for further improving video classification
performance.
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Abstract. Retrieval of relevant educational videos by NLP analysis of
their transcripts represents a particular information retrieval problem
that is found in many systems. Since various indexing techniques are
available, finding the suitable ingredients that build an efficient data
analysis pipeline represents a critical task. The paper tackles the prob-
lem of retrieving top-N videos that are relevant for a query provided in
the Spanish language at Universitat Politècnica de València (UPV). The
main elements that are used in the processing pipeline are clustering,
LSI modelling and Wikipedia contextualizing along with basic NLP pro-
cessing techniques such as bag-of-words, lemmatization, singularization
and TF-IDF computing. Experimental results on a real-world dataset of
15.386 transcripts show good results, especially compared with currently
existing search mechanism which takes into consideration only the title
and keywords of the transcripts. Although live application deployment
may be further necessary for further relevance evaluation, we conclude
that current progress represents a milestone in further building a system
that retrieves appropriate videos for the provided query.

Keywords: LSI · Clustering · Educational video transcripts

1 Introduction

In recent years, the context of higher education has changed enormously both
in methodological and instrumental terms. Increasingly, universities around the
world are offering online educational resources in the form of Massive Online
Open Courses (MOOCs, e.g. Coursera, edX, Udacity, MiriadaX, Udemy) [16],
or flipped classroom courses [22], where students have video lectures available
to view on demand through different media platforms. In this way, students can
visualise the theory of the course outside the classroom and dedicate the classes
to solving exercises, practical cases and doubts that may arise. Although online
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education is not new, the actual panorama has undoubtedly led to what could
be considered the most crucial innovation in education in the last 200 years1.

However, a key point to ensure the success of any online educational platform
is the ability to understand how students learn and what they need to learn. To
facilitate this ability, any online educational platform must include a powerful
search engine or recommendation tool that allows students to find the relevant
videos to achieve their learning goals and improve their learning outcomes. This
is a considerable challenge for the scientific community, especially in the field of
educational data mining [20], educational recommender systems [8], and natural
language processing (NLP) for information retrieval [13]. Most search engines
are simple browsers that match a list of keywords typed by the students with
specific attributes that characterize the available learning resources (e.g. the title
or keywords of video lectures). Others use more advanced artificial intelligence
techniques to cluster and classify these resources and retrieve those that are
relevant for a specific query. However, suppose the ultimate goal of the system
is to help students achieve their learning objectives. What is really important
is that the system can interpret the context and infer the student’s intentions
when searching.

In this article, we present our current advances in this domain, in the context
of a research project developed in the UPV, where 357 flipped classroom courses
are being taught by 421 lecturers to more than 9000 students2. In addition, it
has extensive experience in the production of multimedia classes and MOOC
courses through its video lectures platform UPV media3 and its MOOCs plat-
form UPVx 4. The latter is part of edx.org5, a non-profit institution that is a
reference in the world of MOOCs. Through these platforms, students are pro-
vided with videos and recorded classes that makeup teaching units. Overall, we
have available a (UPV-Media dataset) which contains more than 55.000 short
educational videos (on average 5–10 min each). The videos (most of them in
Spanish) cover different topics that are taught in various courses in the univer-
sity. Most videos have a set of keywords associated, which are entered by the
teacher as free text and therefore, are not always good indicators of the video
topic and lack from any standardisation. In addition, more than 15.000 include a
(Spanish) transcript. Therefore, a differentiating feature of the University-Media
dataset from other videos dataset available is the fact that they are short videos,
in Spanish, that partly overlap in content, and that can be related to many dif-
ferent courses. Furthermore, title and keywords may have different semantic
interpretations and are not enough to accurately determine the video topic.

This work presents a new approach to analyzing and contextualizing student
searches on our dataset search engine. The ultimate goal is to accurately interpret

1 https://www.technologyreview.com/s/506351/the-most-important-education-techn
ology-in-200-years.

2 https://www.upv.es/noticias-upv/noticia-10134-flipped-classr-en.html.
3 https://media.upv.es/.
4 https://www.upvx.es.
5 https://www.edx.org/school/upvalenciax.

https://www.technologyreview.com/s/506351/the-most-important-education-technology-in-200-years
https://www.technologyreview.com/s/506351/the-most-important-education-technology-in-200-years
https://www.upv.es/noticias-upv/noticia-10134-flipped-classr-en.html
https://media.upv.es/
https://www.upvx.es
https://www.edx.org/school/upvalenciax
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the student’s intentions and provide them with the learning objects that will
help improve their learning outcomes. The proposed approach continues previous
works from [23] which designed and implemented a retrieval system based on
using the video transcripts to build a bag-of-words, compute TF-IDF (term
frequency-inverse document frequency) scores [18], create clusters of transcripts
and use Latent Dirichlet Allocation (LDA) [5] for ranking and retrieval. The
shortcomings of this method regard poor contextualization on the query analysis,
the indexing, and the retrieval process. In the former, the problem consisted of
the inability to effectively cluster the input query, given the fact that it usually
consists of few words. The proposed solution is to build an augmented query by
inferring the context of the search by using Wikipedia to automatically collect
related articles [24], which are further used for determining the context of the
query and for clustering. Regarding the clustering and retrieval method, our
initial LDA-based algorithm did not take into consideration the importance of
the words within the transcript, which gave rise to contextualization problems
where the semantics of the students’ query was not correctly understood.

2 Related Work

Our work proposes a novel combination of up-to-date NLP techniques to con-
textualize the students’ queries and provide them with videos that better match
their learning goals.

To the best of our knowledge, there are few attempts to build Spanish lem-
matizers, among which is [2]. Also, a specific characteristic of the Spanish lan-
guage is that it presents more lemma ambiguity than the majority of languages
(14% [1]). In this work, we have built up a suitable lemmatizer for the Spanish
transcription of the videos in our dataset.

Once lemmas have been identified, the next step in the NLP pipeline is to
compute word embeddings to translate them to real number vectors that can
be better processed by NLP algorithms. [10] provides a comprehensive literature
review on word embedding algorithms. In the specific domain of video lessons
analysis, the work presented in [9] uses word embeddings instead of traditional
bag-of-words approaches to deal with the lecture video fragmentation problem.

Also, following an approach similar to ours, in [11], authors propose a
video classification framework to organize content from MOOCs that uses
Word2Vec [15] to generate word embeddings. A sub-product of this research
has also been the creation of word embedding-topic distribution vectors for their
MOOC English video lectures dataset [12]. They use an LDA algorithm to gener-
ate topic vectors. The same approach was used in Videopedia [4], a video lectures
recommendation system for educational blogs. However, the system is designed
to automatically recommend videos based on the content of these websites and
not for individuals.

In our system, we instead use Latent Semantic Indexing (LSI) [7] combined
with TF-IDF to take into consideration the importance of each word within the
transcript and hence, better contextualize them [3,6].
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Finally, an important feature that differentiates our work from other systems
that deal with topic modelling from video transcripts and the following video
lesson recommendation functionalities is the ability to understand the actual
intentions of the student when he/she performs the query. With this aim, we
augment the query with related data extracted from Wikipedia to better deter-
mine its context [24].

3 Proposed Approach

The current approach for video retrieval from the UPV’s multimedia platforms
takes into consideration only the title and keyword fields of the videos. Due to
a large number of available videos, this simplistic approach makes searching a
difficult task for a student. Therefore, the current search mechanism does not
take into account any information regarding the semantics or the context for
the input query or title and keywords for the available videos. Since titles and
keywords of videos gather only minimal information about the video, which may
not be accurate, the current retrieval mechanism commonly retrieves videos that
have low relevance for students.

The main contributions in the proposed approach as compared with our
previous works are:

1. Reprocessing of transcripts transforms nouns to their simplest form and
removes stop-words.

2. The input query provided by the student is contextualized by means of
Wikipedia articles.

3. The business logic uses LSI algorithms instead of LDA [3,6].

We further present the main processing blocks from the data analysis pipeline
(Fig. 1).

1. Reprocessing - Build the Bag of Words (BoW): The available tran-
scripts of educational videos represent the raw input in the data analysis process.
The first step is to build a BoW (bag-of-words) by tokenizing the transcripts.
Because transcripts pertain to many lexical and semantic domains, we observe
that there is a large number of distinct words that describe them. One possible
solution to this issue is to narrow down the number of words by lemmatization
that is grouping together the inflected forms of a word so they can be analyzed
as a single item. Taking into consideration that we could not find a Spanish
lemmatizer with satisfactory performance of handling Spanish, we decided to
retrieve only the nouns from sentences. Thus, we use the POSTaggerAnnotator
from StanfordCoreNLP [14] that also assigns parts of speech to each word.

We chose to keep only the nouns from transcripts for two main reasons. First,
nouns have the most essential reference in context. At the same time, verbs or
other parts of a sentence are not so specific and can target many other subjects.
Another reason would be the fact that verbs can be found in many different
forms, without a method to handle it.
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We further create a list of stop-words using nltk.corpus package from
NLTK [17] and then translate English words in Spanish using gensim library [19].
Finally, we manually add common words that did not exist in either one of the
libraries (e.g., “example”, “case”) by using the Google Translate service.

For each word, we retrieve only the singular forms by using the inflector
library [21]. Moreover, there is still an issue regarding a large number of words
from the BoW and a medium-to-large number of transcripts, ending up in having
a sufficiently large input dataset for clustering.

From the perspective of the application domain, there are few sizeable par-
ticular learning domains. Transcripts are grouped in clusters such that each
cluster represents a learning area. We have all discipline regarding: Engineering
& Architecture, Sciences (Biological Sciences), and Social & Legal & Humanities.

2. Embedding of the transcripts: For analyzing the transcripts, we must
use an embedding that matches every word to score value. This step is compul-
sory because algorithms may not take as input words or sentences. Therefore,
an embedding method is required to obtain a numerical representation of the
transcripts. One option is to count the number of appearances of each distinct
word and return a sparse vector filled with integers that are related to each word.
This approach uses doc2bow() function from gensim library [19]. Still, it is not
enough in capturing the importance of a word within a document. The solu-
tion is to apply a transformation on this simple representation such that newly
obtained values may be successfully used for computing document similarities.

The TF-IDF weighting scheme takes into account the frequency of a word
in all documents and its usage in a particular document, assigning them a score.
Therefore, the words are ranked higher since they are considered keywords of
the document even if they are not the most numerous as the more general-used
ones. This score is represented to be a value between 0 and 1. This approach has
been successfully used in [18] to determine word relevance in document queries.

Fig. 1. Overview of the data analysis pipeline
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3. Model each cluster and find its topics, scores and similarities:
The transformed corpus represents the text embedding with the TF-IDF values
computed previously, and that is ready for clustering and LSI modelling.

We use the LSI Model to determine the topics and associated scores for each
determined cluster. From the LSI perspective, the input is represented by the
transformed corpus as a sparse vector obtained in the second step of our pipeline.
The id2word method from corpora is used to get a mapping between words and
their IDs for the cluster in which a specific number of topics has been chosen.
As a result, LSI learns latent topics by performing a matrix decomposition on
the values of the terms matrix using SVD (Singular value decomposition).

For every cluster, the LSI model creates a list of topics parametrized by
scores, whose values add up to one. The topics generated are represented by
linear combinations of terms that create a ’low-rank approximation’ (i.e., data
compression) of the ’term-document matrix’ (i.e., the matrix with TF-IDF val-
ues). Lastly, the LSI model (i.e., the topic’s scores and their list of coefficients
and words) is serialized and registered for later querying.

The next task is to determine the similitude between transcripts and queries
to return the first ten most relevant educational videos. To prepare for similarity
query between LSI vectors and the input query, we build an index matrix rep-
resented by cosine similarity against each transformed corpus. The final result
is represented by a NxD LSI matrix, where N represents the number of topics
determined by LSI and D represents the dimension of the BoW transformed
corpus after the second step of our pipeline.

4. Determine the cluster for the query provided by learner: At this
point, we have a language model for every cluster of transcripts, where each
cluster represents a domain. The next critical step is to assign the right cluster
to the input query so that the search can be performed in the correct domain. The
difficulty of this approach comes from the fact that we cannot reliably compute
a text embedding (i.e., TF-IDF values) for the query because it usually consists
of only a few words. Therefore, a context for the query needs to be determined,
and for that context the text embedding will be computed and further be used
to determine the right cluster.

We determine the context of the query by using Wikipedia. We extract the
first sequence from a Wikipedia web page related to the query performed as
returned by the Wikipedia API. By employing this contextualization mechanism,
we successfully increased the probability of determining the proper cluster for
the input query. From the business logic perspective, contextualization with
Wikipedia is used only for determining the cluster to which the query belongs.

5. Getting the list of results: top-N most significant videos: Given
the fact that the entire knowledge base is converted into the most simple format
(i.e., BoW of singular nouns), it will be necessary to pre-process the submitted
query similarly. Therefore, the input query is transformed into a BoW corpus
and further to an LSI space. The query is processed by removing the stop-words
and converting the words to their singular. At this step, we do not use Wikipedia
for contextualizing the query.
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Finally, we compute the similarity scores between the input query and the
corpus of the corresponding clusters and return the top N videos.

4 Experimental Results

The input dataset represents a json file that contains 15.386 video transcripts
which are preprocessed for obtaining a corpus with TF-IDF values. Table 1
presents a sample corpus with computed TF-IDF values in descending order,
showing the significance of the words not only in their transcript, but also in the
cluster that the words belong to.

Table 1. Sample corpus computed by TF-IDF with their scores (English translation)

Word Score Word Score Word Score
doc in Cluster BS doc in Cluster E doc in Cluster HA

grupo (group) 0.551 canvas 0.465 cursiva (italics) 0.634
carboxilo (carboxyl) 0.423 script 0.366 letra (letter) 0.409
carbonilo (carbonyl) 0.323 awake 0.261 palabra (word) 0.179

ácido (acid) 0.164 b )nottub(nóto 0.245 anglicismo (anglicism) 0.153
propanoico (propanoic) 0.115 método (method) 0.161 publicación (publication) 0.041

oxo 0.115 interface 0.089 con )deunitnoc(nóicaunit 0.039
butanoato (botanoate) 0.115 acción (action) 0.068 bibliograf́ıa (bibliography) 0.038
sustituyente (substitute) 0.114 overlay 0.058 plató (set) 0.038

etilo (ethyl) 0.097 game 0.058 terminoloǵıa (terminology) 0.035
molécula (molecule) 0.047 editarlo (edit) 0.052 documental 0.032

toxi 0.038 screen 0.052 diccionario (dictionary) 0.032
acetato (acetate) 0.038 objeto (object) 0.044 sintagma (syntagm) 0.032

propilo (propylene) 0.038 cabo (cape) 0.036 resumen (summary) 0.031
proxi (proxy) 0.038 animación (animation) 0.029 veh́ıculo (vehicle) 0.026

ox́ıgeno (oxygen) 0.032 evento (event) 0.021 śımbolo (symbol) 0.023
derivado (derive) 0.024 mecanismo (mechanism) 0.021 televisión (television) 0.022

alcohol 0.024 selección (selection) 0.019 caso (case) 0.017
esquema (scheme) 0.018 práctica (practice) 0.018 especie (species) 0.016

piel (skin) 0.015 ciclo (cycle) 0.017 calidad (quality) 0.014
relación (relation) 0.011 control 0.017 formación (formation) 0.014

tratamiento (treatment) 0.010 presen )noitatneserp(nóicat 0.010 universidad (university) 0.011
hora (hour) 0.008 objetivo (objective) 0.006 concepto (concept) 0.008
caso (case) 0.008 elemento (element) 0.006 tiempo (time) 0.005

Every transcript is preprocessed (keeping the nouns to their simplest form
and remove the common words) and transformed in a Bow Corpus. A value
representing the number of appearances in the script is assigned to every word.

The total number of words per transcript (with an average of 1.653) was
reduced to 340. All the values were saved in a matrix with the following structure:
there are N rows (i.e., the number of transcripts), each of them containing M
number of filtered “word, number of appearances” pairs. One matrix of this type
is created for each cluster.
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From the 15.386 available transcripts, after keeping only valid transcripts for
processing, we remain with 7.935 transcripts, organized as 1.185 from cluster BS
(i.e., Biology and Sciences)), 3.475 from cluster E (i.e., Engineering) and 3.275
from cluster HA (i.e., Humanities and Arts).

Firstly, every word is represented by its number of appearances. Still, we have
to compute more specific values, where each transcripts’ context must influence
their weight. For this purpose, we determine the TF-IDF values on the lists and
thus create a similar matrix with the same dimension.

Table 2. Sample LSI models with their topics (English translation; n/t when there is
no translation since it is only a Spanish sufix of a word)

Cluster ID and LSI results: topics
Cluster BS: Biology and Science
Topic 0 (”areclú”*391.0-: ulcer (”nóiserp”*471.0-+) pressure)
+ -0.136*”fibra” (fiber)+ -0.122*”cultivo” (crop) + -0.116*”plaga” (plague)
+ -0.114*”pec” (pec) + -0.112*”planta” (plant) + -0.107*”molécula” (molecule)
+ -0.104*”lesión” (injury) + -0.103*”piel” (skin)
Topic 1 (”areclú”*194.0-: ulcer (”nóiserp”*063.0-+) presure) + -0.223*”piel” (skin)
+ -0.186*”desbridamiento” (debridment) + -0.179*”paciente” (patient)

(”nóicneverp”*561.0-+ prevention) + 0.163*”fibra” (fiber)
+ -0.161*”apósito” (dressing (”nóisel”*441.0-+) injury) + 0.119*”matriz” (matrix)
Topic 2: 0.289*”fibra” (fiber) + -0.236*”plaga” (plague) + -0.210*”cultivo” (crop)
+ 0.194*”átomo” (atom) + 0.193*”matriz” (matrix) + -0.179*”planta” (plant)
+ 0.173*”molécula” (molecule) + -0.173*”insecto” (insect)
+ -0.145*”especi” (n/t (”onegórdih”*531.0+) hydrogen)
Topic 3: 0.698*”fibra” (fiber (”omotá”*462.0-+) atom)
+ -0.241*”molécula” (molecule) + 0.237*”matriz” (matrix) + -0.180*”enlace” (link)
+ -0.177*”hidrógeno” (hydrogen (”nórtcele”*841.0-+) electron)
+ -0.125*”carbono” (carbon) + -0.120*”enlac” (n/t (”nóiccaer”*790.0-+) reaction)
Topic 4: -0.475*”fibra” (fiber) + 0.387*”matriz” (matrix) + 0.158*”vector” (vector)
+ 0.149*”equi” (equi) + 0.144*”cero” (zero) + 0.138*”cuadrado” (square)
+ 0.136*”función” (function) + 0.134*”matric” (n/t)
+ -0.127*”molécula” (molecule (”omotá”*321.0-+) atom)

Finally, a Transformed Corpus is built and integrated with LSI making possi-
ble retrieval of the conceptual content of transcripts by establishing associations
between terms in similar contexts (i.e., the queries). Table 2 presents the results
of the LSI method with reduced number of dimensions to the number of desired
topics (i.e, K dimensions). The LSI method uses singular-value decomposition
(SVD) and decomposes the input matrix into three other matrices: M × K Word
Assignment to Topics matrix, K × K Topic Importance matrix and K × N Topic
Distribution Across Documents matrix. For this study we have used 5 topics.
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Table 3. Example sequences from Wikipedia with their clusters (English translation)

Query (Eng.), [Cluster without wiki search, Cluster with wiki search]
Sequence extracted from Wikipedia (English translation)

celula madre (stem cell), [Humanities and Arts, Biology and Science]
’Las células madre son células que se encuentran en todos los organismos pluricelulares
y que tienen la capacidad de dividirse (a través de la mitosis) y diferenciarse en diversos
tipos de células...’
’Stem cells are cells that are found in all multicellular organisms and have the ability
to divide (through mitosis) and differentiate into various specialized cell types...’

memoria principal (main memory), [Biology and Science, Engineering]
’Memoria primaria (MP), memoria principal, memoria central o memoria interna es
la memoria de la computadora donde se almacenan temporalmente tanto los datos
como los programas que la unidad central de procesamiento (CPU) ...’
’Primary memory (PM), main memory, central memory or internal memory is the
memory of the computer where both data and programs that the central processing unit
(CPU) ...’

leyes del estado republicano (’republican state law’ ), [Biology and Science,
Humanities and Arts]
’El Partido Republicano (GOP) (Republican Party; también conocido como GOP, de
Grand Old Party, Gran Partido Viejo) es un partido poĺıtico de los Estados Unidos.’
’The Republican Party (also known as the GOP, from Grand Old Party) is a political
party in the United States.’

Table 4. Validation scores for example of preprocessed query labeling

No of cluster Accuracy (cross-validation) Precision Recall F1-score Support

Cluster 0 0.83 1.00 0.83 0.91 331

Cluster 1 0.90 1.00 0.90 0.95 352

Cluster 2 0.86 1.00 0.86 0.92 346

Once that we have determined the LSI models for every cluster, we have to
match the query with the proper cluster such that searching will be performed
within the correct set of transcripts. As many queries are ambiguous and can
not be assigned directly to a specific domain (i.e., cluster), we use instead the
first sentence from a relevant Wikipedia web page. Table 3 shows the impact
on clustering results after using Wikipedia contextualization. Cross-validation
results of clustering with Wikipedia contextualization are being presented in
Table 4 for 350 video titles.

Once the cluster is obtained, the initial query is preprocessed (brought to the
singular form) to be transformed into embedding results. The query is further
converted to LSI space, and according to the cosine similarity metric, the most
similar videos are being retrieved.
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Table 5. List of results with their scores for Biology and Science cluster for querying
“fibra” (en. “fibre”)

Id Score Transcript based search Simple search after title

79 0.9975 Clasificación de las fibras
textiles (Classification of
textile fibres)

Fibra textil viscosa
(Viscous textile fiber)

114 0.9974 Fibra textil seda (Silk textile
fiber)

Fibra textil lino (Linen
textile fiber)

213 0.9970 Fibra textil viscosa
(Viscous textile fiber)

Fibra textil seda
(Silk textile fiber)

900 0.9968 Fibra textil elastano
(Elastane textile fibre)

Fibra textil acetato
(Acetate textile fibre)

921 0.9961 Fibra textil lino
(Linen textile fibre)

Fibra textil elastano
(Elastane textile fibre)

544 0.9958 Fibra textil acetato
(Acetate textile fibre)

Fibra textil poliolefina
(Polyolefin textile fibre)

607 0.9954 Fibra textil acŕılica
(Acrylic Textile Fiber)

Fibra textil acŕılica
(Acrylic Textile Fiber)

67 0.9948 Fibra textil poliolefina
(Polyolefin textile fibre)

Funcionamiento de una fibra
óptica
(Operation of an optical
fiber)

725 0.9943 Influencia del substrato.
Sección transversal (Influence
of the substrate. Cross
section)

Interacción entre la fibra y la
matriz
(Fiber-Matrix Interaction)

549 0.9934 Fibras textiles de algodón
(Cotton textile fibres)

Conectorización de fibra
óptica IV
(Fiber Optic
Connectorization IV )

By sorting the results, we can return the 10 most relevant videos. In Table 5
and 6 we perform 2 sample queries and present a comparative result of transcript-
based search against simple search based on title of the video.

The results presented in Table 5 show that both methods produce similar
results sue to the fact that the query is also found in the title of the videos. Still,
the transcript-based search also finds appropriate videos from the same domain
(i.e., cluster) and whose query may not be in the title. The results presented
in Table 6 show a more precise indication that transcript-based search returns
more appropriate videos than simple search mechanism.



98 D. I. Bleoancă et al.

Table 6. List of results with their scores for Engineering cluster for querying “Como
leer de un archivo” (en. “How to read from a file”)

Id Score Transcript based search Simple Search after title

558 0.9867 Preferencias de usuario. Menú
FILE (II) en Blender (User
preferences. FILE (II) menu in
Blender)

Crear un archivo de Excel
nuevo como duplicado de otro
ya existente (Create a new
Excel file as a duplicate of an
existing one)

3334 0.9830 Guardar, exportar e imprimir
presentaciones (Save, export
and print presentations)

Un servicio como mecanismo de
comunicación entre aplicaciones
(A service as a communication
mechanism between
applications)

1016 0.9812 Uso de AutoCAD Design
Center para operaciones con
bloques (Using AutoCAD
Design Center for Block
Operations)

Un receptor de Anuncios como
mecanismo de comunicación
entre aplicaciones (An ad
receiver as a communication
mechanism between
applications)

1326 0.9780 Uso de referencias externas
(Use of external references)

Cerrar un acuerdo de compra
(Closing a Purchase Agreement)

2230 0.9760 Preferencias de usuario. Menú
FILE (I) en Blender (User
preferences. FILE (I) menu in
Blender)

Sistema tributario Español:
elementos de un tributo
(Spanish tax system: elements
of a tax)

3255 0.9692 Lista de bases de datos:
Guardar (List of databases:
Save)

Archivo de la Experiencia
(Experience Archive)

617 0.9584 Diseño General de la
Presentación I (General Design
of the Presentation I )

Modificar un archivo de
plantilla Excel (Modify an Excel
template file)

4 0.9583 Introducción al manejo de
ficheros (Introduction to file
handling)

Cómo citar adecuadamente
bibliograf́ıa en un trabajo de
investigación (How to properly
cite literature in a research
paper)

788 0.9581 Introducción a Powerpoint
(Introduction to Powerpoint)

Cómo solicitar un aula de
Videoapuntes (How to request a
video classroom)

1407 0.9580 Uso de archivos de AutoCAD
como bloques (Using AutoCAD
files as blocks)

Criterios para la consideración
de un suelo como contaminado
(Criteria for the consideration
of a soil as contaminated)
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5 Conclusions

In this work, we present an NLP-based approach for retrieval appropriate edu-
cational videos based on transcripts processing. As principal ingredients in the
data analysis process, we have used TF-IDF embedding, Wikipedia contextual-
ization of the query and LSI for topic detection. We have found that our proposed
mechanism retrieves more relevant videos as compared with the existing simple
search mechanism. Although evaluation of proposed method has been performed
only on two sample queries, the results are encouraging to continue improving
the data analysis pipeline such that exhaustive validation mechanism may be
implemented on queries performed by students at UPV. As future work we plan
to test other embedding methods (i.e., BERT, USE, NNLM) and run online
evaluation with actual students.
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Abstract. Association Rule Mining belongs to one of the more promi-
nent methods in Data Mining, where relations are looked for among
features in a transaction database. Normally, algorithms for Associ-
ation Rule Mining mine a lot of association rules, from which it is
hard to extract knowledge. This paper proposes a new visualization
method capable of extracting information hidden in a collection of asso-
ciation rules using numerical attributes, and presenting them in the form
inspired by prominent cycling races (i.e., the Tour de France). Similar
as in the Tour de France cycling race, where the hill climbers have more
chances to win the race when the race contains more hills to overcome,
the virtual hill slopes, reflecting a probability of one attribute to be more
interesting than the other, help a user to understand the relationships
among attributes in a selected association rule. The visualization method
was tested on data obtained during the sports training sessions of a pro-
fessional athlete that were processed by the algorithms for Association
Rule Mining using numerical attributes.

Keywords: Association rule mining · Optimization · Sports training ·
Tour de France · Visualization

1 Introduction

Association Rule Mining (ARM) [1] is an important part of Machine Learning
that searches for relations among features in a transaction database. The major-
ity of the algorithms for ARM work on categorical features, like Apriori proposed
by Agrawal [2], Eclat, introduced by Zaki et al. [20], and FP-Growth, developed
by Han et al. [8]. Algorithms for dealing with the numerical features have also
been developed recently [3,6].
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Typically, these algorithms generate a huge number of association rules, from
which it is hard to discover the most important relations. In order to extract
a knowledge from the collection of mined association rules, a lot of tools have
emerged [7] that are able to cope with complex data structures, e.g., instance-
relationship data [5], user generated context [9,12], and scanner data [14]. On the
other hand, there are a number of papers proposing data visualization methods
as a means for extracting meaningful results from highly complex settings [4].

This paper focuses on the visualization of ARM using numerical features.
Thus, the relationships among these features are visualized using an inspiration
taken from one of the most prominent cycling races in the world, i.e., the Tour
de France (TDF). Similar as in the Tour de France cycling race, where the hill
climbers have more chances to win the race, when the race contains more hills
to overcome, the virtual hill slopes, reflecting a probability of one attribute to
be more interesting than the other, help a user to understand the relationships
among attributes in a selected association rule.

The proposed visualization method was applied on a transaction database
consisting of data obtained by measuring data during the training sessions with a
mobile device worn by a professional cyclist in the past three seasons. The results
of visualization reveal that using the method in the real-world can improve the
interpretation of the mining of the association rules, and direct the user to the
more important ones.

The structure of the paper is as follows. Section 2 highlights the basic informa-
tion needed for understanding the subject of the paper. In Sect. 3, an algorithm
for visualizing the mined association rules is illustrated in detail. The results of
the proposed visualization method are presented in Sect. 4. The paper is con-
cluded by Sect. 5, which summarizes the work performed and outlines directions
for the future.

2 Basic Information

This section is focused on the background information necessary for understand-
ing the subject that follows. At first, the principles of TDF serving as an inspi-
ration for visualization are highlighted, followed by describing the problem of
discovering association rules.

2.1 Tour de France

Numerous research articles published in the past support the idea that good hill
climbing abilities are a nuisance for winning the Tour De France (TDF). Climber
specialists (fr. grimpeur), all-rounders (fr. rouleur) and time-trial specialists (fr.
chronoman) usually fight for overall podium positions at the Champs-Élysées,
contrary to the breakaway specialists (fr. baroudeur) and sprinters, who strive
for glory at individual stages. Good hill climbing abilities come naturally come
with suitable anthropometric stature: According to [16], climbers usually weigh
60–66 kg, with their BMI (Body Mass Index) reaching 19–20 kg/m2. Compared



Visualization of Numerical Association Rules by Hill Slopes 103

to other specialists, climbers perform exceptionally well at maintaining high
relative power output to their weight W/kg. From the characteristics of climbers,
we deduce that steep climbs, where intensity is near maximum, determine (or
are crucial for) the overall winner of TDF, and we further deduce that climbers
are in a favorable role there.

Lucia et al. [10] introduce the TDF historical overview and climbing facts.
Good climbing performance in the Alps and Pyrenees is highly correlated to good
time-trial performance [18], which provides a good chance that a strong climber
will perform solidly at the time-trial, too. Indeed, both are necessary to win the
TDF [17]. However, Rogge et al. [13] agree that good performance at mountain
stages is crucial for a favorable TDF result overall. Torgler [18] further exposes
the difficulties of mountain stages, and emphasizes the high efforts needed to
provide good General Classification (GC); the steep mountainous stages are
supposed to be the most difficult ones among them all and, thus, are decisive for a
successful GC; subsequent climbs with descents are found to be most exhaustive.
It follows that, the more exhaustive the stage, the larger the time differences at
the finish. Sanders and Heijboer [15] supported this idea, by finding out that
mountain stages are of the highest intensity and exercise load among mass-start
stage types. To a higher degree, this is because of the total elevation gain and
highly alternating pace that occurs at hilltops. In our opinion, van Erp et al. [19]
present the most comprehensive empirical study of individual load, intensity
and performance characteristics of a single GC contender. Among many testing
hypotheses, authors state that the most necessary to compete for victory in a
Grand Tour is to achieve the highest power output possible (app. 5.7–6.0 W/kg)
at key mountain stages.

Climbing to “Hors Catégorie” (HC) climbs is extremely specific. Such climbs
are usually of extraordinary distance and elevation, and, thus, require extreme
efforts. At high altitudes, moderate hypoxia can come into play, which tight-
ens the cyclist’s margins and increases physical fatigue even more. An example
of an HC finish climb is shown in Fig. 1. These facts contribute easily to early
exhaustion, or overreaching [10] and thus are critical for good overall GC classifi-
cation. The lost time at mountainous stages usually cannot be recovered anymore
(cyclists can barely limit only the losses).

On the other hand, competing to win the TDF is not only about climbing.
The TDF is extremely psychologically and physically demanding, especially for
GC contenders: (1) These need to be cautious of opponents at all times, (2)
No relaxation days are allowed to them and (3) a single bad day or opponent’s
explosive burst may be devastating. Without mentioning high temperatures,
team spirit, injuries, crashes and technical glitches, the psychological and phys-
ical tension to GC contenders are the highest at the high-intensity phases, such
as steep hills [11].

2.2 Association Rule Mining

ARM can be defined formally as follows: Let us assume a set of objects O =
{o1, . . . , oM} and transaction dataset D = {T} are given, where each transaction



104 I. Fister Jr. et al.

Fig. 1. Example of TDF Stage 12, TDF 2015. Image origin: https://commons.
wikimedia.org/wiki/File:Profile stage 12 Tour de France 2015.png, distributed under:
Creative Commons Attribution-Share Alike 4.0 International License

T is a subset of objects T ⊆ O. Then, an association rule is defined as an
implication:

X ⇒ Y, (1)

where X ⊂ O, Y ⊂ O, and X ∩ Y = ∅. In order to estimate the quality of a
mined association rule, two measures are defined: A support and a confidence.
The support is defined as:

supp(X) =
|t ∈ T ;X ⊂ t|

|T | , (2)

while the confidence as:

conf(X ⇒ Y ) =
n(X ∪ Y )

n(X)
, (3)

where function n(.) calculates the number of repetitions of a particular rule
within D, and N = |T | is the total number of transactions in D. Let us emphasize
that two additional variables are defined, i.e., the minimum confidence Cmin and
the minimum support Smin. These variables denote a threshold value limiting
the particular association rule with lower confidence and support from being
taken into consideration.

3 Description of Constructing the New Visualization
Method for ARM

The problem of predicting the winner of the TDF can be defined informally
as follows: Let us assume that cyclist X is a specialist for hill climbing. This
cyclist started in n from the total N races and overcame a set of elite cyclists
Y1, . . . , Ym−1 M1, . . . ,Mm−1-times, respectively, where m denotes the number of

https://commons.wikimedia.org/wiki/File:Profile_stage_12_Tour_de_France_2015.png
https://commons.wikimedia.org/wiki/File:Profile_stage_12_Tour_de_France_2015.png
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observed cyclists, i.e., not only hill climbers. Such framework could be applied to
all cyclists in general. Based on these data, the question is, what is the probability
for X to win the TDF this year?

The problem could be solved visually in the sense of the ARM as follows:
The number of races in which the cyclist X started can be expressed as supp(X).
The same is also true for cyclist Yi, where the number of his starts is expressed
as supp(Yi). The numbers of races, where X overcame Yi can be expressed as
conf (X ⇒ Yi). Then, the equivalent relation

supp(X) ≡ conf (X ⇒ Y ) (4)

means that cyclist X overcame cyclist Yi in all races in which they both started.
This relation can be visualized as a rectangular triangle with two sides of equal
length, supp(Yi) and conf (X ⇒ Yi), and the length of diagonal L is expressed
by Pythagoras rule, as follows:

L =
√

supp2(Yi) + conf 2(X ⇒ Yi). (5)

As a result, a sequence of triangles is obtained, where each triangle highlights
the relationship between the two cyclists. If triangles are ordered according to
their supports and put onto a line with spacing proportional to a conf (X ⇒
Yi), and the model triangle with two sides equal to supp(X) is added, the new
visualization method emerges, as presented in Fig. 2.

Fig. 2. Mathematical model of virtual hills, on which the new visualization method is
founded.

As can be seen from Fig. 2, the model triangle representing the triangle with
the largest area, is isosceles, and it is placed on the position L1/2 distant from
the origin of 0. However, the positions Li for i = 0, . . . , m − 1 are calculated
according to Eq. 5. A corresponding length of the triangle is calculated for each
of the observed cyclists Yi. The position of the triangle on the line is determined
as follows:

posi = L0 +
i−1∑
j=1

(LC j + LLj + LRj) + (LC i + LLi) , (6)



106 I. Fister Jr. et al.

where L0 denotes the diagonal length of the model triangle, LC j ∝ conf (X ⇒
Yj) is the distance between two subsequent triangles, LLj , expressed as follows:

cos α =
supp(Yj)

Lj
, for j = 1, . . . ,m − 1,

LLj = supp(Yj) · cos α =
supp2(Yj)

Lj
,

(7)

while LRj as:

cos β =
conf (X ⇒ Yj)

Lj
, for j = 1, . . . ,m − 1,

LRj = conf (X ⇒ Yj) · cos β =
conf 2(X ⇒ Yj)

Lj
.

(8)

The interpretation of these triangles representing hills in the TDF is as fol-
lows: At first, the larger the area of the triangle for cyclist Yi, the more chances
for cyclist X to overcome this in the race. The same relationship is highlighted
in the distance between these triangles. This means that the more the triangle
is away from the model triangle, the higher is the probability that X will be
overcome by Yi. Let us emphasize that the discussion is valid for classical ARM
using numerical attributes, where the mined association rules serve only as a
basis for determining the best features. Thus, the implication relation in the
rule is ignored and redefined by introducing the m − 1 individual implication
relations between pairs of features.

Similar as steep slopes have a crucial role in the TDF cycle race for deter-
mining the final winner, the virtual hill slopes help the user to understand the
relations among features in the transaction database. Indeed, this visualization
method can also be applied for visualizing features in the ARM transaction
databases. Here, the features are taken into consideration instead of cyclists.
On the other hand, interpretation of visualization is also slightly different from
the TDF. Here, we are interested in those relations between features that most
highlights the mined association rules. The larger the area of the triangle Yi, the
closer the relationship between the feature X.

4 Experiments and Results

The goal of our experimental work was to show that the mined association rules
can be visualized using the proposed visualization method based on inspiration
taken from the TDF cycling competition. In line with this, two selected associ-
ation rules mined from a corresponding transaction database are visualized.

The association rules were mined using contemporary approaches using
stochastic nature-inspired population-based algorithms, like Differential Evolu-
tion [6]. Then, the best mined association rules according to support and confi-
dence are taken into consideration. In each specific association rule, the feature



Visualization of Numerical Association Rules by Hill Slopes 107

with the the best support is searched for. This feature serves as a model, with
which all the other features in the observed rule are compared according to a
confidence.

The transaction database consists of seven numerical features, whose domain
of feasible values are illustrated in Table 1. The transaction database consists of

Table 1. Observed numerical features with their domain of values.

Nr. Feature Domain

F-1 Duration [43.15, 80.683]

F-2 Distance [0.00, 56.857]

F-3 Average HR [72, 151]

F-4 Average altitude [0.2278, 1857.256]

F-5 Maximum altitude [0.0, 0.0]

F-6 Calories [20.0, 1209]

F-7 Ascent [0.00, 1541

F-8 Descent [0.00, 1597]

700 transactions representing the results measured by a mobile device worn by a
professional cyclist during the sports training session. These data were obtained
in the last three cycling seasons. In a temporary sense, this means that we can
start to set a get valuable visualization with full predictive power for the current
season after lapse of three seasons. However, this does not mean that the method
cannot be applied before elapsing three seasons, but the obtained results could
be less accurate.

The best two association rules according to support are presented in Table 2,
where they are denoted as visualization scenarios 1–2. Let us emphasize that the
association rules are treated without implication relation. Here, the intervals of
numerical attributes are important for the proposed visualization method only.
On the other hand, the proposed approach is not limited by a huge number

Table 2. Mined numerical features in association rules.

Feature Scenario 1 Scenario 2

Duration [76.67, 78.07] [46.95, 65.87]

Distance [14.28, 26.32] [26.24, 53.30]

Average HR [78.79, 114.92] [104.12, 141.40]

Average altitude [631.70, 1809.21] [17.59, 547.05]

Calories [774.92, 1161.43] [1096.82, 1209.00]

Ascent [0.00, 10.00] [0.00, 74.19]

Descent [0.00, 54.19] [0.00, 623.88]
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of triangle diagrams, because here we are focused on visualization of the best
association rules according to some criteria that normally have a limited number
of numerical attributes.

Experimental figures were drawn using the Matlab software framework, using
the colored 3-D ribbon plot. All the Figures start at Location = 0 and spread
on the x axis. The height of the triangles is symbolized at the z axis, and the
shades of color are represented by a vertical color-bar. On the other hand, the y
axis does not include any meaning.

The visualization of the two mentioned scenarios are presented in the remain-
der of the paper.

4.1 Scenario 1

The best association rule is presented in Table 3, where the feature F-2 (i.e.,
“Distance”) is compared with the closest features according to a confidence, i.e.,
“Average HR”, “Average altitude”, “Descent”, “Duration”, “Ascent”, “Calo-
ries”.

Table 3. Scenario 1 in numbers.

Scenario supp(X) conf (X ⇒ Yi)

1 F-2 F-3 F-4 F-8 F-1 F-7 F-6

0.40 0.19 0.16 0.06 0.05 0.02 0.01

The corresponding visualization of these data are illustrated in Fig. 3, from
which it can be seen that the feature “Distance” has higher interdependence
with features “Average HR” and “Average altitude” only, but the relationships

Fig. 3. Visualization of Scenario 1.
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among the other features do not have a higher effect on the performance of the
athlete.

4.2 Scenario 2

In this scenario, only six features are incorporated, because the feature R-6 (i.e.,
“Calories”) does not affect the performance of the cyclist in training (Table 4)
(Fig. 4).

Table 4. Scenario 2 in numbers.

Scenario supp(X) conf (X ⇒ Yi)

2 F-8 F-3 F-4 F-1 F-7 F-2 F-6

0.93 0.85 0.75 0.57 0.26 0.22 0.00

As can be seen from Fig. 4, there are six hills, where the former three hills are
comparable with the first one according to the area, while the last two expose
the lower interdependence. Indeed, the higher interdependence is also confirmed
by the larger distances between hills.

Fig. 4. Second visualization.

5 Conclusion

ARM using numerical attributes of features was rarely applied in practice. The
task of the algorithm for ARM with numerical attributes is to find the proper
boundary values of numerical features. Consequently, these values specify mined
association rules using different values of support and confidence. Thus, the
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association rules with the best values of support and their closeness to the other
features are the more interesting for the user. The users suffer from the lack of
information that is hidden in association rules. Obviously, the solution of the
problem presents various visualization tolls for extracting the knowledge hidden
in data.

This paper proposes a new visualization method inspired by the TDF. Sim-
ilar as in the TDF cycle race, where the hill climbers have more chances to win
the race when the race contains more hills to overcome, the virtual hill slopes,
reflecting a probability of one attribute to be more interesting than the other,
help a user to understand the relationships among attributes in a selected asso-
ciation rule.

Thus, the relationships between features in the transaction database are illus-
trated using triangles, representing hills, that need to be overcome by the cyclists.
The first triangle in a sequence is a model, because it contains the largest area.
The other triangles represent the opponents in the following sense: The larger
the area of a definite triangle, the easier it is for the opponent to overcome. In
the ARM sense, this means the following: The larger the triangle, the closer the
feature in the transaction database.

The visualization method was employed on a transaction database consisting
of features characterizing the realized sports training sessions. Two scenarios
were visualized, based on two selected mined association rules. The results of
visualization showed the potential of the method, that is able to illustrate the
hidden relationships in a transaction database in an easy and understandable
way to the user.

In the future, the method could also be broadened for dealing with mixed
attributes, i.e., numerical and categorical. The method should be applied to
another transaction databases.
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11. Lućıa, A., Hoyos, J., Santalla, A., Earnest, C., Chicharro, J.L.: Tour de France
versus Vuelta a España: which is harder? Med. Sci. Sports Exerc. 35(5), 872–878
(2003)

12. Netzer, O., Feldman, R., Goldenberg, J., Fresko, M.: Mine your own business:
market-structure surveillance through text mining. Market. Sci. 31(3), 521–543
(2012)

13. Rogge, N., Reeth, D.V., Puyenbroeck, T.V.: Performance evaluation of tour de
france cycling teams using data envelopment analysis. Int. J. Sport Finance 8(3),
236–257 (2013)

14. Rooderkerk, R.P., Van Heerde, H.J., Bijmolt, T.H.: Optimizing retail assortments.
Market. Sci. 32(5), 699–715 (2013)

15. Sanders, D., Heijboer, M.: Physical demands and power profile of different stage
types within a cycling grand tour. Eur. J. Sport Sci. 19(6), 736–744 (2019)

16. Santalla, A., Earnest, C.P., Marroyo, J.A., Lućıa, A.: The Tour de France: an
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Abstract. The experiences and feelings in a first phase of transition from under-
graduate to graduate coursesmay lead to some kind of anxiety, depression,malaise
or loneliness that are not easily overwhelmed, no doubt the educational character
of each one comes into play, since the involvement of each student in academic
practice depends on his/her openness to the world. In this study it will be analyzed
and evaluated the relationships between academic experiences and the correspon-
dent anxiety levels. Indeed, it is important not only a diagnose and evaluation
of the students’ needs for pedagogical and educational reorientation, but also an
identification of what knowledge and attitudes subsist at different stages of their
academic experience. The system envisaged stands for a Hybrid Artificial Intelli-
gence Agency that integrates the phases of data gathering, processing and results’
analysis. It intends to uncover the students’ states of Adaptation, Anxiety andAnx-
iety Trait in terms of an evaluation of their entropic states, according to the 2nd
Law of Thermodynamics, i.e., that energy cannot be created or destroyed; the total
quantity of energy in the universe stays the same. The logic procedures are based
on a Logic Programming approach to Knowledge Representation and Reasoning
complemented with an Artificial Neural Network approach to computing.
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1 Introduction

On the one hand, the quality of academic life and the experience of students in the transi-
tion from basic courses to higher education prove to be an area of interest for researchers
[1]. On the other hand, the diversity of student profiles that reach our universities, be
it cultural, social or educational, indicates a review of the adaptation and learning pro-
cesses. Indeed, promoting the quality of academic experience during the training course
is an incentive for a responsibility that the institution tends to share through its organiza-
tion and services; of employees and teachers; the family; the environment; the students
or their whereabouts. It is therefore essential to diagnose the needs of students with
a view to reorienting them at the pedagogical, educational level or determining what
knowledge and attitudes are required in the various phases of academic experience [2].
In order to achieve an optimal adaptation to higher education and the highest quality
of all academic experiences, strategies to control feelings, attitudes and signs that show
fear must also be developed. This can pose a threat to student performance because it
is an emotion that symbolizes concern and fear. This threat can serve as a model for
changing the student’s emotional state at a particular time and adding inherent factors to
the person, their environment and their ability to be in harmony with themselves [3]. The
aim of our study is undeniably to promote the best possible adaptation of the student to
the bachelor nursing courses, to the institution and its training and to reduce the fear in
the academic environment. The document is divided into 4 (four) chapters. The former
one is dedicated to the theoretical revision of the literature. Chapter 2 introduces the
theoretical questions, namely how the questions of qualitative thinking, uncertainty and
vagueness are dealt with and how they relate to Logic Programming [4]. Chapter 3 con-
tains a case study and its development into a complete computer system [5, 6]. Chapter 4
contains the presentation and discussion of the results as well as perspectives for further
research.

2 Fundamentals

Knowledge Representation and Reasoning (KRR) practices may be understood as a
process of energy devaluation [7]. A data item is to be understood as being in a given
moment at a particular entropic state as untainted energy, whose values range in the
interval 0…1. According to the First Law of Thermodynamics it stands for an amount
of energy that cannot be consumed in the sense of destruction, but may be consumed in
the sense of devaluation. It may be presented in the form, viz.

• exergy, sometimes called available energy or more precisely available work, is the part
of the energy which can be arbitrarily used or, in other words, the entropy generated
by it. In Fig. 1 it is given by the gray colored areas;
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• vagueness, i.e., the corresponding energy values that may or may not have been
consumed. In Fig. 1 it is given by the gray colored areas with spheres; and

• anergy, that stands for an energetic potential that was not yet consumed, being there-
fore available, i.e., all of energy that is not exergy. In Fig. 1 it is given by the white
colored areas [7].

As a data collection instrument, it will be used theQVA-r Questionnaire – Six Dimen-
sions (QVAQ – 6), a self-report questionnaire that seeks to assess how young people
adapt to some of the demands of academic life. However, it will be extended with
another dimension in order to assess the student’s integration process. QVAQ – 6 is now
presented in the form, viz.

Q1 – Are you aware of aspects such as your emotional balance, affective stabil-
ity, optimism, decision-making and self -confidence that may affect your Personal
Dimension?
Q2 – Are you aware of aspects such as your emotional balance, affective stability,
optimism, decision-making and self -confidence that may affect your Inter-personal
Dimension?
Q3 – Are you aware of your feelings related to the course attended and career prospects
that includes satisfaction with the course and perception of skills for the course that
stand for the Career Dimension?
Q4 – Are you aware of aspects that refers to study habits and time management, that
includes study routines, time planning, use of learning resources, and test preparation,
among others, that may affect your Study Dimension?
Q5 – Are you aware of aspects that refers to the appraisal of the educational institution
attended, that includes feelings related to the institution, the desire to stay or change
institutions, knowledge and appreciation of the infrastructure? and
Q6 – The IT organization of your educational institution has a problem-solving strategy
or methodology that ensures the security of our IT systems and data?

In order to answer if the organization’s goals are well defined and agree with the
students’ ones, on the assumption that the organization and the students have a very good
match, i.e., that high scores are to be found in the answers to the questionnaire, leading
to positive results and benefits at the organizational level. Therefore, it was decided to
use the scale, viz.

strongly agree (4), agree (3), disagree (2), strongly disagree (1), disagree (2),
agree (3), strongly agree (4)

in order to assess the student’s work (i.e. the attained entropic state), measured in terms
of the energy consumed to answer the questions. Moreover, it is included a neutral term,
neither agree nor disagree, which stands for uncertain or vague. The reason for the
individual’s answers is in relation to the query, viz.

As a member of the academic organization, how much would you agree with each
one of QVAQ – 6 referred to above?
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In order to transpose the qualitative information into a quantitative one all calculation
details for QVAQ – 6 are presented, in order to illustrate the process. The answers of the
student #1 to the QVAQ – 6 group are present in Table 1, where the input for Q1 means
that he/she strongly agrees but does not rule out the possibility that he/she will agree in
certain situations. The inputs are be read from left to right, i.e., from strongly agree to
strongly disagree (with increasing entropy), or from strongly disagree to strongly agree
(with decreasing entropy), i.e., in terms of Fig. 1 the markers on the axis correspond to
any of the possible scale options, which may be used from bottom → top (from strongly

Table 1. QVAQ – 6 Single Student Answers.

Questions Scale

(4) (3) (2) (1) (2) (3) (4) vagueness

Q1 × ×
Q2 × ×
Q3 × ×
Q4 ×
Q5 ×
Q6 ×
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Fig. 1. A graphic representation of students’ answers to the Best-case scenario.



116 A. Costa et al.

agree to strongly disagree), indicating that the performance of the system (set below
as Program 1 with the acronym LOP) as far as a student’s evaluation of the degree of
Adaptation, Anxiety and Anxiety Trait decreases as entropy increases, or used from top
→ bottom (from strongly disagree to strongly agree), indicating that the performance
of the system increases as entropy decreases). Figure 1 and Fig. 2 show the conversion
of the information contained in Table 1 into the diverse types of energy described above
(exergy, vagueness and anergy) for the Best andWorst case scenarios. The contribution
of each individual to the system entropic state as untainted energy is evaluated as shown
in Table 2 for both scenarios.
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Fig. 2. A graphic representation of students’ responses to the Worst-case scenario.

The qvaq – 6 performance and itsQuality-of -Information (QoI) range in the intervals
0.88…0.92 and 0.53…0.61, respectively. The QVAQ – 6 and QoI’s evaluation for the
different items that make the qvaq – 6 predicate are given in the form, viz.

• The QVAQ – 6 is given as QVAQ− 6 = √
1 − ES2, where ES stands for an exergy’s

value in the BCS (i.e., ES = exergy + vagueness), a value that ranges in the interval
0…1 (Fig. 3).

QVAQ− 6 =
√
1 − (0.14 + 0.25)2 = 0.92

• QoI is evaluated in the form, viz.
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Table 2. Best and Worst-case scenarios (BCS and WCS).

Questions Best Case Scenario Worst Case Scenario

Q1 exergyQ1 = 1
6πr2

] 1
4

√
1
π

0
= 0.01

exergyQ1 = 1
6πr2

] 3
4

√
1
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The evaluation of Q3 is similar to Q1
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√
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Q5
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The evaluation of Q6 is similar to Q4
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1
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QVAQ – 6 

ES

?
0

Fig. 3. QVAQ – 6 evaluation.

QoI = 1 − (exergy + vagueness) = 1 − (0.14 + 0.25) = 0.61

On the other hand, the data collected above can be structured in terms of the extent
of predicate qvaq – 6, viz.

qvaq − 6 : EXergy,VAgueness,ANergy,QVAQ− 6′s Performance,
Quality − of − Information → {True,False}

and depicted as Logic Program 1, below.

3 Case Study

3.1 State and Anxiety Trait

In order to achieve this goal, it will be used the Spielberger – Form Y STAI, a personal
reporting instrument [8]. Due to its psychometric qualities, STAI is an invaluable gain in
psychological evaluation. It consists of two questionnaires, designed for the self-reported
assessment of the intensity of feelings. As such, the STAI adopts a psychological reason-
ing approach. Thus, it is a dimension that needs to be evaluated in different contexts (e.g.,
psychology, health, forensic, educational). The fact that STAI provides two measures of
assessment, the State of Anxiety and the Anxiety Trace, multiplies its potential as a tool
not only for evaluation but also for research.

State of Anxiety. State of Anxiety is defined as a transitory, emotional condition char-
acterized by subjective feelings of tension and apprehension. It will be assessed in terms
of the State of Anxiety Questionnaire Four–Dimensions (SAQ – 4), viz.

Q1 – Do you feel strained?
Q2 – Do you feel satisfied?
Q3 – Do you feel frightened? and
Q4 – Do you I feel indecisive?
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Table 3. Individual Student Answers to SAQ – 4 and ATQ – 6 questionnaires.

Questionnaire Questions Scale

(4) (3) (2) (1) (2) (3) (4) vagueness

SAQ – 4 Q1 × ×
Q2 ×
Q3 ×
Q4 ×

ATQ – 5 Q1 × ×
Q2 ×
Q3 × ×
Q4 ×
Q5 ×
Q6 × ×

The state scale is designed to assess anxiety as it relates to a specifically experienced
situation in terms of apprehension, worry, tension and nervousness. Here, the scale is
scored on an eight-point Likert-type (Table 3).

Anxiety Trait. Anxiety Trait is defined as anxiety-proneness, i.e., an individual’s ten-
dency to respond to stressful situations with raised State Anxiety. It is designed to assess
the person’s general level of anxiety in terms of the general tendency to respond fearfully
to a number of aversive stimuli. It will be assessed in terms of the Anxiety Trait Ques-
tionnaire Six–Dimensions (ATQ – 6) (Table 3), whose scale is scored on an eight-point
Likert-type, viz.

Q1 – Do you feel nervous and restless?
Q2 – Do you feel satisfied with yourself?
Q3 – Do you feel like a failure?
Q4 – Do you have disturbing thoughts?
Q5 – Do you make decisions easily? and
Q6 – Do you feel inadequate?

In addition to Tables 1, 3 and 4 show student # 1’s answers to the SAQ – 4 and ATQ
– 6.
In Table 4 PP stands for predicate’s performance and therefore endorsing the qvaq – 6,
saq – 4 and atq – 6 predicates’ performance.

3.2 Computational Make-up

One’swork thatwent step-by-step to understand the problem and come upwith a solution
was possible due to the power of Computational Logic or Computational Thinking, i.e.,
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Table 4. The extent of the qvaq – 6, saq – 4 and atq – 6 predicates obtained according to an
individual student‘s answer to the QVAQ – 6, SAQ – 4 and ATQ – 6 questionnaires.

Questionnaire EX
BCS

VA
BCS

AN
BCS

PP
BCS

QoI
BCS

EX
WCS

VA
WCS

AN
WCS

PP
WCS

QoI
WCS

QVAQ – 6 0.14 0.25 0.86 0.92 0.61 0.47 0 0.53 0.88 0.53

SAQ – 4 0.28 0.24 0.72 0.71 0.48 0.75 0 0.25 0.66 0.25

ATQ – 6 0.34 0.12 0.66 0.93 0.54 0.78 0 0.22 0.62 0.22

a term that describes the decision-making progress used in programming and to turn up
with algorithms. Here it is used deduction, i.e., starting from a conjecture and, according
to a fixed set of relations (axioms and inference rules), try to construct a proof of the
conjecture. It is a creative process. Computational Logic works with a proof search
for a defined strategy. If one knows what this strategy is, one may implement certain
algorithms in logic and do the algorithms with proof-finding [9–11].
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It is now possible to generate the data sets that will allow one to train an ANN [5, 6]
(Fig. 4), where the nursing students’ degrees of Adaptation, Anxiety and Anxiety Trait
are used as input to the ANN, that presents as output an assessment of the Logic Program
1 (LoP) performance referred to above in measuring the student‘s degree of Adaptation,
Anxiety andAnxiety Trait plus ameasure of itsSusTainability (SusT). Indeed,SusTmay
be seen as a logic value that ranges in the interval 0…1. On the other hand, considering
that one has a group of 20 (twenty) students, the ANN training sets may be obtained by
making the sentence depicted below obvious (i.e., object of formal proof), viz.

∀(EX1,VA1,AN1,LoP1, SusT1, · · · ,EX3,VA3,AN3,LoP3, SusT3),

(qvaq− 6(EX1,VA1,AN1,LoP1, SusT1), · · · , atq− 6(EX3,VA3,AN3,LoP3, SusT3))

in every possible way, i.e., generating all the different possible sequences that combine
the extent of predicates qvaq – 6, saq – 4, and atq – 6, therefore leading to a number of
1140 sets that are presented in the form, viz.

Pre-processing
Layer

Input Layer

Hidden Layer

Output  Layer

Bias

Bias

qvaq – 6

0.
25

0.
86

saq – 4

0.
72

0.
34

0.
24

0.
28

atq – 6

0.85
LoP

(Logic  Program 1 Performance)

0.57

LoP’s Sustainability Assurance

0.
14 0.
66

0.
12

Fig. 4. A creative (abstract) view of the ANN topology to assess Logic Program 1 Performance
(LoP) and of its Sustainability (SusT)

{{qvaq− 6(EX1,VA1,AN1,LoP1, SusT1), saq− 4(EX2,VA2,AN2,LoP2, SusT2),

atq− 6(EX3,VA3,AN3,LoP3, SusT3)}, · · ·}

≈ {{(qvaq− 6(0.14, 0.25, 0.86, 0.92, 0.61), saq− 4(0.28, 0.24, 0.72, 0.71, 0.48),

atq− 6(0.34, 0.12, 0.66, 0.93, 0.54)}, · · ·}
where {} is the expression for sets, and ≈ stands for itself. It serves as input (75% for
training, 25% for testing) for the ANN (Fig. 4). On the other hand, and still on the issue
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of the ANN training process, the assessment of Logic Program 1 performance (LoP)
and of its sustainability (SusT) are considered, and weighed in the form, viz.

{{(
LoPqvaq−6 + LoPsaq−4 + LoPatq−6

)
/3

}
, · · ·}

≈ {{(0.92 + 0.71 + 0.93)/3 = 0.85}, · · ·}
and, viz.

{{(
SusTqvaq−6 + SusTsaq−4 + SusTatq−6

)
/3

}
, · · ·}

≈ {{(0.61 + 0.48 + 0.54)/3 = 0.57}, · · ·}

4 Conclusions and Future Work

In the transition to higher education, students experience many changes and ups and
downs in their lives, including those in development and behavior that reflect their tran-
sition to adulthood and the emergence of new social, cultural and training needs. They
have to change their way of living, accept new challenges, adapt to new experiences,
develop new behavioral, cognitive, and emotional responses. In fact, the adaptive suc-
cess of students becomes a key factor in maintaining their perseverance throughout the
educational path, which must be mathematically evaluated and subject to formal proof
in real time. This was the main objective of this work, which was carried out as a com-
puting agency that integrated the phases of data collection, a logical representation of
uncertainty and vagueness, as well as the phases of data processing and results analysis
and their evaluation using ANNs. In future work, a vision of multi-valued logic will be
pursued, a topic that has just been mentioned here and that will be carried out without
leaving first-order logic.
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Abstract. Context : Constant evolution in software systems often
results in its documentation losing sync with the content of the source
code. The traceability research field has often helped in the past with
the aim to recover links between code and documentation, when the two
fell out of sync.

Objective: The aim of this paper is to compare the concepts contained
within the source code of a system with those extracted from its doc-
umentation, in order to detect how similar these two sets are. If vastly
different, the difference between the two sets might indicate a consider-
able ageing of the documentation, and a need to update it.

Methods: In this paper we reduce the source code of 50 software sys-
tems to a set of key terms, each containing the concepts of one of the
systems sampled. At the same time, we reduce the documentation of each
system to another set of key terms. We then use four different approaches
for set comparison to detect how the sets are similar.

Results: Using the well known Jaccard index as the benchmark for the
comparisons, we have discovered that the cosine distance has excellent
comparative powers, and depending on the pre-training of the machine
learning model. In particular, the SpaCy and the FastText embeddings
offer up to 80% and 90% similarity scores.

Conclusion: For most of the sampled systems, the source code and the
documentation tend to contain very similar concepts. Given the accuracy
for one pre-trained model (e.g., FastText), it becomes also evident that
a few systems show a measurable drift between the concepts contained
in the documentation and in the source code.

Keywords: Information Retrieval · Text similarity · Natural language
processing

1 Introduction

To understand the semantics of a software, we need to comprehend its concepts.
Concepts extracted through its keywords from a single software derived from its
c© Springer Nature Switzerland AG 2020
C. Analide et al. (Eds.): IDEAL 2020, LNCS 12489, pp. 124–135, 2020.
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source code and documentation have to be consistent to each other and they
must be aligned as they define the software’s identity, allowing us to classify
in accordance to its domain, among others. The importance of similarity stems
from the fact that software artefacts should represent a single system where the
different cogs are meshed together in synchrony, enabling the moving parts to
work together collectively. This also plays a pivotal role in software management
and maintenance as software development is usually not a solo effort.

Past research that has attempted this link involved automatic generation of
documentation from code such as with SAS [15] and Lambda expressions in
Java [1], automatic generation of code from documentation such as with CON-
CODE [8] and visualising traceability links between the artefacts [7].

Using a sample of 50 open source projects, we extracted the concepts of each
project from two sources: the source code and documentation. On one hand, we
extracted the concepts emerging from the keywords used in the source code (class
and variable names, method signatures, etc) and on the other hand, we extracted
the concepts from the plain text description of a system’s functionalities, as
described in the main documentation file (e.g., the README file). With these
two sets of concepts, we run multiple similarity measurements to determine the
similitude of these building blocks of what makes a software, a software.

We articulate this paper as follows: in Sect. 3, we describe the methodology
that we used to extract the concepts from the source code and the documen-
tation of the sampled systems. In Sect. 4, we illustrate the methods that were
implemented to determine the similarity of the two sets of concepts, per system.
In Sect. 5, we summarise the results and Sect. 6 discusses the findings of the
study. Section 7 finally concludes.

2 Background Research

The study of the traceability links between code and documentation has been
conducted for program comprehension and maintenance. As one of the first
attempts to discover links between free-text documentation and source code,
the work performed in [2] used two Information Retrieval (IR) models on the
documentation and programs of one C++ and one Java system. The objective
was to uniquely connect one source code item (class, package etc) to a specific
documentation page. Our approach is slightly different, and it explores whether
there is an overlap between the concepts expressed in the source code and those
contained in the documentation.

The field of traceability has become an active research topic: in [12,13] for
example, the authors show how traceability links can be obtained between source
code and documentation by using the LSI technique (i.e., latent semantic index-
ing). In our work we show how latent semantic techniques have relatively poor
performance as compared to more sophisticated techniques.

In the context of locating topics in source code, the work presented in [10]
demonstrated that the Latent Dirichlet Allocation (LDA) technique has a strong
applicability in the extraction of topics from classes, packages and overall sys-
tems. The LDA technique was used in a later paper [4] to compare how the



126 Z. Pauzi and A. Capiluppi

topics from source code, and the reading of the main core of documentation,
can be used by experts to assign a software system to an application domain.
In this paper, however, we combine and enhance past research by using various
techniques to extract concepts and keywords from source code, and we compare
this set with the concepts and keywords extracted from the documentation.

3 Empirical Approach

In this section, we discuss how we sampled the systems to study and how the
two data sources were extracted from the software projects. In summary, we
extracted the plain description of software systems, alongside the keywords of
their source codes. We then ran a variety of similarity measurements to determine
the degree of similarity between the concepts extracted. Figure 1 represents the
toolchain visualisation of the approach.

Fig. 1. Toolchain implemented throughout this paper
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3.1 Definitions

This section defines the terminology as used throughout the paper. Each of the
items described below will be operationalised in one of the subsections of the
methodology.

– Corpus keyword (term) – given the source code contained in a class, a
term is any item that is contained in the source code. We do not consider
as a term any of the Java-specific keywords (e.g., if, then, switch, etc.)1.
Additionally, the camelCase or PascalCase notations are first decoupled in
their components (e.g., the class constructor InvalidRequestTest produces the
terms invalid, request and test).

– Class corpus – with the term ‘class corpus’ we consider the set of all the
terms contained within a class. We consider two types of class corpus, per
class: the complete corpus, with all the terms contained; and the unique set
of terms, that is, purged of the duplicates.

3.2 Sampling Software Systems and ReadMe Files

Leveraging the GitHub repository, we collected the project IDs of the 50 most
successful2 Java projects hosted on GitHub as case studies. As such, our data set
does not represent a random sample, but a complete sub-population based on
one attribute (i.e., success) that is related to usage by end users. As a result of
the sampling, our selection contains projects that are larger in size than average.

The repository of each project was cloned and stored, and all the Java files
(in the latest master branch) identified for further parsing. From each project’s
folder we extracted the main ReadMe file, that is typically assumed to be the
first port of information for new users (or developers) of a project.

3.3 Concept Extraction

The extraction was executed in Python, which was then analysed using differ-
ent text similarity measurements in a Jupyter notebook3. This extraction was
carried out to build the class corpus for each project. Results were then com-
pared and analysed. For the source codes, we extracted all the class names and
identifiers that were used for methods and attributes. These terms are generally
written with camel casing in Java and this was handled with the decamelize4

plugin. Additionally, inline comments were extracted as well. This results in an

1 The complete list of Java reserved words that we considered is available at https://en.
wikipedia.org/wiki/List of Java keywords. The String keyword was also considered
as a reserved word, and excluded from the text parsing.

2 As a measure of success, we used the number of stars that a project received from
other users: that implies appreciation for the quality of the project itself.

3 Available online at https://github.com/zakipauzi/text-similarity-code-documenta
tion/blob/master/text\ similarity.ipynb.

4 https://github.com/abranhe/decamelize.

https://en.wikipedia.org/wiki/List_of_Java_keywords
https://en.wikipedia.org/wiki/List_of_Java_keywords
https://github.com/zakipauzi/text-similarity-code-documentation/blob/master/text\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}similarity.ipynb
https://github.com/zakipauzi/text-similarity-code-documentation/blob/master/text\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}similarity.ipynb
https://github.com/abranhe/decamelize
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extraction that comprehensively represents the semantic overview of concepts
whilst minimising noise from code syntax. The final part of the extraction is the
lemmatisation of the terms using SpaCy’s token.lemma . Lemmatising is sim-
ply deriving the root word from the terms, thus enabling more matches when
we compare from the different sources.

An excerpt of the complete corpus from the source code of http-request is
shown at Fig. 2.

http request charset content type form content type json encoding

gzip gzip header accept accept header accept charset charset

header ...

Fig. 2. Complete class corpus from http-request source code (excerpt)

For the documentation, the extraction of concepts for the class corpus from
the ReadMe markdown file was done by conventional methods such as removing
stop words, punctuation and code blocks. All non-English characters were dis-
regarded during the exercise by checking if the character falls within the ASCII
Latin space. Figure 3 shows an excerpt of the complete corpus from the docu-
mentation of http-request.

http request simple convenience library use httpurlconnection

make request access response library available mit license usage

httprequest library available maven ...

Fig. 3. Complete class corpus from http-request documentation (excerpt)

4 Text Similarity

In this section, we address the question of similarity measurements in text. This
is crucial to the goal, which is to understand the software’s definition and be
able to apply to it.

Similarity in text can be analysed through lexical, syntactical and semantic
similarity methods[6]. Lexical and syntactical similarity depends on the word
morphology whereas semantic similarity depends on the underlying meaning of
the corpus keywords. The difference between these can be simply understood by
the usage of polysemous words in different sentences, such as:
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1. “The boy went to the bank to deposit his money.”
2. “The boy fell by the river bank and dropped his rent deposit money.”

By merely reading these sentences, we understand that they do not mean
the same thing or even remotely similar scenarios. This is because we derive
meaning by context, such as identifying how the other keywords in the sentence
provide meaning to the polysemous words. We could also see how the position
of deposit in the sentences plays a part in differentiating whether it is a noun
or a verb. However, a lexical similarity measurement on these two sentences will
yield a high degree of similarity given that multiple identical words are being
used in both sentences.

These similarity types are a factor in determining the kind of similarity that
we are trying to achieve. This is also evident in past research that involved
different languages such as cross-lingual textual entailment[16]. In the following
sections we describe four different similarity measures that were used to evaluate
the two sets of concepts extracted from the software systems.

4.1 Jaccard Similarity

As a measure of similarity, we have used the Jaccard Similarity as our baseline
measurement. This is one of the oldest similarity indexes [9], that purely focuses
on the intersection over union based on the lexical structure of the concepts. This
method converts the keywords to sets (thus removing duplicates) and measuring
the similarity by the intersection. Figure 4 shows the Venn Diagram acting as a
visual representation of the number of keywords in each unique corpus for one of
the projects sampled (e.g., the android-gpuimage project). Although we could
detect 98 identical terms in the intersection of the two sets, there are a further
265 terms that are only found in the source code, and some 80 terms that only
appear in the documentation set.

Fig. 4. Intersection of similar concepts by lexical structure

Given how the Jaccard similarity index is being computed, it is important to
note that concepts extracted in both sources may not necessarily be written in
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an identical manner, but they may be meaning the same. This is reflected by the
results, and it becomes apparent when we explore other similarity measurements
and compare the results in Sect. 5.

4.2 Cosine Similarity

To handle cases where the keywords are not identical to each other character by
character, we have to measure them differently and this is where cosine similarity
coupled with word vectors come in. Cosine similarity is a distance metric irre-
spective of orientation and magnitude. This is particularly important because in
a multi-dimensional space, magnitude will not necessarily reflect the degree of
similarity, which may be measured using Euclidean distance.

The lower the angle, the higher the similarity. This is measured by:

sim(A,B) = cos(θ) =
A.B

||A||||B|| =
∑n

1 AiBi
√∑n

1 A2
i

√∑n
1 B2

i

Another measure of similarity is by the inverse of Word’s Mover’s Distance
(WMD) as first introduced in [11]. This distance measures the dissimilarity
between two text documents as the minimum amount of distance that the embed-
ded words of one document need to “travel” to reach the embedded words of
another document. This method will not be covered in this paper but may be
explored in future work.

Term Frequency Inverse Document Frequency (TF-IDF) Vectorizer.
Prior to measuring the cosine similarity, we need to embed the terms in a vector
space. TF-IDF, short for Term Frequency Inverse Document Frequency, is a
statistical measurement to determine how relevant a word is to the document.
In this instance, TF-IDF was used to convert the concepts extracted into a
Vector Space Model (VSM). Extracting important text features is crucial to the
representation of the vector model and this is why we used TF-IDF Vectorizer
as term frequency5 alone will not factor in the inverse importance of commonly
used concepts across the documents. As such, the complete corpus was used for
this method. TF-IDF for corpus keyword ck is simply the product of the term
frequency tf with its inverse document frequency df as follows:

ck(i, j) = tf(i, j) × log(
N

dfi
)

The TFIDFvectorizer is provided as a class in the scikit-learn[14] module6.
The results are shown in Sect. 5.

5 This can be achieved by the scikit-learn module CountVectorizer.
6 The feature is available in the module named https://scikit-learn.org/stable/

modules/generated/sklearn.feature extraction.text.TF-IDFVectorizer.

https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TF-IDFVectorizer
https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TF-IDFVectorizer
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Word Embeddings and Other Vector Space Models. There are numer-
ous word Vector Space Models (VSM) that have been pre-trained such as word
embeddings offered by Gensim7, FastText8 and SpaCy9. We looked into combin-
ing the word vectorisation from these modules and then running the cosine simi-
larity measurement to determine the degree of similarity. We have chosen to use
these three state-of-the-art word embeddings as they offer a more accurate word
representation to compare similarity as opposed to the traditional vectoriser.
Terms that were extracted mirror closely to that of the English dictionary of
the pre-trained models’ vocabulary (StackOverflow, OntoNotes, Wikipedia etc.),
making them suitable and effective as word vectorisers.

For Gensim, we used the word2vec word embedding technique based on a
pre-trained model on StackOverflow10 [5] data. As we aim to bring the word
vectorisation technique closest to home as possible, we decided to use a model
that is trained within the software engineering space. On the other hand, as this
is a word2vec model, we had to average the results from all the terms extracted
as the model is specific for words and not documents. For SpaCy, we used the
en core web md model, which was trained on OntoNotes11 and Glove Common
Crawl12.

Finally for FastText, we implemented the vectorisation through the pre-
trained wiki.en.bin model [3] and loaded it through the Gensim wrapper. This
model is trained on Wikipedia data. These vectors in a dimension space of 300
were obtained using the skip-gram model.

5 Results

In this section, we look at how these similarity measurements determine the
degree of similarity between terms extracted from source code and documenta-
tion. Our baseline measurement, Jaccard Similarity, scores an average of only
7.27% across the 50 projects. The scores for each project are shown in Fig. 5.

For the cosine similarity measurements, the similarity scores cover a wide
range of average results. Table 1 shows the average score for each word vec-
torisation method combined with cosine similarity. The cosine similarity with
FastText Gensim Wrapper Wiki model scored the highest with an average score
of 94.21% across the 50 GitHub projects sampled.

The results for each method are shown in Fig. 6.

7 https://radimrehurek.com/gensim.
8 https://fasttext.cc.
9 https://spacy.io.

10 https://stackoverflow.com.
11 https://catalog.ldc.upenn.edu/LDC2013T19.
12 https://nlp.stanford.edu/projects/glove.

https://radimrehurek.com/gensim
https://fasttext.cc
https://spacy.io
https://stackoverflow.com
https://catalog.ldc.upenn.edu/LDC2013T19
https://nlp.stanford.edu/projects/glove
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Fig. 5. Jaccard similarity score

Table 1. Average similarity scores across the sampled projects

Method Score

TFIDFVectorizer 13.38%

StackOverflow Averaged Word2Vec 60.58%

SpaCy en core web md 84.09%

FastText Wiki 94.21%

6 Discussion

It is interesting to note how the degree of similarity can be very different for
the various word vectorisation methods. For Jaccard similarity, we can see how
the lexical similarity in this scenario does not bode well with concepts extracted
from the projects.

For cosine similarity on word vectors, we have a wide range of averages. If
we look closely into the trend of projects that consistently score below average
among its peers, we can see that this can be attributed to the concepts being non-
English, which were disregarded in this paper. This resulted in a lower similarity
score across the different measures. When we excluded these projects and only
considered those that were fully written in English (42 projects in total), we
could see a noticeable increase across all measurements. Table 2 shows the new
results.

6.1 Limitations

The approach that we have shown has some limitations that we have identified,
and we discuss them below:
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Fig. 6. Cosine similarity scores (the sequence of projects in the X axis is the same as
in Fig. 5)

Table 2. Average similarity scores across projects fully in English

Method Score

TFIDFVectorizer 15.49%

StackOverflow Averaged Word2Vec 66.61%

SpaCy en core web md 88.39%

FastText Wiki 95.36%

1. Structure of documentation is non-uniform. Most of the ReadMe files are a
mixture of code examples and explanations of how to use the system, along-
side its options and features. This lack of structure affects the extraction’s
capability in retrieving the necessary information.

2. Documentation not in English. A few of the projects that we analysed are
documented in a language different from English (e.g., Chinese). Currently,
the extraction of concepts from source code is not affected even in those cases
(i.e., the source code is still written with English syntax). On the other hand
the non-English documentation cannot be parsed, since our approach ignores
non-English characters. This is a limitation because the non-English free text
may provide value to the concepts in the code.

3. Non uniform identifiers. From the analysis of the systems, we observed that
the structure of code has some degree of non-uniformity in the way identi-
fiers are used to represent meaning. In some cases, the classes are explicitly
describing some core functionality of the code, while in other cases, they hide
the core concepts behind generic descriptors.
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7 Conclusion and Further Work

The results of similarity shown between the keywords extracted from the
projects’ artefacts corroborate on the notion that these terms need to be seman-
tically similar as they represent the constituents of a product. It is important
that the terms are similar as they are the core ingredients to software semantics.
This research has allowed us to explore this and it has enabled us to move one
step forward in applying to the semantics of software.

Bringing this work forward, much can be explored further for the concept
extraction and similarity measurement techniques. For example, instead of dis-
regarding the non-English words, we can translate these concepts to English and
compare the results. Also, the handling of boilerplate code that does not con-
tribute to the semantics of the software can be further detected and removed. We
can also expand our research scope to analyse projects from different languages
and whether the structure of the concepts extracted are very much different.

From the NLP standpoint, there has been an increase in research efforts
in transfer learning with the introduction of deep pre-trained language models
(ELMO, BERT, ULMFIT, Open-GPT, etc.). It is no wonder that deep learning
and neural networks will continue to dominate the NLP research field and pro-
vide us with an even more effective avenue to further apply to the semantics of
software, such as deriving the concepts as a basis of proof for software domain
classification, among many others.
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Abstract. The combination of machine learning techniques and sig-
nal analysis is a well-known solution for the fault diagnosis of industrial
equipment. Efficient maintenance management, safer operation, and eco-
nomic gains are three examples of benefits achieved by using this combi-
nation to monitor the equipment condition. In this context, the selection
of meaningful information to train machine learning models arises as an
important issue, since it influences the model accuracy and complexity.
Aware of this, we propose to use the ratio between the interclass and intr-
aclass Kullback-Leibler divergence to identify promising data for training
fault diagnosis models. We assessed the performance of this metric on
compressor fault datasets. The results suggested a relation between the
model accuracy and the ratio between the average interclass and intra-
class divergences.

Keywords: Deep learning · Machine learning · Kullback-Leibler
divergence

1 Introduction

Using signal analysis to perform the fault diagnosis on rotating machines is a
well-known solution in the literature. Such a solution is widely used in equipment
maintenance by companies [9] and plays an essential role in economic and safety
issues [5]. The early fault diagnosis allows the maintenance management to be
more efficient and leads to safer operation of monitored systems, e.g. industrial
rotating machines [9] and wind turbines [12].

In this context, machine learning became an important and widely used tool
[15]. Such a tool provides fast and accurate responses to the fault diagnosis
problem, allowing a more efficient real-time monitoring of the manufacturing
line equipment. Thus, machine learning algorithms are commonly trained to
learn meaningful patterns on datasets consisting of signals collected by sensors.
Those signals may belong to different domains, e.g., time- [4], frequency- [17]
and time-frequency domains [18].
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However, machine learning-based models show satisfactory results only if the
input information is appropriate [3]. An accurate fault diagnosis model depends
on data that allows the correct and unique characterization of each fault modal-
ity. Selecting the most relevant information to train those models is not a trivial
task, and there are different ways to deal with this problem.

Given a scenario in which different sensors provide information about the
operation of rotating machines, selecting the most appropriate data to perform
the fault diagnosis has three main ways. The first one is establishing a metric
to infer the data quality and choose the most promising data according to such
a metric [6]. The second way is to train one model for each sensor data and
then ensemble the trained models [22]. The results of each model are combined
according to a predefined strategy, e.g., majority voting, to perform the fault
diagnosis. The last way is to train models to perform the fault diagnosis by
assessing and fusing multimodal data [10], i.e., data from multiple sensors.

The selection of the most appropriate data for a given task remains essential
despite the ensembles and multimodal classifiers capable of handling information
from different input modalities. By identifying the most meaningful data, we can
discard information that is not so useful. In this way, we can reduce the amount
of training data, the training time, the model complexity, the model size, the
fault diagnosis time, among other aspects.

Aware of this, we propose to use the Kullback-Leibler (KL) divergence to
select the most promising input data for the fault diagnosis on a two-stage recip-
rocating compressor. In other words, we use the KL divergence to infer the sensor
data related to the trained models with the best accuracy values. Our contribu-
tion is how to use the KL divergence for this purpose. For example, given two
datasets, i.e., the data of two sensors, we calculate the ratio between the average
inter- and intraclass divergences of each one. Then, we select the most promis-
ing dataset by comparing the values of those ratios. We noticed that datasets
presenting the highest ratios were related to the most accurate models.

We organized the remaining of this work as follows: Sect. 2 presents the theo-
retical background of the work developed. Section 3 explains how we performed
the experiments, i.e., the Methodology. Section 4 presents and discusses the
results achieved in this work. Section 5 is the Conclusion we draw from this
work.

2 Theoretical Background

In this section, we present the definition of the Kullback-Leibler Divergence and
some basic concepts regarding the machine learning techniques deployed in the
experiments.

2.1 Kullback-Leibler Divergence General Definition

The Kullback-Leibler (KL) divergence [13,14] measures the difference between
two probability distributions. Given two distributions P1 and P2 of a continuous
random variable x, the KL divergence is defined by the Eq. (1).
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DKL(P1(x)||P2(x)) =
∫ ∞

−∞
p1(x) log

(
p1(x)
p2(x)

)
dx (1)

in which p1 and p2 denote the probability densities of P1 and P2, respectively.
A Kullback–Leibler divergence equal to 0 suggests that P1 and P2 are iden-
tical distributions. Also known as relative entropy and information gain, the
KL divergence is a common tool in information theory and machine learning
applications.

2.2 Multilayer Perceptron

The Multilayer Perceptron (MLP) [2] is a class of feedforward artificial neural
networks. The processing units of those networks are called neurons. Those units
are arranged in layers and connect to form a directed graph. The MLPs present
three types of layers, i.e., input, hidden, and output layers. The units of a given
layer are connected to the units of the subsequent one but do not connect to other
units that belong to the same layer. The Multilayer Perceptron can distinguish
non-linearly separable patterns. The MLP is a universal approximator, i.e., an
MLP with one hidden layer, and enough neurons can approximate any given
continuous function [16]. Those networks are frequently used in classification
and regression problems [7].

2.3 Convolutional Neural Networks

The Convolutional Neural Networks (CNN) are models inspired by biological
processes. They are successful at performing several tasks, e.g., object detection
[1] and classification [21]. The fault diagnosis [17] and disease detection [19]
are two examples of applications that CNNs can perform. Their basic structure
consists of input, convolutional, pooling fully-connected, and output layers [21].
Modifications in this structure may occur, depending on the application. CNNs
are often used in problems where the inputs have a high spatial or temporal
correlation. We explain the role of each layer in the following:

Input Layer. This layer receives and stores raw input data. It also specifies
the width, height, and number of channels of the input data.

Convolutional Layers. They learn feature representations from a set of input
data and generate feature maps. Those maps are created by convolving the layer
inputs with a set of learned weights. An activation function, e.g., the ReLU
function, is applied to the convolution step’s output. Equation (2) shows the
general formulation of a convolutional layer.

xl
j = f

⎛
⎝∑

iεMj

xl−1
i ∗ kl

ji + bl
j

⎞
⎠ (2)
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in which l refers to the current layer, i and j are the element indices of the
previous and current layers, respectively, and Mj is a set of input maps. k is the
weight matrix of the ith convolutional kernel of the lth layer, applied to the jth

input feature map, and b is the bias.

Pooling Layers. They reduce the spatial resolution of feature maps, also
improving the spatial invariance to input distortions and translations. Most of
the recent works employ a variation of this layer called the max-pooling. It prop-
agates to the next layers the maximum value from a neighborhood of elements.
This operation is defined by Eq. (3).

yrjs = max(p,q)εRrs
xkpq (3)

in which yjrs is the output of the pooling process for the jth feature map, and
xkpq is the element at location (p, q) contained by the pooling region Rrs. The
pooling process is also known as subsampling.

Fully Connected and Output Layers. They interpret the feature represen-
tations and perform high-level reasoning. They also compute the scores of each
output class. The number of output nodes depends on the number of classes.

3 Methodology

3.1 Dataset

The dataset contains the frequency spectra of measurements (time-domain sig-
nals) provided by nine sensors placed on a two-stage reciprocating compressor, as
shown in Table 1. We used a frequency-domain representation because it allows
us to analyze the signals in terms of their frequency components. We obtained
the spectra by using the Fast Fourier Transform [20] on the time-domain signals.
The length of each frequency spectrum was 1,024.

In this work, we analyze two experimental scenarios. Each one contains data
collected by nine sensors, i.e., there are nine datasets per scenario. In the first
scenario, the signals are divided into four classes, as presented in Table 2. The
class P1 is related to the regular operation of the compressor. The remaining
classes are related to three modalities of bearing faults. Thus, considering each
sensor data, there are 1,500 frequency spectra per class. As we have four classes
and nine sensors, the total number of spectra is 54,000.

On the other hand, the second scenario divides the signals into thirteen
classes. Class P1 is also related to the regular operation. The remaining ones
are related to twelve modalities of multiple faults, i.e., bearing and valve faults.
Those classes were listed in Table 3. In this scenario, considering each sensor
data, we also have 1,500 frequency spectra per class. As we have thirteen classes,
and nine sensors, the total number of spectra is 175,500.
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Table 1. List of sensors.

Code Sensor

MC1 Microphone

MC2 Microphone

CVC1 Current Sensor

CVC2 Current Sensor

CVC3 Current Sensor

A1 Accelerometer

A2 Accelerometer

A3 Accelerometer

A4 Accelerometer

Table 2. The classes regarding the first scenario (bearing faults).

Bearing faults

Fault code Fault type

P1 No fault

P2 Inner race crack

P3 Roller element crack

P4 Outer race crack

3.2 The Ratio Between the Average Inter- and Intraclass
Kullback-Leibler Divergences

For each sensor data, we calculate the ratio between the average inter- and
intraclass KL divergences. Those divergences are calculated between pairs of
frequency spectra. We use this ratio to infer how accurate a model trained on
those data will perform. This is a comparative analysis. In other words, we
compare the ratios obtained from each sensor data and infer which one is the
most appropriate to perform the fault diagnosis.

If this ratio is close to one, the inter- and intraclass divergences are close to
each other. So, we expect more difficulty to train accurate models. On the other
hand, the higher the ratio is, the larger is the interclass divergence concerning
the intraclass. So, we expect to be easier to train accurate models.

3.3 Classification Models

We used artificial neural networks to perform the fault diagnosis on the compres-
sor data, i.e., a classification process. We assessed the MLP and CNN. About
the MLP, we used a ANN with one hidden layer architecture. Also, we evaluated
hidden layers of different sizes, e.g., 512, 1024, and 2048 neurons.
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Regarding the CNN, we used an architecture with convolutional, max pool-
ing, flattening, densely-connected, and output layers. We evaluated how the num-
ber of convolutional and max-pooling layers influence the results, as well as the
number of neurons in the densely-connected layer. We describe the CNN layers
in Table 4.

We used the ReLU activation function for both network configurations. This
function allows the neural networks to learn more complex patterns because of its
non-linearity, and also improves the training process due to the non-saturation
of its gradient [8].

The complete description of the experimental setup and signal acquisition
process is seen in [4].

Table 3. The classes regarding the second scenario (multiple faults)

Multi faults

Fault code Fault type

P1 No fault

P2 Bearing inner race crack/Valve seat wear

P3 Bearing inner race crack/Corrosion of the valve plate

P4 Bearing inner race crack/Fracture of the valve plate

P5 Bearing inner race crack/Spring break

P6 Bearing roller element crack/Valve seat wear

P7 Bearing roller element crack/Corrosion of the valve plate

P8 Bearing roller element crack/Fracture of the valve plate

P9 Bearing roller element crack/Spring break

P10 Bearing outer race crack/Valve seat wear

P11 Bearing outer race crack/Corrosion of the valve plate

P12 Bearing outer race crack/Fracture of the valve plate

P13 Bearing outer race crack/Spring break

3.4 Training the Fault Diagnosis Models

We divided the frequency spectra into training (80%) and test (20%) sets. Also,
we trained 10 classifiers for each combination of model parametric configuration
and dataset.

The classification models were trained for 50 epochs. We used a computer
with the following configuration to perform the training process: OS Windows 10
Home, 64 bits, Memory (RAM) 15.9 GB, Processor Intel R© Corte

TM
i7-6500 CPU

@ 2.50 GHz x 2, AMD Radeon
TM

T5 M330 (No CUDA support). All the scripts
were written in Python [23] 3.7, on the Jetbrains PyCharm [11] Community
Edition 2019.2.
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Table 4. CNN Layers

Layers Quantity

Convolutional layer with fil-
ters (3× 1)
Max pooling layer with filters
(2× 1)

Models with 1, 2, 3, and 4
pairs,
depending on the
configuration

Flattening layer 1

Densely connected layer 1 layer with 32, 64, 128, and
256 neurons,
depending on the
configuration

Output layer 4 neurons for bearing faults,
and 13 neurons for multi
faults

4 Results

4.1 Results for Multilayer Perceptron

The first analysis is about bearing faults, whose classes we listed in Table 2.
Figure 1 shows the fault diagnosis results obtained by MLPs. Those results
belong to the MLP configuration with the best results (the network with 1024
neurons in the hidden layer). Each dot on the chart is related to one sensor
dataset, i.e., there are nine dots on the chart since we have nine sensors. They
represent the average accuracy of ten fault diagnosis models.

Fig. 1. Ratio x Accuracy for the scenario with bearing faults, and using MLPs to
perform the faults diagnosis.
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The sensor data with the lowest divergence ratios led to the least accurate
models. On the other hand, the sensor data related to ratios with values above
1.1 led to fault diagnosis models with accuracy values close to 1, that is, 100%.

Figure 2 shows the results of MLPs for multiple faults. The classes of this
scenario are listed in Table 3. We observe a trend similar to the one seen in
Fig. 1. In other words, the model accuracy values are low for the lowest ratio
values but tend to increase as the divergence ratio increases.

Fig. 2. Ratio x Accuracy for the scenario with multiple faults, and using MLPs to
perform the faults diagnosis.

The main difference between the results presented in Figs. 1 and 2 is how
fast accuracy increases as the ratio between the inter- and intraclass KL diver-
gences increases. In Fig. 1 the transition is sudden, while in Fig. 2 it is smoother.
Probably the reason is the different number of classes. The higher number in the
second scenario, i.e., thirteen against four in the first one, may hinder the perfor-
mance of the faults diagnosis models. So, the difference between the inter- and
intraclass divergences must be even greater for datasets to be capable of training
accurate classifiers. Table 5 lists the results presented in Figs. 1 and 2. Also, we
included the accuracy values concerning different proportions of train/test sets
to assess the robustness of our proposal and the occurrence of overfitting. Those
proportions were (train/test): 80%/20%, as originally defined in Subsect. 3.4,
and 70%/30%, 60%/40%, and 50%/50%. We observe that, despite the fluctua-
tion of accuracy values due to different amounts of train data, the most accurate
models remained the ones related to the highest ratios.

4.2 Results for Convolutional Neural Networks

We also used Convolutional Neural Networks in this analysis. CNNs are more
powerful classification algorithms than MLPs since they can extract meaningful
features from the input data, e.g., the frequency spectra, improving the faults
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Table 5. Ratio and accuracy values for MLPs with 1024 neurons in the hidden layer
regarding bearing (BF) and multiple (MF) faults. The accuracy values concern only the
test sets, and four scenarios regarding different train/test data percentages: 80%/20%,
70%/30%, 60%/40%, and 50%/50%.

Sensor Ratio (BF) Acc (BF) Ratio (MF) Acc (MF)

80/20 70/30 60/40 50/50 80/20 70/30 60/40 50/50

MC1 1.16 1 1 1 1 1.1 0.93 0.93 0.90 0.91

MC2 1.19 1 1 1 1 1.18 0.99 0.99 0.98 0.98

CVC1 1 0.32 0.30 0.30 0.30 1 0.09 0.09 0.09 0.09

CVC2 1 0.28 0.27 0.28 0.27 1 0.11 0.11 0.1 0.1

CVC3 1.01 0.26 0.26 0.26 0.26 1 0.09 0.09 0.09 0.09

A1 1.46 1 1 1 1 1.12 0.74 0.74 0.71 0.70

A2 1.25 0.99 1 1 1 1.19 0.99 0.97 0.97 0.96

A3 1.91 1 1 1 1 1.56 0.95 0.91 0.89 0.87

A4 1.12 1 1 1 1 1.1 0.87 0.86 0.86 0.84

Fig. 3. Ratio x Accuracy for the scenario with bearing faults, and using CNNs to
perform the faults diagnosis.

diagnosis. The results presented in Figs. 3 and 4 regard the most accurate CNN
configuration (3 pairs of convolutional and max-pooling layers and 256 neurons
in the densely connected layer). Figure 3 shows the results related to bearing
faults, while Fig. 4 shows the ones related to multiple faults.

We observe similar behavior in Figs. 1 and 3. The sensor data with the lowest
ratios led to the least accurate models. Also, the data related to ratios above 1.1
led to models with accuracy values close to 1. The main difference relies on the
accuracy results for datasets with a low ratio between inter- and intraclass KL
divergences. As already mentioned, CNNs are more powerful algorithms than
MLPs, explaining their superior performance even in this case.

The same discussion is valid for Figs. 2 and 4, including the smoother accu-
racy increase from the lower to the higher ratios. The results presented in Figs. 3
and 4 are listed in Table 6, which also includes accuracy values concerning dif-
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Fig. 4. Ratio x Accuracy for the scenario with multiple faults, and using CNNs to
perform the faults diagnosis.

ferent proportions of train/test sets, as in Table 5. We observe that the most
accurate models remained the ones related to the highest ratios, despite the
variations due to different amounts of train data.

Table 6. Ratio and accuracy values for CNNs with 3 pairs of convolutional and max-
pooling layers, and 256 neurons in the densely connected layer. The results regard
bearing (BF) and multiple (MF) faults. The accuracy values concern only the test sets,
and four scenarios regarding different train/test data percentages: 80%/20%, 70%/30%,
60%/40%, and 50%/50%.

Sensor Ratio (BF) Acc (BF) Ratio (MF) Acc (MF)

80/20 70/30 60/40 50/50 80/20 70/30 60/40 50/50

MC1 1.16 1 1 1 1 1.1 0.96 0.94 0.92 0.89

MC2 1.19 1 1 1 1 1.18 1 0.99 0.98 0.98

CVC1 1 0.86 0.75 0.71 0.66 1 0.74 0.30 0.24 0.18

CVC2 1 0.93 0.71 0.82 0.65 1 0.70 0.27 0.24 0.31

CVC3 1.01 0.69 0.53 0.41 0.38 1 0.59 0.24 0.27 0.25

A1 1.46 1 1 1 1 1.12 0.86 0.65 0.65 0.51

A2 1.25 1 1 1 0.97 1.19 0.99 0.91 0.97 0.84

A3 1.91 1 1 1 1 1.56 0.96 0.90 0.90 0.88

A4 1.12 1 0.96 1 1 1.1 0.93 0.69 0.77 0.67

The results achieved by the MLP and CNN corroborate our hypothesis.
The ratios between the average inter- and intraclass KL divergences seem to
be related to the model accuracy. When the average values of both divergences
are close, i.e., the ratio tends to 1. So, the model tends to have difficulty in
identifying the correct classes. On the other hand, a higher ratio means a more
significant interclass divergence concerning the intraclass one. In this case, the
model can learn the patterns of each class more easily.
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5 Conclusions

We proposed to use the Kullback-Leibler divergence to select the most promising
input data for the fault diagnosis on a two-stage reciprocating compressor. We
evaluated the technique on sensor datasets related to two groups of compressor
faults. In this sense, we calculated the ratio between the average inter- and
intraclass divergences for each sensor dataset. Those ratios were compared and
analyzed together with the accuracy of models trained on these datasets. The
models were MLPs and CNNs.

The results suggested a relation between the model accuracy and the ratio
between the average inter- and intraclass divergences. Datasets related to the
most accurate models were the ones with the highest ratios. Moreover, the data
related to the least accurate models presented the lowest ratios. Such a behavior
corroborates the expected results, which we discussed in Subsect. 3.2.

Selecting appropriate data is an essential issue for the fault diagnosis, even
when we can use data from multiple sensors, e.g., by using network ensembles
and algorithms that fuse multimodal data. By discarding irrelevant information
for the model learning process, we can reduce the training data, training time,
and model complexity, among other benefits.

Future works include assessing the influence of sensor data selection on the
performance of network ensembles with the proposed metric. Besides, this anal-
ysis may be extended to other datasets to check the robustness of this metric.
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Abstract. Molecular diagnosis is based on the quantification of RNA,
proteins, or metabolites whose concentration can be correlated to clinical
situations. Usually, these molecules are not suitable for early diagnosis
or to follow clinical evolution. Large-scale diagnosis using these types
of molecules depends on cheap and preferably noninvasive strategies
for screening. Saliva has been studied as a noninvasive, easily obtain-
able diagnosis fluid, and the presence of serum proteins in it enhances
its use as a systemic health status monitoring tool. With a recently
described automated capillary electrophoresis-based strategy that allows
us to obtain a salivary total protein profile, it is possible to quantify and
analyze patterns that may indicate disease presence or absence. The
data of 19 persons with diabetes and 58 healthy donors obtained by
capillary electrophoresis were transformed, treated, and grouped so that
the structured values could be used to study individuals’ health state.
After Pairwise Relationships and Hierarchical Clustering analysis were
observed that amplitudes of protein peaks present in the saliva of these
individuals could be used as differentiating parameters between healthy
and unhealthy people. It indicates that these characteristics can serve
as input for a future computational intelligence algorithm that will aid
in the stratification of individuals that manifest changes in salivary pro-
teins.
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1 Introduction

Molecular diagnosis is based on the quantification of RNA [3], proteins [17], or
metabolites, whose concentration can be correlated to clinical situations. Usually,
these molecules alone are not suitable for early diagnosis or to follow the clinical
evolution. Therefore, strategies to evaluate the complete molecular scenario –
early diagnosis, diagnosis, and clinical evolution – are necessary.

The potential of proteins for a large-scale diagnosis depends on cheap and
preferably non-invasive strategies for screening. A good approach involves bioin-
formatics strategies and solutions to work with different types of data, from
biological-related data to personal and clinical information. Data integration is
an asset to predict the pathological status before clinical outcomes.

In the last decade, saliva has been studied as a non-invasive, easily obtainable
diagnosis fluid [14]. It is composed of the secretions of the three largest salivary
glands (parotid, submandibular and sublingual), smaller salivary glands, crevic-
ular fluid, and contains serum components, transported by blood capillaries,
and subsequently transferred by diffusion, transport and/or ultrafiltration. The
presence of serum proteins in saliva enhances its use as a systemic health status
monitoring tool [2,10,11,19].

Data on salivary proteins associated with disease or health status is already
extensive. Our group has studied salivary proteins and produced the SalivaTe-
cDB database (http://salivatec.viseu.ucp.pt/salivatec-db) [1,15], which is rele-
vant for the identification of proteins that may potentially be associated with
specific signatures. SalivaTecDB has currently stored more than 3,500 human
salivary proteins.

We recently described an automated capillary electrophoresis-based strategy
that allows one to obtain a salivary protein profile – the SalivaPrint Toolkit
[4,7]. Since proteins are separated according to their molecular mass, changes
in peak morphology or fluorescence intensity (translated by changes in peak
height) correspond to fluctuations in the proteins’ concentration or the type of
proteins being expressed. The association of saliva protein signatures to different
health/disease situations allows us to build a cheap and robust framework for
the development of a monitoring tool.

The use of machine learning algorithms on risk disease prediction is already
a reality [8,12,13,18]. Clinical data patients integrated with laboratory results
can contribute to health/disease monitoring, building the foundations for the
development of a risk assessment tool for diagnosis.

In this article, we propose a methodology for the analysis of salivary pro-
tein patterns that reflects patients’ health status. Using a database of healthy
and diabetic individuals protein patterns, we analyzed the association of pro-
tein peaks with these patients’ health status. The goal is to understand the
relationships between the protein profiles and the individual’s state of health.
This analysis can influence the choice of the learning method for the recognition
process.

http://salivatec.viseu.ucp.pt/salivatec-db
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The remainder of the paper is organized as follows. In Sect. 2, we explain the
methodology deployed in the project, describing the data acquisition process,
graphical representation of the obtained data, pre-analysis, the peaks detection
process, the pairwise relationship, and the hierarchical clustering. In Sect. 3, we
have the analysis of the results obtained using the described methodology. In
Sect. 4, we present proposals for future works in the scope of the project. In
Sect. 5, we give our conclusions.

2 Methodology

Aiming at the future development of a computational intelligence algorithm that
can differentiate healthy individuals from unhealthy ones, we performed several
transformations and analysis procedures on data salivary protein patterns.

2.1 Data Acquisition and Description

All data used in this study were acquired through capillary electrophoresis, using
the Experion™Automated Electrophoresis System (BioRad®) in standard pro-
tein chips (Experion™Pro260 Analysis Kit1). Total protein concentration was
normalized to 500µg/mL, and samples were analyzed in duplicate.

Protein profiles were obtained using the Experion™Software, version 3.20, and
exported as an XML file. Once the output file was generated, a Python script
extracts the data in the file and generates a CSV (Coma Separated Values) file
with 399 signals for each sample. These signals correspond to the fluorescence on
each molecular weight measured on the capillary electrophoresis system: 10 kDa
to 121 kDa.

The resulting data set was obtained from 77 individuals, 58 are healthy, and
19 have diabetes. Table 1 shows some examples of the data set structure. The
first column contains the identifiers. The last column includes the individual’s
health status, and the columns between them represent protein weights in kDa,
ranging from 10 to 121. The values for the columns are the fluorescence returned
from the Experion™Software.

Table 1. Examples of data set entries. The first column contains the identifiers, the
last column contains the individual’s health status and the columns between them
represent protein molecular weights

Sample ID 10.0 10.1 10.2 120.3 120.8 121.0 Health status

d1122 −25.914 −23.452 −21.871 ... −1.056 −1.204 −1.332 Healthy

d1127 30.009 25.470 21.091 ... 0.756 0.260 −0.472 Healthy

d1132 1.189 0.311 −0.650 ... −0.341 −0.600 −1.043 Healthy

d52 −11.405 −12.425 −13.341 ... −1.025 −1.096 −1.096 Diabetes

d56 −6.595 −6.886 −7.056 ... 0.760 0.950 0.950 Diabetes

d59 38.839 25.473 12.131 ... −12.617 −12.682 −12.682 Diabetes

1 http://www.bio-rad.com/webroot/web/pdf/elsr/literature/10000975C.pdf.

http://www.bio-rad.com/webroot/web/pdf/elsr/literature/10000975C.pdf
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2.2 Data Visualization

Figure 1 shows the protein profiles for healthy and unhealthy individuals. Fluo-
rescence values have a small variation for healthy individuals than for unhealthy
individuals. Also, unhealthy individuals present higher values on the entire scale
and a more significant change than healthy individuals. Both groups show the
peaks in similar molecular weights. This behavior indicates that the peak height
values identified in the signature of an individual’s proteins may be used to
characterize his health status.

Fig. 1. Representation of the distribution of fluorescence values for each molecular
weight (kDa). The average values of the molecular weight’s fluorescence for the healthy
individuals (n= 58) are represented by the blue line and for the unhealthy individuals
(n= 19) represented by the dashed orange line. The shaded areas around the lines
represent the standard deviation of the fluorescence values. (Color figure online)

2.3 Data Preparation

As can be seen in Table 1, some fluorescence values are negative. Therefore, each
row fluorescence values were normalized by adding the absolute value of the
smallest value on each row.

The total number of points in each electropherogram is 395. Since the goal of
this analysis is to generate valuable information for the selection and calibration
of a future machine learning algorithm, the number of features should be as lower
as possible without losing significant information [6]. Therefore, we adopted two
simplification procedures.

First, we truncated all the values of the fluorescence towards zero, and we
calculated the average of the results for each integer weight (Table 2).
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After that, we grouped the weights in sets with a 4 kDa interval, and the
value that represents the set is the maximum value in the range (Fig. 2, Table 3).
We did this due to the granularity of the measured molecular weights. In this
case, the fluorescence values are very close in the neighborhood, and the deployed
hardware may not be as accurate, possibly generating lags of some few kDa. The
maximum value in the range was used to represent the interval. It helped not to
create false peaks, what could be the case if we have used the sum of the values
in the ranges, and not to flat some peaks, what could happen if we have used
the average value of the ranges.

Healthy individual

Unhealthy individual.

Fig. 2. Graphical representation of peaks detection over samples from Table 3. The
“x” axis represents the grouped molecular weights labels. The “y” axis represents the
maximum fluorescence value in the molecular weight group. The vertical lines represent
the peak prominence and the horizontal ones represent the average width.
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Table 2. Examples of data set entries after the fluorescence’s values normalization.

Sample ID 10.0 10.1 10.2 ... 120.3 120.8 121.0 Health state

d1122 0.0 2.461 4.043 ... 24.857 24.709 24.581 Healthy

d1127 33.766 29.228 24.848 ... 4.513 4.018 3.284 Healthy

d1132 22.624 21.746 20.784 ... 21.093 20.834 20.392 Healthy

d52 6.176 5.156 4.240 ... 16.556 16.485 16.485 Diabetes

d56 6.236 5.945 5.775 ... 13.592 13.782 13.782 Diabetes

d59 63.151 49.785 36.443 ... 11.693 11.629 11.629 Diabetes

Table 3. Examples of data set entries after grouping molecular weights.

Sample ID 10–13 14–17 18–21 ... 110–113 114–117 118–121 Health state

d1122 9.455 49.811 24.317 ... 24.882 25.244 25.003 Healthy

d1127 12.523 81.814 5.542 ... 2.671 3.394 3.915 Healthy

d1132 17.075 28.868 6.731 ... 19.325 21.037 20.976 Healthy

d52 5.461 173.141 18.129 ... 17.530 16.543 16.609 Diabetes

d56 11.512 44.826 11.464 ... 11.888 12.236 13.235 Diabetes

d59 26.700 119.878 27.789 ... 9.265 8.962 11.186 Diabetes

2.4 Peak Detection

After the data set was pre-processed, we carried out a peak detection strategy.
A peak or local maximum is defined as any entry whose two direct neighbors
have a smaller value. Various parameters like prominence, width, and height can
be used as thresholds to select specific types of peaks.

We used an algorithm to automatically detect peaks over each sample using a
height threshold of 100. We chose this value because it approximates the average
amplitude of the relevant lower peaks in unhealthy individuals, as seen in Fig. 1.

With all the peaks detected for all individuals, a new data set is generated.
The resulting table contains every height of the distinct peaks detected through
the process as features for every sample, 9 in total. If an individual does not
present a specific peak, the height for that will be considered 0 (Table 4).

Table 4. Examples of peaks data set entries.

Sample ID 26–29 34–37 42–45 46–49 58–61 62–65 66–69 70–73 74–77 Health state

d1122 0.000 0.000 0.000 0.000 0.000 275.493 0.000 0.000 0.000 Healthy

d1127 0.000 0.000 0.000 0.000 0.000 0.000 0.000 149.120 0.000 Healthy

d1132 161.880 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 Healthy

d52 358.429 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 Diabetes

d56 422.497 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 Diabetes

d59 1680.983 0.000 0.000 0.000 0.000 0.000 0.000 222.072 0.000 Diabetes
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2.5 Pairwise Relationships

We performed pairwise relationships to identify relationships between the molec-
ular weights of the identified peaks and also the influence that each of them has
on the classification of individuals.

Pairwise relationships can be understood as any process of comparing entities
in pairs to judge which of each entity is preferred or has a more significant amount
of some quantitative property, or whether or not the two entities are identical [5].

2.6 Hierarchical Clustering

We performed the hierarchical clustering to identify if the given characteristics
extracted were sufficient to generate a grouping by the individuals’ health status.

Hierarchical clustering is a type of unsupervised machine learning algorithm
used to cluster unlabeled data points, grouping the data points with similar
characteristics [9]. The calculation that defines the similarity between data points
can be different depending on the type of data and how you want to do the
grouping.

Because of this grouping property, and because we were looking to explore the
data structure to understand emerging profiles, we used hierarchical clustering
with the following similarity calculation methods:

1. average: Uses the average of the distances of each observation of the two sets.
2. complete: Uses the maximum distances between all observations of the two

sets.
3. single: Uses the minimum of the distances between all observations of the

two sets.
4. ward: Minimizes the sum of squared differences within all clusters. It is a

variance-minimizing approach [20].

The peak heights were treated as coordinates of Euclidean space to calculate
the distances.

Another study made over the hierarchical clustering was the silhouette anal-
ysis [16]. It consists of calculating the Silhouette Coefficient. It uses the mean
intra-cluster distance (a) and the mean nearest-cluster distance (b) for each
given sample. The coefficient for a sample is (b − a)/max(a, b). To clarify, “b”
is the distance between a sample and the nearest cluster that the sample is not
part of. Silhouette coefficients near 1 indicate that the sample is far away from
the neighboring clusters. Values around 0 indicate that the sample is on or very
close to the decision boundary between two neighboring clusters. Negative values
indicate that those samples might have been assigned to the wrong cluster.

3 Results

Figure 3 is a graphical representation of the resulting pairwise relationship, a grid
of axes such that each variable will be shared in the “y” axis across a single row and
the “x” axis across a single column. The diagonal is treated differently, drawing a
plot to show the univariate distribution of the data for the variable in that column.
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This representation shows that the peaks “26–29”, “42–45”, “46–49,” and
“58–61” are present practically only in unhealthy individuals, making them good
candidates for use in the process of differentiation. Furthermore, it shows that
in the peaks “34–37”, “62–65”, “70–73,” and “74–77,” healthy individuals are
concentrated in lower height values, while the unhealthy individuals are better
distributed. Finally, it is noticed that the peak “42–45” has a very similar distri-
bution for both profiles, making it not an exciting feature to be used to classify
the health of the base entries.

Also, the other graphs show that no binary combination of attributes could
separate healthy and unhealthy individuals well. It indicates that the nature of
the attributes requires three or more features to classify the health state of the
presented examples.

Fig. 3. Pairwise relationships plot of the heights of the peaks to the patient health.
Blue represents healthy individuals, while orange represents unhealthy individuals. The
graphs in the diagonal axis represent the distribution of individuals for each peak, the
remaining represent a binary combination of two peaks in “x” and “y” axis trying to
separate the samples. (Color figure online)
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The hierarchical clustering results, although different distance calculation
types were applied, were very similar, presenting a classification of almost all
the unhealthy individuals right at the beginning of the formation of the groups,
around distance 250, meaning that this is a reasonable distance for the separation
of the categories. Figure 4 depicts a graphical representation of the hierarchical
clustering performed using every cited method of calculation.

Average distance. Complete distance.

Single distance. Ward distance.

Fig. 4. Graphical representation of the hierarchical clustering using different methods
of distance calculation. On the “x” axis, we have the classifications’ final values, the
leaves of the tree, while on the “y” axis, we have the values of the calculated distances.

The rapid agglomeration of unhealthy individuals early in the groupings indi-
cates what the pairwise plot already showed. The features used (peaks heights)
manage to characterize well diabetic individuals. Also, as diabetes is a disease
with many associated complications, the minority presence of diabetic individu-
als scattered in other groups may be evidencing the heterogeneity of phenotypes
that characterize diabetic patients.

Figure 5 shows the graphical representation of the silhouette analysis. The
areas next to the labels “1” and “0” in the “y” axis represent the samples clump-
ing together in cluster “unhealthy” and “healthy,” respectively. The dashed lines
mark the silhouette coefficient, which is 0.746 for average, complete, and ward
methods, showing that they have a reasonable separation distance for the indi-
viduals. The coefficient value for the single method is only 0.592.
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Average distance. Silhouette Score: 0.746 Complete distance. Silhouette Score: 0.746

Single distance. Silhouette Score: 0.592 Ward distance. Silhouette Score: 0.746

Fig. 5. Graphical representation of the silhouette analysis in the first level of the hier-
archical clusterization, with only two clusters. The label “1” represents the unhealthy
group and “0” the healthy group. The dashed vertical line is the silhouette score marker.

4 Future Work

As it could be seen in the analyzes made, the data obtained is promising as
input for a learning algorithm. Some computational intelligence algorithms are
being tested on this basis to identify an individual health state, the results of
that study will be presented in a future work. With positive results in this next
study, it would be possible to create an automation for the diagnosis process
from the data extracted from a person’s saliva using the Experion™Automated
Electrophoresis System.

Also, a base with a more significant number of individuals with a greater
diversity of diseases is currently being set up. Once this base is ready, we will
have more statistical confidence as to whether the peak patterns identified with
the current database are sufficient for the health classification and discover new
ones if they exist. Besides, we will be able to increase the range of possible
classifications, differentiating individuals between healthy and unhealthy (with
diabetes), and identifying the specific illness.

5 Conclusions

This article presents an analysis of the saliva protein profiles of diabetic and
healthy individuals. The study identified characteristic patterns of variations in
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the number of specific proteins for these individuals’ classification. It indicates
that it is possible to quickly and consistently implement a computational intel-
ligence algorithm that can identify a person’s health status and automate or
assist in a diagnostic process.

The database is limited concerning the number of individuals and the vari-
ety of diseases presented. However, the results presented indicate differentiating
characteristics between the groups. It is possible to extract these characteristics
in a simple way to use them in the process of classification.
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Abstract. Generative adversarial networks (GANs) have become pop-
ular and powerful models for solving a wide range of image process-
ing problems. We introduce a novel component based on image quality
measures in the objective function of GANs for solving image deblur-
ring problems. Such additional constraints can regularise the training
and improve the performance. Experimental results demonstrate marked
improvements on generated or restored image quality both quantitatively
and visually. Boosted model performances are observed and testified on
three test sets with four image quality measures. It shows that image
quality measures are additional flexible, effective and efficient loss com-
ponents to be adopted in the objective function of GANs.

Keywords: Generative adversarial networks · Image deblurring ·
Image quality measures

1 Introduction

Recently, deep neural networks with adversarial learning have become a prevalent
technique in generative image modelling and have made remarkable advances.
In topics such as image super-resolution, in-painting, synthesis, and image-to-
image translation, there are already numerous adversarial learning based meth-
ods demonstrating the prominent effectiveness of GANs in generating realistic,
plausible and conceptually convincing images [8,14,21,25–27,29].

In this paper we address image enhancement problems such as blind single
image deblurring by casting them as a special case for image-to-image transla-
tion, under the adversarial learning framework. A straightforward way for realis-
ing quality improvement in image restoration is to involve image quality measure
as constraints for training GANs. As it is known, the objective function of GANs
defines gradient scale and direction for network optimization. Adversarial loss in
GANs, an indispensable component, is the foundation that encourages the gen-
eration of images to be as realistic as possible. However, details and textures in
the generated images are unable to be fully recovered and they are critical for the
c© Springer Nature Switzerland AG 2020
C. Analide et al. (Eds.): IDEAL 2020, LNCS 12489, pp. 160–171, 2020.
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human visual system to perceive image quality. Thus, image quality measures
that compensate the overlooked perceptual features in images are necessary to
take a part in guiding gradient optimization during the training.

An image quality based loss is proposed and added to the objective function
of GANs. There are three common quality measures that can be adopted. We
investigate their effects on generated/restored image quality, compared with the
baseline model without any quality loss. The rest of this paper is structured
as follows. Section 2 describes related work. Section 3 introduces the proposed
method, followed by experimental settings, results and discussion in Sect. 4.
Section 5 concludes the findings and suggests possible future work.

2 Related Work

2.1 Generative Adversarial Networks

GAN consists of a generative model and a discriminative model. These two
models are trained simultaneously by the means of adversarial learning, a pro-
cess that can significantly contribute to improving the generation performance.
Adversarial learning encourages competition between the generator and the dis-
criminator. The generator is trained to generate better fake samples to fool the
discriminator until they are indistinguishable from real samples.

For a standard GAN (a.k.a the vanilla GAN) proposed by Goodfellow et al.
[6], the generator G receives noise as the input and generates fake samples from
model distribution pg, the discriminator D classifies whether the input data is
real. There are a great number of variants of GAN proposed afterwards, such as
conditional GAN (cGAN) [17], least squares GAN (LSGAN) [16], Wasserstein
GAN (WGAN) [1], and Wasserstein GAN with gradient penalty (WGAN-GP)
[7].

2.2 Image Deblurring

Image deblurring has been a perennial and challenging problem in image pro-
cessing and its aim is to recover clean and sharp images from degraded observa-
tions. Recovery process often utilises image statistics and prior knowledge of the
imaging system and degradation process, and adopts a deconvolution algorithm
to estimate latent images. However, prior knowledge of degradation models is
generally unavailable in practical situations - the case is categorized as blind
image deblurring (BID). Most conventional BID algorithms make estimations
according to image statistics and heuristics. Fergus et al. [5] proposed a spatial
domain prior of a uniform camera blur kernel and camera rotation. Li et al. [24]
created a maximum-a-posterior (MAP) based framework and adopted iterative
approach for motion deblurring. Recent approaches have turned to deep learn-
ing for improved performances. Xu et al. [23] adapted convolutional kernels in
convolutional neural networks (CNNs) to blur kernels. Schuler et al. [20] built
stacked CNNs that pack feature extraction, kernel estimation and image estima-
tion modules. Chakrabarti [3] proposed to predict complex Fourier coefficients
of motion kernels by using neural networks.
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2.3 Image Quality Measures

Image quality assessment (IQA) is a critical and necessary step to provide quan-
titative objective measures of visual quality for image processing tasks. IQA
methods have been an important and active research topic. Here we focus on
four commonly used IQA methods: PSNR, SSIM, FSIM and GMSD.

Peak signal-to-noise ratio (PSNR) is a simple signal fidelity measure that
calculates the ratio between the maximum possible pixel value in the image and
the mean squared error (MSE) between distorted and reference images.

Structural similarity index measure (SSIM) considers image quality degra-
dation as perceived change of structural information in image. Since structural
information is independent of illumination and contrast [22], SSIM index is a lin-
ear combination of these three relatively independent terms, luminance l(x, y),
contrast c(x, y) and structure comparison function s(x, y). Besides, the measure
is based on local patches of two aligned images because luminance and contrast
vary across the entire image. To avoid blocking effect in the resulting SSIM index
map, 11 × 11 circular-symmetric Gaussian weighing function is applied before
computation. Patch based SSIM index is defined as in Eq. 1, while for the entire
image, it is common to use mean SSIM (MSSIM) as the evaluation metric for
the overall image quality (Eq. 2).

SSIM(x, y) = l(x, y) · c(x, y) · s(x, y)

=
(2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ2
x + σ2

y + c2)
(1)

MSSIM(X,Y ) =
1
M

M∑

m=1

SSIM(xm, ym) (2)

where x and y are two local windows from two aligned images X and Y . μx is
the mean of x, μy is the mean of y, σ2

x is the variance of x, σ2
y is the variance of

y, σxy is the covariance of x and y, constants c1 and c2 are conventionally set to
0.0001 and 0.0009 to stabilize the division. M is the total number of windows.

Feature similarity index measure (FSIM) is based on similarity of salient
low-level visual features, i.e. the phase congruency (PC). High PC means the
existence of highly informative features, where the Fourier waves at different
frequencies have congruent phases [28]. To compensate the contrast information
that the primary feature PC is invariant to, gradient magnitude is added as the
secondary feature for computing FSIM index.

First, PC map computation of an image is conducted by generalizing the
method proposed in [12] from 1-D signal to 2-D grayscale image, by the means
of applying the spreading function of Gaussian. 2-D log-Gabor filter extracts
a quadrature pair of even-symmetric filter response and odd-symmetric filer
response [en,θj

(a), on,θj
(a)] at pixel a on scale n in the image. Transfer function

is formulated as follows,

G(ω, θj) = exp(− (log( ω
ω0

))2

2σ2
r

) · exp(− (θ − θj)2

2σ2
θ

) (3)
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where ω represents the frequency, θj = jπ
J (j = {0, 1, . . . , J − 1}) represents the

orientation angle of the filer, J is the number of orientations. ω0 is the filter
center frequency, σr is the filter bandwidth, σθ is the filter angular bandwidth.
And the PC at pixel a is defined as,

PC(a) =

∑
j Eθj

(a)
ε +

∑
n

∑
j An,θj

(a)
(4)

Eθj
(a) =

√
Fθj

(a)2 + Hθj
(a)2 (5)

Fθj
(a) =

∑

n

en,θj
(a), Hθj

(a) =
∑

n

on,θj
(a) (6)

An,θj
(a) =

√
en,θj

(a)2 + on,θj
(a)2 (7)

where Eθj
(a) is the local energy function along orientation θ.

Gradient magnitude (GM) computation follows the traditional definition that
computes partial derivatives Gh(a) and Gv(a) along horizontal and vertical direc-
tions using gradient operators. GM is defined as G(a) =

√
Gh(a)2 + Gv(a)2.

For calculating FSIM index between X and Y , PC and GM similarity mea-
sure between these two images are computed as follows,

SPC(a) =
2PCX(a) · PCY (a) + T1

PC2
X(a) + PC2

Y (a) + T1
(8)

SG(a) =
2GX(a) · GY (a) + T2

G2
X(a) + G2

Y (a) + T2
(9)

SL(a) = SPC(a) · SG(a) (10)

where T1 and T2 are positive constants depending on dynamic range of PC and
GM values respectively. Based on similarity measure SL(a), the FSIM index is
defined as,

FSIM(X,Y ) =
∑Ω

a SL(a) · PCm(a)
∑Ω

a PCm(a)
(11)

where PCm(a) = max(PCX(a), PCY (a)) is to balance the importance between
similarity between X and Y , Ω is the entire spatial domain of image. Introduced
in [28], FSIMc is for colour images by incorporating chormatic information.

Gradient magnitude standard deviation (GMSD) mainly utilizes feature
properties in image gradient domain to derive quality measure. GMSD metric
calculates the standard deviation of gradient magnitude. Prewitt filter is com-
monly adopted as the gradient operator. Similar to FSIM index, GM similarity
measure is firstly computed using Eq. 9. The difference is the Eq. 12. So the
smaller GMSD the higher image perceptual quality.

GMSD(X,Y ) =

√
1
N

∑

a∈Ω

(SG(a) − mean(G(a)))2 (12)

where N is the total number of pixels in image, mean(G(a)) = 1
N

∑
a∈Ω SG(a).
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3 The Proposed Method

We propose modified GAN models that are able to blindly restore sharp latent
images with better quality from single blurred images. Quality improvement of
restored images is realized by adding a quality loss into the training objective
function. We compare three image quality measure based losses, which are based
on SSIM, FSIM and MSE. We apply these quality losses to two types of GAN
models, LSGAN and WGAN-GP, respectively.

3.1 Loss Function

For simplicity, we first define variables and terms as follows. Batch size is m,
input blurred image samples {I

(i)
B }m

i=1, restored image samples {I
(i)
R }m

i=1, and
original sharp image samples {I

(i)
S }m

i=1. The adversarial loss Lad, content loss
LX, quality loss LQ are as follows.

Adversarial Loss. For LSGAN,

G : Lad =
1
m

m∑

i=1

1
2

(D(G(I(i)B )) − 1)2 (13)

D : Lad =
1
m

m∑

i=1

1
2

[(D(I(i)S ) − 1)2 + D(G(I(i)B ))2] (14)

For WGAN-GP,

Lad =
1
m

m∑

i=1

D(I(i)S ) − D(G(I(i)B )) + λ [(‖∇x̃D(x̃)‖ − 1)2] (15)

Content Loss. LX is a L2 loss based on the difference between the VGG-19
feature maps of generated image and sharp image. As proposed in [9], the VGG19
network is pretrained on ImageNet [4]. LX is formulated as,

LX =
1

Wj,kHj,k

Wj,k∑

x=1

Hj,k∑

y=1

(φj,k(I(i)S )x,y − φj,k(G(I(i)B ))x,y)2 (16)

where φj,k is the feature map of the k-th convolution before j-th maxpooling
layer in the VGG19 network. Wj,k and Hj,k are the dimensions of feature maps.

Quality Loss. Based on SSIM and FSIM, quality loss functions are defined as
in Eqs. 17 and 18. In addition we experiment a MSE based quality loss (Eq. 19)
that computes between I

(i)
R and I

(i)
S and name this quality loss as Pixel Loss.

SSIMLoss : LQ = 1 − SSIM(I(i)R , I
(i)
S ) (17)

FSIMLoss : LQ = 1 − FSIM(I(i)R , I
(i)
S ) (18)

PixelLoss : LQ = MSE(I(i)R , I
(i)
S ) (19)
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Combining the adversarial loss Lad, content loss LX and image quality loss LQ,
the overall loss function is formulated as,

L = Lad + 100LX + LQ (20)

3.2 Network Architecture

We adopted the network architecture proposed in [13]. The generator has two
strided convolution blocks, nine residual blocks, two transposed convolution
blocks. The residual block was formed by one convolution layer, an instance
normalization layer and ReLU activation. Dropout regularization with rate of
50% was adopted. Besides, global skip connection learned a residual image, which
was added with the output image to constitute the final restored image IR. The
discriminator was a 70× 70 PatchGAN [8], containing four convolutional layers,
each followed by BatchNorm and LeakyReLU with α = 0.2 except for the first
layer.

4 Experiments

4.1 Datasets

The training dataset was sampled from the train set of the Microsoft Com-
mon Object in COntext (MS COCO) dataset [15], which contains over 330,000
images covering 91 common object categories in natural context. We adopted the
method in [2] to synthesize motion blur kernels. Kernel size was set as 31 × 31,
motion parameters followed the default setting in the original paper. In total,
we generated 250 kernels to randomly blur MS COCO dataset images. We ran-
domly selected 6000 images from the MS COCO train set for training and 1000
from the test set for evaluation. Besides, trained models were tested on two other
datasets, the GoPro dataset [18] and the Kohler dataset [11].

GoPro dataset has 3214 pairs of realistic blurry images and their sharp ver-
sion at 1280 × 720 resolution. Images are 240 fps video sequences captured by
GoPro Hero 4 camera in various daily or natural scenes. Blurry images are
averaged from a varying number of consecutive frames, in order to synthesize
motion blur of varying degrees. This is a common benchmark for image motion
deblurring. We randomly select 1000 pairs for evaluation.

Kohler dataset contains four original images, 48 blurred images that are
generated by applying 12 approximations of human camera shakes on original
images respectively. The dataset is also considered as a benchmark for evaluation
of blind deblurring algorithms.



166 J. Su and H. Yin

4.2 Implementation

We performed experiments using PyTorch [19] on a Nvidia Titan V GPU. All
images were scaled to 640 × 360 and randomly cropped to patches of size
256× 256. Networks were optimized using the Adam solver [10]. Initial learning
rate was 10−4 for both generator and critic. For LSGAN models, learning rate
remained unchanged for the first 150 epochs and linearly decayed to zero for the
rest 150 epochs, and it took around 6 days to finish the training. For WGAN-GP
models, learning rate was maintained for 50 epochs and then linearly decreased
to zero for another 50 epochs. Training took around 3 days to converge.

4.3 Results and Analysis

We name the model without quality loss as the baseline model. Evaluation met-
rics include PSNR, SSIM, FSIM and GMSD. Quantitative performances are
given in Tables 1, 2 and 3. Examples of resulting images are shown in Figs. 1, 2
and 3.

MS COCO Dataset. From Table 1, we can observe that WGAN-GP model
with SSIM loss function has the best performance on all four measures. The
WGAN-GP model with FSIM loss function has a comparable performance with
subtle differences in values. But significant improvements from the baseline
model that does not include quality losses demonstrate the usefulness of SSIM
or FSIM loss. From the examples shown in Fig. 1, restored images by SSIM loss
and FSIM loss contain more details visually and also have better quantitative
evaluation results than their counterparts.

Table 1. Model performance evaluation measures averaged on 1000 images of MS
COCO dataset.

Measures Baseline With SSIM Loss With FSIM Loss With Pixel Loss

LSGAN WGAN-GP LSGAN WGAN-GP LSGAN WGAN-GP LSGAN WGAN-GP

PSNR(dB) 18.14 19.57 17.50 20.16 19.91 19.98 16.50 19.52

SSIM 0.7447 0.8032 0.7513 0.8218 0.8175 0.8196 0.7412 0.8022

FSIM 0.8178 0.8207 0.8170 0.8217 0.8208 0.8216 0.8172 0.8205

GMSD 0.1460 0.1419 0.1438 0.1391 0.1404 0.1393 0.1439 0.1413

GoPro Dataset. We can find similar performances on MS COCO dataset,
although the training was solely based on synthetic blurred images from MS
COCO dataset. Still WGAN-GP is the model that gives better performance. In
terms of PSNR and SSIM metrics, performance of WGAN-GP model with SSIM
loss function is ranked the first. And FSIM loss function encourages the model
to produce better results with regard to FSIM and GMSD metrics.
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Fig. 1. Results generated by WGAN-GP model with various loss functions on MS
COCO dataset.

Table 2. Model performance evaluation measure averaged on 1000 images of GoPro
dataset.

Baseline With SSIM Loss With FSIM Loss With Pixel Loss

Measures LSGAN WGAN-GP LSGAN WGAN-GP LSGAN WGAN-GP LSGAN WGAN-GP

PSNR(dB) 18.58 20.01 19.06 20.99 20.42 20.86 19.06 20.17

SSIM 0.8017 0.8446 0.8047 0.8650 0.8557 0.8627 0.8160 0.8480

FSIM 0.8266 0.8379 0.8188 0.8379 0.8337 0.8386 0.8263 0.8379

GMSD 0.1181 0.1029 0.1195 0.0988 0.0962 0.0990 0.1117 0.0991

Fig. 2. Results generated by WGAN-GP model with different loss functions on GoPro
dataset.
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Table 3. Model performance evaluation measure averaged on 48 images of Kohler
dataset.

Baseline With SSIM Loss With FSIM Loss With Pixel Loss

Measures LSGAN WGAN-GP LSGAN WGAN-GP LSGAN WGAN-GP LSGAN WGAN-GP

PSNR(dB) 15.94 17.81 16.50 18.19 18.37 17.79 13.18 17.73

SSIM 0.6042 0.6775 0.5689 0.6818 0.6908 0.6886 0.5444 0.6810

FSIM 0.7562 0.7565 0.7607 0.7559 0.7555 0.7539 0.7512 0.7564

GMSD 0.1984 0.2040 0.1971 0.2055 0.2048 0.2044 0.2002 0.2031

Kohler Dataset. Compared to results of above two datasets, results given in
Table 3 are generally low. Considering images from Kohler dataset are approx-
imations of human camera shake, models trained by synthetic blurred images
have limited generalization on tackling such real blurry images. But SSIM and
FSIM loss still demonstrate their effectiveness in improving image quality as
shown in Table 3 and Fig. 3, although the example in Fig. 3 is a challenging one
to restore.

Fig. 3. Results generated by WGAN-GP model with different loss functions on Kohler
dataset.

As one can observe from Tables 1, 2 and 3, quantitative results show that
image quality measure based loss functions are effective components for GANs to
further improve generated image quality. Among the three loss functions, models
trained with the SSIM loss and the FSIM loss have comparable performances
and generate the best results, compared to the baseline model and model trained
with the pixel loss. Experimentation on three different datasets in two different
types of GAN model demonstrates effectiveness of inclusion of such quality loss
functions.



Improving Adversarial Learning with Image Quality Measures 169

For visual comparison, models with the SSIM or FSIM loss function restore
images with better texture details and edges. However, if we carefully observe
the details in generated image patches, we can find that with the SSIM loss
function, the patches have window artifacts while models with FSIM loss produce
smoother details when zoomed in. It is because the SSIM loss is computed by
basing on local windows of images while the FSIM loss is computed pixel by pixel.
And in the result images generated by models trained with pixel loss function,
details are still blurred, illustrating that L2 loss in the spatial domain has little
contribution to image quality improvement. In general, compared to FSIM loss,
SSIM loss has the advantage of computation efficiency and performance stability
in various quantitative evaluation metrics and visual quality.

It is also noted that WGAN-GP generates better results than LSGAN and
converges faster. But training WGAN-GP model is more difficult; during the
experimentation, model training diverges more often than LSGAN. Parameter
tuning becomes a crucial step in experiment setting for training WGAN-GP,
and it is very time-consuming to find a feasible model structure and network
parameters.

5 Conclusion

In this paper, we tackled the problem of image deblurring with the framework
of adversarial learning models. Losses based on image quality measures were
proposed as additional components in the training objective function of the
GAN models. Experimental results on various benchmark datasets have demon-
strated the effectiveness of adding such image quality losses and their potential
in improving quality of generated images.

For future work, training data could include more diverse datasets to improve
generalization ability of the network. So far the weightings of these various losses
in the overall objective function have not been fine-tuned; further experiments
could be conducted on further improving the performance by fine-tuning these
parameters. Besides, considering flexibility and adaptability of these image qual-
ity losses, applications for solving other image enhancement and restoration tasks
would also be worth investigating in the future.
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Abstract. In the context of predicting continuous variables, many pro-
posals in the literature exist dealing with point predictions. However,
these predictions have inherent errors which should be quantified. Pre-
diction intervals (PI) are a great alternative to point predictions, as they
permit measuring the uncertainty of the prediction. In this paper, we
review Quantile Regression Forests and propose five new alternatives
based on them, as well as on classical random forests and linear and quan-
tile regression, for the computation of PIs. Moreover, we perform several
numerical experiments to evaluate the performance of the reviewed and
proposed methods and extract some guidelines on the method to choose
depending on the size of the data set and the shape of the target variable.

Keywords: Quantile · Regression · Coverage probability · Skewness ·
Kurtosis · Machine learning

1 Introduction and Motivation

Predictive modeling is the process of using known data to create, process and
validate a model that can be used to forecast future (or simply unknown) out-
comes. It is a very useful tool as it permits reducing the uncertainty about future
processes or observations. Some areas of applications include, but are not lim-
ited to, prediction of the selling price of a house, contamination level of a city in
the following days, etc. The required input consists of a data set that contains
information on a set of observations (e.g., houses, days, people, etc.) regarding
the variable to be predicted (called target variable) as well as other variables
that might help in the prediction (usually referred to as input variables).

Although predictive modeling has been studied very thoroughly in the lit-
erature (see [5] for a review on the most important predictive models), many
of the methods proposed only provide point predictions, that is, they provide
a single value that represents the expected value of the target variable, under
the circumstances given by the input variables. Nevertheless, models are rarely
perfect and, thus, point estimates should go together with an uncertainty mea-
sure that allows to evaluate the certainty of the prediction. In this paper we deal
with prediction intervals (PIs), that is, instead of providing a unique forecast,
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the models studied here provide a (hopefully narrow) interval of values that will
contain the real value with a prespecified (and usually high) probability.

PIs are not new in the literature and many methods exist for producing
them, from the simplest ones based on classical linear and quantile regression
models (see [12] and [7], respectively) to more sophisticated ones, as the ones
in [10,11]. However, many of the methods that can be used to generate PIs
(such as linear regression or quantile regression forest) have not been designed
specifically for the generation of PIs and, thus, if analyzed with PIs metrics (as
we do in this paper), they might underperform. An interesting reference where
several PI methods are applied in the particular case of energy consumption and
production is [2], where the authors conclude that both quantile regression forest
[8] and quantile boosting-based methods [14] provide high quality results.

In this paper we propose and analyze methods to produce PIs based on
random forests (RF), proposed in [3], as they have been proved to have high
predictive power, are robust to the presence of missing and outlier values and do
not require previous variable selection [5]. Furthermore, the building process of
random forest is very intuitive, making them understandable for a wider audience
than more complex models. The reason not to include boosting-based methods,
despite its known good performance, is three fold. First, their building process
is not so straightforward, reducing its potential applicability due to its added
difficulty. Second, their computation is not easily parallelizable (as opposed to
RF) and, therefore, their processing times might be larger. Finally, as mentioned
in [13], simulation studies have shown that quantile boosting-based methods fail
at predicting extreme quantiles, which are the ones used when producing PIs.

Our aim is to evaluate several procedures to generate PIs based on RFs (more
specifically on its philosophy) to discover the circumstances, if any, that make
each method preferable. Thus, our main contribution is the proposal of five new
random-forest-based methods, as well as the analysis and comparison of those
methods with previously proposed ones, using specific metrics for evaluating PIs.

The paper is organized as follows. In Sect. 2, we review some methods pre-
viously proposed in the literature to generate PIs, whereas in Sect. 3 we present
five new procedures inspired by the previous ones. Section 4 is devoted to test
the performance of the reviewed and proposed methods by means of an exper-
imental study, where the methods are applied to a wide variety of data sets.
Finally, some conclusions are given in Sect. 5.

2 Previous Prediction Interval Methods

As already stated, in this paper we aim at evaluating new and already proposed
methods to obtain PIs. A PI is a range of values where the unknown value of a
certain observation will fall, given enough samples, a certain percentage of the
times. We now introduce some notation and define formally PIs.

For the remaining of the paper we assume that we have a set of n observations
for which we know the value of m variables (called input variables) and the
variable to be predicted (called target). Let Y be a vector of size n containing



174 A. Calviño

the target variable and X, a n × m matrix containing the input variables. The
objective is, for a new observation k for which the vector of input variables xk

is known, to find a narrow interval (ŷ�
k, ŷu

k ) such that there is a high probability
1 − α (called confidence) that the real value yk lies inside that interval.

Many methods have been proposed in the literature to produce PIs (such as
[10,11]) based on different prediction tools (e.g., linear and quantile regression,
cluster analysis, neural networks, etc.). In this paper we restrict ourselves to
methods based on random forest. However, our proposals are inspired by two
different classical approaches, which are now reviewed briefly.

Linear regression: In linear regression (see [12]), PIs are computed as

ŷ�
k = ŷk − zα/2σ̂k ŷu

k = ŷk + zα/2σ̂k, (1)

where ŷk is the predicted value of yk with the estimated linear regression, zα

is the value of the standard normal with cumulative probability level of α and
σ̂k = 1

n−m−1

∑n
i=1 (yi − ŷi)

2.
Quantile regression: In quantile regression (see [7]), the aim is not to compute

the conditional expectation, but the conditional quantiles. In other words, the
aim is to predict as closely as possible the α-quantile of the target variable,
denoted Qα(y), based on the values of the input variables.

In this context, PIs can be computed considering the corresponding condi-
tional quantiles as follows:

ŷ�
k = Q̂α/2(yk) ŷu

k = Q̂1−α/2(yk), (2)

where Q̂α(yk) is the predicted α-quantile given the vector of input variables xk.
As it can be seen, two different approaches arise from the previous definitions.

The first one (from now on referred to as mean-variance) consists of predicting
separately the conditional mean and variance, and then use Eq. (1) to compute
PIs, whereas the second approach (from now on referred to as quantile-based)
consists of predicting conditional quantiles (not necessarily by means of quantile
regression), and then apply Eq. (2) to compute PIs.

A third alternative to the ones mentioned above (from now on referred to as
mean-quantile) is based on [6], where the authors suggest that, in the context of
mixed linear models (which are a generalization of linear regression models), a
good way to obtain PIs is by means of the following expression:

ŷ�
k = ŷk + Q̂α/2(e) ŷu

k = ŷk + Q̂1−α/2(e), (3)

where Q̂α(e) is the α-quantile of the residuals vector of the estimated linear
regression, given by: e = (yi − ŷi)i=1,...,n. Note that, in this case, the procedure
to generate PIs consists of predicting the conditional mean (i.e., obtaining the
usual point prediction) and, then, estimate the uncertainty of the prediction by
means of the quantiles of the residuals.

All previous alternatives have advantages and disadvantages. In particular,
they are all very flexible regarding the specific models to be chosen (linear ones,
neural networks, random forest, etc.). However, the first partially relies on the
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assumption of normality of the target variable, which might not always hold.
However, taking into account Chebyshov inequality and the Central limit theo-
rem, even if Y does not resemble gaussian, this approach can still provide results
of good quality. Regarding the second one, its main disadvantage is that specific
models need to be train for each value of α, which might be time consuming.
Finally, in the case of the alternatives based on linear regression, PI lengths are
assumed common for all observations, which might seem a strong assumption.
However, as it will be shown in Sect. 4, homogeneous methods provide PIs of
good quality.

Considering the three previous approaches, in this paper we propose five new
PI models based on them, as well as on random forests. For that reason, we now
review the basic concepts of random forests.

2.1 Random Forests

Random forests (RFs), proposed by [3], are a combination (or ensemble) of deci-
sion tree predictors such that each tree is trained with an independent random
bootstrap sample of the original data set and a random selection of input vari-
ables. In other words, RFs first compute a large set of decision trees (say T),
based on different subsets of the original data set, make then predictions based on
those trees and finally combine all predictions through the predictions average.
For a review on random forests and decision trees, please refer to [5].

For the ease of clarity, we now introduce some notation on how predictions
are obtained by means of RFs. Again, we assume that we want to predict yk

for a new observation k for which its input vector xk is known. Decision trees
provide a partition of the space generated by the input variables (the subsets of
the partition are usually referred to as leafs) in such a way that the values of
the target variable of the observations in the same leaf are similar. Considering
a specific tree t, let St

k be the set of observations lying in the same leaf as
observation k. Under this scenario, ŷk can be computed as:

ŷk = average
({ŷt

k}t=1,...,T

)
, with ŷt

k = average
(
{yi}i∈St

k

)
, (4)

that is, predictions are obtained by means of the average of the predictions of
each tree which, in turn, are obtained by means of the average of the target
values of the observations in the same leaf as k.

It is important to highlight that RFs have some parameters that need to
be tuned. The three most important ones are: ntree, which is the number of
trees in the forest (previously referred as T ); mtry, which is the proportion of
input variables randomly selected; and nodesize, which is the minimum number
of observations on a leaf.

2.2 Quantile Regression Forests (QRF)

QRFs were proposed in [8] as an extension to the classical RF [3] when the aim
is not to compute the conditional expectation of the target variable, but the
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conditional quantiles. For that reason, when applied for computing PIs, QRFs
correspond to the quantile-based approach previously defined.

Based on the previous definition of RF, QRFs, as originally proposed in [8],
also build a large set of decision trees, but the prediction procedure is as follows:
instead of computing the average of the target of the observations in the leafs,
QRFs compute the empirical cumulative distribution function (ecdf) and, then,
the ecdfs from all trees are combined through its average. Finally, the average
ecdf can be used to compute any quantile by means of its inverse.

[8] showed that QRFs provide consistent estimators for conditional quantiles.
However, this approach is memory consuming as the ecdfs of all leafs in all trees
need to be stored. For that reason, the authors proposed and implemented a
new QRF version in [9] where one observation per leaf is randomly selected and,
then, the empirical desired quantile of the random observation of all trees is
obtained. The advantage of this version is that a single observation per node
needs to be retained and not the whole ecdf. This is the QRF approach that will
be evaluated in the remaining on the paper, which will be referred to as QRF.

Formally, QRFs provide quantiles predictions Q̂α(yk) in the following way:

Q̂α(yk) = α-quantile
({ŷt

k}t=1,...,T

)
, with ŷt

k = random
(
{yi}i∈St

k

)
.

As QRFs are based on RFs, they rely on the same parameters. In the exper-
iments conducted in this paper we assume the default parameters proposed by
the authors: 500, 33% and 5, for ntree, mtry and nodesize, respectively. More-
over, in order to make fair comparisons, from now on we assume the same default
parameters when computing RFs.

3 Proposed Prediction Interval Methods

Appart from QRF, in this paper we evaluate five newly proposed methods, which
are based on the three approaches mentioned previously and are briefly explained
in the following subsections.

3.1 Mean-Variance Methods

In this subsection we deal with models that aim at predicting means and vari-
ances separately and then apply Eq. (1) in order to compute PIs.

Homogeneous Random Forest. As in the classical linear regression model,
in this method we assume that the variance of all observations is equal (homo-
geneous) and, thus, it does not need to be predicted individually. Following the
ideas of the classical linear regression, this method consists of applying Eq. (1),
where ŷk is obtained by means of the classical random forest in Eq. (4) and σ̂k

is given by the square root of σ̂2
k = 1

n

∑n
i=1 (yi − ŷi)

2. Note that, in the case of
RF, as opposed to linear regression, the number of parameters is not obvious
and, thus, we resort to the classical mean square error as an estimator of the
variance. We will refer to this method as homogeneous random forest (HRF).
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Mean-Variance Random Forest. In the mean-variance random forest
(MVRF) we make use of a unique random forest to estimate both ŷk and σ̂k.
The idea is to take advantage of the predictions made inside the RF by each of
the trees to estimate the variance, assuming that the difference among them can
be used for that purpose. The procedure is as follows:

1. Build a classical RF and compute ŷk using Eq. (4).
2. Based on the same RF, compute σ̂k as the squared root of the following

predicted variances:

σ̂2
k = variance

({ŷt
k}t=1,...,T

)
, with ŷt

k = average
(
{yi}i∈St

k

)
.

Chained Random Forest. In this method, two different RFs are applied for
predicting mean and variance separately. We called this method chained random
forest (CRF) as it requires training first a random forest for computing ŷk and,
then, using the residuals of that model as input, training another RF for the
computation of σ̂k. The procedure is as follows:

1. As previously done, consider a set of n observations D. Then, divide it ran-
domly into two subsets D1 and D2, each of them containing half of the obser-
vations.

2. Build a classical RF using only the observations in D1, as in Eq. (4), and
compute ŷk for all the observations in D2.

3. Compute the squared residuals of the first RF for the observations in D2:
êk = (yk − ŷk)2 , ∀k ∈ D2.

4. Build a second RF to predict the variances by means of the residuals:

σ̂2
k = average

({êt
k}t=1,...,T

)
, with êt

k = average
(
{êi}i∈St

k

)
.

In this case, it is important to build both models independently (and not with
the same observations) in order to avoid overfitting. The underlying assumption
of this method is that the uncertainty of a prediction (which can be measured
by means of its squared error) can also be estimated using the input variables,
and not only the prediction itself.

3.2 A Quantile-Based Method: Quantile Random Forest

In this subsection we deal with models that aim at predicting quantiles, and
then apply Eq. (2) in order to compute PIs.

As it will be shown in the experiments, in the context of PIs, QRFs do not
always achieve satisfactory results, unless the confidence is very high (larger than
99%). This is not a surprising fact as, according to [13], simulation studies have
shown that the weakness of QRF lies in predicting central quantiles. In order to
overcome its deficiencies, we propose a modification of the QRF model proposed
in [9], which will be referred to as quantile random forest (QRDF).
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The basic idea is to compute the mean of the leafs empirical quantiles. More
formally, QRDF provides quantiles predictions Q̂α(yk) in the following way:

Q̂α(yk) = average
({ŷt

k}t=1,...,T

)
, with ŷt

k = α-quantile
(
{yi}i∈St

k

)
.

Contrary to the previous RF-based methods, a remarkable feature of QRDF
is the fact that it needs a large value of nodesize (we remind the reader that this
parameter imposes a minimum number of observations per leaf) in order to pro-
duce meaningful quantiles in all leafs. This, in turn, implies smaller computing
times than QRF, as the trees in the forest have fewer leafs.

Experimental analysis carried out in order to evaluate the impact of the
parameter nodesize (not shown here for the sake of conciseness), point out that
the best value should be around 10% of the number of observations in the data
set used for training. However, regarding ntree and mtry, default values are kept
as in QRF.

3.3 A Mean-Quantile Method: Homogeneous Quantile Random
Forest

In this subsection we deal with models that aim at predicting means and residual
quantiles, and then apply Eq. (3) in order to compute PIs. As it is done in HRF,
we assume that the uncertainty of all predictions is the same, that is, we assume
again that the PI length is homogeneous. For that reason, we called this method
homogeneous quantile random forest (referred to as HQRF).

However, unlike HRF, HQRF does not need to estimate the variance of the
predictions, but the quantiles of the residuals. More formally, HQRF provides
PIs by means of expression (3), where ŷk is obtained by means of the classical
random forest in Eq. (4) and Q̂α(e) is obtained as the α-quantile of the residuals
vector of the RF used to obtain ŷk, given by: e = (yi − ŷi)i=1,...,n.

4 Benchmarking Experiments

To compare the previous methods, we adopt a common experimental procedure
in the Machine Learning literature (see [10], among others), consisting of running
the experiments on ten open-access data sets, which can be found in [4]. The aim
of the experiments is to evaluate the performance of the methods in different
scenarios. In particular, we analyze the effect of the size of the data set and
the shape of the target variable (specifically, its skewness and kurtosis). It is
important to take into account these last features in the experiments as mean-
variance methods in Sect. 3.1 rely partially on the normality of the target variable
and may underperform when this hypothesis does not hold. Unfortunately, the
ten usual data sets considered in this common experimental procedure do not
cover all the desired combinations of data set size and shape of the target variable
that would allow evaluating most of the scenarios that can arise in real world
applications. In order to overcome this drawback, we have considered another
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Table 1. Summary of the datasets used in Sect. 4.

Minimum Q1 Median Q3 Maximum

Number of obs. 205 1041 5337 15818 45730

Number of variables 5 9 14 30 82

Skewness -0,9831 0,1647 0,68875 1,7496 4,0235

Kurtosis -1,2498 -0,5501 0,3108 2,5098 37,0648

ten open-access data sets, that can be found in [1]. Table 1 gives a summary of
the twenty data sets, including their sizes, as well as the skewness and kurtosis
of the corresponding target variables.

For the data sets considered, 90, 95 and 99% PIs are computed using the
previously explained methods. As it is usually done in the Machine Learning
community, the data sets are randomly partitioned (80% train and 20% test)
using twenty different random seeds. This approach allows us to analyze the
methods average performance, as well as its variability. The results shown in the
comparison below refer always to the test partition.

Along with the methods explained in Sect. 2, we include in the comparison
what we call “classical methods”, that is, linear and quantile regressions (referred
to as LR and QR, respectively) explained at the beginning of Sect. 2. The objec-
tive is to verify if the more complex methods proposed in this paper outperform
simpler ones. We note that we have not considered expression (3) for the case of
linear regression as, according to [6], this alternative leads to similar results to
Eq. (1) in the context of linear regression.

In order to evaluate PI methods with specific metrics, we need to take into
account two aspects: the first one refers to the fact that PIs should contain a
proportion of observations close to the nominal confidence level; and the sec-
ond one is related to their length, as very wide intervals are little informative.
For that reason, when computing PIs using the previous methods, we calculate
the proportion of observations that indeed lie in their corresponding PI (called
Coverage Probability (CP)), as well as their average relative length. PI relative
lengths are computed as: (ŷu

k − ŷ�
k)/ȳ, where ȳ is the mean value of vector Y .

Table 2 contains a summary of the numerical experiments of the eight PI
methods. In particular, mean and variance (in brackets) of the coverage proba-
bilities and mean lengths of the test partition for the twenty data sets and twenty
repetitions is shown. For the sake of better visualization, a color scale (specific for
each nominal level) has been added, where lighter colors indicate better results
(CPs close to the nominal levels and shorter PIs). As it can be seen, regarding
CPs, the best methods depend on the nominal confidence level. For 90 and 95%,
LR, HRF, HQRF and QRDF lead to the best results, while QRF and MVRF
give CPs much larger than the nominal levels. On the other hand, for 99%, all
methods lead to CPs closer to the nominal levels. An interesting fact is that QR
always leads to CPs much smaller than the nominal levels.
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Table 2. Prediction intervals coverage probabilities and mean lengths. The values
shown in the tables correspond to the mean and standard deviation (in brackets).

0,9 0,95 0,99

QRF
Cov. Prob. 0,9543 (0,0347) 0,9753 (0,0224) 0,9912 (0,0119)

Mean length 0,7705 (0,6163) 0,9763 (0,8187) 1,4135 (1,3118)

QRDF
Cov. Prob. 0,9208 (0,0389) 0,9526 (0,0325) 0,9769 (0,0278)

Mean length 1,0048 (0,9808) 1,1891 (1,2069) 1,4973 (1,6213)

HRF
Cov. Prob. 0,9197 (0,0247) 0,9469 (0,0194) 0,9748 (0,0151)

Mean length 0,8013 (0,8178) 0,9549 (0,9745) 1,2549 (1,2807)

HQRF
Cov. Prob. 0,8973 (0,0238) 0,9415 (0,0239) 0,9783 (0,0246)

Mean length 0,7529 (0,8411) 0,9986 (1,0727) 1,6284 (1,7835)

MVRF
Cov. Prob. 0,9539 (0,0435) 0,9720 (0,0313) 0,9873 (0,0196)

Mean length 0,8115 (0,7539) 0,9669 (0,8983) 1,2702 (1,1802)

CRF
Cov. Prob. 0,9313 (0,0254) 0,9634 (0,0185) 0,9875 (0,0104)

Mean length 0,7721 (0,7971) 0,9200 (0,9498) 1,2090 (1,2482)

LR
Cov. Prob. 0,9079 (0,0307) 0,9421 (0,0264) 0,9787 (0,0179)

Mean length 1,2324 (1,3983) 1,4685 (1,6661) 1,9299 (2,1897)

QR
Cov. Prob. 0,8740 (0,0596) 0,9175 (0,0684) 0,9477 (0,0789)

Mean length 1,0302 (1,0839) 1,1818 (1,2628) 1,4423 (1,6332)

As to mean lengths, we remind that wide PIs are little informative, even if
their CPs are close to the nominal levels. In this sense, note that LR provides
wider PIs than HRF or HQRF, even when they have similar CPs. This is not
a surprising fact as both LR and HRF obtain PI widths by means of its mean
squared errors (by means of linear regression and random forest, respectively)
and RFs usually lead to more accurate results. Furthermore, we highlight that
CRF shows short PIs while having CPs not far from the nominal ones.

Moreover, we highlight the fact that, according to Table 2, standard devia-
tions are not very different among the studied methods and, for that reason,
they are not mentioned previously. Nevertheless, we do consider the variance of
the methods performance into consideration in the following analysis.

As already highlighted, the shape of the target variable can be decisive when
selecting a PI method. In this sense, we have performed two different analysis
regarding skewness and kurtosis, separately. We point out that all of the skewed
data sets (those showing a skewness index larger than one in absolute value)
used in this experiment are leptokurtic (kurtosis index larger than one) and,
thus, the analysis regarding kurtosis only considers symmetric data sets. After a
careful review of many open-access data sets, we realized that real skewed data
sets with kurtosis indexes smaller than one are very rare and, thus, although
not considering this type of target variable, our study does consider the vast
majority of situations that arise in real cases.
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Fig. 1. Coverage probabilities boxplots by model, confidence level and symmetry of
the target variable.
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Fig. 2. Coverage probabilities boxplots by model, confidence level and kurtosis of the
target variable (only data sets with symmetric target variables are considered here).

Regarding skewness, Fig. 1 contains information on the CPs of the eight
methods plotted against their symmetry level and nominal confidence level. As
it can be seen, when used for symmetric target variables, LR, QR, HRF and
HQRF lead to the best results. More precisely, HQRF shows mean CPs very close
to the corresponding nominal level, with very low variability. On the contrary,
QRF and MVRF show CPs larger than the nominal levels if the target variable
is symmetric. Concerning skewed target variables, QRDF, HQRF and CRF lead
to the best results, whereas QR shows a very unstable performance. All in all,
it seems that CRF and HQRF are the methods least affected by the symmetry
level and the ones with the smallest variability.

On the other hand, Fig. 2 contains information on the CPs of the eight meth-
ods plotted against their kurtosis level and nominal confidence level. We remind
that those data sets with skewed target variables are not considered in this anal-
ysis and, thus, conclusions drawn here apply only to data sets with symmetric
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Fig. 3. Processing times of the eight methods analyzed for the twenty data sets by
their size (number of variables and observations). Average times is shown by means of
a color scale, whereas size represents time variability.

target variables. As it can be seen, data sets with platykurtic and mesokurtic
target variables lead to similar results in all methods, except in the case of QRF,
where worse CPs arise in the case of mesokurtic target variables. On the other
hand, data sets with leptokurtic target variables show a different behavior. For
instance, QR leads to CPs much smaller than the nominal level in the case of
leptokurtic target variables, but close ones otherwise. QRDF, HQRF and LR
also show worse results in the leptokurtic scenario. On the contrary, MVRF and
CRF exhibit CPs closer to the nominal levels. Finally, HRF does not seem to be
affected significantly by the kurtosis level.

Another key factor when comparing methods is processing times. In this
sense, Fig. 3 shows, by means of a color scale, the average processing time of the
eight methods for the twenty data sets, considering their size. Moreover, point
size represents time variability. As it can be seen, for small data sets (up to
10, 000 observations), all analyzed methods require similar times, whereas the
effect of larger data sets is very different. As it can be seen, LR, QR and QRDF
seem independent of the number of observations and variables, whereas QRF,
HRF, HQRF and MVRF seem to depend exponentially on the combination of
the number of variables and observations. Finally, CRF is more affected by the
size than the former methods, but less than the last ones.

Finally, we would like to highlight that more analyses have been conducted
to evaluate the effect of the target variable shape on PI lengths and the effect of
the data set size in CPs and PI lengths showing no influence. For that reason,
and for the sake of brevity, results on those analyses are skipped here.

5 Conclusions

Finally, based on the analysis performed in Sect. 4, we draw some conclusions
on the comparison of the methods explained in Sects. 2 and 3:
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1. Despite its good name, QRF does not seem a good choice (except if the
nominal level is 99% or higher) when computing PIs as CPs are much larger
than the corresponding nominal levels and processing times are highly affected
by data set size. Similar conclusions apply to MVRF, but slightly better
results are obtained for symmetric and leptocurtic target variables.

2. LR and QR lead to quite good coverage probabilities (except for confidence
levels equal to 99%) when the target variable is symmetric and not leptokurtic
and their processing times are not affected by data set size. However, they
provide very wide PIs and, specially QR, lead to poor results if the target
variable is skewed and/or symmetric but leptokurtic.

3. Although CRF is not the “best” method in any of the scenarios analyzed, it
seems to be a good default one, as it is the method least affected by the target
variable shape and its processing times are not heavily affected by data set
sizes.

4. The indirect assumption of normality of the target variable of mean-variance
methods does not affect its quality. In fact, mean-variance methods lead to
better results for skewed and symmetric-but-leptocurtic target variables.

5. Homogeneous methods achieve promising results indicating that assuming
common PI length for all observations is not a strong assumption.

6. Taking into consideration all the characteristics analyzed previously, we can
extract the following generic guidelines:

– If the data set has less than 10, 000 observations, HQRF should be chosen,
except if the target variable is symmetric and leptocurtic, where HRF is
preferable.

– If the data set has more than 10, 000 observations, QRDF should be
chosen, except if the target variable is symmetric and leptocurtic, where
CRF is preferable.

– For confidence levels close to 99% and small data sets, independently of
the shape of the target variables, QRF seems the best option.
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Abstract. Vulnerable Road Users (VRUs) are all to whom danger may
befall on the road, such as pedestrians and cyclists. The research here
conducted aims to reduce such vulnerability by providing every VRU
with a new tool to help them know when it is the safest period to do
sports during the day. To achieve the proposed goal, the focus was set
on Machine Learning models, such as Random Forest and Multilayer
Perceptrons (MLP), trained and tuned with data received from multiple
sources, including the weather, pollution levels, traffic flow and traffic
incidents. A mobile application was designed and conceived, making use
of the model with the best performance, an MLP, to provide forecasts
to VRUs. Our results show promising prospects regarding the use of
Machine Learning models to quantify the best period for sports during
the day.

Keywords: Deep learning · Machine learning · Multilayer
perceptrons · Vulnerable Road Users · Road safety

1 Introduction

Road safety is a major health issue of today’s society. In 2018 only, as seen in
PORDATA database [1], more than five thousand people were run over on Por-
tuguese roads. Most of them are categorized as Vulnerable Road Users (VRUs),
i.e., users with an increase vulnerability at the road. Following recent develop-
ments in information technologies, the increasing search for applications which
integrate both Artificial Intelligence (AI) and Machine Learning (ML) has led
to the possibility of developing artefacts to advise VRUs about the current and
future safety conditions outside, allowing VRUs to adapt and prevent themselves
from facing dangerous situations. The research here presented makes use of mul-
tiple ML candidate models, which were fed with hourly environmental and traffic
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data, to forecast when the safest period for a VRU for outdoor sports is. The
development of the predictive process followed the CRISP-DM methodology,
with Random Forests and Multilayer Perceptrons (MLP) as the best candidates
for the predictive model. The remainder of this paper is structured as follows,
viz. Section 2 briefly describes the current state of the art, while Sect. 3 provides
an overview of the user materials and methods. Section 4 sets the experimen-
tal setup, with results being gathered and discussed in Sect. 5. Finally, Sect. 6
presents our conclusions and outlines future work.

2 State of the Art

The use of ML and AI methods to aid our everyday activities has been growing
exponentially recently. In fact, the literature shows that ML is already being
used to increase VRU’s safety on the road.

Studies have attempted to reach this goal by imbuing measures in the cars
that travel the road [2]. The goal is to prevent incidents by monitoring the envi-
ronment around the vehicles, providing a technological link between the infor-
mation captured with the use of appropriate sensors and a driver warning system
that implements safety measures should some eventual and possibly dangerous
situation appear [3].

Another study followed the possibility of using VRUs’ smartphones as mobile
sensors in active security systems. Taking advantage of the GPS capabilities of
such devices, it is possible to circumvent the need to install sensors in vehicles
and, with geo-positioning, alarm VRUs if any danger or vehicle is approaching
them, alerting them to be cautious [4].

In 2012, David Shinar’s study focused on accident analysis and prevention,
gathering knowledge about the disparity of resources invested in traffic safety
over safe mobility for VRUs [5].

In 2010, the U.N. General Assembly, recommended “strengthening road
safety management and paying particular attention also to the needs of vul-
nerable road users, such as pedestrians, cyclists and motorcyclists”.

This project places more emphasis on the dangers to which VRUs are more
susceptible, not only accounting vehicular problems, but also striving to gather
information about weather conditions and atmosphere particle concentrations
that should not be neglected when assessing VRUs safety.

3 Materials and Methods

The datasets used in this study have been collected since July 2018 and comprise
data about the city of Braga, in Portugal, containing features related to traffic
flow and incidents, pollution levels, and weather conditions.
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3.1 Data Exploration

The first dataset, the one on pollution, holds data regarding the concentration
values of multiple particles in the atmosphere (43845 observations). Focusing on
the particles extracted from sensors that may present danger to VRUs, this study
centred itself on ascertain particle concentrations that may indicate a dangerous
environment. The used dataset includes data about the Ultraviolet index (UV),
Particle matter 10 (PM10), Carbon Monoxide (CO), Sulfur dioxide (SO2), Nitro-
gen Dioxide (NO2), and Ground-level Ozone (GLO). With well-known scales, it
is possible to set the boundaries that make a particular parameter threaten-
ing to the human being. For example, UV values of 8 to 10.9 are considered of
very high risk while above 11 represented extreme danger [6]. Another example
corresponds to CO values at concentrations of 1.28%, which can cause loss of
consciousness after 3 breaths [7].

Ultra-Violet Radiation (UV) can very harmful, at times when it is unusu-
ally strong it is customary for national Television to broadcast a safety warning.
Excessive ultraviolet radiation causes skin diseases, such as skin cancer[6]. More
preemptive safety thresholds were researched, as can be seen in Table 1, to pre-
pare our data to better account for this health risk.

Table 1. Risk of damage from exposure to Ultra-violet radiation for an average adult

UV range Risk

0.0–2.9 Low

3.0–5.9 Moderate

6.0–7.9 High

8.0–10.9 Very high

11.0+ Extreme

Particle matter 10 (PM10) diameter enables them to bypass our body’s
defenses[7]. Exposure can affect the lungs and the heart. In Table 2 it is indicated
the safety threshold values researched for this substance.

Table 2. The referenced limit values of PM10 established.

Reference period Threshold Tolerance

1 day 50mg/m3̂ 50%

1 civil year 40mg/m3̂ 20%

Carbon Monoxide (CO) when inhaled, prevents blood cells from linking with
the oxygen molecule, not allowing for the efficient oxygenation of vital organ
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tissue. Over a prolonged interval of time it can cause serious problems even ulti-
mately resulting in death. Intoxication may happen when the concentrations of
carbon monoxide in the blood surpass a certain threshold as exposed in Table 2.
Most cases of intoxication originate from the inhalation of CO produced by
motor vehicles powered by fossil fuels in direct proximity of VRUs[7] (Table 3).

Table 3. Effects of different amounts of CO on the body of an average adult human.

CO concentration Symptoms

0.0035% Headaches and dizziness within 6 to 8 h of
continuous exposure

0.01% Light headache within 2 a 3 h of exposure

0.02% Mild headache within 2 to 3 h of exposure

Loss of judgment

0.04% Frontal headache within 1 to 2 h

0.08% Nausea and seizures in 45min

In-sensitiveness within 2 h

0.16% Headache, increased heart rate, dizziness and
nausea in 20 min. Death in less than 2 h

0.32% Headache, dizziness and nausea in 5 to 10min

Death in 30min

0.64% Headache and dizziness in 1 to 2 min.
Convulsions, respiratory arrest and death in
less than 20 min

1.28% Unconsciousness after 2–3 breaths

Death in less than 3min

80% of Sulfur dioxide (SO2) in the atmosphere is due to the incomplete
burning of fossil fuels[9]. When inhaled it affects the mucous membranes found
on the nose, throat, and airways. The simultaneous presence of SO2 and PM10

in the atmosphere can aggravate cardiovascular problems. In Table 4 is indicated
the safety threshold values researched for this substance.

Table 4. Air quality depending on the level of sulfur dioxide.

SO2 concentration (mg/m3̂) Air quality

0–19 Good

20–39 Moderate

40–364 Slightly unhealthy

365–800 Unhealthy

800+ Dangerous



A ML Approach to Forecast the Safest Period for Outdoor Sports 189

Nitrogen Dioxide (NO2) is mainly a residue of car fossil fuel consump-
tion. Its inhalation may aggravate respiratory illnesses. Over prolonged exposure
increases our body’s susceptibility to dangerous respiratory infections[8]. In the
Table 5 we indicate the values at which NO2 concentration becomes prejudicial
to humans.

Table 5. Effects on humans of nitrogen dioxide in air. [7]

NO2concentration (ppb) Air quality Considerations

0–50 Good No health impacts are expected when
air quality is in this range

51–100 Moderate Individuals extraordinarily sensitive to
nitrogen dioxide should consider
limiting prolonged effort outdoors

101–150 Unhealthy for
sensitive groups

The following groups should limit
prolonged effort outdoors:

People with lung diseases, such as
asthma

Children and older adults

151-20 Unhealthy The following groups should avoid
prolonged efforts outdoors:

People with lung diseases, such as
asthma

Older children and adults

All others should limit prolonged
effort outdoors

201–300 Dangerous The following groups should avoid all
effort outdoors:

People with lung diseases, such as
asthma

Older children and adults

All others should limit the effort
outdoors

Ground-level ozone (GLO) is produced by chemical reactions between nitro-
gen oxides and volatile organic compounds in the presence of sunlight[7]. Inhal-
ing this gas can be harmful to cells that line your lungs. Table 6 presents values
thresholds values for VRUs safety.

Table 6. The referenced limit values of Ground-level Ozone established.

GLO reference period Threshold

8 h a day 5 days a week 0,1 ppm

15 min (short time exposure) 0,3 ppm
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A second dataset, the one on traffic flow, is composed only of three features,
i.e., the city name (as Braga), speed diff, and creation date (21049 observations).
From these, the most important one is speed diff, which provides information
linked to the traffic flow status at the corresponding timestamp. It communicates
the difference between the maximum speed that cars can reach in a traffic-free
scenario and the speed at which cars are travelling at that moment [8]. Higher
values suggest the presence of traffic, while near zero values indicate no traffic at
all. Figure 1 expresses the speed diff variation throughout a day of the dataset.

Fig. 1. Average speed diff during one day of the dataset.

The third dataset, the traffic incidents one, contains hourly information
about traffic incidents in Braga (83347 observations). Its features consist of the
incident description, impact category, magnitude of the delay and delay in sec-
onds it caused as well the length in meters the incident is causing.

It contains an overwhelming amount of unneeded information and may devi-
ate the learning process of any ML algorithm. Thus reviewing and setting
aside a few features became paramount. The features composing our selection,
allowed for an efficient and in context treatment of the information this dataset
contained. Description, indicates the type of incident presenting high impor-
tance for risk assessment, as it may indicate different levels of danger for the
VRUs. Incident category desc, enables understanding of the impact the inci-
dent road. Magnitude of delay desc, indicates the time delay that an accident
causes. Length in m, stands for the distance of the traffic line the incident caused.
Delay in s represents a calculated number for the time delay an incident causes.

Lastly, the weather dataset provides information about the weather con-
ditions in the same city (6821 observations). The used dataset includes data
about the weather description, temperature, atmospheric pressure, humidity,
wind speed, precipitation and luminosity, among others. Likewise to the other
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datasets there were a few features which did not need an in depth review, such as
city name, creation date and seq num. The remaining data could be divided in
two sub-groups, nominal and numerical. Weather description provides nominal
information about weather conditions in Braga. A few of it’s values presented
were similar meanings such as for the values of “mist” and “haze”, “loosely
clouded” and ”a few clouds”, finally “drizzle and light rain” and “low precip-
itation”. Temperature designates the outside general temperature level. Atmo-
spheric pressure as it tends do lower the amount of oxygen particles in the envi-
ronment also lowers becoming harder to breath. Humidity varies along the year
and at extreme values can cause respiratory diseases. Wind speed may difficult
VRUs movement outside at high enough levels. Rain lowers drivers awareness
of VRUs increasing the possibility incidents occurring. Current luminosity indi-
cates luminosity values in the city. It presents high correlation with sunrise and
sunset features. These two indicate the time of the that the actual sun-setting
and sunrise occurred.

3.2 Data Treatment and Pre-processing

The creation date feature, which had milliseconds precision, was normalized to
an hourly one and used to join all datasets into one ultimate dataset. This final
dataset is the result of joining each individual dataset through each observation’s
creation date up to the hour. Subsequently, the few existing missing values were
replaced by the values of the previous hour.

The pollution features were then binned into five bins, with each features
ranging from posing very low risk to very high risk. This allows us to arrange
the risk values for each given pollution type. Since both the SO2 as CO2 features
failed to present meaningful data, they were discarded from the final dataset.

From the traffic flow dataset, only speed diff Hence, with the extraction pro-
cess completed, the labelling was done in accordance to the information assimi-
lated in the data exploration so that risk values could be correctly inferred.

Using a correlation matrix as well as intuition, it was found that some features
from the traffic incidents dataset presented no value to the main objective. Such
features were discarded from the final dataset in order do improve its quality.

From the weather dataset, features considered as relevant were the tempera-
ture, weather description and humidity. The features in the weather description
were then grocategoriseduped by similarity and labeled into different levels of
danger that allowed a better discrimination of weather events and their possible
influence in the safety of VRUs.

3.3 Data Labelling

The final step to prepare the dataset consisted in labelling the dataset in order to
create the target column (danger criteria) for each single hour, i.e., observation.
Table 7 depicts the weights defined for the calculation of danger criteria per fea-
ture per original dataset. The weight value distribution allowed us to guarantee
that in case of a life level threatening scenario, a greatest level of risk would be
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assured. As can be seen from Table 7, each dataset contains new data with the
danger criteria for several variables. Taking this in account, it was possible to
create a final criterion for each dataset as the criteria final pollution that we
call criteria pollution is an accumulation of the dangers criteria of that dataset.
The final criteria is created based on all datasets final criteria based on the final
weights, obtaining the value of the final criteria.

The risk value of each feature is summed and the final overall danger is
assessed. There are two cases that are not shown in Table 7, temperature and
humidity, which depict a variation in weights between 1 and 5. I.e., temperature
values between 10 and 15 ◦C are considered to be of very low risk, while values
above 20 ◦C or less than 5 ◦C are considered to be of very high risk. Humidity
values between 45 and 60 are of very low risk, while values above 90 and below
20 are of very high risk.

The final dataset consists of 6820 observations with 16 features (hour, Day
of month, Month, criteria ozone, criteria nitrogen dioxide, criteria particulate,
criteria ultraviolet, temperature, criteria weather, count incidents, criteria inci-
dents, criteria pollution, criteria final incidents, criteria speed diff, criteria fi-
nal weather, criteria final), including the target one. The feature criteria final
is the target, ranging between 0 and 3. The target feature, which was not used
as training input, was further encoded using a one-hot encoding technique. The
final target value has a shape of 4, with the correct value marked as 1.

Table 7. Criteria used to label the dataset. The following acronyms were used: VLR -
Very Low Risk, LR - Low Risk, MR - Medium Risk, HR - High Risk, and VHR - Very
High Risk.

Dataset Feature VLR LR MR HR VHR

Pollution criteria particulate – 2 – 20 –

Pollution criteria ozone 1 2 3 6 8

Pollution criteria nitrogen dioxide 2 4 7 12 –

Pollution criteria ultraviolet 2 4 8 20 –

Weather criteria weather 1 2 3 6 8

Traffic incidents criteria incidents 2 4 7 12 –

Traffic flow speed dif 1 2 3 4 5

3.4 Technologies

As mentioned, KNIME was used for data exploration and data processing, yet
for the designing of the models, tools such as Python 3.7.6 and TensorFlow
2.0 were used. In order to apply the model Google Colab’s platform GPU was
used as it presented greater processing power and was capable of delivering
the final product faster and with more concise information regarding time and
performance.
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4 Experiments

Two distinct algorithms were implemented, in particular, Random Forests and
MLPs. In both cases, results were evaluated using cross-validation, with k = 5
for the Random Forest and k = 10 for the MLP. The dataset was further split
into training (75%) and evaluation data (25%) prior to cross-validation (holdout-
validation). The shape of the input, without the target feature, is of (5115, 15)
for training and (1705, 15) for evaluation.

4.1 Random Forest

The first step was to prepare both the nominal and the numeric parameters
to acquiesce with the model’s requirements and specifications. Tuning was per-
formed for the quality measure, the number of models, the number of levels of
each tree, and finally the number of nodes (Table 2).

4.2 Multi Layer Perceptron

Features were prepared according to the data treatment phase converting the
categorical data into a format compatible with our neuronal network. In order to
improve performance values, tuning was performed for the following parameters:
batch size, number of neurons per layer, epochs, dropout, and the number of deep
layers of the model. Call-backs methods were implemented in order to prevent
overfitting allowing the training to end pre-emptively. Table 8 describes the
search space for each hyper-parameter of the candidate models.

Table 8. Search space for each hyper-parameter of the candidate models.

Model Hyper-parameter Search space

Random forest Quality measure [Gain ratio, Gini index, Gini]

Number of levels [10, 40] with step size of 10

Number of models [100, 500] with step size of 100

Minimum number of records [1, 12] with a unitary step size

MLP Batch size [32, 64]

Number of neurons [32, 128] with step size of 32

Epochs [5, 25] with step size of 5

Dropout [0.1, 0.4] with step size of 0.1

5 Results and Discussion

With the tuning process finished, the technique used to choose the best candidate
models was based on the attained accuracy. The next lines describe the main
results obtained from the conducted experiments.
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Table 9. Summary results for the conceived models.

Method Accuracy (%) Error (%) Runtime Hyper-parameters

Random forest 95.234 4.766 8 h (w/ tuning) Gain Ratio

500 trees

20 levels

MLP 99.41 0.59 3 min 32 neurons

50 epochs

64 Batch size

0.2 Dropout

Adam

Fig. 2. Main views of the conceived mobile application.

5.1 Model Results

The best candidate, Random Forest, used the hyper-parameters presented in
Table 8. It saw an accuracy of 95,234%. On the other hand, the best candidate
MLP presented two dense layers, one layer of dropout (of 0.2), and again used
the hyper-parameters that are in Table 8 and presented an accuracy of 99%.
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It is our assumption that such high accuracies emerge from the fact that
both models were able to learn the rules that were followed to label the dataset.
If the models are able to learn such rules, it means they are able to accurately
categorize the presence of dangerous situations. Both models present satisfactory
accuracy, being able to successfully categorise an hour in respect to its safety to
go outside. The best MLP behaved slightly better than the best Random Forest.
It also presented more stable results and had a quick execution time. Table 9
presents the summarised results for the conceived models.

5.2 Platform

A platform was developed to work as a front-end of information for VRUs. The
first stage to conceive the platform focused on deploying the best MLP model
in an online server. Afterwards, a mobile application was developed using React
Native. The mobile application queries the server to attain forecasts and presents
the results to the user. Figure 2 portrays the main view of the platform, which
is available for both Android and iOS.

6 Conclusions

From data investigation to its treatment the research and work conducted
focused in guaranteeing VRUs safety by predicting if a certain period of the
day was safe for sports. The process of transforming the data fed by the sensors
across the city assures that safety thresholds for each given feature are obeyed.
With these methods it was then possible to infer the danger a VRU incurred
as the output of the data fed to the prediction model developed in this project.
The application is able to link itself to the web server that holds the predictive
model receiving the result. Both selection of the best ML model to implement
and ensuring that no incompatibilities and inaccuracies regarding the theoretical
thresholds for each feature existed were difficulties found. However, after prepa-
ration and careful investigation, by employing the knowledge acquired they were
possible. In addition, although this performance is still calculated with the data
at hand, it is expected that after entering circulation in Braga it will be precise.
It is also expected to further tune the networks’ performance, either by training
with future data acquired or even by adding different features that may present
alternative types of danger to the ones covered in this article.

Acknowledgments. This work has been supported by FCT – Fundação para a
Ciência e Tecnologia within the R&D Units Project Scope: UIDB/00319/2020. It was
also partially supported by a doctoral grant, SFRH/BD/130125/2017, issued by FCT.

References

1. PORDATA. https://www.pordata.pt/Municipios/Pe∼oes+atropelados+total+e+m
ortos-233. Accessed 18 June 2020

https://www.pordata.pt/Municipios/Pe~oes+atropelados+total+e+mortos-233
https://www.pordata.pt/Municipios/Pe~oes+atropelados+total+e+mortos-233


196 J. Palmeira et al.

2. Tahmasbi-Sarvestani, A., Nourkhiz Mahjoub, H., Fallah, Y.P., Moradi-Pari, E.,
Abuchaar, O.: Implementation and evaluation of a cooperative vehicle-to-pedestrian
safety application. In: IEEE Intelligent Transportation Systems Magazine, vol. 9,
no. 4, pp. 62–75 (2017). https://doi.org/10.1109/MITS.2017.2743201

3. Moxey, E., Johnson, N., McCarthy, M.G., McLundie, W.M., Parker, G.A.: The
advanced protection of vulnerable road users (APVRU) - project information sheet.
In: IEE Target Tracking 2004: Algorithms and Applications, Brighton, UK, p. 83
(2004). https://doi.org/10.1049/ic:20040056

4. Liebner, M., Klanner, F., Stiller, C.: Active safety for vulnerable road users based
on smartphone position data. In: 2013 IEEE Intelligent Vehicles Symposium (IV),
Gold Coast, pp. 256–261 (2013). https://doi.org/10.1109/IVS.2013.6629479

5. Shinar, D.: Safety and mobility of vulnerable road users: pedestrians, bicyclists, and
motorcyclists. Accid. Anal. Prev. 44(1), 1–2 (2012)

6. Religi, A., et al.: Prediction of anatomical exposure to solar UV: a case study for
the head using SimUVEx v2. In: 2016 IEEE 18th International Conference on e-
Health Networking, Applications and Services (Healthcom), Munich, pp. 1–6 (2016).
https://doi.org/10.1109/HealthCom.2016.7749513

7. Bierwirth, P.: Carbon dioxide toxicity and climate change: a major unapprehended
risk for human health. Emeritus Faculty, Australian National University (2020).
https://doi.org/10.13140/RG.2.2.16787.48168

8. Lu, F., Chen, X.: Analyzing the speed dispersion influence on traffic safety. In: 2009
International Conference on Measuring Technology and Mechatronics Automation,
Zhangjiajie, pp. 482–485 (2009). https://doi.org/10.1109/ICMTMA.2009.566

9. Tomás, V.R., Pla-Castells, M., Mart́ınez, J.J., Mart́ınez, J.: Forecasting adverse
weather situations in the road network. IEEE Trans. Intell. Transp. Syst. 17(8),
2334–2343 (2016). https://doi.org/10.1109/TITS.2016.2519103

https://doi.org/10.1109/MITS.2017.2743201
https://doi.org/10.1049/ic:20040056
https://doi.org/10.1109/IVS.2013.6629479
https://doi.org/10.1109/HealthCom.2016.7749513
https://doi.org/10.13140/RG.2.2.16787.48168
https://doi.org/10.1109/ICMTMA.2009.566
https://doi.org/10.1109/TITS.2016.2519103


One-Shot Only Real-Time Video Classification:
A Case Study in Facial Emotion Recognition

Arwa Basbrain1,2(B) and John Q. Gan1(B)

1 School of Computer Science and Electronic Engineering, University of Essex, Colchester, UK
{amabas,jqgan}@essex.ac.uk

2 Faculty of Computing and Information Technology, King Abdul-Aziz University, Jeddah,
Kingdom of Saudi Arabia

abasabreen@kau.edu.sa

Abstract. Video classification is an important research field due to its applica-
tions ranging from human action recognition for video surveillance to emotion
recognition for human-computer interaction. This paper proposes a new method
called One-Shot Only (OSO) for real-time video classification with a case study
in facial emotion recognition. Instead of using 3D convolutional neural networks
(CNN) or multiple 2D CNNs with decision fusion as in the previous studies, the
OSO method tackles video classification as a single image classification problem
by spatially rearranging video frames using frame selection or clustering strategies
to form a simple representative storyboard for spatio-temporal video information
fusion. It uses a single 2D CNN for video classification and thus can be opti-
mised end-to-end directly in terms of the classification accuracy. Experimental
results show that the OSO method proposed in this paper outperformed multiple
2D CNNs with decision fusion by a large margin in terms of classification accu-
racy (by up to 13%) on the AFEW 7.0 dataset for video classification. It is also
very fast, up to ten times faster than the commonly used 2D CNN architectures
for video classification.

Keywords: Video-based facial emotion recognition · Convolutional neural
network · Spatial-temporal data fusion

1 Introduction

With the rapid growth of video technology, there is a widespread demand for video
recognition systems across different fields, such as visual surveillance, human-robot
interaction and autonomous driving vehicle. Recently, a significant amount of literature
has been published on computer vision in relation to developing robust recognition
systems which can achieve a similar level of performance to that of human agents.
With the recent advances in GPUs and machine learning techniques, the performance of
image-based recognition systems has been significantly boosted, however what video-
based recognition systems can achieve today is still far from what the human perception
system can do.
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Numerous methods have been proposed to utilize convolutional neural networks
(CNNs) for video classification tasks such as action recognition and emotion recognition.
Many state-of-the-art methods employ a single frame baseline approach that treats video
frames as still images, applies 2D CNNs to classify each frame, and then fuses the
individual predictions to obtain the final decision at the video level [1, 2]. This approach
does not take the order of frames into account. However, a video is not just a stack of
frames; every single frame represents a small portion of the video’s story, and it also
includes a temporal component which gives vital information to the recognition task.

To address the problem in the single frame baseline approach to video classification,
it is natural to use the temporal information in videos to achieve better performance.
Some existing methods [3–5] apply feature fusion approaches to aggregate spatial and
temporal information. On the other hand, 3D CNNs have been developed to learn spatio-
temporal features for various video analysis tasks. As 3D CNNs have more parameters
than 2D CNNs, they are more complex and harder to train.

Inspired by the You Only Look Once system for real-time object detection [6], we
propose a general model called One-Shot Only (OSO) for video classification, which
converts a video-based problem to an image-based one by using frame selection or
clustering strategies to form a simple representative storyboard for spatio-temporal video
information fusion. The work in this paper is different from that of Jing et al. [7] (Video
You Only Look Once for Action Recognition) which uses complex 3D CNNs to learn
temporal features from a video and classify the actions it contains in a single process.
Using 2DCNNswithout losing the temporal information due to the use of the storyboard
representation of videos, the OSO methods proposed in this paper can not only meet the
requirement for real-timevideo analysis but also produce competitive video classification
accuracy by combatting the overfitting problem existing in commonly used 2D CNN
architectures for video classification. Themain contributions of this paper are as follows:

• A novel spatio-temporal data fusion approach to video representation is pro-
posed, which speeds up video classification with competitive accuracy to meet the
requirements of real-time applications.

• Frame selection and clustering strategies are proposed to handle varied video length
and the redundancy in consecutive video frames for effective video representation.

• Two 2D CNN based pipelines for video classification are proposed and evaluated
using the AFEW facial emotion video dataset.

The remainder of this paper is organised as follows. Section 2 reviews related work.
Section 3 describes the proposed OSO methods for real-time video classification. The
experiments are described in Sect. 4, with the results presented and discussed in Sect. 5.
Finally, this paper is concluded in Sect. 6.

2 Related Work

2.1 Methods for the EmotiW Challenge

Numerous researchers have made intensive efforts to improve audio-visual emotion
recognition based on images and videos [8]. This paper focuses on visual emotion
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recognition from videos. Based on Ekman’s study [9], most emotion recognition sys-
tems categorise facial expressions as anger, disgust, fear, happiness, sadness, surprise,
and neutrality, which will also be considered in this paper. Many methods for video
classification for emotion recognition have been proposed in response to the Emotion
Recognition in the Wild Challenge (EmotiW). Kahou et al. [10] combined a number of
deep neural networks, with each designed to handle different kinds of data sources. They
used 2D CNNs to classify aligned images of faces and a shallow network to extract fea-
tures related to the mouth. They used support vector machines (SVM) to classify these
extracted features and a multilayer perceptron (MLP) for decision fusion to provide the
final video classification result. They achieved an accuracy of 41.03% on the test set, the
highest among the submissions to the EmotiW 2013 challenge [11].

Sikka et al. [12] employed a feature fusion approachbasedonmultiple kernel learning
(MKL), which was used to find an optimal combination of audio and visual features for
input into a non-linear SVM classifier. They utilised four different hand-crafted models
to extract ten different visual features, including HOG, PHOG, BoW and LPQ-TOP. The
classification accuracy they achieved was 37.08% on the EmotiW validation dataset.

Liu et al. [13] represented all the frames of a video clip as an image set andmodelled it
as a linear subspace to be embedded in Grassmannian manifold. After the features were
extracted from each video frame by using a CNN, a class-specific one-to-rest partial
least squares (PLS) model was employed to learn, in relation to video and audio features
separately, to distinguish between classes. The final accuracy achieved on the EmotiW
validation and test set was 35.85% and 34.61% respectively.

Chen et al. [14] proposed a feature descriptor called histogram of oriented gradients
from three orthogonal planes (HOG_TOP), which could be used to extract dynamic
visual features from video sequences, and adopted the multiple kernel fusion frame-
work method to find an optimal combination of visual and audio features. Their meth-
ods achieved an overall classification accuracy of 40.21% and 45.21% on the EmotiW
validation set and test set, respectively.

The baseline method for the EmotiW Challenge [15] utilized the local binary pat-
tern from three orthogonal planes (LBP-TOP) method to extract features from non-
overlapping spatial 4 × 4 blocks and concatenated these features to create a feature
vector. A non-linear Chi-square kernel-based SVM was used for classification.

Jing et al. [7] proposed a 3D CNN model to learn extracting visual and temporal
information fromawhole video at onepass by selecting a subset of frames.Theydesigned
8 types of 3D CNNs to handle different lengths of proxy videos. Their work opened up
new ways of integrating spatio-temporal information for video classification.

2.2 Key-Frame Selection Strategies

As a short-length video clip of 2–3 s could contain 70–90 frames, processing each frame
separately, even in a short-length video, is time-consuming and would usually affect the
system accuracy. Many studies proposed key-frame selection strategies to handle this
problem. However, most of these strategies are either complicated and computation-
ally expensive, or cannot effectively work. Some of the common key-frame selection
strategies are as follows:
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• Predefined-frames strategy, which takes specific frames depending on their position
in the video, such as the middle and boundary frames [16, 17]. Although this strategy
is straightforward and fast, it depends on some knowledge of dataset [16]. In addition,
predefined frames are usually not stable and do not detain most of the visual content.

• Motion-analysis strategy, which computes the optical flow for each frame to evaluate
the changes on the facial expression [18], using specific points such as the left and
inner eyebrow or the corners of the mouth.

• Visual-content strategy, which computes similarities between frames represented by
colour histograms or other features [19]. The first frame is chosen as the first key-
frame, then the similarity between adjacent frames is computed and the frame which
has a significant content change is selected as the next key-frame.

• Clustering strategy, which clusters similar frames by assigning each frame to a corre-
sponding group and then selects the centroid frame of each group as key-frames [19].
Although clustering methods demonstrate good results in general, noise and motion
can easily affect their performance. In addition, the key-frames selected may be only
from the dominant clusters.

3 Proposed Methods for One-Shot Only Real-Time Video
Classification

Two OSO methods for facial emotion recognition based on video classification are pro-
posed in this paper, named Frame Selecting Approach and Frame Clustering Approach,
which benefit from the hierarchical representation of spatio-temporal information in
video frames. The structures of the proposed OSO approaches are shown in Fig. 1. Both
approaches apply three pre-processing steps that detect and track faces across the video
frames, and extract the region of interest (ROI) of the detected faces. Then the facial
landmark points are used to align the faces of the frames chosen by frame selection
or clustering strategies. The pre-processed facial images are combined to create a sto-
ryboard in the form of single image, in which spatio-temporal information fusion is
conducted at raw data level, i.e., at the level of the ROIs of the selected video frames.

In the frame selecting approach, as shown in Fig. 1(A), the storyboard is created from
selected frames and is used as the input to a 2D CNN which predicts the emotion class
of the video directly. Video clips have differing lengths or different number of frames.
Also, the period of the same emotion may vary when performed by different subjects or
by the same subject at different times. When selecting only a small number of frames
from a video clip showing the emotion, it is critical to select the frames which are most
different from the average frame of the whole original video.

In the frame clustering approach, as shown inFig. 1(B), the video frames are clustered
into groups of frames with certain similarity, and a storyboard is then created for each
group respectively. In a video clip, the subject might start by showing one emotion
and end up by presenting quite another. In other words, the clip may contain several
consecutive emotions: pre-emotion, post-emotion and the main one. For example, the
“surprised” emotion may be followed by one of the post-emotions, perhaps “happy”
or “fear.” By modelling the temporal relationships between consecutive emotions, we
can distinguish between the compound and the individual ones. Based on this idea, we
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Fig. 1. OSO video-based classification pipelines for emotion recognition.

propose to produce pre-prediction of class for each storyboard using 2D CNNs, and the
sequence of these class pre-predictions are sent to a long short-term memory (LSTM)
network to obtain the final class prediction of the whole video.

3.1 Spatio-Temporal Information Fusion (Storyboard Creating)

The facial emotion of a subject in a video generates space-time imageswithin a 3D space,
which encode both spatial and temporal information related to the subject’s emotion.
Instead of creating a 3D volume for the space-time information, this paper proposes
a storyboard creation technique that conflates video frames into one image based on
keyframe selection or clustering.

Figure 2 shows the three dimensions used in presenting the storyboard for video-
based classification. Before constructing the storyboard, the selected frames are resized
to a fixed size of 224 × 224 in order to reduce the interference caused by the images’
boundaries. Then these frames are concatenated to build one image, as illustrated in
Fig. 2. After that, the constructed storyboard is resized to 224× 224 pixels because this
size fits most 2D CNN models.

3.2 Frame Selection and Clustering Strategies

The purpose of keyframe selection is to find a set of representative frames from an image
sequence while the purpose of frame clustering is to segment the set of sequential frames
into subsets based on similarity matching.
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Fig. 2. The three dimensions used in presenting the storyboard for video-based classification.

In this paper, a clustering-based strategy is used to achieve automatic keyframe selec-
tion and frame clustering. The proposed clustering-based strategy works, fundamentally,
by measuring the dissimilarity or distance between frames using the Euclidean distance:

dt =
√∑L

j=1

(
f̂t(j) − f̂t+1(j)

)2
(1)

where f̂t denotes a frame feature vector at a specific time and L is the length of the vector.
The following steps are followed to assign frames to the most similar cluster:

1. Normalise the ROIs extracted from successive frames by resizing them to 224× 224
and converting them to grey images.

2. Represent every frame as a feature vector f̂ .
3. Compare adjacent frames with each other using Eq. (1) to determine how dissimilar

they are. Denote the set of frame vectors as F̂ =
{
f̂1, f̂2, f̂3, . . . f̂N

}
, where N is

the number of frames in the video clip, and the difference between these frames as
Dif = {d1, d2, d3 … dN−1}.

4. Determine a boundary-threshold value Ψ by calculating the mean value of the Dif

set.
5. Use the threshold Ψ to determine the borders of each cluster - where a dissimilarity

value higher than Ψ indicates the start or end of a frame cluster. Denote the set of
clusters as C = {c1, c2, c3… cM} where M is the number of clusters that consist of
similar frames.

6. For the keyframe selection strategy:
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a. If the number of clusters M is smaller than the preset storyboard size (9, 16 or
25), decrease the value for Ψ . Alternatively, increase it when M is larger. Then
go back to step 5.

b. IfM equals the preset storyboard size (9, 16 or 25), select the mid-frame of each
cluster as a keyframe.
Or for the frame clustering strategy, preset a cluster-threshold value γ as the
maximum number of clusters to be generated (it is set to 3 in this paper):

a. If the number of clustersM is larger than γ , decrease the value for Ψ . Alternatively,
increase it when M is smaller. Then go back to step 5.

b. IfM equals γ , use all the frames in each cluster to build a storyboard.

(1) If the number of frames in a cluster Q is larger than the preset storyboard size
(9, 16 or 25), choose the middle frames of the cluster.

(2) IfQ is smaller than the preset storyboard size (9, 16 or 25), duplicate the middle
frames of the cluster to compensate.

4 Experiments

In this section, the facial emotion datasets used in the experiments are briefly described
first, and the details about the implementation of the proposed methods are explained,
including the pre-processing and the settings of the CNNs.

4.1 Datasets

In order to evaluate the proposed methods, experiments were conducted on two facial
emotion datasets, AffectNet [20] and AFEW [21]. AffectNet is a large-scale facial emo-
tion dataset containing more than one million images obtained from the Internet. Twelve
expert annotators annotated a total of 450,000 images according to the facial expressions
in the images using both discrete categorical and continuous dimensional (valence and
arousal) models. The Acted Facial Expressions in the Wild (AFEW) dataset consists of
short video clips of facial expressions in close to real-life environments. AFEW contains
1,426 video clips of 330 subjects aged 1–77 years. The video clips were annotated as
one of the six basic expressions or neutral by two independent labellers.

4.2 Implementation Details

Pre-processing. As the videos in the AFEW 7.0 dataset might be taken from more than
one subject,we usedMATLAB“FaceDetection andTracking” to track themain subject’s
face in the videos automatically. A set of feature points in the detected facial region
were identified using the standard “good features to track” process [22] and tracked
using the Kanade-Lucas-Tomasi (KLT) algorithm [23]. For facial landmark detection
and face alignment,we utilised the algorithmproposed byZhang et al [24]. The generated
landmarks (two eyes, nose and mouth corners) were then used to determine the inner
area of the face as a ROI. For normalisation, the face is cropped to a 224 × 224 RGB
image.
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Training the 2D CNN and LSTM Models. In order to increase the generalisation
ability of the CNN models and to tackle the overfitting problem, seven well-known
pre-trained 2DCNNs (GoogLeNet, VGG16, VGG19, ResNet50, ResNet101, ResNet18,
Inceptionv3) were utilised in our experiments and a large number of still images in the
AffectNet dataset were used to fine-tune these models via two-fold cross-validation.
To find the appropriate size for the storyboard, these models were fine-tuned on three
different sizes, 3 × 3, 4 × 4, and 5x5. This resulted in 28 fine-tuned models that were
able to classify emotional images. To train the frame clustering OSO model for video
classification, each video in the AFEW training dataset was clustered into three groups
of frames and classified by the fine-tuned 2D CNNs, producing three emotion-words.
Then the produced series of emotion-words were used to train the LSTMwhose output is
the final classification for each video. The AFEWvalidation dataset was used to evaluate
the trained models.

5 Results and Discussion

In our experiments the proposed OSO video classification pipelines for emotion recog-
nition using frame selecting approach and frame clustering approach respectively (as
shown in Fig. 1) were evaluated based on three storyboard sizes (3 × 3, 4 × 4, 5 ×
5), with their performance compared to those of the two single-frame baseline (1 × 1)
methods. In the first baseline method, a decision level fusion method based on majority
voting is used to combine the CNN emotion predictions of all the frames in a video.
The second baseline method follows a feature fusion approach where an LSTM model
was trained to classify videos using fused features of all the frames extracted by the 2D
CNNs. Table 1 and Table 2 show the results on the AFEW dataset in terms of valida-
tion accuracy and runtime of the OSO methods using seven 2D CNNs respectively, in
comparison with the baseline methods.

Table 1. Validation accuracy of the OSO methods using 2D CNNs for video classification on the
AFEW dataset, in comparison with single frame baseline (1 × 1) approaches

Accuracy 1 × 1 3 × 3 4 × 4 5 × 5

Decision Fusion Feature Fusion Selecting Clustering Selecting Clustering Selecting Clustering

CNN GoogLeNet
VGG16
VGG19
ResNet50
ResNet101
ResNet18
Inceptionv3

33.8
39.3
37.7
33.8
36.9
34.5
36.1

35.1
34.6
30.1
41.1
37.2
30.1
34.8

46.4
51.1
49.8
50.0
48.7
46.9
50.8

48.7
55.3
53.8
54.9
52.8
51.1
54.6

49.0
47.7
47.7
50.6
46.7
45.1
48.0

46.7
55.6
51.0
53.8
51.1
46.3
51.3

41.9
47.7
46.7
43.0
44.6
46.9
41.7

45.0
50.1
47.8
47.3
48.0
40.9
45.7

Average 36.0 34.71 49.1 53.03 47.83 50.83 44.64 46.40

As shown in Table 1, the OSO approaches outperformed both baseline methods in
terms of validation accuracy by 10% to 17%. The frame clustering approach outper-
formed the frame selecting approach in almost all cases by 1.1% (VGG19, 5 × 5) to
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Table 2. Comparison of validation time on the AFEW dataset between the OSO methods using
2D CNNs and the single frame baseline (1 × 1) approaches for video classification

Speed S/Video 1 × 1 3 × 3 4 × 4 5 × 5

Decision Fusion Feature Fusion Selecting Clustering Selecting Clustering Selecting Clustering

CNN GoogLeNet
VGG16
VGG19
ResNet50
ResNet101
ResNet18
Inceptionv3

0.31
0.60
0.69
0.40
0.52
0.23
0.59

0.33
0.63
0.71
0.43
0.56
0.27
0.62

0.038
0.037
0.039
0.038
0.046
0.035
0.045

0.047
0.046
0.047
0.047
0.050
0.047
0.052

0.055
0.056
0.056
0.056
0.062
0.053
0.063

0.061
0.059
0.061
0.061
0.064
0.061
0.064

0.074
0.073
0.075
0.075
0.078
0.075
0.077

0.091
0.090
0.092
0.091
0.099
0.088
0.099

Average 0.48 0.51 0.040 0.048 0.057 0.062 0.075 0.093

Table 3. Comparison with the state-of-the-art results on the AFEW 7.0 dataset

Methods Val Test

EmotiW baseline [15] LBP-TOP-SVM 36.08 39.33

3D CNN Ouyang et al.
[25]

3D CNN 35.20

Lu et al. [3] 3D CNN 39.36

Fan et al. [26] 3D CNN 39.69

Vielzeuf et al.
[27]

3D CNN+LSTM 43.20

Decision/Feature
Fusion

Yan et al. [25] Trajectory+SVM 37.37

Fan et al. [28] MRE-CNN (AlexNet) 40.11

Yan et al. [29] VGG-BRNN 44.46

Ding et al. [30] AlexNet 44.47

Fan et al. [26] VGG16+LSTM 45.43

Ouyang et al.
[25]

ResNet+LSTM 46.70

Ouyang et al.
[25]

VGG+LSTM 47.40

Fan et al. [28] MRE-CNN (VGG16) 47.43

Vielzeuf et al.
[22]

VGG16+LSTM 48.60

Proposed OSO 1 FrameSelecting-VGG16-3 × 3 51.10 51.15

Proposed OSO 2 FrameClustering-VGG16-4 ×
4+LSTM

55.60 52.37

7.9% (VGG16, 4 × 4) and on average by 3.93%, 3.0% and 1.76%, corresponding to
storyboard size 3× 3, 4× 4 and 5× 5 respectively. The highest accuracy was achieved
by the OSO method using frame clustering and VGG16 with storyboard size 4 × 4. On
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average, the OSO method using frame clustering with storyboard size 3 × 3 achieved
the highest accuracy of 53.03%. It can be observed that among the seven 2D CNNs,
VGG16 achieved the highest accuracy in almost all cases.

One key advantage of the OSO approaches is their efficiency. To show this, we
compared the runtime ofOSOapproacheswith the two baselinemethodswith theAFEW
validation dataset by using a single NVIDIA TITAN X GPU. As shown in Table 2, it is
clearly demonstrated that the OSO approaches are about ten times faster than the single
frame baseline methods.

Most winners of the EmotiW Challenge (2017–2019) utilised both audio and visual
information in their approaches to increase the overall accuracy. To further evaluate
the proposed OSO methods, we compared their performance with the EmotiW baseline
performance and those of the winner methods reported in the literature that used visual
information only. Table 3 shows the comparison results on the AFEW dataset. The
proposed OSO methods using frame selecting and frame clustering approaches with the
best 2D CNN and storyboard size achieved validation accuracy of 51.10% and 55.60%
respectively and test accuracy of 51.15% and 52.37% respectively, much superior to the
competition baseline performance and those achieved by the methods reported in the
literature that used 2D CNNs or 3D CNNs for video-based emotion recognition without
using audio information.

6 Conclusion

This paper proposes fast OSO methods for video-based facial emotion recognition to
meet the requirements of real-time applications. Different from other approaches that
aggregate temporal information fromvideo frames, the proposedmethods take the advan-
tage of spatio-temporal data fusion based on novel frame selection and clustering strate-
gies and use 2D CNN models to predict emotional category from videos with facial
expressions. The experimental results show that the proposed OSO methods are not
only fast but also capable to achieve competitive accuracy of video classification.
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Abstract. History could be epitomised to a handful of events that
changed the course of human evolution. Now, we found ourselves amid
another revolution: the data revolution. Easily unnoticeable, this new
outlook is shifting in every possible way how we interact with the inter-
net and, for the first time in history, how the internet interacts with us.
This new kind of interactions is defined by connections between users
and consumable goods (products, articles, movies, etc.). And through
these connections, knowledge can be found. This is the definition of data
mining. Buying online has become mainstream due to its convenience
and variety, but the enormous offering options affect negatively the user
experience. Millions of products are displayed online, and frequently
the search for the craved product is long and tiring. This process can
lead to a loss of interest from the customers and, consequentially, losing
profits. The competition is increasing, and personalisation is considered
the game-changer for platforms. This article follows the research and
implementation of a recommender engine in a well-known Portuguese e-
commerce platform specialised in clothing and sports apparel, aiming the
increase in customer engagement, by providing a personalised experience
with multiple types of recommendations across the platform. First, we
address the reason why implementing recommender systems can benefit
online platforms and the state of the art in that area. Then, a proposal
and implementation of a customised system are presented, and its results
discussed.

Keywords: Recommender system · E-commerce · Data science ·
Business intelligence · Machine learning · Data driven decision making

1 Introduction

Commerce has been defined by the term ‘mainstream’ since the start of the
last century. Society started following fashion trends, renowned brands, or their
favourite movie star fashion. To increase profits, commerce stores focused on
popular products. Interestingly enough, the Pareto principle (the “80/20” rule)
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also applies to commerce [5]. Indeed, while observing products available to rec-
ommend in our platform, it showed that approximately 80% of all purchases
come from 30% of all products (see Fig. 1), close enough to the “80/20” rule.
The other 70% of niche products, are known as the long tail.

Fig. 1. Distribution of orders on this case study platform.

But then, at the turn of the millennium, the dot-com bubble burst, and with
it, the beginning of the era of online commerce. This promoted a paradigm shift
from the Pareto principle. Given the internet advantage of infinite shelf storage,
the price of adding more and more products to platforms’ portfolios is close to
zero, so companies started increasing the number of available products.

However, according to Anderson, “simply offering more variety, does not
shift demand by itself. Consumers must be given ways to find niches that suit
their particular needs and interests” [4]. In fact, increasing the array of prod-
ucts hinders the task for clients to find what they desire. The solution relies in
recommender systems. Through the analysis of customers’ behaviours: their
purchases, reviews and similarities among other customers, several assumptions
can be made on the likelihood of a customer buying a certain product.

This solution develops a market of niches and subcultures accountable for a
tremendous amount of profits in products outside the hits, which would likely
remain unknown to most, affecting user satisfaction, due to the apparent lack of
product diversity.

By creating opportunities for unpopular products to be sold, the long tail
thickens when business drives from hits to niches, increasing overall profitability.

This theory has been explored through the last two decades, achieving
remarkable advances in new data mining techniques. Amazon was one of the
first companies investing in recommender systems, when they released their first
patent in 1998 [6], more than two decades ago. By 2003, these recommendations
were already widely disseminated across their platform. And it worked! By 2015,
a research report estimated that 30% of Amazon’s product views originated from
recommendations [7].

In another research, Amazon’s long tail was calculated and compared
between 2000 and 2008 (see Fig. 2). During that period, the tail has gotten
significantly longer, and overall gains from niche books increased five-fold, being
accountable for 37% of Amazon’s book sales [8].
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Fig. 2. Amazon’s long tail : 2000 vs 2008.

Several other companies followed Amazon and nowadays, recommendations
make part of our quotidian in internet sites like Facebook, Netflix, Spotify,
YouTube, TripAdvisor, but also in some local e-commerce platforms.

The data revolution is shifting society as a whole, from commercials to polit-
ical campaigns [1], from healthcare [2] to weather forecasts. These data-driven
decision-making techniques are helping companies expand their revenues by mak-
ing targeted sales or improving their business decisions such as predicting avail-
able stock ruptures or future trends. In fact, companies that were mostly data-
driven had 6% higher profits and 4% higher productivity than average [3]. That
being said, the importance of hit products should never be undervalued. Hits
are here to stay, and companies must invest in them. However, some consider-
ation should always be directed to niche markets. The increase in supply must
be supplemented by a recommendation system in any company that desires to
thrive in the current competitive environment of e-commerce, aiming customer
engagement and consequent increase in profitability.

2 State of the Art

A recommender system is comprised of one or more types of recommendations.
This section gives an overview of the most popular and accepted approaches and
those best suited for this case study.

Collaborative Filtering. Often referred as people-to-people correlation [9], this
approach is based on the principle that two or more individuals sharing similar
interests in one kind of product, tend to become interested in similar products
from another kind (see Fig. 3).

Content-Based Filtering. This approach depends on the similarity between
products. It is built upon the concept “Show me more of what I have liked” [10]
(see Fig. 4). The association between such products can be calculated by their
related features.
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Fig. 3. Logic behind Collaborative filtering.

Fig. 4. Content-based filtering connections.

Hybrid Systems. As the name suggests, hybrid systems combine two or more
systems. The idea behind this combination is that the shortcomings of one sys-
tem are overcome by the other so that the final prediction is more accurate.
Netflix employs a perfect example of a hybrid recommender system as it cou-
ples collaborative and content-based filtering, recommending content based on
previous content and similarity with other users [10].

Cart Suggestions. Unlike previous approaches, this method is not personalised
to each customer. Instead, it depends only on the product and the connections
established between other products through orders, implementing a Market Bas-
ket Analysis recommendation.

This approach builds association rules between products through frequent
patterns in order items. This helps to build recommendations based on the con-
cept of “Users who buy this product, frequently buy these too” [11].

Product Similarity. A content-based model for product similarities can be an
exciting approach for this type of e-commerce platform. Contrary to the content-
based filtering described earlier, these recommendations are not personalised to
each customer and are solely based on product traits. These suggestions can
drive customers that are observing a certain product that it is not precisely
what they desired, to a similar product, more fit to the likes of the customer.

Popularity. Suggesting niche products is key in today’s online business model,
but the demand for hit products is still significant. Hence, building recommenda-
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tions based on product popularity is always a solid bet and should not be under-
valued. These recommendations can be based on product information, such as
the number of orders, ordered quantity, product rating, product hits (number of
visits on the product page), among others.

3 Proposal

The main goal is to implement a recommender engine, containing multiple types
of suggestions that enhances profitability on products available in a specific e-
commerce platform. The platform in question sells clothing and sports apparel,
specialised in the surf market.

3.1 Data

To aid the process of finding knowledge, data often comes structured into two
entities and one or more types of interactions between those two. In this plat-
form, the entities are products and clients, interacting through orders and
are stored in Elasticsearch. These three entities contain attributes (Table 1) with
information on each order, product or client.

Table 1. Dataset details.

Entities Products Clients Orders

Rows 8860 23889 14945

Attributes product id client id order item id

parent id birth date order id

name gender product id

stock country client id

hits zip quantity

manufacturer locality created at

categories ship locality

color ship country

size hits count

3.2 Applicability

With the available data, these are the recommendations that can be implemented
in the platform. This wide range of suggestions is suited for the clothing e-
commerce scene and satisfies multiple areas of user activity in the platform:

– Hybrid: These recommendations could be implemented in a product list,
ordering the displayed products by the probability of purchasing, or in a
homepage carousel.
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– Cart suggestions: As the name suggests, this type of recommendations
could be implemented in a shopping cart, suggesting products that are often
purchased together with the products already in the cart.

– Product similarity: These recommendations could be implemented in prod-
uct details pages, redirecting customers to similar and perhaps more interest-
ing products.

– Popularity: This recommender is often displayed in homepages.

3.3 The ‘Update’ Dilemma

Some services, like YouTube, need their recommendations continually updated
due to its regular visitors and the hours of videos uploaded every second [12]. The
content consumption is constant, ergo, user taste is in permanent transformation.

However, our platform is visited occasionally when customers want to pur-
chase specific products. In these circumstances, the period of inactivity is tremen-
dously higher than the period of activity for the vast majority of clients. Besides
that, the limited computational resources available for this project make this
approach seems unattractive.

At this stage, all recommendations will be updated on a specific day and time
with the aid of Crontab, a time-based job scheduler for Unix systems. Given a
specific time and day or a time interval, Crontab triggers a designated command,
executing all Python files responsible for generating recommendations.

3.4 Cold-Start Problem

Cold-start is a frequent problem when dealing with recommender systems. This
occurs when it cannot draw any inferences for clients that have not yet sufficient
information, in this case, clients with no orders.

Orders are the foundation of hybrid recommendations and cart suggestions,
ergo, clients without orders will not be able to get this kind of recommendations.
Still, similar and popular products do not depend on the orders of a specific
client, making these recommendations available for every client. The cold-start
problem on hybrid and cart recommendations could be surmounted with an
initial questionnaire to build a user profile, but its implementation outruns the
scope of this project.

3.5 Architecture

The architecture of the recommender engine comprises not only the engender-
ing of recommendations but also the communication between components. The
engine’s workflow is complex and can be broken into the subsequent stages:

1. Query data (products, clients and orders) from the Elasticsearch search engine
necessary to train recommendation models.
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2. Get the recommender engine configuration variables from MongoDB. These
variables add customisation to the recommendations so that the platform can
develop recommendations more suited to variable conditions of the business.

3. Begin the process of Exploratory Data Analysis (EDA) and Data Preparation
(DP), performing all necessary and suitable operations to improve the quality
of the data.

4. Create predictive models for every recommendation featured in the recom-
mender engine and evaluate the accuracy of those models using tested and
suitable metrics for recommender systems.

5. Save recommendations in MongoDB to be prepared on platform demand.

Furthermore, Python was chosen as the programming language to build
recommendation models as it offers powerful libraries. Weinberger stated that
“Python is not only the leading way to learn how to build a recommendation
system, it is also one of the best ways to build a recommendation system in
general” [13]. Elasticsearch was chosen because of its unstructured and adapt-
able architecture and its speed of querying, essential when dealing with variable
and large amounts of data. MongoDB is the preferred recommendation storage
database due to its high query performance, scalability and availability, essential
to retrieve the recommendations to the e-commerce platform.

The recommender engine workflow commented above can be translated to
the architectural design in the Fig. 5.

Fig. 5. Recommender engine architecture.
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4 Implementation

The implementation of the designed architecture followed a defined data mining
process called CRISP-DM. This methodology is independent of both the industry
sector and the technology used, and aims to make large data mining projects,
less costly, more reliable, and more manageable [14].

4.1 Configurations

In order to make the recommender engine customised to the platform’s current
business situation, a set of configurations are stored in a MongoDB document.
This is the first data to be parsed by the recommender engine. The engine can
be customised by the following configurations:

1. evaluate: Boolean that defines if the models accuracy should be calculated.
2. min score: All recommended products have a score (float 0–1) of its cer-

tainty. This variable removes all recommendations below that score (for the
‘cart suggestions’ model, this variable is called ‘min conf’).

3. last month orders: Use only orders from the last X months. This improves
recommendations accuracy as orders from a long time ago usually do not
reflect the current user’s taste.

4. bought products: Boolean that defines if already purchased products
should be recommended to a client.

4.2 Data Preparation

The CRISP-DM methodology promotes the understanding of data. This process
is done by plotting multiple charts and data comparisons, including the long tail
graph in Fig. 1.

This process aids the discovery of incomplete, inaccurate or irrelevant por-
tions of data. Data preparation comprises replacing, modifying or deleting these
portions [15] in order to construct the final dataset for further model construc-
tion, from the initial raw data.

While exploring the locality frequency among clients, an incoherence between
city names appears. In effect, Lisbon appears as “Lisbon”, “Lisboa”, “Lx”, “lis-
boa”, among other variations. To the human eye, it is understandable that these
names refer to the same city, but algorithms treat it as different values. Also,
clients’ age is only defined by their birthday, but, in order to establish con-
nections and similarities between clients, birthdays are converted into two new
attributes: age and age group (children, youth, adults and seniors [16]).

4.3 Recommendations

After the study on recommendation approaches for this e-commerce platform,
follows the process of implementing the philosophy of these approaches in
Python.
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- Popularity: This recommendation is unvarying for users of the platform.
To compute the most popular products in store, a score for each order is esti-
mated based on the following parameters: ordered quantity and order status
(delivered, cancelled, etc.). Next, product scores are computed, by grouping
orders by product. Product hits are also taken in consideration in product scores.
These four parameters have different weights on the score, according to their sig-
nificance. After computed, scores are normalised (0–1) and products sorted by
score.

- Hybrid: This recommendation is a compound of content-based and col-
laborative recommended products. For the content-based recommendation, all
product features were grouped in a single string, containing its product name,
main size (more generic), size (more specific), its categories, colour, manufac-
turer, and season (when it sells the most). TF-IDF is a statistic widely adopted
in search engines and was used to compute frequent terms among clients pur-
chases. This technique converts unstructured text into a vector, where each word
represents a position in the vector, and the value measures its relevance for a
product [17]. When applying cosine similarity to those vectors, it translated to
product similarity. This similarity is used to compute product profiles by using
scores to define the most similar products. After that, the last step is to build
a client profile based on profiles of products purchased in the past and use it as
a recommendation. The collaborative recommendation is based on the latent
factor model Singular Value Decomposition (SVD) that creates and compresses
a client-product matrix (filled with the scores of orders) into a low-dimensional
representation in terms of latent factors. One advantage of this approach is that it
deals with a much smaller matrix, instead of a high dimensional matrix contain-
ing an abundant number of missing values, increasing computational effort [17].
After the factorisation, the matrix is reconstructed by multiplying its factors.
The resulting matrix results in scores (predictions) for products the client have
not yet purchased, that will be exploited for recommendations. To compute
hybrid recommendations, the lists of recommended products are merged and a
mean of both scores is computed and normalised (0–1).

- Similar Products: This approach follows the same TF-IDF technique
described above for content-based recommendations. However, here, client pro-
files are not computed, using only products profiles to build recommendations
based on products with similar frequent terms (attributes).

- Cart Suggestions: As explained, this suggestion relies on association
rules. Frequent item sets for each product are computed from clients orders,
using the Apriori algorithm. These item sets are converted into association rules,
and consequents of those rules are recommended as products frequently bought
simultaneously. Confidence indicates how often the obtained rule was found to
be true, and will be used as a normalised score for the recommendation.

- Save recommendations: These four models are executed simultaneously,
producing recommendations for every client (hybrid and popularity) or every
product (similar products and cart suggestions), saving every recommendation
by replacing the previous, thus not increasing exponentially storage space. Each
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model is saved in its own collection named by the platform and the model (i.e.
platform popularity). Furthermore, recommendations are stored as a JSON
where the key is the client or product ID, following a list of IDs for recommended
products sorted by score.

Every document is saved separately and atomically so there is no down-
time in the recommendations. This means that while the recommender engine
is updating the recommendations, the platform remains usable.

5 Results

The recommender engine comprises four different and versatile models, that
cover a wide range of areas on our platform. Triggered by a Crontab job, the
engine produces four collections with the following number of recommendations:

Table 2. Statistics on saved recommendations.

Model Popularity Hybrid Similar Cart

Recommendations 1a 5996 787 183

Total size 25.55 kB 62.49 MB 449.06 kB 167.37 kB

Recom. coverageb 100% of clients 25% of clients 9% of products 2% of products
a Popularity has one recommendation because popular products are the same for every
client.
b The low coverage of some recommendations is due to some clients that have never
ordered products or products that are set as non buyable, therefore, excluded from the
recommendation.

5.1 Evaluation

Evaluation is a critical step of CRISP-DM, as it allows to compare algorithms and
potentiate continuously improvement of the models, aiming accuracy gain. One
common practice is to divide orders into test and train sets, generate predictions
based on the train set, and compare with the actual orders in the test set.

Time plays an important role in e-commerce platforms, ergo, orders are sorted
by date and then split (80% for training, 20% for testing). Evaluating using
hold-out allows emulating a scenario where we are predicting actual customer
future behaviour. Additionally, the low computational effort of this technique
facilitates the engine, as it generates recommendations for every product and
client concomitantly.

Among the most adopted evaluation metrics in recommender systems, we
find Recall. Recall@N is the rate of the ordered products in the test set that are
among the top-N recommended products. The results vary from 0 to 1 being
that 1 means that every ordered product is displayed in the recommendation.
This process comprises the following steps:
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1. Generate recommendations for every client using orders from the train set.
2. Get ordered products in test set.
3. For every ordered product in test set verify if it’s among the top-N recom-

mendations.
4. Compute recall.

This evaluation process was developed to every model in this recommender
system. The results for the top-10 recommendations are exposed in Table 3.

Table 3. Evaluation results.

Model Popularity Hybrid Similar Cart

Content-based Collaborative Hybrid

Recall@10 0.22 0.37 0.30 0.41 0.04 0.08

These results confirm two theories stated in the Proposal section. First, rec-
ommending hit products using the popularity recommender achieves very decent
results, as hit products still represent a major portion of sales in e-commerce
platforms. Second, merging recommender systems results in greater accuracy, as
we can observe in the hybrid recommendation.

The execution of the recommender engine completed with a run time of
10 min and 16 s. This includes all CRISP-DM stages, from the preparation of all
data in Table 1, modelling and storing of recommendations in Table 2, and the
model accuracy evaluation explained in the section below.

6 Conclusions

As online interactions increase, demand for more customisation and personalised
content rises too. Connecting clients to fresh and undiscovered products through
recommendations is essential to develop niche markets and increase revenue. The
implementation of such strategies should be as hybrid and versatile as possible,
combining multiple types of recommendations, striving an increase customer
involvement and satisfaction.

This engine comprises four distinct types of recommendations, each suit-
able to every platform context, employing established algorithms and embracing
multiple attributes present in the available dataset. All steps were verified and
followed a defined methodology, producing results that comply with the proposal
and satisfactory accuracy results of the models. However, the importance of the
accuracy results should not be overemphasised, as the true virtue of recommen-
dations is not only to predict what products clients will purchase but to suggest
possibly unknown but appealing products.

The personalisation allowed by this recommender engine, combined with its
customisation through the available configurations, make this approach essential
in an e-commerce platform aiming the increase in client satisfaction through the
adoption of a data-driven decision-making strategy.
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Abstract. With the number of people that live in cities increasing every
year, the complexity of urban traffic increased as well, making it more
necessary than ever to find solutions that are good for the citizens,
energy-efficient, and environmentally friendly. One of the systems that
are becoming more popular is carsharing, specifically free-floating car-
sharing: fleets of cars that are parked around a city that can be temporar-
ily booked for private use within the borders of the city by the system
users. In this work, we implement one of these systems over SimFleet, an
agent-based fleet simulator. We present how the original SimFleet agents
are adapted to our system and how they interact with each other, as
well as the strategies they follow to address the urban traffic problem
efficiently. Our implementation for the simulation of free-floating car-
sharing scenarios is crucial for companies or municipalities to make the
necessary tests before deploying the systems in real life.

Keywords: Multi-agent system · Simulation · Transportation ·
Electric vehicle · Smart city · Urban fleets · Carsharing

1 Introduction

The use of privately owned vehicles in cities is becoming every time more incon-
venient for the citizens. As the concerns about carbon dioxide emissions increase,
cities adapt by creating more green areas, penalising or completely banning the
use of private vehicles in their city centre, and encouraging both public trans-
port and electric vehicles. Besides that, there are problems that are inherent for
vehicle owners like the lack of parking space, which implies on many occasions
the need for paying for a private space. To such disbursement, one must add fuel
or electricity expenses as well as vehicle maintenance.

Considering all of these inconveniences, a good amount of the people that
live in cities opt by not buying a vehicle. For such users, public transport usually
fulfils their displacement needs. However, there are cities in which, because of
their structures or by the lack of resources, the public transport services are not
enough to comply with the needs of citizens. Besides that, there might be some
trips which entail needs that can not be provided by public transport.
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Aiming to solve all of the previously mentioned issues, carsharing systems
were proposed [10]. In these systems, private vehicles are owned by an enterprise,
which rents them temporarily to their customers. In general, the vehicles are
parked in specific locations and must be either returned to the original location
or parked in a different predetermined location. Also, carsharing companies are
transitioning to the use of electric vehicles, since they offer great performance
in urban areas. Europe accounts for about 50% of the global carsharing market
and is expected to grow further to 15 million users by 2020 [5].

Taking this into account, the system we will describe in our work is a modifi-
cation over the original carsharing system: a free-floating carsharing system [7].
These systems are much more flexible for the users since their vehicles can be
picked up and parked anywhere within a specified urban area. Customers, that
have access to vehicle locations, book a vehicle for a determined amount of time.
The company takes care of vehicle relocation and recharge if necessary. For a
monthly fee, these companies provide the benefits of owning a private vehicle
without its drawbacks.

Free-floating carsharing systems need to be tested and improved to provide
better service, for example, reducing the distance users have to walk to a vehi-
cle and minimising waiting times to provide better service. While testing on
real cities might be expensive and sometimes completely impossible, the use of
simulators can be of help. In this work, we design and implement a carsharing
system of this type for SimFleet [14], an agent-based simulator for urban fleets,
hoping that it provides a platform to test a carsharing system over real city
infrastructures.

The rest of the paper is structured as follows: Sect. 2 analyses previous works
in the simulation of systems of this kind; Sect. 3 describes SimFleet, which is
an agent-based simulator for urban fleets; Sect. 4 details the proposed extension
of SimFleet for free-floating carsharing systems and its implementation aspects,
and Sect. 5 illustrates different possible experiments; finally, Sect. 6 shows some
conclusions and future works.

2 Related Work

In the last few years, several works have appeared in the line of being able to
simulate the behaviour of shared vehicle fleets. These simulations aim to optimise
resources by comparing different strategies when allocating vehicles or deciding
on their location. In this way, we can find in the literature several proposals
of simulators implemented from scratch or implementations made on known
simulation software. In any case, most of the proposals make use of Agent-
Based Simulation (ABS) techniques, which have several interesting properties
which makes it useful for many domains. ABS supports structure-preserving
modelling of the simulated reality, simulation of pro-active behaviour, parallel
computations, and very dynamic simulation scenarios [4].

At a general level, we can find ABS software that facilitates to some extent
the development of simulations of any type of strategy or transport model such as
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the MATSim tool1 and the AnyLogic2 simulation modelling software. Similarly,
the system proposed in [15] deals with the problem of relocating unused vehicles
to provide a high level of accessibility to carsharing services with few vehicles.

With regard to specific work to model the behaviour of shared vehicle fleets,
there are various approaches in recent years such as the work proposed in [2],
implemented on the MATSim framework. This work analyses the interaction of
two free-floating carsharing companies competing in the city of Zurich (Switzer-
land). Another example in MATSim is the work proposed in [11], where a frame-
work that integrates different carsharing services with the typical problems of
electric vehicles such as power sharing capabilities, smart charging policies, book-
ing services, fleet redistribution, and membership management.

A more general view can be found in the work proposed in [9], where an agent-
based model simulates flexible demand responsive shared transport services. The
goal is to obtain a platform to simulate strategic planning in a real context.
The system has been tested in the city of Ragusa (Italy). Another approach is
the proposed [16] where a reputation system is implemented using intelligent
software agents. The goal of the system is to identify good driving behaviours
which would get discounts in carsharing fees to make it more attractive and
to promote its use. In [8], authors explore different model implementations to
assess the potential of predicting free-floating cars from the non-habitual user
population. On the other hand, authors in [3] face the problem of finding the
optimal location of charging stations, and the design of smart car return policies
using data from a carsharing system in the city of Turin (Italy). Finally, the
work presented in [1] evaluates the free-floating carsharing system through the
analysis of the temporal distribution of the main flows. In this sense, the work
provides the first spatial analysis of systems of this kind in the city of Madrid
(Spain) using rental data collected from the operators.

As this analysis reveals, free-floating carsharing systems are currently a hot
topic for researchers. There are different implementations of models or strategies
that are difficult to compare and often are adapted to specific problems and cities
(difficult to extrapolate). In this work, we propose a simulation environment for
this type of systems that allows flexible and adaptable modelling in order to
analyse in detail the operation of this type of fleets.

3 SimFleet

SimFleet [14] is an agent-based urban fleet simulator built on the SPADE plat-
form [6]. This fleet simulator was built to allow complex simulations over cities
where a large number of agents interact to perform fleet coordination. Sim-
Fleet uses the multi-agent systems paradigm to allow the user to get access to
autonomous, pro-active, intelligent, communicative entities. SPADE is a multi-
agent systems platform that provides these features using a simple but powerful
interface, which is why it was chosen for the development of SimFleet.
1 https://www.matsim.org.
2 https://www.anylogic.com.

https://www.matsim.org
https://www.anylogic.com


224 P. Mart́ı et al.

SPADE allows the creation of autonomous agents that communicate using
the open XMPP instant messaging protocol [17]. This protocol is the standard
protocol of the IETF and W3C for instant messaging communication and it
(or some variant of it) is used in such important communication platforms as
WhatsApp, Facebook or Google Talk. SPADE agents have also a web-based
interface to create custom app frontends for agents, which is also used by SimFleet
to show how every agent is moving through the city in a map that represents all
routes made by agents.

Finally, SimFleet is based on the Strategy design pattern, which allows the
user to introduce new behaviours to the SimFleet agents without the need of
modifying the simulator. This design pattern is used to introduce new algorithms
that follow a common interface. In this case, introducing new coordination algo-
rithms to an agent is as simple as building a StrategyBehaviour and loading it at
SimFleet startup. SimFleet also provides some common agent classes that can be
used (or inherit from them) to create a simulation. These agents represent the
entities involved in a fleet simulator: fleet managers, transports, customers, and
service directory. Next, we shortly describe these classes and how they interact.

Fleet Manager Agents. SimFleet simulates an environment where there can
be different kinds of fleets that provide services in a city. Each fleet has a fleet
manager who takes care of the fleet, allows transports to be accepted in the fleet
and puts customers and carriers in touch with each other to provide a service.
An example of a fleet manager is a taxi company call centre or a goods transport
operator with trucks.

Transport Agents. These agents represent the vehicles that are moving
through the city providing services. SimFleet supports any kind of city transport
such as cars, trucks, taxis, electric cars, skateboards or even drones. However,
the user can customise the kind of transport for its simulations. Transport may
or may not belong to a fleet, but belonging to a fleet brings them some benefits
like being found more easily and having a coordinator for its operations. Trans-
port agents receive transport requests from customers and, if free, they will pick
the customer up (or the package) and drive to its destination. However, before
attending a request, a transport agent will make sure it has enough autonomy
to do the whole trip. If not, the agent drops the request and goes to recharge
its batteries or refuel to the nearest station. After serving one request, the agent
awaits for more requests until the simulation is finished.

Directory Agent. SimFleet has a place where services provided during the sim-
ulation may be registered to be found later. This is done by the directory agent,
which offers this subscription and search service. Usually, fleets are registered
in this directory to be found by customers and to allow new transports to find
them and sign up for the fleet.

Customer Agents. Customers are the entities that want to perform an oper-
ation: calling a taxi to move from one place to another, send a package to a
destination, etc. This entity is represented by the customer agent. In SimFleet
customers do not have the ability to move. They call a transport service which
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goes to the customer’s position, picks up the package (or customer in case of a
taxi, a bus, etc.), and transports the goods to a destination. Customer agents
depend completely on the transport agents. To get a transport service the cus-
tomer looks for an appropriate fleet in the directory and contacts to its fleet
manager to get a transport service for the customer. The fleet manager broad-
casts the requests to some or all of their registered transports (depending on its
strategy) and any transport interested in attending it will send a proposal to the
customer, who has to accept or refuse it (depending on the customer’s strategy
too). The customer waits until the transport agent picks it up and, once they
arrive at the destination, it stops its execution.

4 Free-Floating Carsharing System

Our proposal is to design and implement a free-floating carsharing system for
the simulation software SimFleet. In this section, we describe the system and its
agents, and the design of strategies for the carsharing agents in SimFleet.

4.1 System Description

A free-floating carsharing system has a set of customers who will use a set of
transports to travel. Transports will be located anywhere within the borders of a
certain city or urban area. Customers know the location of available transports at
any time and can issue a booking using, for example, a website or an application.
After making a booking request, customers wait for confirmation. If their booking
has been accepted, they move to the vehicle (transport) and can access it to travel
anywhere. Once the customer has finished using the vehicle, they must leave it
properly parked within the mentioned urban area.

There are some problems inherent to free-floating carsharing systems. Since
vehicles can be parked anywhere, it may happen that at any given time some
users find all the vehicles parked too far away to be able to use them. In an
extreme case, the available vehicles may be even further away than their des-
tination and therefore it would not make sense for them to use the service. A
system of such flexibility requires careful attention to detect and resolve such
situations. In real life, carsharing companies relocate their vehicles from time to
time to ensure proper distribution.

Another problem is the recharging or refuelling of the vehicle. Ideally, a cus-
tomer should find the transport fully charged (refuelled) or at least with enough
energy (or fuel) to complete his journey. We understand that carsharing compa-
nies are aware of their vehicles charging and periodically charge (or refuel) those
who need it, driving them to charging (or petrol) stations or simply charging (or
refuelling) them on-site with a generator (or deposit).

To address these issues, the authors in [12] present a “staff” agent who deals
with the recharging of vehicles. In addition, customers only book vehicles that
will be available within 30 min of the booking being issued. The aim of SimFleet,
however, is the development and comparison of the agents’ strategies. That is
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why we decided to give the above-mentioned problems very simple solutions that
a future user can improve them to what he or she considers best.

On the one hand, a maximum walking distance for customers has been intro-
duced which indicates how many meters they are willing to walk to get a vehicle.
This parameter can be manually defined for each customer in the simulation or
not specified to ignore the restriction. A customer with this defined value will
not book or use transports that are further away than what the value indicates.
This may result in some customers not making their journey if they do not have
a vehicle within reach at any time, and hence, the simulation would end with
some customers not having reached their destination. In this way, a SimFleet user
can also evaluate if his or her initial vehicle distribution is suitable for a certain
customer distribution, or even, it could be considered to make relocation of the
vehicles in these cases. We must note that the check of the distance between
a customer and the available vehicles is done by calculating the straight line
distance between them. As it would be expected, the distance that the customer
ends up covering is usually greater than this estimate, so, in some cases, cus-
tomers will exceed maximum walking distance restriction, since the actual route
from its origin to the vehicle is usually longer than the straight line distance.
We use an optimistic estimate of the distance to avoid calculating the actual
route to every available transport, which would overload the routing server in
simulations with many agents and increase the simulation time.

On the other hand, to simplify the experiments performed in this work, we
assume that the vehicles are recharged on site each time they finish a trip, i.e.,
it is assumed that the vehicle has its full autonomy for each new customer.

4.2 Agents

Fleet Manager. It acts as the “application” by which customers check available
vehicles and their positions. For that, it maintains the updated information about
the location and state of every transport in their fleet and sends this information
to any customer that requests it.

Transports. These agents act as the vehicles of the system of any type; e-
cars by default. Transports are registered to a fleet and managed by their Fleet
Manager, whom they will periodically inform about their location and status.
Once a booking request of any customer arrives to a transport, it must reply
accepting or rejecting it depending on their state. Although ideally customers
would only send requests to available transports, in a multi-agent system it may
happen that a booking request arrives to the transport when it has already
been booked by another customer, or even when it is being used. In such cases,
the transport will reject the request. If the transport accepts the request it
will change its status to “booked” and wait for its assigned customer to arrive.
When the customer arrives, the transport allows him to enter and drives him to
its desired location. Upon arriving at the trip destination, the customer finishes
using the transport, making it available again.
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Customers. Customer agents act as the carsharing system users. Every cus-
tomer is in its origin position and it has a destination that must reach. For
doing so, upon spawning, the customer asks for the available transports to the
Fleet Manager. If there are no available transports, the customer would wait for
a determined amount of time before asking the Fleet Manager again. Once the
customer receives the transports information, it can make a booking request to
the vehicle of his choice. If the request gets accepted, the customer will walk to
the location of his booked vehicle and, once accessed to it, drive it to his des-
tination. After completing the trip, the customer has achieved his goal and so
it stops its execution. As we mentioned earlier, if the customer has a maximum
walking distance defined, it will only book transports located within his reach.
The simulation will finish once all Customer agents have reached their destina-
tion or if the remaining Customer agents can not book any of the available cars,
in which case the impossibility of completion of the simulation will be indicated
in the output of the execution.

4.3 Design of Intelligent Strategies

SimFleet is coded in Python 3 and, as commented above, makes use of SPADE
as a base for the implementation of its agents. A SPADE agent can have one
or many behaviours that, upon execution, will define the actions of the agent.
Besides that, a series of agent-specific methods can be defined for the agent and
called by the behaviour execution.

Agents in SimFleet’s carsharing system have a strategy behaviour that imple-
ments their way of interacting with the system and each other during the sim-
ulation. These strategies model how agents behave in a carsharing system by
means of a finite-state machine that represents the states through which the
agent travels and which implement the negotiation and decision-making algo-
rithms to book a vehicle and use it.

The agent strategy behaviour defines its interaction with the system
and the other agents. Generally, they are derived from the SPADE class
CyclicBehaviour, which is a behaviour that keeps executing itself until its goal
has been completed. To determine the actions of the agents, an attribute repre-
senting their state is used. Depending on its state, the agent will pay attention
to certain interactions (messages) or simply ignore them. This state is usually
changed by the strategy behaviour upon receiving a certain interaction, but it
can also be changed internally by the agent itself. Therefore, it is very important
to manage the value of the state attribute carefully or the agent behaviour may
become unpredictable.

The agents’ strategies are implemented as SPADE’s FSMBehaviour, a
behaviour composed of a Finite-State Machine (FSM). In this way, we designed
the strategies as a FSM and match every possible value of the agent’s state
attribute with a different state of its Strategy Behaviour. Also, states for Trans-
port and Customer agents were introduced to reflect their status in the system.

Next, we describe the Strategy Behaviour of the three involved agents, focus-
ing on the actions that take place in each state and the transitions.
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Fleet Manager Strategy Behaviour. The Fleet Manager agent is in an end-
less state awaiting for messages. It can receive two types of message: a Transport
agent informing about its state (available or booked), or a Customer agent ask-
ing for the list of available transports. Every time a message from a transport
arrives, the Fleet Manager updates its internal list of available transports. When
a customer asks for it, the Fleet Manager replies only with the transports whose
current state is free.

Transport Strategy Behaviour. A Transport agent is initially waiting for
booking requests. When it is booked, it waits for the customer to arrive at the
vehicle and finally moves to the destination. A Transport agent can be in one of
the following states: (1) waiting to be booked, (2) waiting for the customer to
arrive, or (3) driving to the customer’s destination (see transitions in Fig. 1).

1 2 3start

waiting for booking requests

accept booking

customer cancels

customer arrived to transport

arrived to destination

waiting for messages

Fig. 1. Transport strategy behaviour as a FSM

Customer Strategy Behaviour. A Customer agent can be in one of the fol-
lowing states: (1) making a booking, (2) waiting for the booking to be accepted,
(3) walking to the booked transport’s position, (4) inside the transport driving
to his destination, or (5) in his destination (see transitions in Fig. 2).

1 2

3

4 5

start

no available transport

send booking request

request refused

request accepted

customer in transport place

arrived to destination

Fig. 2. Customer strategy behaviour as a FSM



Free-Floating Carsharing in SimFleet 229

Besides the agents and their strategies, some other components of SimFleet
were modified such as the addition of Customer agent movement in the web
application that acts as a User Interface for the visualisation of the simulation.

A SimFleet version with our carsharing implementation is on Github3.

5 Experimentation

In this section, we show the flexibility of our SimFleet extension by creating
and executing different simulations. For that, we make use of the simulation
generator, presented in [13], which enables SimFleet users to easily generate
scenarios based on real-world data, achieving more realistic simulations. As for
the evaluation of the simulations, SimFleet includes many metrics like the time a
customer is waiting to be picked up or the delivery time for delivery vehicles. For
our system, we use the customer walking distance, in meters; i.e., the distance
the customer agent moves from its origin point to their booked vehicle’s position.

To run experiments as close to reality as possible, we based the location of
the customer agents in a dataset containing origin and destination points of
carsharing trips in the city of Turin, Italy, compiled over a period of two months
[18]. The origin and destination points of the customer agents matched the ones
in the dataset. Then, a certain number of transport agents were placed among
the city area following different types of distributions: a random distribution,
which simply locates vehicles at valid points inside the city area; a uniform
distribution, which divides the city area as a grid and places a vehicle centred
inside each cell; and finally, a radial distribution, which places more vehicles
in the centre of the city and reduces the number of them in the outer parts.
Finally, concerning customer behaviour, we assume that customers always book
the closest available transport.

A graphic representation of the city area considered for the simulation can
be seen in Fig. 3a. The grey polygon encloses all of the points of the dataset,
except the ones corresponding to the airport, which we did not consider as it is
outside of the city. The points represent the origin positions of 250 customers
(origin of carsharing trips in the dataset). In Fig. 3b, 3c and 3d random, uniform
and radial distributions of 125 vehicles are presented, respectively.

We executed simulations with 250 customers, 125 or 250 transports dis-
tributed in one of the three aforementioned ways with maximum walking dis-
tances of 2000, 1500 and 1000 meters, and compared the mean customer walking
distance and its standard deviation. The results can be seen in Table 1. Since
the maximum walking distance restriction is checked over an optimistically com-
puted distance, there are cases in which the real distance that the customer walks
is considerably higher than the defined maximum. We considered these cases out-
liers and we do not show them since we understand that real customers would
not walk such distances.

These experiments show how our proposal can be of use to free-floating car-
sharing managers to estimate, for instance, the most appropriate number of
3 https://github.com/jaumejordan/simfleet/tree/feature/car-sharing.

https://github.com/jaumejordan/simfleet/tree/feature/car-sharing
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(a) Customer origin points (b) Random distribution of vehi-
cles

(c) Uniform distribution of ve-
hicles

(d) Radial distribution of vehicles

Fig. 3. Turin city area considered for the simulations

Table 1. Customer walking distance (w.d.) comparison with different simulation con-
figurations

Distribution # customers # transports Max. w.d. (m) Mean w.d. (m) σ (m)

random 250 125 2000 1019.7 715.37

uniform 1046.86 727.02

radial 1058.79 752.05

random 1500 953.58 639.12

uniform 928.3 631.5

radial 997.76 636.06

random 1000 799.37 494.27

uniform 830.46 537.28

radial 798 492.99

random 250 2000 967.82 728.07

uniform 944.21 718.36

radial 965.36 754.59

random 1500 886.08 608.45

uniform 886.65 706.79

radial 893.07 662.45

random 1000 759.97 519.4

uniform 769.65 506.39

radial 705.17 549.52
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vehicles for their fleets, and how to distribute them through the city to improve
customer experience by locating vehicles as close to them as possible. In this
particular instance, the alternative vehicle distributions do not present any sig-
nificant differences in terms of customer walking distance. Of course, system
users can define and analyse any other metric they consider relevant.

6 Conclusions

In this practical work, we have designed and implemented a free-floating car-
sharing system based on SimFleet, a multi-agent urban fleet simulator. With the
presented system now integrated, SimFleet offers a large number of configura-
tion options to simulate complex scenarios that reflect real-life fleet operations,
giving it more potential to aid in solving urban traffic problems. Although it is
not shown in our experimentation, the system can support fleets of many dif-
ferent types in the same simulation. For instance, we could simulate a taxi fleet
together with a carsharing one in the same city. Consequently, the simulator is
a great tool for evaluating transport and people distributions over actual cities
and analysing the effect of different agent strategies.

In future work, we will extend the system implementing other types of car-
sharing as well as different types of carsharing trips. Besides, we want to explore
negotiation and coordination strategies among agents for a better resolution of
complex simulation scenarios. Finally, we also consider improving the current
system by adding the option of vehicle relocation during the simulation, used
when customers have no access to any free vehicle because of their location.
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Abstract. The practice of physical exercise by older people has been
proven to have very beneficial effects such as reducing pain and disability
and improves quality of life. Today, many older people live alone or do not
have the resources to have dedicated coaches or caregivers. Automatic
monitoring and control of physical exercise in older people is a key aspect
today that can facilitate safe exercise. Fatigue can be a key element in
detecting that an exercise may cause problems for a person or, if so, the
need to stop or change the exercise. This paper explores this issue by
extending a previous exercise monitoring and control system for older
people to include fatigue detection.

Keywords: Wearable · Fatigue detection · Elderly · Cognitive
Assistants

1 Introduction

Nowadays, the increased life span of humans may lead to a new prospective of
how people live their final years [1]. And with growing amount of elder people
grows the interest to improving their quality of life [2]. This poses a question: how
to monitor their habits (healthy and otherwise) and should be they be checked
by an expert?

One path is to have the Human in-the-loop in intelligent systems via Cog-
nitive Assistants. This kind of systems can take shape of software, accessible
through some common device such as an smartphone, or hardware, using for
instance assistant robots [3]. With the help of trained medical personnel these
systems can be deployed at an elderly person’s house and be able to monitor that
person with minimal human intrusion. Furthermore, these systems can actively
keep company and entertain the users throughout their daily tasks.

This line of work is presented in a previous project: ME3CA [4]. ME3CA
is a recommending and monitoring system of physical exercises according to a
user physical needs. Additionally, the system adapts to how the users exercises:
c© Springer Nature Switzerland AG 2020
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if they bore him/her, or if they suppose an excessive physical stress. Then the
system tries to look for different exercises that may be addressed to improve the
same physical features but in a different way. The present work is an extension
of this system, where we try to improve the exercises recommendation. We have
improved the system in two ways: being able to assess the amount of effort the
user has performing exercises, and evaluate the user’s fatigue so to take it into
account for the next recommendation.

As in previous versions of these systems, one of our main goals is that this
system uses non-invasive sensors if possible. To this we built a wearable knee
sleeve that has a force measuring device. This way we can observe (using machine
learning methods) the amount of force and stretch angles and detect if the users
are getting tired. In this paper, show our current solution and the state of the
present prototype.

The rest of the paper is composed of the following sections: Sect. 2 presents
the state of the art, displaying a comparison between recent projects and our
project; Sect. 3 introduces the problem description and how we have extended the
ME3CA to address the observed issues; Sect. 4 describes in depth the architecture
and hardware and software used; finally, Sect. 5 presents the conclusions and
future work.

2 State of the Art

In this section we present a collection of works that approach the same domain
or features, highlighting their contributions to the state of the art.

Skotte et al. [5] shows the validation of a tri-axis accelerometer system for
detection of sitting, standing, walking, walking stairs, running, and cycling activ-
ities. They have developed a software named Acti4 that detected the physical
activity being performed, using threshold values of standard deviation of accel-
eration and the derived inclination. They claim to have achieved a high accuracy
value of over 95% for the previously mentioned activities. They have also com-
pared placement of the accelerometer at a hip and waist level (revealing that hip
level is better to detect sitting positions). While the number of tracked samples
is high (over 140 h) and the accuracy is great, the type of activities are very dis-
tinct and require great body movements (or none at all). Nothing is told about
activities that are imminently similar or very discreet, ruling out low physical
impact activities, which are the most performed by elderly people.

Hartley et al. [6] present a study using accelerometers attached to the hip
and lower leg of 19 persons during 48 h in a hospital scenario. With this study
they aimed at detecting if a person is lying, sitting, standing, or moving. They
have used two sensors to calculate the leg pitch (bending degree) and if it is
moving (horizontal movement and velocity). They report that in this environ-
ment the observed people were, over their recorded time, 61.2% lying, 35.6%
sitting, 2.1% standing and 1.1% moving. Furthermore, they have conducted an
acceptability test through questionnaires that resulted in 100% of satisfaction
in wearing the sensors. The authors do not report directly the accuracy of the
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readings (false positives/false negatives) nor the thresholds used to classify the
postural change (although they use quite high degree thresholds to assert the
leg pitch). Moreover, the postures detected are very different from each other
(apart from moving), thus missing key movements that only slightly differ from
the basic postures.

Maman et al. [7] propose a method to detect fatigue of a worker in a spe-
cialised environment. To this, they use a Shimmer3 device that incorporates a
heart rate sensor and four accelerometers (wrist, hip, torso, ankle). With this
data and with the replication of the tasks (Parts Assembly, Supply Pickup and
Insertion, Manual Material Handling) they have fusioned the distinct data to
extract six features that they believe that are able to describe the tasks being
performed and the level of fatigue each worker has. These features are consis-
tent with baseline statistics and are compared to them to detect if there is an
increase in fatigue. They have used 6 persons to build their data and create their
logistic regression models. They state that their models have 100% accuracy in
terms of fatigue prediction. This work was chosen due to its inherent interest
and relation to the performance of repetitive, arduous tasks, which are similar
to physical exercises. Even more interesting is the relation between fatigue and
task rejection (quitting performing a task). Therefore, and due to the similar
set of sensors used in our project, fatigue can be used to normalise the emotion
detection.

From our research there are not many developments that associate the con-
cept of physical exercise, emotion, and fatigue at an older age. We try to over-
come this void with our project, using novel methods to model the levels of
fatigue that affect differently elderly people. Reichert et al. [8] have found a
significant correlation between physical exercise and emotional state, with an
increase valence, energy and clam status, meaning that people that perform
physical exercise are more active and more focused. Our work aims to reproduce
these findings by engaging elderly people into exercising while measuring their
effort and emotional state to keep them interested in the activity but reducing
the possibility of injuries.

3 Problem Description

As commented, our proposal is a continuation of a previous research presented
in [4]. This new research incorporates a series of devices capable of detecting and
classifying the effort made in the movement carried out by users and detecting
if fatigue is occurring during the performance of the exercises.

The work presented in [4] presented a system, called ME3CA, which was
a personal assistant that tried to plan and recommend activities to older peo-
ple trying to improve their physical activity. To achieve this, the assistant took
into account the quality of the movement and also the emotional state of the
user. With this information, the assistant tries to suggest new exercises. From
a social perspective, the main goal is to maintain elderly people in the com-
fort of their own homes, avoiding to move them to dedicated facilities, and to
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closely monitor their health condition forecasting possible critical problems and
acting proactively. This is done through the use of non-invasive sensors, such as
accelerometers, with which ME3CA attains unequivocal information about the
activities and status of users.

However, the problem detected is that the system was not able to determine
whether the user was performing the exercise correctly or whether she/he was
fatigued during the exercise. This aspect is quite important since it can mean
the need to stop the exercise or readjust the exercises to be performed by the
user suggested by the assistant.

Bearing this in mind, and as mentioned above, the proposed extension of the
system tackles the problem of the analysis of the effort being made by the patient
during an exercise. The level of effort allows us to know the possible fatigue of
the patient and therefore be able to make a decision regarding the continuation
or not of the exercise.

According to [9], elderly people should perform muscle-strengthening exer-
cises of mid to high intensity encompassing all major muscle groups for at least
two days a week. Furthermore, activities that focus on leg strength, balance and
co-ordination can help elders to avoid falls, as they increase their overall strength
and diminish bone and muscle loss. A crucial problem for possible automatic and
effective guidance of exercises performed by older people lies in the difficulty of
detecting signs of fatigue primarily in strength-related exercises.

Therefore, the proposed improvement of the ME3CA assistant focuses on
the analysis of strength exercises where it is possible to measure fatigue. For this
purpose, a new data capture environment is presented by means of low-cost sen-
sors together with a classification process that allows the assistant to determine
the degree of fatigue. This information is taken as input for the assistant in its
decision-making process.

In this paper we have focused our interest on a certain type of exercise that
will allow us to demonstrate the viability of the proposal. Specifically, we focus on
the performance of squats, one of the most typical exercises related to strength
in the elderly. In people of this age, it is frequent to have articulation problems,
being hips and knees articulations that usually give problems. In the specific
case of the knees, processes such as arthrosis produce pain and limitation, so
it is necessary to find solutions. Exercise adapted to the capabilities of older
people helps reduce pain and disability and improves quality of life. Squatting
is a functional exercise, as getting up and down from a chair can be difficult for
some older people with limitations.

More specifically, the type of squat to be monitored would have the following
sequence of steps (see Fig. 1):

– Stand with the feet shoulder-width apart and the hands down by the sides or
stretched out in front for extra balance.

– Lower by bending the knees until they’re nearly at a right angle, with the
thighs parallel to the floor.

– Keep the back straight and don’t let the knees extend over the toes.
– The squat can be done standing in front of a chair with the feet slightly apart

Next section will describe in detail the proposed extension.
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Fig. 1. Example of squats which strengthen the entire lower body and core. Source
http://www.allwayshomecare.org/best-exercises-older-adults/

4 System Proposal

This section describes the system developed in order to identify fatigue during
squatting exercise (see Fig. 2). The proposed system is mainly composed of a
set of hardware components and a software module that controls the integrated
devices. Regarding the hardware, it was divided into two parts, one of them
is a knee pad which is responsible of acquiring the knee movement during the
squats. The second part is a wristband which is responsible to measure the arms
movement, the heart rate and, also, receive and integrate the data sent by the
knee pad.

In the next subsections, these two parts of the hardware component are
described in detail.

4.1 Knee Pad

This device has been developed to capture knee movements, taking into account
several data obtained by different sensors. Concretely, the device integrates an
accelerometer that can measure the knee acceleration in [X,Y,Z] coordinates, a
gyroscope that can get the knee orientation in these coordinates [X, Y, Z] and,
also, a flex sensor needed to detect the knee flexion and extension. The last
component of this device is an Arduino Ble 331 (which has a built-in IMU) that
is used to get and collect all the information obtained by the different sensors
about the knee movement (Fig. 3).

1 https://store.arduino.cc/arduino-nano-33-ble.

http://www.allwayshomecare.org/best-exercises-older-adults/
https://store.arduino.cc/arduino-nano-33-ble
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Fig. 2. General view of the proposed extension

Once the information is collected, the Arduino uses a Low Energy Bluetooth
(BLE) in order to share the acquired data. To do this, different services has been
created to be in charge of sending the data to the wristband (but it can be can
be sent in a similar way to another devices such as a smartphone).

4.2 Wristband

The wristband has been developed using a T-Wathch (Fig. 4) device. This device
incorporates an accelerometer, a low energy bluetooth, a photoplethysmography
sensor (PPG) and a WiFi module. The wristband measures the movements of
the user’s wrist with the accelerometer, it calculates the heart rate and, also
controls the reception of data from the knee pad. With the data received from
the knee brace and the obtained form the wristband, the system obtains the
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Fig. 3. View of the components of the knee pad including the force flex sensor.

average heart rate and the upper body acceleration. This data is encapsulated
and sent to a web service via the WiFi module that is built into the wristband.
Nevertheless, this system it is a complement of the ME3CA. The information
acquired by these systems is used by the ME3CA, to improve the activity
recommendation. These extra information can used by our system to get the
best activity, according by the user.

4.3 Software Description

This section describes the elements that make up the different software tools
which were used to classify fatigue during squatting exercises. To do this clas-
sification, it was necessary to collect the sensors data. This data was collected
throughout a web-service. This web-service receives the data from the T-Watch
and the knee pad and stores it to create a data set. The data set is composed
by elements formed with the values of each sensor:

– Flex Sensor value
– Knee pad :

• Accelerometer: (x, y, z) value
• Gyroscope: (x, y, z) value

– T-watch Accelerometer: (x, y, z) value
– Heartbeat Average value

Thirty users between 40 and 50 years of age were used to collect this data.
Each user was asked to do 20 squats, having to report the time when the fatigue
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Fig. 4. View of the T-Watch model used in the proposed system.

began. The sampling was made with a frequency of 0.5 Hz, having a sample
each 2 s, approximately. As commented above, the information captured at each
sample is formed by 11 values (the sensors values).

Upon receipt of the data and created the data set, the next step was to
train our deep learning model. To perform the classification and to determine
whether the user is fatigued or not, we decided to use a 1D convolutional neural
network (1D-CNN) architecture. A 1D CNN is very effective when interesting
characteristics are expected from shorter (fixed length) segments of a general
data set and when the location of the characteristic within the segment is not
of great relevance. This network applies either to the time sequence analysis of
sensor data (such as gyro or accelerometer data). It also applies to the analysis
of any type of signal data over a fixed length period (such as audio signals).

– Input data: The data has been pre-processed in the web service so that each
data log contains 20 time slices, each of 3 min of information from the dif-
ferent sensors. Within each time slice, the eleven values of the accelerometer,
gyroscope, flexion sensor, wrist accelerometer and the average of the pulses
per minute are stored. This results in a 6000 × 11 matrix.

– The first layer of 1D CNN: The first layer defines a filter (or also called feature
detector) of height 10 (also called core size).

– Second 1D CNN layer: The result of the first CNN layer will be introduced in
the second CNN layer. 100 different filters have been redefined to be trained
at this level. Using the same structure of the first layer, the output matrix
will be size 62 × 100.
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– Max pooling layer: In order to reduce the complexity of the output and avoid
overloading the data, the model has a Max pooling layer of three. This means
that the size of the output matrix of this layer is only one third of the input
matrix.

– Third and fourth 1D CNN layers: The third layer is added in order to learn
higher level characteristics. The output matrix obtained after these two layers
is a 2 × 160 matrix.

– Average pooling layer: This layer does not take the maximum value but the
average value of two weights within the neural network. Thus the output
matrix has a size of 1×160 neurons. For each characteristic detector only one
weight remains in the neural network in this layer.

– Dropout layer: In order to reduce the sensitivity of the network to react
to small variations in data, 0 weights have been randomly assigned to the
neurons in the network. Since we chose a rate of 0.5, 50% of the neurons
will receive a zero weight. Using this should further increase our accuracy in
unseen data. The output of this layer is still a matrix of 1 × 160 neurons.

– Fully connected layer with Softmax activation: The last layer will reduce the
height vector 160 to a vector of two, since we have two classes we want to
predict (Squat, Fatigue). This reduction is done by another multiplication of
the matrix. Softmax is used as a trigger function. In this way we force the two
outputs of the neural network to be added to one. The value of the output
will therefore represent the probability of each of the two classes.

Once the CNN has been performed, the data set was divided in two: 80%
was selected to train and the rest (20%) was used to test. Four parameters
were taken to generate the classification report: Precision, Recall, f1-score and
Support (Table 1). The accuracy on test data was of 0.75.

Table 1. Classification report for test data.

Precision Recall f1-score Support

Class 1 0.83 0.83 0.83 6

Class 0 0.83 0.83 0.83 6

Precision allows us to determine our classifier’s ability to not label a positive
instance that is actually negative, that in our case was of 0.83 to Class 0 and
0.83 to Calss 1. It means that for all our instance classified the 0.83 was classified
correctly. The Recall represents that for all cases were really positive, it means
what percentage was correctly classified. In our case these percentages were 83%
for Class 0 and Class 1. The F1 score is a weighted average of accuracy and
memory such that the best score is 1.0 and the worst is 0.0. Which in our case
was 0.83, for our best generated model. Finally have the Support, this measure
is a way to know the number of occurrences of the class in the specified data set.
In our case the Support has value of 6 for both classes, it means that our data
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Fig. 5. CNN model structure.

set is a really well-balanced data set. After several training iterations, the best
model obtained can be seen in Fig. 5.

To validate the model, we made some experiments using ten users performing
squat exercises. The result obtained by this validation process can be seen in the
confusion matrix shown in Fig. 6. In this matrix, columns represent the number
of predictions for each class, while each row represents the instances in the real
class.

It can be observed that we have a success rate around 50% per exercise.
We have detected that the main problem to have a greater success rate is due
to small movements generated by patients that are not part of the exercise.
These movements are such as moving to the sides or moving the arm during
the performance of exercises. They also include small spasms or involuntary
movements. To try to solve this problem, we are getting more samples and
we will try to filter or eliminate those involuntary or voluntary movements of
patients.
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Fig. 6. Confusion matrix.

5 Conclusions

This paper focuses on the problem of analyzing the effort made by a patient,
in this case elderly people, during the performance of an exercise. This analysis
is an extension of a previous platform called ME3CA, which plans and rec-
ommends activities to older people. With the approach presented in this paper,
the unsuitability of a recommended exercise can be detected by the fatigue pro-
duced in the patient. This information is of high interest in order to improve the
response of an automated personal assistant.

To do this, the designed system is formed by a set of sensors that capture
patient’s movements during strengths exercises, and a software module that
collects the sensors data and applies a classification model that tries to detect
fatigue. The results on the model obtained are quite promising. The system has
been tested in isolation for the time being, as it cannot be tested in an integrated
way with the ME3CA assistant.

As future work the system will be tested with more types of strength exer-
cises, and on the other hand, it will be integrated completely with the ME3CA
assistant.
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Abstract. The volatility incorporated in cryptocurrency prices makes
it difficult to earn a profit through day trading. Usually, the best strategy
is to buy a cryptocurrency and hold it until the price rises over a long
period. This project aims to automate short term trading using Rein-
forcement Learning (RL), predominantly using the Deep Deterministic
Policy Gradient (DDPG) algorithm. The algorithm integrates with the
BitMEX cryptocurrency exchange and uses Technical Indicators (TIs) to
create an abundance of features. Training on these different features and
using diverse environments proved to have mixed results, many of them
being exceptionally interesting. The most peculiar model shows that it
is possible to create a strategy that can beat a buy and hold strategy
relatively effortlessly in terms of profit made.

Keywords: Reinforcement Learning · Cryptocurrency · Trading

1 Introduction

The common consensus is that predicting prices using Machine Learning (ML)
is redundant; that is, it barely beats the benchmark of a buy and hold strategy.

Buy and hold strategies are relatively low-risk stock trading strategies. The
concept is that one buys stocks and keeps them for an extended period in hopes of
profit, regardless of short term fluctuations. It is one of the more straightforward
strategies. So an expected outcome of this project was to at least outperform a
buy and hold approach. Another concept used in trading stocks or cryptocur-
rencies is the use of TIs. These indicators are mathematical calculations that
indicate price movements based on the stock’s data. TIs were used as a feature
engineering technique to expand features in this work.

This project aims to research using ML techniques to create an autonomous
system that can manage a cryptocurrency portfolio. Though the first subjects
that might come to mind for this are time series models or forecasting prices,
the approach taken in this study is different. RL will initially be the main focus
of this project, with the hopes of integrating other ML approaches to try and
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refine the outcome. Before any model can accomplish learning, it must have
data. Integration with a cryptocurrency exchange will help retrieve this data.
And BitMEX will be the exchange of choice for this integration.

The rest of this paper is organised as follows. In Sect. 2, we discuss the back-
ground of the problem at hand. In Sect. 3, we present a review of the related
work. Section 4 presents our methodology. Section 5 presents the results. And
finally, Sect. 6 presents the concluding remarks.

2 Background

2.1 Cryptocurrency

As mentioned by Milutinovic [8], cryptocurrencies are a digital asset. They are
decentralised and extremely secure, which makes them highly admired. Bitcoin
established a base for all cryptocurrencies back in 2008. A white paper [9] laid
out the foundations for what cryptocurrencies are today. It explained how bitcoin
is “a purely peer-to-peer version of electronic cash would allow online payments
to be sent directly from one party to another without going through a financial
institution” [9]. Figure 1 shows a graphical representation of bitcoins historical
prices.

Fig. 1. Bitcoin’s prices.

Some interesting aspects to note from Fig. 1 are:

– Bitcoin’s price started at close to 0.
– Late 2017 it almost hit a price of 20000 US Dollars.
– Through 2018 it dropped to as low as 3200 US Dollars.
– It currently resides at close to 9000 US Dollars.
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It is quite apparent as to what the best strategy would have been for bitcoin
back in 2016, that is to buy and hold. A buy and hold strategy is something
that the agent should be able to beat. However, it would be difficult to do in
this situation where there is an upward trend. There are different techniques to
get around this, but a simple one would be to train against a different dataset.

2.2 Exchanges

Cryptocurrency exchanges allow users to buy and sell cryptocurrencies in
exchange for other assets, mainly fiat currencies. BitMEX will be the exchange
in focus for this project, and it is where the ML model will retrieve its data from.
The sheer amount of data that an ML algorithm can use to train on becomes
apparent when using a cryptocurrency exchange User Interface (UI). Many cryp-
tocurrencies store their transactions through a technology called Blockchain,
which links its transactions using cryptography. Exchanges can retrieve transac-
tion history from Blockchain networks. It is due to technologies like Blockchain
that cryptocurrencies are so secure as they are immutable. Transactions can be
created and read but never edited. Blockchains are the most popular technology
behind cryptocurrencies. However, there are alternatives too [4].

3 Related Work

There is an abundance of literature on using ML to predict the prices of stocks.
Papers on cryptocurrency prediction are still few. Consultation of stock papers
when considering cryptocurrency problems is possible here. Reason being there
is a tremendous correlation between stock and cryptocurrency.

Currently, the most popular way to predict prices is through using time series
forecasting algorithms. Auto-Regressive Integrated Moving Average (ARIMA)
being the most popular. ARIMA was most recently used in [6].

The authors employed an ARIMA-LSTM hybrid model to successfully out-
perform extant financial correlation coefficient predictive models using Root
Mean Squared Error (RMSE) and Mean Absolute Error (MAE) metrics. These
metrics calculate how close a prediction is to real values. Intuitively, the further
the prediction is from the actual value, the less profitable the model will be [5].
RMSE and MAE are widely used as indicators of performance when it comes to
times series.

Another interesting technique to predict market movement is by doing sen-
timent analysis in specific forums to evaluate opinions on individual stocks. A
recently published paper by Sohangir et al. shows how they achieved success-
ful results using deep learning and sentiment analysis [15]. By optimising the
social network for investors and traders, StockTwits, they were able to learn
what people were saying on the forums about different markets. With this senti-
ment analysis, they could then choose to buy stocks that looked most promising.
Sohangir et al. initially used a Long Short-Term Memory (LSTM) model to pre-
dict sentiment but eventually turned to a Convolutional Neural Network (CNN)
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as LSTMs were not proving useful. CNNs are widely accepted as the preferred
ML algorithm when doing image processing due to their ability to find internal
structures of data. This ability is what made them an attractive alternative to
LSTMs and ended up outperforming them.

There are also many examples of using RL to predict market prices. A recent
example of this was carried out by Xiong et al. [18]. They used the same deep
RL model that will be explored in this project, namely DDPG, to optimise a
stock trading strategy.

Two different baselines that helped them measure performance are the Dow
Jones Industrial (DJI) Average and the traditional min-variance portfolio allo-
cation strategy. The DJI is an index of 30 high profile companies in the USA.
On the other hand, the min-variance strategy is a technique to build a port-
folio using low volatility investments. Xiong et al. show that it is possible to
use DDPG and RL to predict markets by beating the two baselines mentioned
above.

One issue with DDPGs and many deep RL algorithms is that they require
careful hyper-parameter tuning. This tuning can become tedious most of the
times. The results of different hyper-parameters are not apparent until a model
completes training, and depending on the model used, training can take some
time.

The paper by Lillicrap et al. [7], paved the way for its namesake [1] that
deals with the issue of hyper-parameter tuning. This framework uses Bayesian
optimisation and Gaussian Processes to determine the optimal hyperparameters,
a complicated approach that works exceptionally well.

So far everything mentioned is related to real currency stock markets, which
perform very similar to cryptocurrency exchanges. However, the next few papers
mentioned will be related to cryptocurrencies. Alessandretti et al. compare three
different algorithms for anticipating cryptocurrency prices using ML [3]. The first
two algorithms use XGBoost, which is a framework that implements the gradient
boosting decision tree algorithm. XGBoost is quite dominant when it comes to
tabular or structured data and is used extensively in Kaggle competitions due
to its performance and execution speed. The other algorithm used is an LSTM,
which was mentioned earlier and is a common theme in stock price prediction.
All three algorithms beat the simple moving average baseline. However, it is
LSTM that stands out from the rest.

The primary goal of most of the automated trading algorithms is to maximise
profit. A bot set up to maximise profit in the shortest time possible could go for
the riskiest buys. Maximum profit also has the potential for maximum loss. Shin,
Bu, and Cho cover risk management in their work on an automatic bot for low-
risk portfolio management [13]. They manage to experiment with risk by tuning
the exploration hyperparameter in their deep RL algorithm. The reduction of
the exploration parameter reduces the potential for loss, and in the short term,
it reduces the potential for profit. However, considering cryptocurrency prices
can be volatile, it will benefit the outcome in the long run.
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Shin, Bu, and Cho also use CNNs to extract local features from their data.
They do this to build up a q-network. As mentioned earlier, image recognition
software most commonly uses CNNs. However, here it is shown that they can
be useful in other situations as well.

A common obstacle that autonomous trading applications meet is the com-
mission price. On all cryptocurrency exchanges, there are fees associated with
buying shares. There are two different fees for different purchasing types. These
types are limit-orders and market-orders. As aforementioned, market-orders have
a higher commission than limit-orders. This commission discrepancy is because
market orders are less complex to place and go through relatively instantly, which
is why most trading applications use market orders. However, Schnaubelt has
shown a system which optimises the placement of limit orders on cryptocurrency
exchanges taking advantage of the lower commission fee [12].

Schnaubelt tests multiple RL algorithms against a virtual exchange to exer-
cise the limit order optimisation. The algorithms used are Deep Double Q-
Networks (DDQNs), Backwards-Induction Q-Learning (BIQL) and Proximal
Policy Optimisation (PPO). The latter being the most successful. Although fees
are minimal, it is still quite detrimental to a model if the commission is not
accounted for as the model will behave unexpectedly against a live system.

The most recent examples of using ML in market price anticipation are quite
exciting. There are many different strategies that all outperform their chosen
benchmarks, which shows that it is possible to make a profit however small it is.

4 Our Methodology

Fig. 2. High level design

As discussed, BitMEX was the source of data. BitMEX has readily available
python libraries that allow the user to pull down data related to the exchange.
Using the retrieved data, the TA-Lib library will be able to perform a trans-
formation on it to create TIs. OpenAI Gym can then take these TIs as extra
features to build up an environment that the DDPG agent can interact with to
start training (Fig. 2).
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4.1 BitMEX

BitMEX’s Python library permits a user to fetch market data, make trades or
create third-party clients. BitMEX has two types of exchange, a test exchange
and a regular exchange and has user interfaces for both types. When creating
a client, the option to choose which exchange to interact with is also available.
Testing against the test exchange is convenient when learning how to trade.
Everything is carried out in the same manner as the regular exchange. Even
depositing imitation bitcoin into a dummy wallet through a mocked bitcoin
faucet is possible. Once bitcoin is available, evaluation of trades can take place
to understand how BitMEX works.

As aforementioned, BitMEX has an abundance of data. The python libraries
permit anyone to interact with all of it. There are options to pull down multiple
different cryptocurrencies. Some examples are Bitcoin, Ethereum, Litecoin and
Ripple. Each cryptocurrency has a symbol associated with them, which are XBT,
ETH, LTC and XRP, respectively.

Adding a fiat currency’s symbol is usually done to gauge the cryptocurrency
against the said fiat currency. An example is XBTUSD, which is bitcoins price
against US Dollars. A user can choose which cryptocurrency data to pull down
using these symbols. It is also feasible for a user to pass dates allowing the user
to select which time range to view. The default features that BitMEX returns
are timestamp, opening price, closing price, high price, low price and volume of
trading.

4.2 TA-Lib and Technical Indicators

TA-Lib stands for Technical Analysis Library. It is highly popular among trading
software developers requiring to perform technical analysis of financial market
data. There are open-source APIs for many programming languages including
C/C++, Java, Perl and Python. TA-Lib is used to transform stock market data
into TIs using mathematical equations. Having these indicators as extra features
on the data-set helps with training [17].

Considering that the indicators are mostly created from the same data, it is
highly likely that many are correlated. During data preprocessing, a correlation
matrix like Fig. 3a helped determine if there is a correlation between indicators.
The matrix stems from twenty seven different TIs of Bitcoin’s prices for five
consecutive days. The lighter the colours, the more correlation there is. Similarly,
the darker the colours, the less correlation there is. Figure 3b is the same matrix
but with most correlated features removed.

4.3 Data

Data retrieved from BitMEX is relatively clean. Minimal preprocessing is
required, and it is quite possible to train a model directly on the raw data.
The only preprocessing to be executed is technical analysis, removal of corre-
lated features and scaling the data to help with performance. Each sample will
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(a) Correlated Indicators (b) Correlated Indicators Removed

Fig. 3. Correlated vs non-correlated heat matrices.

hold a series of indicators along with opening and closing prices of the share.
An investigation into each TI is not required as it is the job of the machine to
understand them.

4.4 OpenAI Gym

OpenAI Gym is currently one of the most popular tools to use when developing
RL models. It allows users to compare RL algorithms and reproduce results
consistently [11].

Gym supplies an interface that is simple to use, and easy to understand.
Through implementing the multiple properties of the Gym interface, it unlocks
the ability to train a RL model against an environment consistently and cleanly.

4.5 DDPG

The principle reason DDPG is the algorithm of choice is because it can integrate
with continuous action spaces without much instability [7]. Many implementa-
tions of using RL to trade financial stocks can do so successfully with discrete
action spaces [10]. However, the discrete action space leaves the algorithm lim-
ited in its choices. Using continuous actions opens a whole new dynamic for the
model. The agent can explore an exponentially higher amount of actions, which
has only become recently possible due to the aggressive increase in processing
power [16].

The reason for DDPGs ability to solve problems with continuous action
spaces is due to its deterministic policy gradient nature. In a Deep Q Network, a
Q function maps all actions to an expected reward for each state. This Q function
can become very difficult to compute as the action space grows. Whereas, policy
gradients represent the policy by a probability distribution that is established by
the parameters passed into it πθ(a|s) = P [a|s; θ]. The policy distribution selects
action a in state s according to parameter vector θ. Policy gradients will sample
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this policy and adjust the parameters to converge towards the maximum reward.
Dealing with continuous action spaces becomes a lot more manageable due to
the lack of a map that contains each action. Policy gradients can be stochastic
or deterministic. As discussed before, deterministic policy gradients generally
perform better in high dimensional action spaces [14]. DDPGs amalgamation of
actor-critic framework along with replay memory and target networks, allow for
a vastly effective and a highly stable model in volatile environments.

The main disadvantage of DDPGs is that they require a lot of hyperpa-
rameter tuning, which can be quite tedious when training large networks that
can take an extended period to converge. As already stated, Aboussalah and
Lee have introduced a framework that uses hyperparameter optimisation to get
around this downfall [1], but will not be explored in this paper.

4.6 Hyperparameter Tuning

The process of hyperparameter tuning can either be manual or else an automated
process. For most of the implementation of this framework, hyperparameter
tuning has been manual with somewhat successful results.

Optuna was also used to retrieve optimal hyperparameters. The hyperpa-
rameters associated with the final results of this paper are based on Optuna.
Optuna is a next-generation hyperparameter optimisation software that imple-
ments Bayesian methods to optimise hyperparameters [2]. Bayesian optimisation
builds a probabilistic model on the function that it is trying to optimise and tries
to find the most exciting hyperparameters by minimising a specific error func-
tion.

4.7 Neural Network Structure

The actor, critic, actor target and critic target are all made up using neural
networks. Naturally, the structure of these networks influences the output of the
model. The target networks mimic the value networks, which means they will
use the same structure.

Figure 4a shows the actor-network with twenty hidden layers instead of 256
for visualisation purposes. There are also thirteen input nodes to match the
thirteen features in our data. Finally, there are two output nodes which refer to
the action space of two elements.

Similarly, Fig. 4b shows the critic network with twenty hidden layers instead
of 256 for visualisation purposes. The input node for the critic is fifteen as it
incorporates the action space and the state space, which is a size of thirteen plus
two. There is one output node which denotes the Q value for the action taken.

The actor neural network uses a ReLu activation function for the input and
hidden layer, as well as a Softmax activation function for the output.

The critic neural network is similar in that it uses ReLu as the activation
function for the input and hidden layer; the difference is that it has no output
activation function. The neural network will take the final value returned from
the ReLu activation function for the Q value.
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(a) Actor network. (b) Critic network.

Fig. 4. The actor and critic networks.

4.8 Benchmarks

This project has one benchmark to measure performance against the DDPG
algorithm. That is a buy and hold strategy, which has been mentioned previously.

A buy and hold strategy can simply be visualised by the price movement of
any stock. The price at the start of the time series will be the purchase price
and the price at the end of the time series will be the buy price plus or minus
any profits or losses. Therefore depending on stock movement, a buy and hold
strategy is not always profitable. A visualisation of five days of Ethereum price
movements, seen in Fig. 5, has the same output as a buy and hold strategy.

Through purchasing one Ethereum at the start of the series and holding
until the end, the value of that cryptocurrency will be 203.40 US Dollars. By
benchmarking an algorithm against this strategy, one can say the algorithm
beats the strategy if one stock is worth more than 203.40 US Dollars in the end
after buying it for 212.70 US Dollars at the start of the series.

5 Results

The results of this project were quite fascinating. Not only do they show that it
can make a profit using an RL algorithm in a cryptocurrency training environ-
ment, but it also shows it can do it with multiple different reward systems. The
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Fig. 5. Ethereum buy and hold strategy

model that performed the greatest was trained using an Ethereum dataset with
a candle size of five minutes. The dataset was built up across nine days and made
up 2735 samples. The framework then transformed the dataset into the familiar
TIs. The training lasted three days and had the longest period of noise decay
used throughout the project. Figure 6a shows the results of the model after it
was tested against a separate dataset than trained against. This dataset has also
used Ethereum prices. However, it has a candle size of one hour across 20 days of
data. The idea to test against a different dataset is to confirm that the training
has not over fitted on the initial data set. Figure 6a shows that it can still make
a profit. However, Fig. 6b shows the buying and selling pattern, which depicts
purchases at low prices, but no sales. It is still a profitable model considering
the net worth is on average higher than the buy and hold strategy, but if sales
were incorporated, it would leave room for better results.

Table 1. Hyperparameters

REPLAY BUFFER SIZE 100000

HIDDEN SIZE 256

ACTOR LR 0.0000021

CRITIC LR 0.0000098

DISCOUNT 0.99

DECAY PERIOD 2000000

TIMESTEPS 900645

START TRAINING AFTER 2000

BATCH SIZE 128

UPDATE TARGET EVERY 1

TAU 0.000005
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Fig. 6. Results

The DDPG model returned many different results throughout this project.
Many results were exciting, while a few were dismissible. It was quite appar-
ent how much potential this model has in a cryptocurrency trading situation.
Running the model in a live environment might output unexpected results as
it seems the profit made here is implausible, possibly due to over fitting of the
model or else just sheer luck. However, it is undeniable that this method bears a
resemblance to a profitable, live stock market, trading method. With more time,
it is conceivable that this framework can create a profitable system.

6 Conclusions

There was a constant sense of scepticism when initially researching the idea of
training cryptocurrency with an RL model. Many papers conclude that the profit
made is only slight in comparison to that of standard baselines [18]. There was
initial apprehension in researching this topic over fears that the investigation
would be near complete before realising any distinct outcomes were possible.
Results shown have instilled confidence that it is, in fact, conceivable to think
that a buy and hold strategy is beatable by an RL model.

The use of the DDPG algorithm provided reliable results and helped with
the understanding of RL as a whole. Hyperparameter tuning was the primary
obstacle, and if the research were to begin from scratch, focusing on automated
hyperparameter tuning would be a considerably higher priority early in the
implementation.

Another focus that proved timely was the reward system. The leading results
were an outcome of using the Omega ratio as the performance metric. Using the
direct net profit of a system was also a useful performance metric, but it had its
downfalls. The importance of the reward system and the effect it had on results
did not become apparent until late in the project, and it is something that could
be improved on in the future.
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Abstract. A design for a novel mobile sensing system, called Temper-
ature Measurement System Architecture (TMSA), that uses people as
mobile sensing nodes in a network to capture spatiotemporal properties
of pedestrians in urban environments is presented in this paper. In this
dynamic, microservices approach, real-time data and an open-source IoT
platform are combined to provide weather conditions based on informa-
tion generated by a fleet of mobile sensing platforms. TMSA also offers
several advantages over traditional methods using participatory sensing
or more recently crowd-sourced data from mobile devices, as it provides
a framework in which citizens can bring to light data relevant to urban
planning services or learn human behaviour patterns, aiming to change
users’ attitudes or behaviors through social influence. In this paper, we
motivate the need for and demonstrate the potential of such a sensing
paradigm, which supports a host of new research and application devel-
opments, and illustrate this with a practical urban sensing example.

Keywords: Pedestrian-oriented applications · Participatory sensing ·
Crowdsourcing · Open-source IoT platform

1 Introduction

The recent development of telecommunication networks is producing an unprece-
dented wealth of information and, as a consequence, an increasing interest in
analyzing such data both from telecoms and from other stakeholders’ points of
view. In particular, mobile phones with a rich set of embedded sensors, such as
an accelerometer, digital compass, gyroscope, Global Positioning System (GPS),
microphone, and camera, generate datasets that offer access to insights into
urban dynamics and human activities at an unprecedented scale and level of
detail.

Collectively, these sensors give rise to a new area of research called mobile
phone sensing. They are relevant in a wide variety of domains, such as social net-
works [1], environmental monitoring [20], healthcare [17], and transportation [21]
because of a number of important technological advances. First, the availability
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of cheap embedded sensors is changing the landscape of possible applications
(e.g. sharing the user’s real-time activity with friends on social networks such as
Facebook, or keeping track of a person’s carbon footprint). Second, to sensing,
smartphones come with computing and communication resources that offer a
low barrier of entry for third-party programmers (e.g., undergraduates with lit-
tle phone programming experience are developing applications). In addition, the
mobile computing cloud enables developers to offload mobile services to back-end
servers, providing unprecedented scale and additional resources for computing
on collections of large-scale sensor data and supporting advanced features.

The omnipresence of mobile phones thanks to its massive adoption by users
across the globe enables the collection and analysis of data far beyond the scale
of what was previously possible. Several observations can now be made thanks
to the possibility of crowdsourcing using smartphones. Since 94.01% of the pop-
ulation has mobile network coverage in 138 countries [13] and it is expected
to reach more than one billion people by 2022, there is a huge potential for
obtaining real-time air temperature maps from smartphones. This will enable
a new era of participatory engagement by global population, where the data
required is in part willingly provided by citizens via smartphone apps. Although
it raises complex societal issues that must be addressed as we face this new era,
it also provides an unprecedented opportunity for the citizens of a community
to play an active role in the betterment of their community, not only in terms
of reporting critical environmental and transportation data, but also in mitigat-
ing the very challenges their own data identifies. It will be a cooperative and
informed effort, with information technology enabling societal transformation,
to address the growing challenges our cities face in the coming decades [19].
Therefore, crowdsourcing opens the door to a new paradigm for monitoring the
urban landscape known as participatory sensing.

Participatory sensing applications represent a great opportunity for research
and real-world applications. In [12], CarTel is a system that uses mobile phones
carried in vehicles to collect information about traffic, the quality of en-route
WiFi access points, and potholes on the road. Other applications of participa-
tory sensing include the collection and sharing of information about urban air
and noise pollution [9], or consumer pricing information in offline markets [11].
Additionally, they also changed living conditions and influenced lifestyles and
behaviours. In indoor activities, energy demand planning [2] will become more
challenging, given the projected climate change and its variability. In order to
assess the resource implications of policy interventions and to design and oper-
ate efficient urban infrastructures, such as energy systems, greater spatial and
temporal resolutions are required in the underlying resources that demand data.
Besides, they accommodate pedestrian traffic and outdoor activities, and greatly
contribute to urban liveability and vitality. Therefore, outdoor spaces that pro-
vide a pleasurable thermal comfort experience for pedestrians effectively improve
their quality of life [3].

An Internet of Things (IoT) framework can be proposed to support citizens
in making decisions about daily activities by a notification system based on a
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faster access to air temperature data. But data accuracy can be improved by
creating an application that promotes participatory sensing. In this tool, the
individuals and communities using mobile phones, online social networking and
cloud services collect and analyze systematic data. This technology convergence
and analytical innovation can have an impact on many aspects of our daily
lives and community knowledge can help determine our actions. Since our work
is currently focusing on these approaches, this paper will present a blueprint
that we have created for air temperature screening that we call Temperature
Measurement System Architecture (TMSA).

The rest of this document is structured as follows: Sect. 2 introduces different
use cases from the participatory sensing domain which depict the usage of mobile
devices from different points of view. Then, based on a state of the art analysis
we propose the TMSA that gathers real-time data to allow citizens to access
air temperature (and other parameters of weather conditions), and explain how
it can influence users’ attitudes or behaviors. Section 3 investigates existing IoT
building blocks by means of protocols, components, platforms, and ecosystem
approaches in the form of a state of the art analysis. Additionally, TMSA infras-
tructure proposes concrete technologies for the corresponding building blocks of
the cloud architecture and their data flow between each. Finally, Sect. 4 concludes
this document with a discussion on the resulting architecture specification and
its compatibility with the other work packages as well as an outlook on future
work within TMSA.

2 Background

To make the best use of currently available literature, we reviewed and herein
present an analysis of participatory sensing applications studies with the goal of
better understanding the variables that affect daily human activities. Besides,
real time monitoring is an emerging technology in both mobile technologies,
such as tablets and smartphones, and plays an important role in society. Some
studies prove the challenges and limitations to implement non-invasive methods
with this kind of sensors. Offering a simple method for mobile sensing could
increase the acceptance to monitor and achieve satisfactory results.

2.1 Participatory Sensing via Mobile Devices

With an increasing number of rich embedded sensors, like accelerometer and
GPS, a smartphone becomes a pervasive people-centric sensing platform for
inferring user’s daily activities and social contexts [14]. Additionally, as we
mentioned, the number of users with access to mobile technology has increased
rapidly around the globe. Besides, data sensing techniques are becoming widely
used in various applications including forecasting systems, for example, in [5],
the potential of participatory sensing strategies to transform experiences, per-
ceptions, attitudes, and daily routine activities in 15 households equipped with
wood-burning stoves in the city of Temuco, Chile. In our previous work [16],
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crowdsensing data establishes an easy connection between citizens and technol-
ogy innovation hub to acquire detailed data on human movements. Based or not
on empirical observation we can gather air temperature data with the support
of people via their mobile phones.

In this work, participatory sensing is aligned with five key principles that
spread across areas of design, organizational development, and community action
research [18]. It includes:

– Active Citizens: where users work in partnership and contribute to the com-
mon good;

– Building Capacities: understanding that sustainable transformation requires
a certain amount of trust, which is built through communication and a culture
of participation;

– Building Infrastructure and Enabling Platforms: the purposeful devising of
structures and platforms support participation, with a focus on sustainability,
long-term action and impact;

– Intervention at a Community Scale: harnessing the collective power of the
community and using a community-centred approach and community-driven
solutions, so that communities become the catalyst of interventions for large-
scale and transformative change;

– Enhancing Imagination and Hope: supporting and enhancing the ability for
communities to imagine new possibilities, and building a shared vision based
on seeing the future in a new light and collectively working towards shared
objectives.

Table 1. Limitations and issues in temperature-measuring apps (adapted from [15]).

Context Restriction Description

Hardware Collection of sensor data

across mobile platforms

and devices

- Participants not charging or turning off their phones

- Unavailability of any network connections, hampering data

transfer to servers

Data collection influences

data completeness and

differ between operating

systems

- Collection of sensor data is easier to support on Android than

iOS

- More apps are available for Android than for iOS

- iOS has greater restrictions on accessing system data and

background activity

Battery life in mobile

phones

- App collecting sensor data can consume a significant amount

of a battery

Some smartphones are

not equipped with a

temperature sensor

- Battery temperature sensor can be used to measure

temperature

Software Engagement and

retention of users

- User-centered design approach is considered an integral part

of any temperature screening app development

Codesign of temperature

screening apps should

involve stakeholders

- Increases the likelihood that the app will be perceived as

attractive, usable, and helpful by the target population

Confidential handling and

use of data, as well as

privacy and anonymity

- Temperature screening data is highly sensitive because of the

potential negative implications of unwanted disclosure

Security and privacy

differ by users

- Android and iOS users differ in terms of age, gender and in

their awareness of app security and privacy risks
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In fact, participatory sensing is a method or an approach to extract any
kind of data from the communities which can be used for their own benefit
and solve global challenges at a local level. The main sensing paradigm of our
study enables monitoring air temperature from mobile phones and, besides, other
weather parameters using external sensor networks. Using information collected
by pedestrians, the resulting system produces more accurate reports than sys-
tems that do not rely on multiple input sources.

2.2 Challenges of Mobile Phone Sensor Technology

Despite the potential of mobile phone sensor technology in air temperature
research and the fact that participatory sensing can be useful in developing
temperature-measuring apps they pose several key challenges, both at hard-
ware and software level to temperature-measuring apps. If an app collecting
sensor data is too resource-intensive, a user’s motivation to continue using it
decreases [7]. An optimized data collection should therefore be aligned with the
expectations of users regarding battery consumption. Other technical and issue
restrictions are mentioned in Table 1.

Bigger challenges are confidential handling and use of data, as well as privacy
and anonymity (of user data) within apps. Indeed, measuring a person’s body
temperature is, in theory, to be considered a processing of personal data. This
may, for example, be different in cases where the temperature is measured for a
few seconds, without there being any direct or indirect link whatsoever to (other)
personal data. In that case, the measurement could fall outside the definition
of “processing” as defined in the General Data Protection Regulation (GDPR)
[8]. Additionally, systems making use of predictive analysis techniques not only
collect data but also create information about body temperature status, for
example, through identification of risk markers. Therefore, social impact needs
to be considered beyond individual privacy concerns.

2.3 Effects of Air Temperature in Daily Human Activities

The air temperature along with other weather condition parameters (rainfall and
wind speed), has effects on people’s everyday activities [4]. People’s daily activi-
ties can be inferred, such as place visited, the time this took place, the duration
of the visit, based on the GPS location traces of their mobile phones. Based on
the collected information, it is possible to estimate, for example, if people are
more likely to stay longer at beach, food outlets, and at retail or shopping areas
when the weather is very cold or when conditions are calm (non-windy). When
compared with people’s regular activity information, we can probably research,
for instance, how it noticeably affects people’s movements and activities at dif-
ferent times of the day. Or we can observe the effect of air temperature, rainfall
and wind speed in different geographical areas. Therefore, besides noting how
mobile phone data can be used to investigate the influence of environmental fac-
tors on daily activities, this work sheds new light on the influence of atmospheric
temperature on human behavior.
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2.4 Temperature Measurement in Mobile Sensing

Many researchers and engineers have been working on real time and remote mon-
itoring systems to measure temperature. In [10], the author shows an example to
illustrate the dependency of air temperature sensor readings on storing positions
on the body: front or back trouser pocket, chest pocket, and around the neck
(hanging). This work uses the Wet-Bulb Globe Temperature (WBGT) as the
benchmark for environmental thermal conditions that reflect the probability of
heatstroke, because it consists of three important factors: air temperature, air
humidity, and radiant heat [23]. On the other hand, in [22], the authors present
a design for a new mobile sensing system (AMSense) that uses vehicles as mobile
sensing nodes in a network to capture spatiotemporal properties of pedestrians
and cyclists in urban environments.

Given that previous projects indirectly depend on the mobile phone sensing,
none of them is able to calculate air temperature. Alternatively, Nguyen Hai
Chau, in [6], shows that temperature readings of smartphone batteries can be
used to estimate air temperature. In this paper, two statistical models that allow
each smartphone to predict the temperature in or out of human clothes’ pockets
were built. The formulae of models given in Eq. 1 and Eq. 2:

Tair = Tbattery−out−of−pocketx0.903 + 1.074 (1)

and
Tair = Tbattery−in−pocketx1.877 − 35.1, (2)

where Tair is the estimated air temperature, Tbattery−out−of−pocket and
Tbattery−in−pocket the temperatures of a smartphone battery given smartphone
context is out of pocket or in pocket, respectively.

Furthermore, smartphones are often carried close to the body, e.g. in pockets
of coats, trousers and in people’s hands. Therefore, Nguyen Hai Chaur developed
a new approach of using two linear regression models to estimate air temperature
based on the temperature of an idle smartphone battery given their in-pocket
or out-of-pocket positions. Lab test results show that the new approach is bet-
ter than an existing one in mean absolute error and coefficient of determination
metrics. Advantages of the new approach include the simplicity of implementa-
tion on smartphones and the ability to create maps of temperature distribution.
However, this approach needs to be field-tested on more smartphone models to
achieve its robustness.

3 Experimental Study Case

This article surveys the new ideas and techniques related to the use of telecom-
munication data for urban sensing. We outline the data that can be collected
from telecommunication networks as well as their strengths and weaknesses with
a particular focus on urban sensing. Moreover, the data contributed from mul-
tiple participants can be combined to build a spatio-temporal view of the phe-
nomenon of interest and also to extract important community statistics. There-
fore, in the IoT architecture proposed, participatory sensing can achieve a level
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of coverage in both space and time for observing events of interest in urban
spaces.

3.1 Methodology

This chapter presents a state of the art for the building blocks of the IoT sys-
tem proposed like communication, microservices, data visualization, and device
management. For each aspect, we provide a general description on the purpose,
requirements, and challenges.

Communication Protocols. The most important protocols for this study are
Representational State Transfer (REST) and Message Queue Telemetry Trans-
port (MQTT). REST denotes an architectural style for distributed hypermedia
and web service systems. Additionally, it defines a generic interface to resources
(referenced by an Uniform Resource Identifier (URI)), consisting of methods like
GET for requesting and POST for creating resource representations. Within the
World Wide Web (WWW), client applications, like browsers or mobile apps, may
invoke these methods, typically via the Hypertext Transfer Protocol (HTTP)
where JavaScript Object Notation (JSON) are widely used to encode the trans-
mitted representation.

In its turn, MQTT is a publish-subscribe messaging protocol. The protocol
is based on TCP/IP and is designed for small devices with limited network
connection. It comprises the publish/subscribe pattern with a broker, which is
responsible for receiving messages and sending them to interested parties. The
content is identified by a topic. When publishing content, the publisher can
choose whether the content should be retained by the server or not. If retained,
each subscriber will receive the latest published value directly when subscribing.

Micro-services Integration. A client implementation is provided by the
Eclipse Ditto project. It provides a platform to realize the digital twin metaphor
and is a framework designed to build IoT applications with an Edge component.
The Ditto package is completed with a web front end which allows the developer
or administrator to remotely log in and which developers can use to provide
a web facing aspect to their own application’s configuration needs. It also pro-
vides functionality to realize higher level REST API to access devices (i.e. Device
as a Service); include notification of state changes and provide metadata-based
support to search and select digital twins (i.e. Digital Twin Management).

To integrate between Eclipse Ditto and Firebase a message broker especially
dedicated to MQTT is needed. It’s the Eclipse Paho MQTT project. Besides,
Paho supports clients for various languages, it provides another open-source
client implementation: MQTT-Sensors Network (MQTT-SN). In general, devel-
opers have to consider security for MQTT themselves. The result is a working
system that has been running on 2 microservices, hosted in a Docker Desktop
(application for MacOS and Windows machines to build and share containerized
applications), via mobile communication or Wi-Fi access points.
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Data Processing Components. The increase of device density produces a lot
of data and creates new challenges for the Internet infrastructure. In order to
solve this problem, we propose a infrastructure called cloud computing services,
often called simply “the cloud”, which can be categorized into three types–
Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software
as a Service (SaaS)–to relieve this pressure off Big Data. For example, the first
service that provides an infrastructure like Servers, Operating Systems, Virtual
Machines, Networks, and Storage on a rent basis is used by AmazonWeb Service
and Microsoft Azure. Another service is used in developing, testing and main-
taining software for Apprenda and Red Hat OpenShift. PaaS is the same as IaaS
but also provides additional tools like DBMS and BI service. And lastly, SaaS
allows users to connect to applications through the Internet on a subscription
basis. Google Applications, Salesforce use it. In this context, the development
platform called Firebase can be useful. Because several features are supported,
such as encryption, authentication, and cloud data storage, it is ideal for access
control, storage and efficient sharing in real-time. Another advantage is it uses
the HTTPs communication protocol that supports bidirectional communications
encryption between a client and server. Therefore, in our architecture we will
use SaaS, a private fragment for storage on smartphone and a public fragment
to disperse on Cloud as privacy policy, using Firebase mainly as a Big Data
Sharing centre.

3.2 System Design

Figure 1 shows how the IoT Platform architecture works. The design of this
architecture includes a secured management and distribution of mobile phone

Fig. 1. Architecture proposal for pedestrian-oriented applications.
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data as well as the integration of external services and applications. Firstly, (1)
mobile phone will detect air temperature using literature’s previously described
approaches (Eq. 1 and Eq. 2) and get the data. Then the data will be sent to
(2) Eclipse Ditto via machine-to-machine (M2M)/“Internet of Things” (IoT)
connectivity. Then (3) Eclipse Ditto will save the data to a data analytics service
like a relational database. From there, using mobile phone, we can manage client
connections to remote systems like social networking services (e.g, Facebook and
Twitter) and to exchange Ditto Protocol messages. If the remote system is unable
to send messages in the necessary format, there is the option to configure custom
payload mapping logic to adapt to almost any message format and encoding. To
connect and synchronize Ditto data to the cloud, we added the (4) Sync Ditto-
To-Firebase service. (5) Firebase works as a cloud-based machine-to-machine
integration platform. The cloud-based philosophy of scalability is at the core of
the proposed IoT infrastructure. Additionally, the system records and displays
the data. Thereafter (6) the user can get the results from a mobile phone app
or web app.

This IoT Platform architecture being based on an IoT Cloud Platform is
expected to scale both horizontally to support the large number of heterogeneity
devices connected and vertically to address the variety of IoT solutions. How-
ever, an IoT architecture comprises core building blocks that are applied across
different domains and regardless of the use case or connected Things. Depending
on the applicable reference architecture, such building blocks differ in naming
and granularity level. Therefore, the IoT schema above shows typically core fea-
tures for the Eclipse open source software stack for an IoT Cloud Platform with
facilities for device management, data storage and management, visualization,
analytics, and stream processing.

4 Conclusion and Future Work

Recent advancements in IoT have drawn attention of researchers and develop-
ers worldwide. IoT developers and researchers are working together to extend
the technology on a large scale and several stakeholders have benefited from
the application of smartphone-based sensing. However, multiple gaps remain
between this vision and the present state of the art. In particular, additional
research is needed to address major issues such as air temperature measurement
efficacy, integration of newer analytic approaches including artificial intelligence
(AI), privacy issues, and implementation of sensing into actual mobile phones.
Moreover, there are a set of options for how device-to-platform connection is
made and it depends on the environment and constraints of the device. This is,
if the device is outside and moving around we use cellular connectivity; in indoor
environments, Ethernet or Wi-Fi connectivity is a better option. And finally, in
gateways and edge compute, in some cases the devices can’t connect directly to
the central cloud platform or other platforms in intermediate layers and instead
require the use of an IoT gateway to bridge the gap between local environment
and platform. This gateway is required when using Wireless technologies like
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Bluetooth and LPWAN, since those don’t provide any direct connection to the
network or the Cloud. IoT is not only providing services but also generates a
huge amount of data. For that reason, the importance of big data analytics is
also discussed and can provide accurate decisions that could be used to develop
an improved IoT system.

In this survey article, we address the mentioned issues and challenges that
must be taken into account to develop applications to measure air temperature
based on our IoT architecture. Therefore, due to its reliability and feasibility the
proposed layered architecture is useful to many kinds of applications. In future
work, we intend to build new model applications based on this proposed IoT
architecture. The main goal is to predict our way of living in an era impacted by
the viral effects of IoT application (Human-Computer Interaction and Machine-
to-Machine connections) and, for example, could be used to foster business pro-
cess management in the IoT era.
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Abstract. Image denoising and dehazing are representatives of low-level
vision tasks. The right trade-off between depth and computational com-
plexity of convolutional neural networks (CNNs) is of significant impor-
tance to these problems. Wider feature maps and deeper network are ben-
eficial for better performance, but would increase their complexity. In this
paper, we explore a new way in network design, to encourage more con-
volution layers while decrease the width of feature maps. Such slimmer
and deeper architectures can enhance the performance while maintain
the same level of computational costs. We experimentally evaluate the
performances of the proposed approach on denoising and dehazing, and
the results demonstrate that it can achieve the state-of-the-art results on
both quantitative measures and qualitative performances. Further exper-
iments also indicate that the proposed approach can be adapted for other
image restoration tasks such as super-resolution.

Keywords: Image dehazing · Image denoising · Super-resolution

1 Introduction

Image denoising and dehazing aim to restore original images from degradation
or to reconstruct enhanced images from given images. They both are highly
ill-posed problems and have been perennial topics in image processing and com-
puter vision. The recent developments of deep learning (DL) [14], especially
convolutional neural networks (CNNs), have made significant advances in these
and many other tasks of computer vision. Thus, learning based approaches have
become mainstream solutions to these problems, and further improvement of
these networks has become the main goal of current research.

In this paper, we aim to explore useful commonality in denoising and dehaz-
ing and to rethink on the structures of CNNs for effectiveness and efficiency. In
learning based image restoration, many technical aspects need to be considered.
In addition to effectiveness, another important consideration is computational
complexity, which is mainly affected by depth of the network and width of its
feature maps. The number of channels of the convolution kernels determines the
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Fig. 1. Conception of our proposed approach. We use a very simple CNN as an example.
The network is only consist of convolution, BN and ReLU layers. Two convolution
blocks with 64 feature maps are removed and replaced by five blocks with 32 channels.

number of feature maps to be generated, which map features to higher levels pro-
gressively. Many studies have verified that networks must have sufficient depths
to be able to approximate certain complex features and functions. Otherwise
widths of the convolution layers must increase exponentially to have the same
effect [19].

Many existing networks have traded off between accuracy and complexity of
the networks, which often determine the application performance and computa-
tion speed. Both depth and width are important aspects, but their balance is
often problem dependent. Inception-Net [27] uses several branches to increase
the feature maps and has achieved good performances. However, it performs
well mostly in detection and classification tasks, while for low-level vision tasks,
different mechanisms are involved. Many tools derived for high-level vision tasks
face new challenges when being adapted to image restoration tasks. For example,
Lim et al. [18] reported that deep super-resolution networks performed better
when Batch Normalization (BN) layers were removed.

In addition, simply increasing the network depth and widening the layer
width would considerably elevate the computational complexity. So here raises a
question, is it possible to achieve better performance without increasing model
complexity? We have noticed that in many tasks of inverse problems such as
image deblurring, feature maps or number of channels show a tendency of
decreasing, from 256 channels [21] to 128 channels [6]. In more recent work
such as [32], networks mostly consisted of layers with 32 and 64 channels.

Based on these observations, we propose a novel method; its conception can
be seen in Fig. 1. We convert the convolutional layers into new layers with fewer
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feature maps but with increased number of layers. For image denoising and
dehazing, we think that networks do not need to fully understand the content
of the images, such as items and their semantics, as in the classification tasks.
Therefore they do not need as many feature maps as compared to detection and
classification. Experiments have demonstrated that such an approach can reduce
the computational complexity and the number of parameters without causing
performance degradation, or even improving the performance.

The rest of this paper is organized as follows. In Sect. 2, we briefly review
these two image restoration tasks. In Sect. 3, we describe and analyze our pro-
posed approach to network structure. Comprehensive experiments have been
conducted on these image restoration tasks in Sect. 4, along with the results.
Section 5 gives additional experiments to show that the approach can also be
used in other image restoration tasks like image super-resolution.

2 Related Work

Image Denoising. Noise corruption is inevitable during image acquisition and
processing and can severely degrade visual quality of acquired images. Image
denoising is of extraordinary value to low-level vision from many aspects. First,
it is often an essential pre-processing step to remove noise in various computer
vision tasks. Second, image denoising is an ideal test bed for evaluating image
prior models and optimization methods from the Bayesian perspective [34].
Dabov et al. proposed BM3D [3] which achieved enhancement on the sparsity
by grouping similar 2-D image fragments (e.g., blocks) into 3-D data arrays.
Zhang et al. [33] exploited the construction of feed-forward denoising convolu-
tional neural networks (DnCNNs) to embrace the progress in very deep networks
and regularization method into image denoising task, and further developed by
improve the trade-off between inference speed and performance. In [7], Gharbi
et al. developed a Monte Carlo denoising method by kernel-splatting architec-
ture, but leading to long processing time.

Image Dehazing. Caused by turbid medium such as mist and dust, the exis-
tence of haze leads to poor visibility of photos and adds data-dependent, com-
plicated and nonlinear noise to the images, making haze removal an ill-posed
and highly challenging image restoration problem. Many computer vision algo-
rithms can only work well on the scene radiance, which is haze-free. In [10], He
et al. proposed dark channel prior to remove haze from single image based on
the assumption that image patches of outdoor haze free image often have low-
intensity values. Li et al. [15] proposed an all-in-one method to directly generate
clean images through a light-weight CNN, based on a reformulated atmospheric
scattering model. Qu et al. [23] introduced a GAN for dehazing by using the
discriminator to guide the generator to create a pseudo realistic image on a
coarse scale, while the enhancer following the generator was required to produce
a realistic dehazing image on the fine scale. In [2], Chen et al. adopted smoothed
dilation technique and leveraged on a gated sub-network to fuse the features
from different levels.
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3 Proposed Method

The essence of the proposed method is to add cascaded convolution layers with
fewer channels compared with the existing layers in a network structure. We
choose such a manifestation to split the original convolutional layers (e.g., 2)
into more convolutional layers, as the most important reason is to highlight
the role of this approach. From another aspect, assuming all parameters in the
transferred layers are zero, the structure of the network is actually the same as
the original one due to the existence of the residual link from the input to the
output. Thus, if we only add these layers in a network, usually the performance
would improve. In addition, making the structure slimmer and deeper could be
regarded as supplementary to the original convolution layers. However, adding
such layers at the first or last layer or connecting too many layers would break
the original network structure and hence are not suitable. Thus, when we adopt
our approach on an existing network, the goal is to transform its convolution
layers without destroying the overall original structure of the network. We then
evaluate the effect on image restoration problems with such adaptation.

The proposed method is shown in Fig. 1. We take two ordinary 64-channel
convolutional blocks with size of 128× 128 and kernel size 3× 3 as an example.
The forward between these two convolutional layers is a convolution operation.
The number of floating-point operations is given by the following formula

FLOPs = H × W × (Cin × Cout × K2 + Cout), (1)

where H, W and Cin are the height, weight and number of channels of input
feature map, Cout is the number of output feature maps, and K is the size of
convolution kernels. Based on the above assumptions, we calculate the FLOPs
of 64-channel convolution is approximately 128 × 128 × (64 × 64 × 32 + 64) =
0.605e9 FLOPs or 0.605 GFLOPs. In general, we want to convert the width
of convolution layer to half or less of the original. Here, we use 32 channels
as an example, resulting five convolution layers lead to four sets of convolution
operations, of total 4×(128×128×(32×32×32+32)) = 0.606e9 FLOPs or 0.606
GFLOPs, similar to the previous case. But the depth has increased greatly from
2 to 5. Splitting into fewer layers is also possible if reduction of computation is
required. The number of parameters can be calculated by

params = Cin × Cout × K2 + Cout, (2)

which is proportional to FLOPs if the feature maps are not changed. In Sect. 4,
we will show that in image restoration tasks, such operations would not cause
performance degradation; on the contrary, it often improves the results.

4 Experiments

The proposed method can be applied to noise and haze removal. We choose two
state-of-the-art CNNs, which are DnCNN [33], and GCANet [2], respectively.
We modify them based on the proposed methodology, while keeping the original
structure of networks, including residual links.
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Fig. 2. Network structure of denoising and dehazing: (a) network structure for denois-
ing, modified based on DnCNN [33], (b) network structure for dehazing, modified based
on GCANet [24], modified by our proposed slimmer and deeper approach.

4.1 Image Denoising

Network Design. In this paper, we implement our denoising network based
on the Denoising Convolutional Neural Network (DnCNN) [33]. DnCNN model
has two main features: residual learning formulation and batch normalization
(BN), incorporated to speed up training and to boost the denoising performance.
Although we have mentioned that BN has bad influence on the performance
of low-level vision tasks, we adapt BN here as it is similar to denoising task
statistically. By incorporating convolution with ReLU, DnCNN can gradually
separate image structure from the noisy observation through the hidden layers.
Such a mechanism is similar to the iterative noise removal strategy adopted in
methods such as [17] and [28], while DnCNN is trained in an end-to-end fashion.
The DnCNN has 17 convolution blocks, we replace the fifth and sixth blocks with
our transferred blocks, which have five convolution sub-blocks. Same operation
is also done on the 12th and the 13th block. The network structure is shown in
Fig. 2 (a), the bottom line. More details of DnCNN can be found in [33].

All our experiments were implemented in PyTorch [22] and evaluated on a
single NVIDIA Tesla P100 GPU. To train the network, we randomly cropped
images to 40 × 40 pixel size. Subsequently, the batch size was set to 300 during
training. The Adam optimizer was used to train our models. The initial learning
rate was set to 1e−3.
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Fig. 3. Visual comparison of our image denoising method with the state-of-the-art
methods, with the noise level of 50.

Table 1. Quantitative comparisons of image denoising on the BSD68 [25] dataset. The
comparisons are based on PSNR.

Methods BM3D [3] WNNM [17] EPLL [28] TNRD [8] DnCNN [33] Ours

σ = 15 31.07 31.37 31.21 31.42 31.73 31.96

σ = 25 28.57 28.83 28.68 28.92 29.23 29.54

σ = 50 25.62 25.87 25.67 25.97 26.23 26.77

Result. We tested the proposed network on the task of removing additive Gaus-
sian noise of three levels (15, 25, 50) from a gray-scale noisy image. Following the
same experimental protocols used by the previous studies, we used 800 training
images from DIV2K dataset [29] as training set and tested the results of the
proposed denoising network using the BSD68 [26] dataset. Quantitative results
are given in Table 1 and qualitative results with σ = 50 are shown in Fig. 3. It
is observed from Table 1 that the proposed network outperforms the previous
methods for all three noise levels.

4.2 Image Dehazing

Network Design. In this paper, we implement our dehazing network based
on GCANet [2], shown in Fig. 2 (b) - bootom line. Note that Fig. 2 (b) only
illustrates the smoothed dilated convolution period of GCANet, Fsdin denotes
the input of the first smoothed dilated, and Fsdout is the input of gated fusion.
The convolution blocks denote the smoothed dilated Resblock in original paper
[2]. Given a hazy input image, GCANet first processes it into feature maps by
the encoder part, then enhances them by aggregating more context information
and fusing the features of different levels without down-sampling. Specifically, the
smoothed dilated convolutions leverage an extra gate sub-network. The enhanced
feature maps are finally decoded back to the original image space to obtain the
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target haze residue. By adding it onto the input hazy image, GCANet obtains the
final dehazed image. We replaced the second and fifth Smooth Dilated Residual
Block with our transferred blocks.

All our experiments were implemented in PyTorch [22] and evaluated on a
single NVIDIA Tesla P100 GPU. To train the network, we randomly cropped
images to 256× 256 pixel size. Subsequently, the batch size was set to 21 during
training. The Adam optimizer was used to train our models. The initial learning
rate was set to 0.01, and decayed by 0.1 for every 40 epochs. By default, it was
trained for 150 epochs.

Fig. 4. Qualitative comparisons with different dehazing methods: DCP [10], AOD-Net
[15] and GCANet [2].

Result. To evaluate the proposed dehazing network, we trained and tested
it on the RESIDE [16] dataset. RESIDE dataset contains a training subset of
13,990 samples of indoor scenes and a few test subsets. We used a subset SOTS
(Synthetic Objective Testing Set), which contains 500 indoor scene samples for
evaluation. Table 2 shows the results on RESIDE-SOTS datasets, respectively.
Figure 4 depicts examples of the results obtained by the proposed network and
others on the same input images. It can be noted that our results match the
original images better in colour.

5 Additional Experiments on Image Super-Resolution

In this section, we test our approach for super-resolution tasks, to show the
universal value of slimmer and deeper structure on image restoration tasks.
Image Super-resolution (SR) is to estimate a high-resolution (HR) image from
its low-resolution (LR) input. SR have attracted extensive attention in the com-
puter vision community due to its wide range of applications. Dong et al. pro-
posed SRCNN [4] to adopt deep convolutional network into solving image super-
resolution. Lim et al. [18] proposed improved the performance by removing
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Table 2. Quantitative comparisons of image dehazing on the SOTS indoor dataset
from RESIDE.

DCP [10] GAP [38] AOD-Net [15] GFN [24] GCANet [2] Ours

PSNR 16.62 19.05 19.06 22.30 30.23 31.15

SSIM 0.82 0.84 0.85 0.88 0.98 0.9814

Fig. 5. Super-resolution network modified from RCAN [36] with proposed approach.

Fig. 6. Visual comparison for 4× SR with BI model on Urban100 with the state-of-
the-art methods: SRCNN [4], FSRCNN [5], VDSR [12], EDSR [18], DBPN [9], and
RCAN [36], respectively.

unnecessary modules in conventional residual networks. Based on [18], Zhang
et al. [36] adopted residual in residual (RIR) and residual channel attention
networks (RCAN) [36] to further improve the network.
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Table 3. Quantitative results with BI degradation model. Best and second best results
are highlighted and underlined, respectively.

Methods Scale Set5 Set14 Urban100 B100

Bicubic ×2 33.66/0.9299 30.24/0.8688 26.88/0.8403 29.56/0.8431

SRCNN [4] ×2 36.66/0.9542 32.45/0.9067 29.50/0.8946 31.36/0.8879

FSRCNN [5] ×2 37.05/0.9560 32.66/0.9090 29.88/0.9020 31.53/0.8920

VDSR [12] ×2 37.53/0.9590 33.05/0.9130 30.77/0.9140 31.90/0.8960

EDSR [18] ×2 38.11/0.9602 33.92/0.9195 32.93/0.9351 32.32/0.9013

SRMDNF [35] ×2 37.79/0.9601 33.32/0.9159 31.33/0.9204 32.05/0.8985

D-DBPN [9] ×2 38.09/0.9600 33.85/0.9190 32.55/0.9324 32.27/0.9000

RDN [37] ×2 38.24/0.9614 34.01/0.9212 32.89/0.9353 32.34/0.9017

RCAN [36] ×2 38.27/0.9614 34.12/0.9216 33.34/0.9384 32.41/0.9027

Ours ×2 38.29/0.9618 34.15/0.9217 33.42/0.9396 32.47/0.9033

Bicubic ×4 28.42/0.8104 26.00/0.7027 23.14/0.6517 25.96/0.6675

SRCNN [4] ×4 30.48/0.8628 27.50/0.7513 24.52/0.7221 26.90/0.7101

FSRCNN [5] ×4 30.72/0.8660 27.61/0.7550 24.62/0.7280 26.98/0.7150

VDSR [12] ×4 31.35/0.8830 28.02/0.7680 25.18/0.7540 27.29/0.7260

EDSR [18] ×4 32.46/0.8968 28.80/0.7876 26.64/0.8033 27.71/0.7420

SRMDNF [35] ×4 31.96/0.8925 28.35/0.7787 25.68/0.7731 27.49/0.7337

D-DBPN [9] ×4 32.47/0.8980 28.82/0.7860 26.38/0.7946 27.72/0.7400

RDN [37] ×4 32.47/0.8990 28.81/0.7871 26.21/0.8028 27.72/0.7419

RCAN [36] ×4 32.63/0.9002 28.87/0.7889 26.82/0.8087 27.77/0.7436

Ours ×4 32.71/0.9011 28.93/0.0.7895 27.03/0.8104 27.81/0.7899

Bicubic ×8 24.40/0.6580 23.10/0.5660 20.74/0.5160 23.67/0.5480

SRCNN [4] ×8 25.33/0.6900 23.76/0.5910 21.29/0.5440 24.13/0.5660

FSRCNN [5] ×8 20.13/0.5520 19.75/0.4820 21.32/0.5380 24.21/0.5680

VDSR [12] ×8 25.93/0.7240 24.26/0.6140 21.70/0.5710 24.49/0.5830

EDSR [18] ×8 26.96/0.7762 24.91/0.6420 22.51/0.6221 24.81/0.5985

D-DBPN [9] ×8 27.21/0.7840 25.13/0.6480 22.73/0.6312 24.88/0.6010

RCAN [36] ×8 27.31/0.7878 25.23/0.6511 23.00/0.6452 24.98/0.6058

Ours ×8 27.39/0.7891 23.28/0.6523 23.14/0.6470 25.02/0.6527

Network Design. Our super-resolution network is based on Residual Channel
Attention Networks (RCAN) [36]. RCAN mainly consists of four parts: shallow
feature extraction, residual in residual (RIR) deep feature extraction, upscale
module and reconstruction part. Here, we chose two of the 10 residual groups,
and reduced their channel number to half of the original and set the number of
residual channel attention blocks to twice as the original. The network structure
can be seen in Fig. 5, we transferred the fourth and the seventh residual group
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(counting from the first on the left). Other details were the same as in the original
RCAN, thus more details could be found in [36].

Our model was trained by the ADAM optimizer [13] with β1 = 0.9, β2 =
0.999, and ε = 10-8. All the experiments were implemented in PyTorch [22] and
evaluated on a single NVIDIA Tesla P100 GPU. Subsequently, the batch size was
set to 32 during training. The initial learning rate was set to 1e-4, and decreased
by 0.5 every 200 epoch. We also adapted data augmentation on training images,
which were randomly rotated by 270◦, 180◦, and 90◦.

Result. Following [18], [36], we used 800 training images from DIV2K dataset
[29] as training set. We used four standard benchmark datasets for testing: Set5
[1], Set14 [31], B100 [20], and Urban100 [11]. We conducted the experiments
with Bicubic (BI) . The SR results were evaluated with PSNR and SSIM [30] of
transformed YCbCr space. We demonstrate the quantitative results in Table 3
and qualitative results in Fig. 6. One can observe from Table 3 that the proposed
network outperforms the previous methods for 4× super-resolution levels.

6 Conclusions

In this paper, we gave a rethink the balance between width of feature maps and
depth of the networks for image denoising and dehazing. We explored deeper and
slimmer structures and such network components as substitutes in any original
networks. Experimental results show that such approach can reduce computa-
tional complexity without losing or even improving the performance. This can be
explained by that in low-level vision tasks, decreasing the width of feature maps
appropriately would not lead to performance deterioration but can significantly
reduce the computational costs. With increased depth, our transferred network
often outperforms the existing network with similar complexity and number of
parameters. Additional experiments indicate that such structure can also benefit
super-resolution tasks.
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Abstract. Different from 3D models created by digital scanning devices,
Structure From Motion (SfM) models are represented by point clouds
with much sparser distributions. Noisy points in these representations are
often unavoidable in practical applications, specifically when the accurate
reconstruction of 3D surfaces is required, or when object registration and
classification is performed in deep convolutional neural networks. Out-
liers and deformed geometric structures caused by computational errors
in the SfM algorithms have a significant negative impact on the post-
processing of 3D point clouds in object and scene learning algorithms,
indoor localization and automatic vehicle navigation, medical imaging,
and many other applications. In this paper, we introduce several new
methods to classify the points generated by the SfM process. We present
a novel approach, Point-Cloud Optimization (PC-OPT), that integrates
density-based filtering and surface smoothing for handling noisy points,
and maintains the geometric integrity. Furthermore, an improved mov-
ing least squares (MLS) is constructed to smooth out the SfM geometry
with varying scales.

Keywords: 3D noise reduction · Outlier removing · SfM ·
Density-based clustering · Surface smoothing

1 Introduction

Three-dimensional geometry reconstruction from structured lighting or RGBD
cameras is generally characterized by three main steps: (a) generate point sam-
ples, (b) for each point estimate the point depth, (c) match known object fea-
tures. In this paper, we address in depth the following two questions: (1) how
noisy are these point clouds? and (2) how can we reduce the noise and by how
much?

The rapid development of automatic reconstruction techniques has made the
acquisition of implicit 3D models a trivial process. But, this process has a criti-
cal bottleneck. The raw point cloud data is very noisy leading to severe flaws in
the reconstructed geometry. Currently, there are a variety of methods to attain
point clouds mainly from structured lighting such as laser-based scanning, light
scanning, LiDAR scanning, and multi-view stereo [1]. Since the scattered point
c© Springer Nature Switzerland AG 2020
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clouds maintain most of the structural information of the reconstructed 3D scene,
they are normally adopted in further processing such as dense reconstruction,
or grid generation. However, problems arise when Structure From Notion (SfM)
is employed [2]. This is because SfM-based reconstruction algorithms create 3D
point from triangulating matched image features rather than the depth informa-
tion obtained by scanners.

From the perspective of model visualization, the central drawback of SfM is
that the constructed representations generally have lower-resolution and more
noise in comparison with the point set created by scanning devices. This makes
further processing of SfM reconstruction results susceptible to outliers, noise and
highly detailed structure. This disadvantage often leads to a negative impact on
the complementary refinement of point clouds such as surface reconstruction,
rendering, and object recognition. Hence, the major factors that affect the use
of SfM point clouds are:

1. Outliers: SfM reconstruction is achieved by image feature matching which
makes it possible to generate a large number of errors in feature correspon-
dence. Complex geometric structure, transparent surface and varying reflec-
tion also play essential roles in the generation of outliers. Therefore, redundant
outliers cannot be avoided in SfM results.

2. Noise: There are always some points, not too far from the main cloud struc-
ture, that do not belong to the locally fitted structural segments. These points
lead to the deformation of the 3D model, which is a problem in an SfM point
cloud.

3. Density Variance: SfM cannot provide details as the scanning techniques
and the point clouds rebuilt by this method are normally sparse and not
consistent in density. Varied levels of sparsity makes removing outliers and
filtering noise much more difficult than operating on a model with uniform
density.

In spite of these problems, SfM algorithms have their unique merits. The SfM
approach does not require high-cost scanning devices, such as laser scanners
or LiDAR, and it is more adaptive to large-scale reconstruction by comparison
with scanning methods. Different from previous point set improvement methods
that handle outliers and noise independently, our main contributions can be
summarized as follows:

1. Point Classification: we introduce a simple but novel integrated strategy
to distinguish outliers, noise, and structural points of SfM point clouds that
originate from scanning arbitrary geometric shapes;

2. Point Preservation: we present an adaptive approach to remove points that
deform the underlying object geometry in order to preserve the essential geo-
metric information of the SfM point clouds; furthermore, our method works
directly on multi-scale point clouds;

3. Improved MLS: we propose an improved moving least square (MLS) to
achieve an efficient and effective 3D surface smoothing and integrate it into
our sparse point cloud denoising algorithm.
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2 Related Work

The denoising approaches of point cloud can be grouped into two main cate-
gories, outlier filtering and surface smoothing. Specifically, outliers are the points
that are distant from the actual underlying surface. They are commonly a result
of geometric distortion. Adaptively handling the outliers is not trivial on account
that they are randomly distributed in space. Occasionally, the distribution of out-
liers is dense rather than sparse. This increases the difficulty of distinguishing
outliers from structural points. Removing 3D outliers involves statistical out-
lier identification techniques, density evaluations, and geometric relationships.
Schall et al. [2] proposed a likelihood function with non-parametric kernel den-
sity estimation to automatically identify and remove scattered noise in dense
point clouds. For removing the outliers caused by measurement errors in laser
scanners, Rusu et al. [3] introduced Statistical Outlier Removal (SOR) filter.
This is currently one of the most popular tool used in point cloud cleaning. The
basic idea of this approach is defining an interval by global mean distance and
standard deviation to threshold the outliers. A similar 3D noise filter was pro-
posed by Daniel Girardeau-Montaut in CloudCompare [4]. Different from SOR,
the noise filter accessible in this paper replaces the distance to point neighbors
by the distance to the locally fitted plane. Steinke et al. [5] combined the support
vector machine (SVM) with a linear loss function to deal with outlying noise.

Many new approaches have been proposed to smooth out the model surface.
According to the summary provided by [1], surface smoothing can be catego-
rized as: local smoothing, global smoothing, and piece-wise smoothing. Local
methods are the most general. The foremost characteristic of this class is that
smoothing is only performed on the proximate region of the focusing data. As
a consequence, local smoothing has the natural advantage in dealing with noise.
The most representative branch of local smoothing, moving least squares (MLS),
plays an essential role in modeling surface reconstruction. The core idea of MLS
is to approximate the scattered points in the same neighborhood as a low-degree
polynomial. The original prototype of MLS was proposed by [6]. Originally, this
method was used extensively in approximating data to polynomials in 2D space.
Because MLS is good at thinning the curve-like point clusters, an improved algo-
rithm using Euclidean minimum spanning tree was proposed to reconstruct the
curves without self-intersections from unorganized points by [7]. Inspired by the
work of [8], Alexa et al. [9] presented a classic MLS formation which treats the
surface smoothing as a point projection, and depicted the mathematical models
of this procedure. This projection procedure is widely applied in the research
literature on surface smoothing. [10] associated implicit MLS-based surface def-
inition with unstructured point sets to provide a robust modeling technique.
Later, [11] combined a weighting function to extend the point set surfaces to
irregular settings. For improving the stability of MLS surfaces, [12] put for-
ward a new point set surface definition that substitutes local plane by higher
order algebraic sphere. This approach is more suitable to objects with relatively
smooth rounded shapes. On such objects, this approach performs better than the
MLS methods based on planar fitting. In addition, [13] introduced the algebraic
sphere can be fitted robustly by an adaptive MLS formalism.
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(a) 2D schematic diagram of vari-
ous points defined in section 3

(b) 3D schematic diagram of the relations
among outliers, noise and structural points

Fig. 1. Point definitions. In sub-figure (a), we reduce the 3D structure of a point
cloud to a 2D plane and propose visual illustration of various points defined in Sect. 3.
This figure demonstrates the inclusion and intersection relations among the point sets
defined in this section. In sub-figure (b), 3D structural, outliers and noise points are
marked with blue, yellow and red respectively. The yellow points (noise) are close to
the structural points but not close enough to the local plane fitted by structural points,
while the clustering outliers are much more distant. (Color figure online)

Another two subclasses of local smoothing are hierarchical partitioning (HP)
and locally optimal projection (LOP). In HP methods, [14] constructed the tree
structure on the basis of the residual error resulted from local quadratic polyno-
mial fitting. Different from MLS and HP approaches, LOP methods do not need
to make use of least squares fit. [15] fitted the neighborhood point sets onto a
multi-variate median.

3 Point Definitions

The potential outliers and noise points always drift away from the primary point
cluster. Even when some of these points are surrounded by clusters representing
regional borders or surfaces, they can still be registered as visual noise. On the
basis of this observation, we attempt to formalize an effective strategy to identify
the points required for representing constitutional models and discard the rest.
This strategy contains five interrelated classifications to determine whether a
point belongs to a structure or needs to be removed. In Fig. 1 (a), we can easily
see the inclusion and intersection relations among the points defined in this
section. Let P = {pi = (xi, yi, zi) | i = 1, 2, ..., n} be a point set reconstructed
by SfM in R3 that consists of the information approximating the geometric
structure of the object, and let d(pa,pb) be the metric distance between two
points pa and pb. Then, the following five definitions represent the classes of
points.

Cluster point – A point pc is called cluster point if: (1) it is defined as the
core point; or (2) it is defined as the border point. The definitions of core and
border points are discussed in DBSCAN clustering section. The point cluster is
denoted as Pcluster.

Dense Point – In assigned clusters, a point pc is recognized as dense point
pd if its neighborhood region is dense enough. A measure of density can be
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formulated based on the kNN neighbors around this point. We propose a density
function to evaluate the dense level of each point and a thresholding method to
confirm whether a point is dense or not in the local point cluster it is affiliated
with. The detailed computation of this process will be discussed in the section
of density-based outliers filtering. A dense point set is defined as Pdense.

Structural point – In a dense point set, a point pd is defined as structural
point ps if its vertical distance to a locally fitting plane (estimated from a local
neighborhood of the corresponding dense point) is small enough. That is, it can
be considered as a part of the principal geometric structure represented by a
point cloud. The set of structural point is represented as Pstruct.

Clustering Outlier – There are two kinds of points defined as outliers po:
(1) the points that are not assigned to any cluster; and (2) the points that are
assigned to clusters but not dense.

Noise – The point that belongs to a dense point set, but it is not close
enough to its locally fitted plane, is defined as noise pn. In light of our analysis
and observations, a noisy point is the dominant cause of structural deformation
in 3D point clouds. In Fig. 1 only points that comply with the definition of a
structural point are retained after the outliers and noise are removed.

4 Adaptive Density-Based Outlier Removal

The outlier removal method presented in this paper is inspired by the proper-
ties of DBSCAN clustering and the Gaussian filter. In this section, a practical
methodology is proposed to estimate the original radius parameter needed by
DBSCAN algorithm. We then discuss how to embed our density function within
the GMM for removing the outlier points which are normally sparser than others
from the common point set clustered by the DBSCAN method. In DBSCAN,
most distant outliers are not classified into any cluster. In addition, if ε is too
large, the resulting point cloud tends to have only a few clusters with a large
number of points. This makes a big impact on the local density variation in our
adaptive density-based filtering and more noisy objects would result after clus-
tering. On the other hand, if this parameter is quite small, many clusters with
small size would be found. Meanwhile some useful border or core points would
be removed during the process of clustering, which would diminish the integrity
of the reconstruction models. Aside from modifying the definitions of DBSCAN
method that meet our requirements, a simple function is set forth to compute ε
based on the global average kNN distance of the SfM point cloud:

davg =
1
nk

n∑

i=1

k∑

j=1

d (pi,pj) ; then, ε = α · davg

(
1
e

)davg

(1)

where α is a constant adjustment parameter, n is the size of the point set, and
k is the kNN neighboring parameter. The parameter α is adopted to associate
with davg for adjusting the neighborhood scope of each point in the clustering
process of DBSCAN. Without α, the ε computed directly from davg often leads
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to assigning unwanted outliers into clusters, which will cause negative effect in
the performance of outlier removing. If α is set small (e.g. 0.1–0.3 for the large-
scale models applied in our experiments), a large number of potential structural
points would be removed as outliers during the clustering stage. Large α setting
would preserve more outliers in the resulting point cloud.

The parameter ε required in DBSCAN clustering can be considered as the
radius applied to evaluate the ε-reachable and density connected state of each
independent object in the point set. But this parameter is a global parameter
and it does not adapt easily to non-uniform local data. Although we choose
the average kNN distance of a point set to be ε for complying with SfM point
clouds with different scales, the compactness of these models is still susceptible
to outliers that are far from the structural point clusters.

The key idea in our adaptive density-based outlier removal is to construct a
function to estimate the local density of each point appropriately and eliminate
the points with the lowest local densities via a threshold operation determined
by a larger local region rather than the global set. More specifically, the k nearest
neighbors of each point that remained after clustering are found by the kd-tree
algorithm. Then, the Euclidean distance (d1, ..., dk) from each neighbor to the
centering point is calculated. The density value of each point is assessed by:

ρp =
1

(c + edp)
where dp =

1
k

k∑

i=1

d(p,pi), (i = 1...k) (2)

Note that dp is the average distance from k nearest neighbors to the center point,
and c is a constant parameter. We set c to 3 in all experiments. This controls
the shape of the function described by Eq. 2 for assessing an appropriate density
value of each point. Because the density ρp is estimated depending on each
point and its k nearest neighbors, this density estimation function overcomes
the disadvantage of the global method, and it gives the dense status of each
point locally.

Outliers surrounding a 3D point cloud can be filtered out by our proposed
adaptive method based on the Gaussian mixture model to handle more complex
situations. The multivariate parameters of the mixed model such as μ and σ
are estimated by expectation-maximization (EM) algorithm. In general, it is
difficult to choose the thresholding parameter β used in our method as it is data
dependent. Fortunately, a mixture of Gaussian curves improves the fit of the
distribution explicitly. Since estimating β is based on the density distribution of
each cluster, using β is more adaptive than a globally fixed parameter, and a
local estimation function can be employed to evaluate β:

β =
(
γρmax−ρmin − ε

)
(3)

where ρmax and ρmin are the maximum and minimum density values of the
point cluster. Here, γ and ε are constants set to 1.01 and 0.3–0.6, respectively.
To adapt the Gaussian mixture model, the new Pdense is defined as follows:

Pdense = {p ∈ Pcluster | ρp > μl − β · σl} (4)

Notably, μl and σl are the parameters applied in the mixture model.
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5 MLS-Based Smoothness

The MLS method builds a polynomial to approximate a continuous curve or
surface over a point set. The basic procedure of this approach starts with an
arbitrary point p∗ and its N neighbor points in the data set. It then estimates
the local polynomial approximation that best fits the data with the formulation
of weighted least squares given by Eq. 5. Then, it projects p∗ to the surface
represented by this polynomial. This procedure repeats over the entire domain
of a point set, and the locally fitted functions are blended to create a global fit.

min
f

N∑

i

w (pi − p∗) ‖f(pi) − fi‖2 (5)

where f is the polynomial that describes the fitted plane and w (pi − p∗) is the
weighting function that indicates the effect of the points adjacent to p∗. We use
the minimization model proposed in [9] to implement the point projection as
follows:

min
n

N∑

i

w (pi − p∗) (n · (pi − p∗))
2 (6)

where n is the normal vector orthogonal to the local surface passing through p∗.
Here, we propose a minimization method to approximately estimate the initial
n. The partial derivative of the above equation can be rewritten as:

(W � (A · n))T · A (7)

for W is a N × 1 vector containing the weights of all N neighbors of p∗, and
A is the N × 3 matrix composed of pi − p∗, i = 1, ..., N . Note that � means
element-wise multiplication. We integrate this function by adding a penalty to
the constraint ‖n‖ = 1. We propose a minimization function to estimate the
initial n:

min
n

{‖M · n‖2 + λ(1 − ‖n‖2)} (8)

In the above equation, λ is the penalty parameter used to tune the effect of the
penalty constraint ‖n‖ = 1 on this minimization problem. In our experiments
we set λ to 107.

6 PC-OPT Algorithm

The PC-OPT algorithm integrates and significantly improves upon four major
developments in the current research: DBSCAN, GMMfilter, MLS, and
FND (further noise filter). In particular, the KDtreeneighbor algorithm is
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Input: point set P, k, ε1, ε2
Output: optimized model optm
ε = Avgdist(P, k);

clusters = DBSCAN(P, ε);
for cluster in clusters do

if len(cluster) ≥ k then
if len(cluster) ≥ m then

smoothpts ← array used to store smoothed points;
filteredpts=GMMfilter(cluster, k, ε1);
for i = 0; i < len(filteredpts) do

if len(filteredpts) ≥ m then
nearestpts=
KDtreeneighbor(filteredpts, m);

else
nearestpts=
KDtreeneighbor(filteredpts, len(filteredpts)

end
smoothpt=MLS(nearestpts, filteredpts [i]);
insert smoothpt into smoothpts;

end
structuralpts=FND(smoothpts, k);
insert structuralpts into optm;

else
filteredpts=Densfilter(cluster, k, ε2);
insert filteredpts into optm

end

end

end
return optm

the kdtree-based procedure used to determine k-nearest neighbors of each point
that passes the thresholding of GMMfilter. The function Densfilter is differ-
ent from GMMfilter; it is built on the first definition of Pdense (Eq. 4). This
is because the Gaussian mixture is not suitable in removing outliers if the size
of input point cluster is small. We set the parameter m to 100 in our experi-
ments for deciding to use GMMfilter or Densfilter. In this paper, we employ
RANSAC as the FND. Finally, the core part of this algorithm put forward in
this paper can be summarized as follows.

7 Experiments and Evaluation

We compare the performance of the PC-OPT with two other widely applied out-
lier and noise removing approaches [3,4]. Our experimental results demonstrate
that our approach cleans and smooths out the SfM reconstruction models with
distinct scales and various densities robustly. We choose typical datasets that
are popular in 3D reconstruction: Template [16], Bunny [17], Aachen [18], Notre
Dame Arco Valentino, Palazzo Carignano, and Villa La Tesoriera.
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7.1 Quantitative Analysis

In this paper, we apply the confusion matrix to evaluate the performances of dif-
ferent methods on synthetic data and design a simple Nearest Neighbor Distance
(NND) to analyze the processed results of real SfM point clouds. Four metrics
(precision, accuracy, recall and F-measure) estimated from the confusion matrix
are employed in our evaluation of synthetic data results as follows:

1. Precision: expresses the ability of an algorithm to identify structural points;
2. Accuracy: reveals the ratio of structural and non-structural (outliers and

noise) points that a method can accurately identify in a point cloud;
3. Recall: justifies the ability of an approach to maintain structural points;
4. F-1 score: provides an optimal blend of precision and recall to comprehen-

sively assess the abilities of an algorithm in the identification of structural
points and their maintenance.

In the synthetic experiments, the structural and non-structural points are labeled
before the computation process of the confusion matrix. The details of the con-
fusion matrix analysis of synthetic data is discussed in Sect. 7.2.

7.2 Experiments on Synthetic Data

Before evaluating the performances of distinctive methods on arbitrarily recon-
structed scene models, the robustness of these measurements are examined on
synthetic data. In this subsection, our experiments are ran on two point sets
representing as spheres, while they have 2000 and 5000 structural points respec-
tively. We add 400−1600 unexpected outliers and noise points to the synthetic
spheres. The structural points are randomly diffused on the surface of a sphere.
In addition, for testing the performances of SOR and CloudCompare noise filters,
we use the optimal parameters of these two methods.

In contrast to the point spheres processed by CloudCompare, the output of
SOR is much better. More specifically, points of synthetic sphere are maintained
well and most deviated points are removed. Nevertheless, there are still many
noisy points left close to the sphere surface. This means that SOR is not robust
enough to handle the noisy points surrounding the main geometric structure.

Not only our method is highly robust in the outlier removal process, but it
is also locally adaptive in reducing the spatial local noise. The kNN parameter
in all these approaches is set to 6, and the thresholding parameter ε of Eq. 3 is
determined as 0.1. Notably, the density value shown in this figure is estimated
using Eq. 2.

Table 1 contains the confusion matrix of the experimental results generated
by different algorithms. CloudCompare fairs poorly at maintaining the geometric
structure of a point cloud due to its low recall values. Meanwhile, the precision
results indicate that the SOR filter is deficient in identifying structural points.
In comparison with these two methods, PC-OPT provides the optimal results
in most estimation metrics (precision, accuracy, F-1 score), except recall. This
means that our algorithm is good at both of filtering unwanted points and main-
taining essential geometry.
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Table 1. Confusion matrix analysis of synthetic spheres 2 (with 5000 structural points)

Dataset Sphere 2 (400) Sphere 2 (800) Sphere 2 (1200) Sphere 2 (1600)

Metric Our SOR CC Our SOR CC Our SOR CC Our SOR CC

Precision 99.8% 98.5% 80.5% 99.6% 96.1% 66% 99.1% 92.6% 73.5% 98.6% 87.4% 69.9%

Accuracy 99.2% 98.6% 14.1% 99.2% 96.5% 18.8% 98.8% 93.5% 37.3% 98.4% 89.1% 38.2%

Recall 99.2% 100% 9.5% 99.5% 100% 11.9% 99.4% 100% 26.9% 99.3% 100% 32.4%

F-1 score 99.6 99.2 17 99.5 98 20.2 99.3 96.1 39.4 99 93.3 44.3

7.3 Experiments on SfM Point Clouds

We rebuilt 3D point clouds from real shot photographs in order to evaluate
the performance of the algorithm presented in this paper in practical scenarios.
Different from synthetic data, the point set generated from SfM reconstruction
generally has a more complex structure and a larger variance in the point density
distribution. Moreover, a glaring trait of SfM point cloud is that the structure is
sometimes fragmented. In other words, the 3D point set created by SfM is not
as densely connected and compact as the results scanned by laser devices. This
makes the cleaning approaches designed for laser-based reconstruction ineffec-
tive. Namely, removing the outliers and noise from real data generated by SfM is
more challenging than processing a synthetic set or a laser reconstruction result.
At the same time, we want to retain the integrity of the geometric structure. In
this subsection, we discuss the experimental consequences derived from Cloud-
Compare noise filter, SOR and our algorithm. Specifically, in our experiments,
the point number used for the mean distance estimation in SOR is tested in a
large range from 3 to 30, while the multiplier threshold is set from 1 to 10. In
CloudCompare noise filter, the kNN parameter is tested from 3 to 30.

Experiments on Small-Scale Objects

A point cloud resulted from SfM usually represents the shape of an object, typ-
ically its surface. Under normal conditions, the interaction between the external
structures of small-scale objects are easy to present by point clouds. However,
superficial densities of small-scale reconstruction models are more uniform than
large-scale models. In addition, the small-scale models usually have better con-
tinuity comparing with large-scale ones. This implies that the outliers of small-
scale objects are often less problamatic than their counterparts of the large-scale
objects, whereas small-scale model is more susceptible to the noise close to its
surface structure. We choose two reconstruction models with varying surface
densities, Fig. 2.

Experiments on Large-Scale Scenes

Our comparisons were performed on five distinctive large-scale point clouds. In
our practical experiment, kNN parameters k is set to 8. Similar to the results
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(a) Original objects (b) CloudCompare filter (c) SOR results (d) PC-OPT results

Fig. 2. Experimental results of small-scale models. In (a), the subfigures show the
original small-scale point clouds of template and bunny.

(a) Original scene (b) CloudCompare filter (c) SOR results (d) PC-OPT results

Fig. 3. Experimental results of large-scale outdoor models that present parts of archi-
tectures. PC-OPT outperforms both of CloudCompare filter and SOR.

obtained from synthetic data and small-scale models, CloudCompare noise filter
removes too many points, while the SOR method reserves numerous objects in
experimental point sets.

8 Conclusions

In this paper, we propose new types of feature points in point cloud data
sets. Based on these features, a novel approach, called PC-OPT, to optimize
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SfM reconstruction is proposed. Our new PC-OPT algorithm integrates outlier
removal and 3D surface smoothing and performs better on both synthetic data
and real models.
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Abstract. Grammatical Evolution (GE) is a well known technique for
program synthesis and evolution. Much has been written in the past
about its research and applications. This paper presents a novel approach
to performing hybrid optimization using GE. GE is used for structural
search in the program space while other meta-heuristic algorithms are
used for numerical optimization of the searched programs. The hybridised
GE system was implemented in GELAB, a Matlab toolbox for GE.
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Much has been written about the theory and applications of GE in the past.
GE is a technique that takes inspiration from Darwinian evolution and genetics.
From an evolutionary point of view, it embraces the Darwinian worldview in
which the survival of the fittest is the guiding principle in the evolution of living
systems. From a genetics standpoint, it is a proponent of the fact that a certain
genotypic sequence gives rise to a certain phenotypic structure. The phenotype,
physical traits, or properties of a species, are the direct result of its genotype. Any
evolutionary changes at the genotypic level manifest themselves as phenotypic
changes in the individual during the course of evolution.

GE is a mathematical modeling or a program search technique. It has been
quite successful in deriving human competitive solutions to problems requiring
mathematical treatment [9]. However, little research has been reported about
utilizing GE in hybrid optimization. In this paper, a novel scheme for performing
hybrid optimization using GE and a handful of other meta-heuristic algorithms
is proposed. We have run our scheme on numerous benchmark problems for
Symbolic Regression (SR). The results are promising and are better than the
state of the art results. The proposed scheme is also computationally efficient.
The system is integrated with GELAB, a Matlab toolbox for GE.

The rest of the paper is organized as follows: In Sect. 1, the GE algorithm is
described. In Sect. 2 we talk about hybrid optimization from a retrospective
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perspective. Section 3 discusses how the capability of hybrid optimization is
achieved using GELAB. Section 4 discusses the hybrid optimization algorithm
and some of its technical underpinnings. Section 5 presents details of the bench-
mark experiments and Sect. 6 contains the results of these experiments. Finally,
Sect. 7 concludes the paper.

1 Grammatical Evolution

GE is a variant of Symbolic Regression (SR). However, GE differs from GP in
certain ways. GE was first proposed by the Bio-computing and Developmental
Systems (BDS) Research Group, Department of Computer Science and Infor-
mation Systems (CSIS), University of Limerick, Ireland1 [9]. As mentioned ear-
lier, GE is inspired by Darwinian evolution. Given a user-specified problem it
creates a large population of randomly generated integer arrays. These arrays
are called genotypes. Each of the integer arrays is mapped to a corresponding
program. This mapping process is central to GE. Mapping is performed using
the production rules of a grammar specified in Backus Naur Form (BNF) form.
Although various types of grammars can be used, a context-free grammar is most
commonly employed. Figure 1b shows the conceptual diagram of GE’s mapping
process.
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Fig. 1. (a) Genotype to phenotype mapping in biological systems and in GE. (b)
Conceptual diagram of GE’s mapping process.

1 Web: http://bds.ul.ie/libGE/.

http://bds.ul.ie/libGE/
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GE eventually evaluates each of the programs by using the problem data and
assigns it a fitness score. After that, reproduction of programs is carried out over
a certain number of generations. Genetic operators of selection, crossover, and
mutation are applied to produce an offspring population. Subsequently, fitness
evaluation of the child population is done. Finally, replacement is applied as a
final step to remove the undesirable solutions and to retain better candidates
for the next iteration of the evolutionary process. Evolution continues until the
desired solution is found or the stopping criterion is met.

To this end, the search space in GE is the set of all the possible computer
programs specified by the grammar.

To yield computer programs, GE requires a source that can generate a large
number of genomes. To accomplish this the GE mapper is normally augmented
with an integer-coded Genetic Algorithm (GA). The GA creates a large number
of integer-coded genomes at each iteration. The genomes are then mapped to
the corresponding genotype using the mapper. Pseudo-code of GA is given in
Algorithm 1.

GELAB was introduced recently in [7]. It is a Matlab toolbox for GE. Its
mapper is written in Java. GELAB is user-friendly and interactive. In this paper,
we are reporting our capability to hybridize GE with other meta-heuristic algo-
rithms using GELAB.

2 Hybrid Optimization: History and Practice

In the context of Evolutionary Algorithms (EAs), hybrid optimization means
to integrate two algorithms for learning. One of the algorithms searches for an
appropriate structure of the solution to the problem at hand. The structure
here refers to the exact mathematical model or a computer program. The other
algorithm tunes the coefficients of this structure. There are several reasons why
such a scheme is so desirable.

GP or GE are extremely popular schemes for solving user-specified prob-
lems. Before their advent, a practitioner would take a problem, contemplate on
the mathematical model for its solution, and fix it. Eventually the practitioner
would try to tune the coefficients of the presupposed model with a numerical
optimization algorithm. Traditionally various line search and trust region algo-
rithms were in vogue. Examples of these include gradient descent, Levenberg
Marquardt (LVM), Quasi Newton etc. Later, advancement in meta-heuristic
algorithms and computational power gave users the options of algorithms such
as Simulated Annealing (SA), GAs, Particle Swarm Optimization (PSO) etc. for
numerical optimization.

If the user failed to optimize the model to a desirable level, the only choice
left would be to contemplate on the model again and come up with a different
structure. Tuning of coefficients would be the left out chore that would again be
done with the help of one of the aforementioned algorithms.
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There are numerous problems with this approach. The foremost of these is
the human bias involved in choosing a structure of a solution. The second is the
time and effort it takes by an engineer in setting and resetting the structure in
case of repeated lack of luck in finding the right solution.

In the meantime GP was invented. Then gradually its variants, including GE,
came along to stand by its side, and often even to compete with it. GP and GE
had this capability to search whole program spaces to find the optimal solution.
The solution here refers to both the right structure for the mathematical model
(or computer program) as well as the right values of the coefficients. As a matter
of fact, GP style algorithms specialize in finding the right solution in terms of
the structure. As far as the values of the coefficients are concerned, they are
normally chosen randomly and no specialized scheme is employed to tune them.
To be more precise, most GP systems employ ephemeral random constants as
values for various coefficients of a model. To this end, coefficient optimization in
GP (or GE) is rather whimsical.

Afterwards, schemes for hybrid optimization were introduced. The idea was
normally to hybridize a GP system with a numerical optimization algorithm. In
such a scheme, the GP system would search for an appropriate structure of the
solution for a problem at hand. At the same time, the numerical optimization
algorithm would search for a set of values for the coefficients of the solution
model. For instance, in [3] Howard and Donna proposed a hybrid GA-P algo-
rithm. GP was used to find optimal expressions for problem solving and a GA
was used to tune the coefficients of the GP trees/expressions during evolution.
Similarly in [11] Topchy and Punch have used the gradient descent algorithm for
the local search of leaf coefficients of GP trees. Moreover, quasi-Newton method
has been used to achieve the same objective in [5].

3 Hybrid Optimization Using GELAB

As described in the previous sections, hybrid optimization employs two levels of
optimization. At the first level, a program synthesis algorithm is used to derive
the structure for the target mathematical model. At the second level, a numer-
ical optimization algorithm is employed to tune the coefficients of the derived
model. GELAB was employed for program synthesis. For numerical optimiza-
tion, many options from Matlab’s numerical and global optimization toolboxes
were available. The numerous algorithms that were integrated with GELAB are
SA, GA, PSO, the LVM algorithm and the Quasi Newton method. Integration
with other algorithms is also possible. However, the work that is reported in this
paper is confined to the use of SA, GA and PSO only. Below, an example of how
hybrid optimization actually works and how it is accomplished in GELAB.

Consider the following target expression:

y = −2.3 + (0.13 ∗ sin(x)) (1)

In this, y is a function of an independent variable, x. The function has two
constants. The expression also has a non-linear function, sin. In deriving such
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an expression with hybrid optimization, GE is leveraged to derive the structure
of the model including any functions such as sin, as in Eq. 1. The optimum
values for the constants of the target expression are derived by further tuning
the derived models either with SA, GA or PSO.

In GELAB this is accomplished by allowing the grammar to have constants
in its specification. This is shown in Listing 1.1. The noticeable thing about this
is that constants are specified in the form of w(1), w(2) etc. Moreover, variables
are specified in the form of X(:, 1), X(:, 2) etc. The reason for this specification
is that it is suitable for Matlab’s eval function to solve expression that have data
variables as well as any coefficients specified in this manner. So, as it stands,
Matlab inteprets X(:, 1) as all instances of the first input variable (a vector), and
so on. Similarly, w(1) is interpreted as the first tunable coefficient (a scalar), and
so on. Specifying variables and constants in this way allows GELAB to construct
programs that will have these building blocks as constituents. Evolution is then
guided by following the principle of survival of the fittest and a function that is
behaviorally closer to the target expression (Eq. 1) is searched.

Listing 1.1. A context free grammar used for hybrid optimization in GELAB.

<expr> : := (<expr> <op> <expr >)
| <u−pre−op>(<expr >)
| <b−pre−op>(<expr>,<expr >)
| <var>
| <const>

<op> : := + | − | .∗
<u−pre−op> : := ge square | ge cube |

g e s i n | ge co s |
g e l o g | ge exp |
g e s q r t

<b−pre−op> : := g e d i v i d e
<var> : := X( : , 1 ) | X( : , 2 ) | X( : , 3 ) |

X( : , 4 ) | X( : , 5 )
<const> : := w(1) | w(2) | w(3) | w(4) |

w(5) | w(6)

As an individual is created, it receives randomly chosen terminals (variables
and constants) and non-terminals (functions). While the values for variables
(X(:, 1), X(:, 2), · · · , X(:, N)) are assigned by the input data, the values for
constants (w(1), w(2), · · · , w(6)) are randomly assigned initially. Initially the
individual is evaluated using MSE only. During this evaluation, whatever the
random values for constants the individual has, are used. In subsequent gener-
ations, where the individual has to be optimized with hybrid optimization, the
hybrid algorithm also treats variables (X(:, 1), X(:, 2), · · · , X(:, N)) as (constant)
input data. Moreover, it also treats constants (w(1), w(2), · · · , w(6)) as tunable
coefficients.
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4 Hybrid Algorithm

As discussed earlier, hybrid optimization employs an algorithm for searching for
a program (or a mathematical model) with the right structure from the program
space. Additionally, it employs a numerical optimization algorithm to find the
appropriate values for the coefficients for the programs being found. GE has
been employed for the former and a number of meta-heuristic algorithms for the
latter.

In an ideal case, hybrid optimization should be able to tune the coefficients
of all the programs (mathematical models) being found by the program search
algorithms. However, this requirement can make hybrid optimization quite com-
pute intensive [11]. To address this issue, numerous compromises were made to
retain the computational efficiency as well as to be able to derive more accurate
results. The compromises, as well as particular details of the algorithm, are listed
as follows.

4.1 The Basic Algorithm

A scheme in which multiple fitness functions are used during the course of evo-
lution was employed. As an individual is born (in the initial generation or subse-
quent generations due to reproduction), it is simply subjected to Mean Squared
Error (MSE) based fitness evaluation. As an individual acquires an age of two (by
surviving two generations of evolution), it is subjected to hybrid optimization
and fitness is evaluated based on that. After a certain number of generations,
when the age of the individual has reached a certain higher level, evaluation is
done based on scaled-MSE (MSEs) [4]. Although this mature age is configurable,
it was set to two generations in the experiments.

Moreover, not all individuals undergo hybrid optimization due to the high
computational costs associated with the process. An individual is chosen for this
with a certain probability. In the experiments, this configurable probability is
set to 0.25.

MSEs is given in Eq. 2.

MSEs(y, t) = 1/n

n∑

i

(ti − (a + byi))
2 (2)

where y is a function of the input parameters (a mathematical expression), yi
represents the value produced by a GE individual and ti represents the target
value. a and b adjust the slope and y-intercept of the evolved expression to
minimize the squared error. They are computed according to Eq. (3).

a = t − by, b =
cov(t, y)
var(y)

(3)
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Algorithm 1. Basic GE Algorithm (calls Algorithm 2 on line number) 10.

parentPop=in i tPop ;
parentPop=genotype2phenotypeMapping ( parentPop ) ;
parentPop=evalPop ( parentPop ) .

for ( i =1:numGens)
chi ldPop=s e l e c t i o n ( parentPop ) ;
chi ldPop=c ro s s ov e r ( parentPop ) ;
chi ldPop=mutation ( parentPop ) ;
chi ldPop=genotype2phenotypeMapping ( chi ldPop ) ;
chi ldPop=evalPop ( chi ldPop ) ;
parentPop=replacement ( parentPop , chi ldPop ) ;

end

4.2 Of Age and Eligibility

Computational intensiveness of hybrid algorithms has led to such compromises
in the past, too, where only a fraction of the whole GP population is further
tuned with a numerical optimization algorithm [11]. This work introduces an
age-based eligibility scheme for hybrid optimization. To this end, as a program
is created it is evaluated using MSE. At this point, it is assigned an age of zero.
Moreover, its fitness function remains MSE till the time it is one generation old.
The age of an individual is incremented by one at the point of fitness evaluation
at every generation.

As the age of an individual reaches two generations, it becomes eligible for
hybrid optimization. At this stage it is treated with the meta-heuristic with a
certain probability as discussed in Sect. 4.1. The individual remains eligible for
hybrid optimization till the time it is five generations old.

After this, the fitness function is changed to linear scaling (MSEs) for all
the subsequent generations. All of these steps are shown in Algorithm 2.

4.3 Of Improvability

As mentioned earlier, we have used three meta-heuristic algorithms for hybrid
optimization. These are SA, a GA and PSO.

Since meta-heuristic algorithms are stochastic search algorithms, it is a cus-
tomary practice in Machine Learning (ML) to run the algorithm on the same
instances of the problem multiple times before the results can be trusted. The
reason is to achieve more accurate and credible results. However, running an
algorithm on the same problem multiple times has its computational costs. To
address this issue, another trade off is employed in the algorithm.

To this end, every individual that is generated by GE is deemed improvable by
default. That is to say, it is assumed that every program is improvable by hybrid
optimization. However, as a program is optimized using the meta-heuristic, the
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Algorithm 2. Fitness evaluation and hybrid optimization.

age=ind i v i dua l . age ;

i f ( age<=params . c r i t i c a lAg e 1 )
i nd i v i dua l = MSE( i nd i v i dua l ) ;

e l s e i f ( age<=c r i t i c a lAg e 2 && age>c r i t i c a lAg e 1 )
r=rand ;
i f ( r <0.25)

i nd i v i dua l = hybridOptimzation ( i nd i v i dua l ) ;
end

else
i n d i v i dua l = l i n e a r S c a l i n g ( i nd i v i dua l ) ;
i n d i v i dua l . i sEva luated=1;

end

improvement in fitness is noted. If the meta-heuristic further improves the fitness
of the program, the program is deemed improvable again. If, however, the met-
heuristic does not improve the fitness of the program, it is assumed that either
the program is not improvable, or it is difficult to improve it. So the program
is marked as not-improvable. As a result, this program cannot undergo hybrid
optimization further.

4.4 Time Bounded Numerical Optimization

To further reduce computational time, another constraint was added to the pro-
cess of numerical optimization of individuals produced by GE. In this scheme,
each of the individuals that undergo numerical optimization is only allowed thirty
seconds of exposure to the meta-heuristic for optimization.

4.5 Similarities with Incremental Evolution

The scheme of employing three different fitness functions during the lifetime of
an individual is somewhat similar to incremental evolution proposed in [2]. When
an individual is a neonate, we evaluate it with simple MSE. As it matures to some
extent, by surviving a couple of generations, it is subjected to hybrid optimiza-
tion, and the fitness is assigned by the meta-heuristic. As it surpasses its eligible
age for hybrid optimization it is subjected to MSEs for further improvement
and evaluation.

5 Experimental Setup

5.1 Grammar Used for Experiments

The following grammar was employed in the research. In this, <var> and
<const> contain as many variables and constants as the problem requires,
respectively.
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Table 1. Benchmark Polynomials

Sr. No No Polynomial

1 Keijzer1 f(x) = 0.3xsin(2πx)

2 Keijzer2 f(x) = 1 + 3x + 3x2 + x3

3 Keijzer3 f(x, y) = 8/(2 + x2 + y2)

4 Keijzer4 f(x, y) = x4 − x3 + y2/2− y

5 Keijzer5 f(x, y) = x3/5 + y3/2− y − x

6 Keijzer6 f(x1, · · · , x10) = 10.59x1x2 + 100.5967x3x4 − 50.59x5x6

+ 20x1x7x9 + 5x3x6x10

<expr> : := <l expr><op><expr>
| <b−pre−op>(<expr >, <expr >)

| <var>
| <const>

<l expr> : := <expr>
<op> : := + | − | .∗
<b−pre−op> : := g e d i v i d e
<var> : := X( : , 1 )
<const> : := w(1)
<pop> : := ””

5.2 Benchmark Problems and Evolutionary Parameters

All experiments had a population size of 500, tournament selection, elitist
replacement and adaptive crossover and mutation probabilities. Ramped half-
and-half initialisation was used for GP. We used the grammatical counterpart
of this scheme for GE that is known as sensible initialization [8]. In order to
conduct the GP experiments we used GPLab [10]. The total number of runs in
each experiment was equal to 40. Moreover, each run was 50 generations long.

In this research, we have used six different polynomials from the symbolic
regression domain. These polynomials have been used in the past in [1] as suitable
benchmarks. The polynomials are given in Table 1.

For each of these polynomials, we randomly initialized the independent vari-
ables in the interval [−1.5, 1.5]. We generated 100 data points and chose half of
them for training and the remaining half for testing on the unseen data.

6 Results

Figures 2 and 3 plot the results of the experiments. The x-axis represents 50
generations throughout. The y-axis represents normalized scores viz a viz MSE.
The scores are computed according to Eq. 4.

score =
1

1 + MSE
(4)
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Each sampled point in the plots shows an average over 40 independent runs.
The 95% confidence limits of the error bars are computed according to equation:

X̄ ± 1.96
σ√
n

(5)

where X̄ and σ are the mean and standard deviation of the fitness scores of n runs
(n = 40 in our case). To this end, it implies that one can be 95% confident that
the fitness scores from all the runs lie within these error bars. Moreover, a lack of
overlap between any two of the modeled schemes means that the corresponding
populations are statistically different.
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Fig. 2. Mean of best fitness alongwith errorbars for each generation.

A keen look at the test results in Fig. 3 shows that various flavors of GE
performed at least as well as GP on 5 out of the 6 chosen benchmark problems.
Only on one problem (Fig. 3c) the results of GE were significantly inferior to
GP. Moreover, on two problems, Figs. 3a and 3f, all variants of GE performed
significantly better than GP. To this end, our results are similar to the ones
reported in [1].

7 Conclusions

This paper proposes a novel approach of hybridizing GE with meta-heuristic
algorithms. The system uses SA, GA and PSO as different options for hybridiz-
ing. Experiments were conducted using several benchmark polynomials for sym-
bolic regression. The results are promising and show improved performance on
5 benchmark problems.
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Fig. 3. Mean of test fitness score alongwith errorbars for each generation.

In future, we aspire to test hybrid optimization with GE using a wider set
of benchmarks. Although the polynomials used currently have been used to test
hybrid optimization techniques using GE [1], the need to employ more specialized
benchmarks is important. It can be seen in Fig. 3 for most problems that both
GP and all the versions of GE approach a score of “1”, the maximum possible
score that can be attained by any algorithm. This leaves little room for any
specialized hybrid technique to vividly stand out from the rest.

The proposed approach can have widespread applications ranging from sym-
bolic regression to classification and can be employed in evolutionary robotics.

In particular, in [6] an approach was proposed recently to derive controllers
for unmanned aerial vehicles using meta-heuristic algorithms. The efficiency of
meta-heuristic algorithms, including GP, has been limited so far. By going a step
further and hybridizing GP-like systems with other meta-heuristics can lead to
better controllers. Hybridizing GE with meta-heuristics is a step ahead in that
direction.
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Abstract. The Symbolic Aggregate approXimation algorithm (SAX) is
one of the most popular symbolic mapping techniques for time series. It
is extensively utilized in sequence classification, pattern mining, anomaly
detection and many other data mining tasks. SAX as a powerful sym-
bolic mapping technique is widely used due to its data adaptability.
However this approach heavily relies on assumption that processed time
series have Gaussian distribution. When time series distribution is non-
Gaussian or skews over time, this method does not provide sufficient
symbolic representation. This paper proposes a new method of symbolic
time series representation named distribution-wise SAX (dwSAX) which
can deal with Gaussian as well as with non-Gaussian data distribution in
contrast with the original SAX, handling only the first case. Our method
employs more general approach for symbol breakpoints selection and thus
it contributes to more efficient utilization of provided alphabet symbols.
The goal is to optimally cover the information space. The method was
evaluated on different data mining tasks with promising improvements
over SAX.

Keywords: Time series · Kernel density estimator · SAX

1 Introduction

Whenever we work with any kind of event observations taken according to the
order of time, we usually talk about time-order sequences also known as time
series.

With the raise of big data and streaming technologies we see various fields
such as healthcare, finance, security and industry where intelligent analysis and
data mining tasks take place. Aforementioned tasks in context of time series are
demanding and usually need different approaches due to data instances temporal
ordering characteristic. At the same time, time series usually capture feature rich,
highly dimensional data which make processing tasks even harder. In our work,
the high dimensionality is related to high number of data points in time series.
Dimensionality reduction and descriptive forms of time series representation are
c© Springer Nature Switzerland AG 2020
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recognized as a possible solution for highly performing data mining tasks [6]. A
challenging area in the field of effective time series processing is their compact
data presentation without sacrificing any significant information [17]. Symbolic
representation of time series appears to be the solution to this problem.

The Symbolic Aggregate approXimation algorithm (SAX) [8] is one of the
most popular symbolic mapping techniques for time series. SAX as a powerful
symbolic mapping technique is widely used due to its data adaptability. It is
extensively utilized in sequence classification [13], pattern mining [3], anomaly
detection [7] and many other data mining tasks [9,14,15]. However, this app-
roach heavily relies on assumption that processed time series have Gaussian dis-
tribution [8]. When time series distribution is non-Gaussian or skews over time,
this method does not provide sufficient symbolic representation. This paper pro-
poses a new method named distribution-wise SAX (dwSAX) which can deal
also with non-Gaussian data distribution in contrast with the original SAX.
Our method employs more general approach for symbol breakpoints selection
and thus improves tightness of lower bounding without sacrificing other SAX
benefits.

This paper is organized as follows. Section 2 describes original SAX method
and possibilities to data distribution estimation. Section 3 introduces dwSAX -
our improvement of SAX method. Section 4 contains an experimental evaluation
of the proposed method on time series clustering and anomaly detection tasks
compared to the original SAX method. Finally, Sect. 5 offers some conclusions
and suggestions for future work.

2 Related Work

One of efficient data stream processing problems is their high dimensionality,
too high number of data points. Possible solution to this issue is efficient sym-
bolic representation that represents highly dimensional data stream through
less dimensional symbolic data stream. In past decades, many different time
series representations have been introduced. Lin et al. [8] divided methods into
data adaptive (eg. Piecewise Linear Approximation, Singular Value Decompo-
sition, SAX) and non data adaptive (eg. Wavelets, Random Mappings, Dis-
crete Fourier Transformation). Recent research [2,10,11,15,18] shows activities
in both method families. In the following sections we discuss fundamentals of
original SAX, and techniques for data distribution estimation.

2.1 Symbolic Representation - SAX

SAX is one of the best known algorithms for symbolic time series representation.
This method makes it possible to represent any time series of length n using a
string of any length w (w � n) with symbols from predefined alphabet. Looking
at the mentioned method, it consists of:

1. Dimensionality reduction: applying Piecewise Aggregate Approximation
(PAA) [6], it significantly reduces dimensionality and preprocesses time series
for further step;
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2. Discretization: mapping PAA segments into specific symbols from alphabet
based on precomputed mapping symbols table.

Concept of this method is illustrated in Fig. 1. Throughout this paper we use
common notation used also in original SAX paper [8] which you can find in
Table 1.

Table 1. A summarization of common notation used in this paper and the original
SAX paper [8].

C A time series C = c1, ..., cn where ci ∈ R

C̄ A Piecewise Aggregate Approximation of a time series C̄ = c̄1, ..., c̄w

Ĉ A symbol representation of a time series Ĉ = ĉ1, ..., ĉw

w The number of PAA segments representing time series C

a Alphabet size (e.g., for the alphabet = {a, b, c}, a = 3)

Dimensionality Reduction. Intuition based on aforementioned description is
to reduce time series from n dimensions into w dimensions. This goal is simply
achieved by division of the time series into w equal sized pieces. For each piece,
mean value is calculated and this value represents underlying vector of w original
values. Total vector of all pieces becomes new reduced representation of the
original time series.

More formally, a time series C of length n can be reduced into a w-
dimensional time series by a vector C̄ = c̄1, ..., c̄w where ith element of C̄ is
calculated as follows [8]:

c̄i =
w

n

n
w i∑

j= n
w (i−1)+1

cj (1)

Discretization. Discretization step replaces PAA segments obtained in the
length reduction step by alphabet symbols. Assuming data are normalised before
reduction (with zero mean) and have highly Gaussian distribution, the replace-
ment is performed as follows. We first precompute a table of breakpoints. Lin et
al. [8] defined breakpoints as sorted list of numbers B = β1, ..., βa−1 such that
the area under a N(0, 1) Gaussian curve from βi to βi+1 = 1/a (β0 and βa are
defined as −∞ and ∞, respectively).

The Gaussian curve enables efficient breakpoints table precomputation, thus
the discretization step is trivial in comparison to the single vector lookup oper-
ation.

Finally, formal definition of SAX as proposed by Lin et al. [8]: A subsequence
C of length n can be represented as a word Ĉ = ĉi, ..., ĉw as follows. Let αi denote
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Fig. 1. Concept of Original SAX. Background grey thin line is replaced with bold line
segments (PAA). PAA segments are mapped by normal distribution sketched on y axis
into symbols, a = (−∞; −0.43〉, b = (−0.43; 0.43〉, c = (0.43,∞) [8].

the ith element of the alphabet, i.e., α1 = a and α2 = b. Then the mapping from
a PAA approximation C to a word Ĉ is obtained as follows:

ĉi = αj , iif βj−1 ≤ c̄i < βj (2)

2.2 Techniques for Distribution Estimation

In the previous section we discussed internals of the original SAX method. SAX
uses a Gaussian distribution to derive the regional breakpoints resulting in the
generation of an equiprobable set of symbols. As we already mentioned, our
method wants to make a new SAX method Gaussian distribution requirement
free. In this section we want to mention other methods how to estimate data
distribution and, based on them, improve SAX by a different way of setting the
regional breakpoints. At the beginning, we want to state a common intuition
to graphically represent data distribution - histogram plotting from underlying
time series data points.

The histogram is former nonparametric density estimator with strong use
in explorative data analysis for displaying and summarizing data. Bin width is
an important parameter that needs selection prior histogram construction. It is
evident that the choice of the bin width has a strong effect on the shape of the
resulting histogram. The example for different bin width selection you can find
in Fig. 2.

There were proposed many ways to determine optimal bin width ĥ with n
observed instances such as [16]:

ĥ =
range of data

1 + log2n
(3)

or alternatively more general formula based on Mean Integrated Squared Error
(MISE):

ĥ = Ĉn−1/3, (4)

where Ĉ is any selected statistic. Most known example of above mentioned for-
mula is normal reference rule [12,16]:

ĥ = 3.49σ̂n−1/3, (5)
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where σ̂ is an estimate of the standard deviation.

Fig. 2. Comparison of two histograms for the same dataset with bin widths 0.2 and 0.5
respectively. Incorrectly selected bin width causes visually different data distribution.

In past four decades there was a research in the field of distribution esti-
mation using continuous functions - density estimators. Intuition behind kernel
estimators is to describe underlying data histogram with smooth continuous line.
More formally, given a set of N training data yn, n = 1, ..., N , a kernel density
estimator (KDE), with the kernel function K and a bandwidth parameter h,
(h ∈ R;h > 0), gives the estimated density f̂(y) for data y as follows [4]:

f̂(y) =
1
N

N∑

n=1

K(
y − yn

h
) (6)

Kernel function K should satisfy positivity and integrate-to-one constraints [4]:

K(y) ≥ 0,

∫

R+
K(y)dy = 1 (7)

The quality of a kernel estimate depends less on the chosen K than on the
bandwidth value h. It is crucial to choose the most suitable bandwidth as a value
that is too small or too large will result in not useful estimation. Small values of h
lead to undersmoothing estimates while larger h values lead to oversmoothing [5].
Figure 3 illustrates possible cases of incorrectly selected bandwidth parameter h.
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Fig. 3. Implications of different KDE bandwidth parameter selection Gaussian ker-
nel. Optimal (blue line), oversmoothing (green line) and undersmoothing (orange line)
bandwidths. (Color figure online)

3 Distribution-Wise SAX (dwSAX)

Formerly proposed SAX method is not well suited for time series with non-
Gaussian distribution. If we apply Gaussian distribution lookup vector for break-
points, we get non-optimal, still feasible, breakpoints. Our modified implementa-
tion focuses on elimination of this deficiency. Algorithm1 illustrates overall main
function method flow where input is sequence for symbolization, word length,
alphabet size and bandwidth for kernel estimator result is sax representation
of input sequence. In the next sections we will discuss specific internals of our
method:

1. Probability density function estimation: given normalized time series, we need
to estimate probability density function to proceed with more precise break-
points;

2. Breakpoints vector calculation: having probability density function, the task
is to calculate equiprobable breakpoints covering the domain of pdf.

Data: Sequence, WordLength, AlphaSize, Bandwidth
Result: SAX Repr
PAA Sequence = ApplyPAA(Sequence, WordLength);
PDF Estimate = EstimatePDF (Sequence);
Breakpoints Vector = CalculateBreakpoints(AlphaSize, PDF Estimate);
SAX Repr = Map(PAA Sequence, Breakpoints Vector);

Algorithm 1: dwSAX main algorithm

3.1 Probability Density Estimation

With transformed PAA time series we can proceed with probability density esti-
mation. Having precisely estimated probability function will help us in further
step breakpoints vector calculation for discretization procedure. Naive solution
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Example of SAX representation.
Resulting symbolic string: eeeeeeeeedbabaabbaab

Example of dwSAX representation.
Resulting symbolic string: deddeddeecbabbabbabb

Fig. 4. Application of different pdf on breakpoints selection. a) SAX with Gaussian
distribution, b) dwSAX with KDE. KDE based breakpoints bring more precise sym-
bolic representation compared with SAX with same alphabet size 5 and word length 2
(PAA= 2).

to this problem seems histograms exploitation as its computational complexity
is much lower than the other methods such as KDE. The main drawback of
histograms is their discrete representation which is not suitable for breakpoints
interpolation. Our method for breakpoints calculation expects continuous prob-
ability function suitable for integral calculus with integrate-to-one constraint.
KDE appears to be the solution to this problem. This methods needs to specify
a kernel function K and a bandwidth parameter h. Selection of appropriate ker-
nel function and bandwidth function depends on data and required precision of
overall symbolic representation performance. To our best knowledge, Gaussian
kernel gives most relevant results and should be applied as first possible option.
The difference between dwSAX and SAX is depicted in Fig. 4.



Distribution-Wise Symbolic Aggregate ApproXimation (dwSAX) 311

3.2 Breakpoints Vector Calculation

Having estimated probability function using KDE, we can advance and estimate
breakpoints based on probability distribution of time series. The main goal is to
efficiently compute those breakpoints as we do not apply only specific Gaussian
distribution and its precomputed values table. However, the idea for breakpoints
selection is the same - select points from KDE probability density function (pdf)
such that they produce equal-sized areas under KDE function curve.

Definition 1. Let a denote alphabet size, pdf probability density function and
βn, βn+1 any two consecutive breakpoints from breakpoints vector B. Then break-
points vector B is defined as a vector of ordered breakpoints β such that βn, βn+1

follows: ∫ βn+1

βn

pdf(y)dy =
1
a

(8)

Discretization process follows the same algorithm as proposed in the original
SAX method. For reference see Algorithm 2.

Data: PAA Sequence, Breakpoints Vector B
Result: SAX Representation
foreach Segment in PAA Sequence do

for i ← 2 to Length(B) do
if B[i − 1] ≤ Segment and Segment < B[i] then

Append(SAX Representation, Alphabet[i])
end

end
end

Algorithm 2: dwSAX mapping procedure

4 Evaluation

We evaluated our proposed method modification using data mining tasks such as
time series clustering and novelty/anomaly detection - we compared it with the
former method. As far as we know, there is no similar symbolic representation
method that we can confront with, except of the SAX. In the next sections we
discuss achieved results with their implications in real life method exploitation.

4.1 Clustering

Clustering is by nature one of the most commonly used data mining tasks. For-
mally, clustering is the division of data into groups of similar objects [1]. Tra-
ditionally, clustering techniques are divided into hierarchical and partitioning
method families. For purposes of our evaluation, we decided to employ hierar-
chical clustering and correctly graphically illustrate results. In this data mining
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task evaluation we used well known Control Chart dataset1 with selected Nor-
mal, Cyclic, Increasing trend and Decreasing trend charts represetatives.

Hierarchical clustering gives us a brief overview of similarity measures per-
formance. Similarity measure is in case of dwSAX and SAX virtually the same
but symbolized sequences of time series are expected to be more closely clus-
tered together within specific subtree. Figure 5 shows resulting dendrograms after
applying aglomerative hierarchical clustering with Euclidean distance as similar-
ity measure. Both dendrograms seem to be correct at class level series subtrees
(second level subtrees from the bottom of dendrogram). Small differences can be
observed at intra-class level subtrees clustering where dwSAX clusters more sim-
ilar series in a common subtree depicting significantly smaller distance between
them.

Fig. 5. A comparison of hierarchical clustering of selected Control Chart series. Both
methods perform well, dwSAX gives more detailed clustering inside specific series class.

4.2 Novelty/Anomaly Detection

Novelty or anomaly detection is common data mining task, usually applied in
data cleaning/preprocessing step or as targeted task. This process consists of
learning phase and detection phase itself. In learning phase, we try to infer nor-
mal behavior model from observed data and apply it in detection phase. SAX and
dwSAX are candidates for improving such kind of detection. Designed detection
model consists of symbolization produced by specific SAX method and Markov
chain model for encoding normal behavior motifs from produced symbolic repre-
sentation. During detection phase, we replay window of last N symbols and sign
current symbol as anomaly when detection statistic is below specific threshold.
We compared performance of mentioned methods on two different time series of

1 https://archive.ics.uci.edu/ml/datasets/Synthetic+Control+Chart+Time+Series.

https://archive.ics.uci.edu/ml/datasets/Synthetic+Control+Chart+Time+Series
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the same length: a) periodical slightly noisy sine time series, b) periodical time
series with strong seasonality. Figure 6 shows the results. In evaluation dataset
there were 4 real anomalies and 6 temporal phases with not clear anomalous
state. From the detection report we see that both methods are able to help in
detection of clear anomalies (4 of 4) in strongly periodical time series. dwSAX
slightly outperform SAX in detection of temporal unclear phases (3 of 6).

Fig. 6. A comparison of anomaly detection of real life household electricity consump-
tion dataset. I. 1000 points training dataset II. 1000 points test dataset. III. and IV.
detection using SAX and dwSAX respectively. Red, orange and grey areas depict com-
monly detected anomalies, dwSAX only detected anomalies and not detected anomalies
respectively. (Color figure online)

5 Conclusion and Future Work

As stated in the Introduction, our main goal was to improve symbolic representa-
tion of time series with non-Gaussian data distribution. Lin et al. [8] proposed a
superior method for symbolic representation of time series - SAX. Although this
approach is interesting, it does not work well for time series with non-Gaussian
data distribution. We believe that we have designed an innovative solution for
this problem. Our approach extends original SAX by means of dynamically cap-
tured data distribution of underlying time series and defining alternative vec-
tor of breakpoints for characters mapping. Data distribution estimation at its
simplest form could be estimated through well-known and widely applicable his-
tograms. However, this approach suffers from the ease of dynamic computation
of breakpoints. An alternative solution, though with high overheads is estima-
tion using continuous, function based, estimator. Density estimators appear to
be a solution to this problem. The most common variants of these estimators
are kernel density estimators.

This method represents a viable alternative to original SAX method. We
compared our method with original SAX in two data mining tasks: clustering
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of time series and anomaly detection. As stated in the Evaluation, our method
was able to improve clustering performance by means of significant lowering
objective function over original SAX within the same number of iterations. In
anomaly detection, both methods detected major anomalies in provided time
series. However, our method detected in addition to major anomalies also the
less evident ones. This was achieved by improved breakpoints vector with higher
resolution for highly probable values in time series.

The most important limitation lies in unnecessary KDE application in case of
highly Gaussain distributed data. Applying both methods in this case will result
in very similar symbolic representation. KDE estimates breakpoints similar to
precomputed breakpoints from SAX table, but with undoubtly higher computa-
tional complexity. On the other had, applying dwSAX without any prior knowl-
edge of data distribution will safely produce efficient symbolic representation. A
number of potential shortcomings need to be considered. Firstly, computational
complexity of KDE and breakpoints vector recalculations needs to be considered
in case of online exploitation. Secondly, the concept drift at its basis is not cov-
ered in proposed method, thought KDE with periodical recalculation is able to
overcome a skew in data distribution to some extend. The third shotcoming is
converned with the fact, that knowledge of breakpoints vector used during dis-
cretization is crucial for further operations such as time series indexing. Despite
this we believe that our work could be a springboard for research in the field of
data distribution-wise symbolic time series representation.

This study has gone some way towards enhancing our understanding of effi-
cient symbolic time series representation. To deepen our research we plan to
design online version of our method to tackle computational complexity with
hard online processing constraints. Our results are promising and should be val-
idated by a larger sample size time series from real-life environments.
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based Approach to Intelligent Big Data Analysis” - Slovak Research and Development
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Abstract. At telecommunications companies, call-centers have the
highest interaction with customers, and the operators’ performance is
vital because an excellent service satisfies the customer and helps a bet-
ter operation. Therefore, attempts are made to use customer data, call
operator data, and historical service data to improve support. Pairing a
customer with an operator who is comfortable with the problem to solve
helps companies reducing costs, improves customer service, and increases
employee productivity. In this article, we propose an approach based on
machine learning and optimization, which predicts the problem for which
the customer is calling and routes the call and the customer to the most
appropriate call operator. The results show that using large amounts of
business data along with innovative algorithms such as LightGBM can
improve the customer support performance.

Keywords: Call-center · Customer · Data mining · Machine
learning · Optimization · Telecommunications · Workforce

1 Introduction

In a world increasingly connected, companies that can capture data and infor-
mation from their customers with the highest agility and accuracy stand out.
The digital age and the area of Big Data, relative to the enormous amount of
data, have helped companies to make better decisions in their businesses.

The telecommunications market has also seen continuous growth since the
beginning of the 21st century, as mobile phones and the Internet have become
indispensable in our society. A Portuguese communications and entertainment
group offers fixed and mobile internet, television, and voice solutions. Therefore,
the number of customers (and data) they have is enormous, leading to poten-
tially large profits and challenges in keeping their consumers satisfied. Solving
customer problems (doubts, technical or non-technical issues) in a fast and effec-
tive way is fundamental and much sought after, not only in this company but in
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any organization in the telecom area. In Portugal, according to DECO, a Por-
tuguese consumer protection association, the telecommunications market ranks
first in terms of the number of complaints and problems [1]. As one of the
largest in the sector in the country, this company seeks to improve the quality
and efficiency of its customer service. Thus, advanced methods of prevision and
optimization, based on data, are necessary to solve this problem.

Call-centers have evolved considerably in the last years. There are still some
scripts and strategies that globally improve support, but the reality is that tech-
nology has dramatically changed the way call-centers can work. They can know
what transactions the customer made in the last hour, what he asked in the last
call to the customer support, information about satisfaction, feeling, propensity
for churn, and many other things. Using historical data, it is possible to have
a complete view of the customer in the sense that it is possible to see how the
customer has already interacted with the company. This scenario makes the cus-
tomer’s process easier since he does not need to explain himself several times.
However, it would be even more convenient if the right operator was routed to
the right customer. Therefore, the focus on improving call-centers would not
only be on customers, but also in operators and service providers. Each opera-
tor communicates differently, knows different things, and above all, appeals to
a different segment of customers. It is clear that, for example, some operators
cannot handle negative calls, while others stand out in such scenarios [2].

The concept of customer relationship management (CRM) is a big thing
right now and is defined as a process of creating and maintaining a connection
with customers. It is an adverse and complicated process of identifying, attract-
ing, differentiating, and retaining customers. It sometimes integrates the entire
supply chain of a company to give more value to the customer at each stage,
either through more significant benefits or through cost reduction. The result
is higher profit through increased business, with perfect coordination between
sales, customer service, marketing, among others [3].

The main goal of this work is to create a predictive modeling and opti-
mization approach that, from customer data provided by a telecom Portuguese
company, can allocate customer calls to the most appropriate call-center oper-
ator for resolving the issue. Thus, it is first necessary to focus on predicting
the customer’s call reason through a machine learning approach. After this, an
allocation to the most appropriate operator is made, based on optimization tech-
niques. It is intended that the end product results in an improvement in customer
service. A high-level representation of the architecture to be developed is shown
in Fig. 1. The solution will consist of two modules dependent on each other.

This paper is organized as follows. In the next section, call-centers and some
related concepts are explained. The existing literature is also analyzed regarding
the problem under analysis. Section 3 is dedicated to the first module of the
system, in which the methodology used is explained as well as the learning model
to be built and the results obtained from it. Section 4 explains the method and
the algorithm used in the second module of the system, where the optimization
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Fig. 1. System Architecture. Customer calls are allocated to the most appropriate
call-center operator using predictive modeling and optimization.

is done. Finally, in Sect. 5, we conclude the paper and provide some guidelines
for future work.

2 Background and Related Work

2.1 Customer Service

The company, like all telecommunications companies, has a customer support
service that is available 24/7, clarifying doubts and providing support for tech-
nical difficulties or breakdowns resulting from contracted services. It has several
call-centers equipped with qualified operators. When someone calls, they are
contacting the operators on the first line who are not necessarily specialized in
all areas. When they cannot solve a problem, they transfer the call to another
colleague, now on the second line. This transfer not only brings costs to the
company because it involves a longer call duration and more than two busy
operators, but it also annoys the customer because, in most cases, he has to
re-explain the problem to another person. In this way, the company seeks to
improve its service by making a prediction, in advance, in search of why the
customer is looking for help and support. This enables the company to provide
adequate, personalized, fast, and comfortable assistance.

2.2 Data Mining in Telecommunications Industry

Some machine learning solutions have been used as highly useful tools for extract-
ing information hidden in large data repositories. Some well-known examples of
this, already explored, are the analysis and detection of breast cancer in the
biomedical sector, the credit scores in the financial sector, or even stress assess-
ments, and the detection of emotions [4].

In terms of customer satisfaction, some telecommunication data, such as call
details and customer information, can be profitable if used, as it can support
the determination of customer behavior and the identification of opportunities
to support the objectives of expanding the customer base or reducing churn [5].

Today, for example, there are many approaches to the most significant indus-
try challenge, which is retaining customers. Therefore, customers may switch to
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other companies for various reasons, such as better services, better prices, better
call quality, or fewer billing problems. This problem of customers who shake up
and move quickly to other competitors is widespread. Some solutions existing in
the market, such as presented by Mishra et al. [6], show the need of a good clas-
sifier and the importance of an adequately pre-processed dataset, which removes
unnecessary and redundant data. Telecommunications companies collect infor-
mation about their customers, which is not all relevant.

Useful applications cannot be developed without understanding the various
data used in the telecommunications industries. Therefore, the first step in the
data mining process is to understand the data. The different types of data used
in this industry are mainly grouped into three different types: detailed call data
with information such as date, time, and call duration, which can generate data
such as average call duration, the average number of calls originated per day, the
average number of calls received per day, percentage of calls during the day, or
percentage of calls during the week; network data, i.e., telecom networks contain
thousands of interconnected components which can generate error or status mes-
sages; customer data such as the address, payment history, or contracted service.
The information can be used to profile customers and be used for marketing and
prevision purposes. The focus of marketing in the telecommunications industry
has shifted from identifying new customers to measuring the value of existing
customers and making decisions to retain them [7].

2.3 Related Work

In 2011, Abbas Raza Ali stated that it is impossible to train all call operators
so that they can handle and respond to all kinds of calls [8]. In that proposed
solution, the calls to customer support are related to sales, and it is intended to
maximize a score directly related to a sale. If the product is sold at a high price
and with reasonable customer satisfaction, then the score is positive. Initially,
from historical data and customer and operator information, a dataset is built,
which is used to train a set of models in an offline way. Finally, several models
are used, and it is verified which model has the best performance to predict the
problem. Once the best model is obtained, it is used in order to score online. At
each moment, all the customers who are waiting for service and all the available
operators are joined. So, if, for instance, 15 customers are waiting and 10 oper-
ators are available, a dataset with 150 lines is created, which are subject to the
model previously created to predict a score. Finally, for each customer, it checks
which operator results in a higher score.

Mehrbod et al. addressed call-center issues with a machine learning app-
roach [9]. The authors made use of three different datasets related to customer
data such as age, gender, marital status and occupation, operator information
such as age, gender, qualification, recent supervisor evaluation score, and six
months of historical data with inbound call information. Besides, they defined
the target as the outcome of the call (positive or negative). They applied some
data pre-processing, where null data was removed, and then treated the classes’
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unbalancing since the class referred to positive calls is the majority when com-
pared to negative calls. Using Random Forest, they obtained an accuracy of 0.92
and an AUC value of 0.9.

These works try to solve problems similar to what this paper proposes to
solve. In other words, historical customer data and customer information, as
well as some operators’ statistics, are also used to find the best operator. How-
ever, they join the available N operators with the waiting M customers into a
single prediction module which returns a positive or negative value, rather than
separating into two modules. The problem is the computational load at each
moment since a dataset has to be built for each call. Moreover, since the target
is positive or negative, they do not ensure the maximum service they can offer,
but only one operator that satisfies the customer.

3 Predictive Model

In order to assign the best operator, first it is necessary to predict the reason
for each customer’s call, as illustrated in Fig. 1. In this section, we present the
development of the predictive model to achieve this goal.

3.1 Methodology

In this study, we follow the CRISP-DM method, which describes approaches
commonly used by specialists to tackle problems of Data Mining [10]. The biggest
advantage of using this method is that it is independent of industry, tools, and
data. The methodology phases include Business Understanding, Data Under-
standing, Data Preparation, Modeling, Evaluation, and Deployment.

3.2 Business Understanding

The objective of the work presented in this paper is to allocate customer calls
to the operators better prepared to support them. It requires prior knowledge of
the reason for the call and what the customer’s problem is. This operation allows
the company to provide personalized service (suitable assistance, equipment, or
technician), culminating in better customer experience and greater efficiency in
the operation of the call-center itself. It can result, for example, in a decrease
in service time, or a decrease in the recurrence rate, resulting in an increase in
profit for the company.

The data used in this study were retrieved from a telecommunications com-
pany in Portugal, which was previously anonymized and filtered in order to
comply with privacy regulations. Machine learning aims to develop precise mod-
els capable of supporting the decision process, i.e., predicting the customer’s
problem before the customer says so. To make prediction possible, models take
into consideration the customer support records as input values.
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Table 1. Target variables and their distribution.

Target class Before data cleaning After data cleaning

0 - Churn 1100659 (19%) 160523 (7%)

1 - Equipment 707821 (12%) 60506 (3%)

2 - Billing 290786 (5%) 163695 (7%)

3 - Others 1263669 (21%) 463111 (19%)

4 - Payment 188551 (3%) 144350 (6%)

5 - Internet 583164 (10%) 409821 (17%)

6 - Telephone 115551 (2%) 82726 (3%)

7 - Mobile Phone 45168 (1%) 33157 (1%)

8 - TV 799240 (14%) 630134 (26%)

9 - Services 789823 (13%) 254384 (11%)

3.3 Data Understanding

The original dataset consisted of 5.9M rows, reduced to 2.7M after removing
records considered irrelevant or unusable. The primary dataset was the cus-
tomer support record, which was complemented with other information such
as personal data, equipment in use, consumption, contracted services, technical
support provided. It resulted in each of the entries being described by a total of
200 variables. In summary, the final set of data is divided into two broad groups,
i.e., customer data and historical customer data.

For the target variable, it is essential to consider that the problem is not
binary, but multi-class because we want to predict the customer’s problem from
a set of ten possible problems: television, internet, telephone or mobile phone,
payments, and billing, willingness to disconnect or cancel services (churn) and
information regarding services and equipment. The remaining problems, as they
are many and less predictable, have been aggregated into a class named others.
Table 1 lists the target variables.

3.4 Data Preparation

At this phase, it was necessary to prepare the data to be used by the machine
learning models. First of all, data integration was done since it was necessary to
work with different data sources. This was followed by data cleaning and data
transformation, where administrative and derived variables were removed. Also,
in the variables, those that were predictably poorly calculated by the system,
and those with too many null values were eliminated because they could lead
to noise in the models. Initially, it was also decided to remove about 50% of
the dataset rows either because they were related to outbound calls or because
they were rows related to internal operations, typing errors, or rows created in
the company’s physical stores. To deal with null values, instead of removing
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the observations, we decided to make imputations so as not to lose customer
information and history.

The most crucial step was the extraction and construction of features. The
number of maintenance and installations was first obtained from the dataset
of technical interventions. Also, from the contract end date and the customer
account creation date, the age of the account and the number of months remain-
ing for the contract end date were determined. We created features indicating
how many calls the customer had previously made to the customer support and
what the problem was. As mentioned before, observations were deleted for vari-
ous reasons. However, some of their information was retained in features such as
the number of times the customer went to the company’s stores, churn requests,
number of complaints, among others. The customer’s county of residence may,
at certain times, suffer from technical problems or peaks in usage, so we built
features that indicate the incidence of problems in the county. Finally, some lag
features have been built in order to understand the context of the last call. There-
fore, we calculated, for example, the percentage of recurrence of the operator, or
the average contacts for the last problem.

Some variables are related to information chosen by the call operator in a
semi-structured way. Thus, it was necessary to use word embeddings algorithms
to extract the context of the call and the reported problem. FastText [11], an
extension created by Facebook from the famous Word2Vec [12], was chosen.
FastText transforms words and, consecutively, phrases into vectors, which later
are the input of a K-Means clustering model. The use of this unsupervised model
divided the phrases (vectors) into different clusters.

Finally, the next step was to treat outliers, replacing them with the 95th per-
centile, and encode the categorical variables into numerical values to be used in
the machine learning models. For this, target encoding, a widely used technique,
was applied with noise addition in order to avoid overfitting that occurs more
often in the standalone technique. This type of encoding was also used, to the
detriment of others, to avoid further increase of the dataset size.

3.5 Modeling

This section explores how different ML Models are used after the data was trans-
formed and processed. First of all, the problem was defined as classification. The
classification algorithms that we consider are: Logistic Regression (LR), Naive
Bayes (NB), Random Forest (RF), Neural Networks (NN), AdaBoost (AB),
XGBoost (XGB), and LightGBM (LGBM). Although they are generally consid-
ered the best algorithms to apply to similar data, we will describe them briefly to
justify the reasons why the algorithms were chosen. LR is a useful and straight-
forward algorithm that classifies the data by considering outcome variables on
extreme ends and tries to make a logarithmic line that distinguishes between
them. NB assumes that all dataset variables are naive, i.e., they are not corre-
lated with each other. It is based on the Bayesian theorem, which defines the
probability of an event occurring given the probability of another event that has
already occurred. Despite its simplicity, it can often perform better than other
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Table 2. Combination of alternatives for evaluation.

Scalers Estimators Balancing techniques

StandardScaler ROS (10%) + RUS (30%) Logistic regression

RobustScaler ROS (10%) + RUS (50%) Naive Bayes

ROS (20%) + RUS (30%) Random forest

ROS (20%) + RUS (50%) Neural networks

Balanced model class weights AdaBoost

None XGBoost

LightGBM

algorithms. RF builds multiple decision trees and merges them to get a more
accurate and stable prediction. AB, XGB, and LGBM are decision tree-based
models with boosting, so several individual models are trained sequentially, and
each model learns from the mistakes made by the previous model. Finally, NN
is a model inspired at animal’s central nervous system.

We decided to evaluate not only of scikit-learn’s StandardScaler but also
RobustScaler to take extra care with the possible presence of outliers [13]. Due
to the class unbalancing verified in Table 1, class balancing was also considered.
As we are facing a dataset with high dimensionality, it was impossible to execute
over-sampling synthetic algorithms such as SMOTE due to the amount of time it
would require. Even so, random over-sampling (ROS) applied to the two major
classes (TV problems and Others), and random under-sampling (RUS) applied
to the remaining classes were evaluated as well as balanced model class weights.

We divided the dataset into training, validation, and testing sets (70%–15%–
15%, respectively). It is essential to note the special care that must be taken
with the split so that it does not cause time data leakage. The set of all the
various alternatives presented above, which lead to the execution of 46 different
models, are summarized in Table 2.

Choosing an adequate evaluation metric for models generated from unbal-
anced data is a critical task. Accuracy is not a metric suitable for use when
working with an unbalanced dataset. Therefore, the choice of a metric that best
evaluates performance is quite important in the development of this work. We
use the micro-F1 because it is more appropriate for unbalanced classification [14].
We present the Receiver Operating Characteristic (ROC) curve for evaluation
purposes. It visually shows the relationship between true positive rate and false
positive rate and presents the AUROC, which is a standard metric for unbal-
anced classification problems as well [15].

3.6 Evaluation

Table 3 presents the results that had the best performances for all the evaluated
combinations, without hyperparameter tuning, concerning the validation set,
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i.e., by combining different scalers with different types of balancing techniques
and models (see Table 2) we see the performance in the validation set.

Table 3. Best models obtained.

Estimator Scaler Balancing technique Micro-F1

Logistic regression StandardScaler None 0.361

Random forest StandardScaler None 0.383

Neural networks StandardScaler None 0.385

XGBoost StandardScaler None 0.385

LightGBM StandardScaler None 0.398

Fig. 2. ROC curves of the best model.

From the results, we observe that the best model was LightGBM. It was
therefore selected for hyperparameter tuning to adapt it even more to the data
in question. The tuning was achieved through 40 runs of Bayesian Optimiza-
tion [16], in detriment of other algorithms, due to the enormous amount of data
and the long training time. The performance obtained was slightly improved,
and the micro-F1 of 0.41 was achieved. To complement this result, the ROC
curve for the LightGBM optimized model is shown in Fig. 2, where it is possi-
ble to check the performance of the model for predicting each target class, as
presented in Table 1, is well above the diagonal.

The top 10 features most important were mainly customer-related data such
as time since the beginning of the contract, customer age, customer location,
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and time since the last contact. These features can serve as guidelines for other
companies to implement such a system as well.

The LightGBM optimized model was finally tested with the test set, and
the same result was obtained, i.e., micro-F1 of 0.41. It is important to achieve
the best performance possible for the predictive model. It will greatly influence
the system’s performance since calls will be routed to the most appropriate call
operator according to the prediction.

4 Operator Allocation

Once the reason for the customer’s call is known, an optimization to allocate the
call to the best operator to resolve the issue can be made. Some simulation tech-
niques are used to recreate a past scenario. Next, we describe our optimization
module, as illustrated in Fig. 1.

4.1 Method

A traditional company’s call-center can be represented by a queue system, proper
of the queue theory, in which no intelligent call distribution is available, and
any operator can be confronted with all problems. Thus, assuming unlimited
capacity, infinite population, FIFO attendance discipline, we can represent the
system by M/M/S queue system, in which S operators can attend at every
moment. Customers are impatient because they can get tired of waiting, and
each operator can only serve one person at a time.

In order to simulate this system, we need to set the operators’ working periods
and recreate the customers’ calls. To make it reliable, customers should give up
when they have been waiting for a long time, and operators should take short
breaks between different calls. To proceed with the optimization, we used the
SimPy library [17], which allows the simulation of events simply and intuitively.

Initially, it was necessary to estimate the number of operators available at
each moment. This estimate was extracted from the data, i.e., from what really
happened. For example, if an operator answered a call at 4:00 p.m., that means
he was working at that time. Thus, the timetable of each operator was calculated.
Then, the service time of each operator was calculated as well, based on the calls
answered in the past for each of the problems. Thus, for example, on a given day,
John’s service time in television-related problems is calculated and estimated by
the median duration of the calls related to television he answered until that day.

After these steps, the simulation is executed, and customers are received in
the system, now knowing why they are calling. Among the available operators,
the fastest to resolve similar issues in the past is the one which the call is allo-
cated. At the end of the call, the operator becomes available again to answer
a new call. We compare the simulated service time of our optimized approach
against the current system.
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Table 4. Comparison between the two solutions.

Model Mean service time Utilization rate

Actual solution 7.9 min 15%

Proposed solution 4.7 min 9%

4.2 Results

The solution to this problem increases customer satisfaction. In practice, it hap-
pens because a customer wants to be served as quickly as possible (time is
money), and an efficient service shows the customer the professionalism of the
company. Also, from the company’s side, it allows for the reduction of costs
because it is possible to answer more calls in the same time or even by fewer
operators. Operators would also be more satisfied with carrying out their func-
tions because they feel more useful and fulfilled when answering calls in which
they are prepared to help in the best way.

Table 4 shows the comparison between the solution proposed in this paper
with the current solution, in which a customer is assigned to a random operator.
We can observe that an improvement can be achieved. These results, however,
depend considerably on the effectiveness of the predictive model. The simula-
tion shows that the proposed solution allows reducing the service time and the
workload of the operators by approximately 40%, allowing not only better man-
agement of resources, but also higher customer satisfaction.

5 Conclusion and Future Work

The telecommunications market has experienced enormous growth in recent
years, attracting several customers. For this reason, competitiveness is tremen-
dous, and companies try to invest in their infrastructure to improve their rela-
tionship with their customers. Most of the efforts in recent years have been
focused on churn prediction, which is a late stage of customer dissatisfaction. In
this article, an attempt is made to predict the reason for a customer’s potential
dissatisfaction when calling the customer support to improve internal and exter-
nal operations. As AI applications are growing in the industry and the many
data they have is available for use at anytime and anywhere, it is hoped that
the application of such technological advances will lead to a better relationship
with customers and their satisfaction.

In this article, we devised a predictive model that anticipates the problem
for which the customer is calling and then, resorting to optimization procedures,
routes the call and the customer to the most appropriate call operator. The
results of our predictive model were generally satisfactory, with micro-F1 at
0.41 and AUROC at 0.84. They give some confidence in using these types of
models and data in the support process. The optimization in a simulated scenario
indicated possible improvement in the order of 40%, making the service more
efficient and faster.
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Despite everything, some improvements can be achieved by collecting more
data and further optimizing models. Some work on data integration and vari-
able extraction is necessary and computationally expensive to obtain the results
shown here. Therefore, the task of deploying this solution into production, the
last phase of CRISP-DM, is still the next step to check whether the improvement
is proven to be obtainable.
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Abstract. Recently Shannon’s Entropy has been incorporated in nature inspired
metaheuristics with good results. Depending on the problem, the Grey Wolf Opti-
mization (GWO) algorithm may suffer from premature convergence. Here, an
Entropy Grey Wolf Optimization (E-GWO) technique is proposed with the over-
all aim to improve the original GWO performance. The entropy is used to track
the GWO swarm diversity, comparing the distance values between the Alpha in
relation to the Beta and Delta wolves. The aim of the E-GWOvariant is to improve
convergence and prevent stagnation in local optima, since ideally restarting the
swarm agents will prevent this from happening. Simulation results are presented
showing that E-GWO restarting mechanism can achieve better results than the
original GWO algorithm for some benchmark functions.

Keywords: Grey Wolf Optimization · Shannon entropy · Nature inspired
algorithms

1 Introduction

Grey Wolf Optimizer (GWO) originally proposed by [1] is one of many algorithms that
are inspired inmother nature. This inspiration comes frommany sources, such as physics,
chemistry, evolution, and the behavior of a large range of living beings [2]. Swarm algo-
rithms [3] are inspired on the highly social and intelligent behavior of animals living and
working together as groups, such as a colony of ants or a swarm of bees. GWO is one of
those swarm algorithms, as it takes inspiration in theway greywolves live, communicate,
and interact together in a pack. Since the GWO algorithm proposal [1] several variants
were proposed, such as the following examples: Mean Grey Wolf Optimizer (MGWO),
by [4], inwhich some algorithm equationswere changed;ModifiedGreyWolf Optimizer
(mGWO) developed by [5], with the purpose of balancing exploitation and exploration
to increase precision and Minkowski Based Grey Wolf Optimizer (MGWO) developed
by [6]. There are variants of other algorithms that incorporate entropy, such as the vari-
ant proposed by [7] where entropy is used to evaluate the self-organizing properties of
swarm algorithms and is applied to the SPARROW-SNN adaptive flocking algorithm,
and the variant proposed by [8] where entropy is used on Particle Swarm Optimization
(PSO) to measure and improve the algorithm’s convergence, by analyzing the entropy’s
signal as a criterion for reinitializing the swarm.
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C. Analide et al. (Eds.): IDEAL 2020, LNCS 12489, pp. 329–337, 2020.
https://doi.org/10.1007/978-3-030-62362-3_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62362-3_29&domain=pdf
http://orcid.org/0000-0002-8848-3857
http://orcid.org/0000-0003-4283-1243
http://orcid.org/0000-0003-3224-4926
https://doi.org/10.1007/978-3-030-62362-3_29


330 D. Duarte et al.

Entropy in information theory, while not unrelated, is different from entropy in ther-
modynamics. Information entropy measures the uncertainty or surprise that is naturally
a part of random variables. One of GWO’s problems is to maintain the swarm diversity.
In this paper a new GWO variant incorporating entropy is proposed. The overall aim of
the proposed GWO variation is to introduce multiple restarts based on an entropy crite-
rion. It will be shown that the proposed algorithm obtains better results due to a wider
exploration and better exploitation, by preventing the algorithm becoming “trapped” in
local optima. Balancing exploration and exploitation in an algorithm is important and
will lead to better results, as described by [9].

Since the population will change throughout the running of the algorithm, the popu-
lation will have a higher diversity. This diversity is important, because an algorithm with
a diversity that is too low may not have optimal results. There are many ways to analyze
the diversity of a population, as analyzed by [10] in their work. While entropy itself does
not necessarily mean diversity, it can be used to measure diversity in a population [11].

The remaining of this paper is organized as follows: in Sect. 2 basic entropy concepts
are presented, Sect. 3 reviews theGWObasic naturalmechanisms and inspiration, Sect. 4
explains the proposed Entropy Based GWO variant and in Sect. 5 the results of the tests
are displayed and analyzed. Finally, Sect. 6 concludes the paper and outline further work.

2 Entropy

Entropy is a concept that can now be applied tomany different fields [12] but was initially
used by Rudolf Clausius when attempting to find a mathematical expression to describe
the transformations of a body through heat exchange [13]. It can be interpreted as a
measure of a system irreversibility. Entropy can be expressed by many concepts, such as
disorder and chaos [8]. In information theory, entropy (also called information entropy)
measures the average amount of uncertainty or information associated to random vari-
ables, due to the innate possibilities of their outcomes. It was first described by Claude
Shannon [14] in 1948. Shannon used entropy as a part of his communication theory, by
describing a data communication system as having a channel, a receiver, and data source,
and addressing the main problem of any communication system: the identification of
data sent through the channel. Entropy may also be perceived as the expected value of
information obtained through a stochastic data source. This means that if a value with
low probability to occur is produced by a data source, this event has more information
contained in it than when an event with high probability happens [15]. The entropy H(X)
of a random variable X can be described by:

H (X ) = −
∑

i

PX (xi) log(PX (xi)) (1)

where xi represents the possible values of X and PX (xi) the probability of them
happening.
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3 Grey Wolf Optimizer (GWO) Overview

3.1 GWO Natural Inspiration

GWO is an algorithm inspired on the individual and collective behavior of grey wolves,
developed by [1] in 2014. More specifically, it is inspired on the grey wolves’ social
structure and hunting mechanisms [16]. They are predators at the top of the food chain,
and they live in packs of 5 to 12 wolves on average with a very strong dominance
hierarchy that is divided into four groups (see Fig. 1) [17]:

• Alpha (α), which consists of a male and a female, are the leaders of the pack. They
have important responsibilities such as making decisions related to hunting, the packs
sleeping place and when to wake up. These are the dominant wolves because the rest
of the pack must respect their decisions. The Alpha wolves are not necessarily the
physically strongest wolves, but those who can better lead their pack.

• Beta (β), composed of wolves that help the Alpha wolves in their decision making
and other activities. They must respect the Alpha wolves but are able to give orders
to wolves that are lower in the hierarchy. In the case an Alpha wolf death, the most
likely candidate to replace him would be a Beta wolf.

• Delta (δ), consisting of wolves inferior to the Alpha and Beta wolves, but superior to
the Omega. These wolves main tasks are taking care of weak or sick wolves, protect
the pack and warn about dangers.

• Omega (ω), the lower group in the hierarchy. These wolves are the scapegoat of the
pack and are the last to eat. The other wolves unleash their rage and frustrations on
the Omega, which makes them useful because this pleases the pack and allows the
dominance hierarchy to be maintained.

Fig. 1. Dominance hierarchy of a pack of wolves [1].

GreyWolves also show smart and social behaviors when hunting. The hunting process
can be divided into three parts [18]:

• Find, follow, and approach the prey;
• Chase, circle and tire the prey until it stops moving;
• Attack the prey.
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3.2 GWO Algorithm Description

In the GWO Algorithm (Fig. 2), the first step is the population initialization (a pack of
grey wolves), where each wolf has a random position, a possible solution to the problem,
and “hunts” a “prey” (attempts to find a better solution). The step of chasing the prey
can be represented by [1]:

D = |C · XP(t) − X (t)| (2)

X (t + 1) = Xp(t) − A · D (3)

Initialize the grey wolf population P;
Initialize parameters;
Calculate each wolf’s fitness;
Store the 3 best wolves;
While exit conditions aren’t met:

For each wolf
Update position;

End
Update parameters;
Calculate each wolf’s fitness;
Update the 3 best wolves;

End
Return best wolf;

Fig. 2. A pseudocode for GWO.

where D represents the distance between the wolves and their prey, X (t) is the wolf
position, Xp(t) a prey position and A and C are obtained from the following expressions:

A = 2a · r1 − a (4)

C = 2 · r2 (5)

where r1 and r2 are randomly generated numbers in between 0 and 1, and a is a parameter
that gradually decreases from 2 to 0. The purpose of these parameters is to balance
between search exploitation and exploration and to avoid the early convergence of the
algorithm. Similarly, to the social grey wolves hierarchy, the three best solutions are Xα,
Xβ e Xδ. These solutions are stored and then the wolves update their positions, according
to the average position of the best wolves in each group. These update processes can be
described by the following equations:

X1 = Xα − A1 · (Dα) (6)
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X2 = Xβ − A1 · (
Dβ

)
(7)

X3 = Xδ − A1 · (Dδ) (8)

X (t + 1) = X1 + X2 + X3

3
(9)

4 Entropy Based Grey Wolf Optimizer

The proposed variant for the Grey Wolf Optimizer (E-GWO) algorithm functions simi-
larly to the original GWO. It evaluated entropy in every iteration based on the distances
of the Beta and Delta wolves compared to the Alpha wolves. The distance between
Beta and Delta wolves is not so relevant, since the best results are always assigned to
the Alpha wolves positions. Therefore, this distance is not incorporated into this GWO
variant. If the entropy value “stagnates” for a determined number of iterations, then
the search agents are restarted. To prevent an excessive number of algorithm restarts,
since that would hinder both exploration and exploitation, after a restart occurs there is
a pre-established number of iterations in which the search agents are not allowed to be
restarted. Restarting allows the algorithm not to get “trapped” in local optima and allows
for a wider search and helps in convergence. E-GWO is depicted in Fig. 3.

Initialize the grey wolf population P;
Initialize parameters;
Calculate each wolf’s fitness;
Store the 3 best wolves;
While exit conditions are not met:

For each wolf
Update position;

End
Update parameters;
Calculate each wolf’s fitness;
Update the 3 best wolves;
Calculate and store entropy;
If iteration > pause

Compare entropy to past entropy values;
If number of equal values> threshold

Restart positions;
End

End
End
Return best wolf;

Fig. 3. Entropy GWO (E-GWO) pseudocode.
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5 Simulation Results

The proposed E-GWO algorithm was tested on sub-set of the functions (see Table 1)
used in the original GWOpaper [1]. The criterion adopted for restarting the GWO search
agents is a pre-defined number of iterations being reached without any changes in the
entropy value. By changing the restarting iterations threshold, the number of restarts
will increase or decrease and depending on the function to be optimized, better or worse
results can be obtained. Therefore, it may be necessary to perform a proper adjustment
of this restarting iterations threshold according to the objective function to achieve the
best possible results.

Table 1. Function set used to test the E-GWO

Function Dim Range Fmin

F6(x) =
n∑

i=1

([
xI + 0.5

])2 30 [− 100, 100] 0

F7(x) =
n∑

i=1
ix4i + random(0, 1) 30 [− 1.28, 1.28] 0

F8(x) =
n∑

i=1
−xisin

(√∣∣xi
∣∣
)

30 [− 500, 500] −417.9729 × 5

F9(x) =
n∑

i=1
[x2i − 10|cos(2πxi + 10

)| 30 [− 32, 32] 0

F10(x) = −20exp(−0.2

√
1
n

n∑

i=1
x2i − exp( 1n

n∑

i=1
cos

(
2πxi

)
) + 20 + e 30 [− 32, 32] 0

F11(x) = 1
4000

n∑

i=1
x2i −

n∏

i=1
cos

(
xi√
i

)
+ 1 30 [− 600, 600] 0

F12(x) = π
n {10 sin(πy1

) +
n−1∑

i=1
(yi − 1)2[1 + 10 sin2(πyi+1)] + (yn − 1)2}

+
n∑

i=1
u
(
xi , 10, 100, 4

)

yi = 1 + xi+1
4

u
(
xi , a, k,m

) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

k
(
xi − a

)mxi > a

0 − a < xi < a

k
(−xi − a

)mxi < −a

30 [− 50, 50] 0

F13(x) = 0.1

{
sin2

(
3πx1

) +
n∑

i=1

(
xi − 1

)2[1 + sin2
(
3πxi + 1

)] + (xn − 1)2
[
1 + sin2(2πxn)

]}

+
n∑

i=1
u
(
xi , 5, 100, 4

)

30 [− 50, 50] 0

Some E-GWO results are presented in Figs. 4, 5, 6, 7 and Tables 2, 3 obtained
from 10 different GWO and E-GWO runs and showing average evolution for the best
value and average values. Each run was executed through 20000 iterations in both algo-
rithms. These functions were selected as they enable to show E-GWO performance
improvements compared to the original GWO.
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Fig. 4. Average of best value and average value in GWO vs. E-GWO for function F6

Fig. 5. Average of best value and average value in GWO vs. entropy E-GWO for function F8.

Fig. 6. Average of best value and average value in GWO vs. entropy E-GWO for function F12.

From the E-GWOevolution curves presented in Figs. 4, 5, 6 and 7, it is possible to see
spikes in the average graph. These correspond to aE-GWOrestartwith the corresponding
increase of the average values. This also causes an increase in the mean and standard
deviation in some functions, but overall, for these functions, the GWO entropy variant
converges more quickly and achieves better results than the original GWO algorithm.
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Fig. 7. Average of best value and average value in GWO vs. E-GWO for function F13.

Table 2. GWO results

Function Best Worst Mean Standard deviation

F6 0.4697 6.73E + 04 18.0845 800.3127

F8 −6.25E + 03 −2.05E + 03 −4.72E + 07 918.508

F12 0.0256 6.02E + 08 9.03E + 04 5.75E + 06

F13 0.4353 1.14E + 09 1.19E + 07 1.19E + 07

Table 3. Entropy based GWO results

Function Best Worst Mean Standard deviation

F6 0.0226 6.93E + 04 17.3457 793.9201

F8 −6.42E + 03 −2.32E + 03 −4.89E + 03 936.2025

F12 0.0179 5.05E + 08 8.35E + 04 5.20E + 06

F13 0.2276 1.23E + 09 1.86E + 05 1.18E + 07

6 Conclusion and Further Work

Eight functions were tested with the proposed Entropy Based Grey Wolf Optimizer
algorithm. Although restarting the search agents greatly worsens the average for a few
iterations, the best value keeps improving, resulting in better results and faster conver-
gence when compared to the original GWO algorithm. Some functions responded well
to the variant, providing a significative improvement, while others provided only small
improvements, and some of them did not improve at all. These improvements are also
greatly dependent on the parameters used for restarting the search agents, and the num-
ber of “pause” iterations where no restarts can happen, as these control the number of
restarts that happen. This is crucial because for example, if there are too many restarts,
the algorithmmay not have time to converge properly. If all these parameters are properly
adjusted this variant achieves better results than the original GWO algorithm.
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More research is necessary to try to devise an adaptive mechanism to automatically
determine the E-GWO restarting threshold.
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Abstract. Medical reasoning in the context of multiple co-existing dis-
eases poses challenges to healthcare professionals by demanding a careful
consideration of possible harmful interactions. Computational argumen-
tation, with its conflict resolution capabilities, may assist medical deci-
sions by sorting out these interactions. Unfortunately, most of the argu-
mentation work developed for medical reasoning has not been widely
applied to real clinical sources. In this work, we select ASPIC+G and
formalise a real clinical case according to the definitions of this argu-
mentation framework. We found limitations in the representation of a
patient’s evolution and the formalisation of clinical rules which can be
inferred from the context of the clinical case.

Keywords: Conflict resolution · Computational argumentation ·
Medical reasoning

1 Introduction

In medical reasoning, a healthcare professional establishes a connection between
observable phenomena and medical concepts that explain such phenomena [1,2].
This process involves the integration of clinical information, medical knowledge
and contextual factors. The flow of reasoning is guided by medical knowledge
which consists of the set of heuristics that use evidence and observations as
antecedents and conclude diagnoses and/or next steps. A particularly challeng-
ing context for medical reasoning is that of multimorbidity [3], characterised by
the co-existence of multiple health conditions in a patient. The difficulties posed
by multimorbidity are mainly related to drug-drug and drug-disease interactions.
The fist occurs when different drugs prescribed to address different health con-
ditions interact and cause harm to the patient while the latter occurs when a
drug prescribed of a health condition causes the aggravation of another existing
condition. Hence, the health care professionals must consider not only the obser-
vations and clinical evidence in order to recommend treatments to a patient,
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but also the interactions such recommendations may produce. Another dimen-
sion of this process that must be taken into consideration is the preferences of the
health care professional and the patient about the recommendations themselves
and about the overall goal of the treatment.

Applications of argumentation theory and argumentation frameworks in med-
ical reasoning are not new. We can look as back as early as when Fox and Sut-
ton [4] proposed the PROforma model to find an initial work conveying the
usefulness of computational argumentation in a medical setting. However, since
then, there have not been works in which the proposed argumentation frame-
works are tested and assessed in clinical cases that originate from a different
source and with a different structure from the ones used to develop said argu-
mentation frameworks. As such, in this work, we qualitatively assess an argu-
mentation framework, called ASPIC+G [5], proposed for medical reasoning in a
context of multimorbidity by applying it to a clinical case extracted from MIMIC
III [6], a freely accessible database developed by the MIT Lab for Computational
Physiology, comprising the identified health data associated with intensive care
unit admissions. Case descriptions include demographics, vital signs, laboratory
tests, medications, and medical notes. We focus on the medical notes to iden-
tify the clinical information necessary to instantiate the ASPIC+G argumen-
tation framework. The contributions of this work are (i) an analysis of a goal-
driven argumentation framework, ASPIC+G, to reason with conflicting medical
actions; (ii) an analysis of how information elements in a real clinical case are
conveyed and represented in the framework; (iii) the identification of limitations
ASPIC+G and an outline of possible to mitigate them. This work does fill in the
gap in the literature mentioned above but is intended as a first step in closing
that gap.

The paper is organised as follows. In Sect. 2, we provide an overview of
argumentation works applied to medical reasoning and highlight the differences
between these works and ASPIC+G. Section 3 contains a brief description of
the most important components of ASPIC+G, including the representation of
clinical information elements. In Sect. 4, we describe the selected clinical case to
assess the framework and in Sect. 5 we formalise it in order to build an argu-
mentation theory for medical reasoning. Section 6 conveys the limitations found
during representation. Finally, Sect. 7 presents conclusions and future work direc-
tions.

2 Related Work

The PROforma modelling language [4] is an executable model language aimed
at executing clinical guideline recommendations as tasks. The argumentation
component in this work resides in the representation of the core components of
decision tasks as arguments for or against a candidate solution. This approach
focuses on selecting a task within a single clinical guideline, which, in principle,
consists of a set of consistent tasks and does not feature conflicts amongst rec-
ommendations. No preferences are considered in argument aggregation in this
work.
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Another example of reasoning within a single clinical guideline is the app-
roach in [7]. The proposed framework was implemented in the COGENT mod-
elling system and encompasses situations of diagnostic reasoning and patient
management. Similarly to PROforma, there are actions that have associated
beliefs concerning their effects on the patient state.

A success case in the use of argumentation for medical reasoning is the work
in [8]. Therein clinical trials are summarised using argumentation. The frame-
work produces and evaluates arguments that establish the superiority of a treat-
ment over another. These arguments provide conclusions pertaining to a set of
outcome indicators and it is possible to establish preferences over these outcomes.

In [9], the authors use argumentation schemes to solve conflicts in recommen-
dations for patient self-management. The argument scheme used is an adapta-
tion of the sufficient condition scheme for practical reasoning which produces an
argument in support for each possible treatment. This type of argument leads
to the goal to be realised.

Existing approaches generally focus mainly on reasoning within a single set of
recommendations [4,7] or do not consider a multimorbidity setting with conflict-
ing recommendations and goals with different priorities [8,9]. Alternatively, the
ASPIC+G approach [5] aims to capture these dimensions of clinical reasoning,
hence the interest in observing how ASPIC+G handles a case that is different
from the one disclosed in that work.

3 ASPIC+G

In this section, we provide an overview of the ASPIC+G argumentation frame-
work as defined in [5] and describe the steps taken to evaluate the framework in
light of a real clinical case, extracted from MIMIC III [6].

3.1 Framework Definition

ASPIC+G is an argumentation framework developed to formalise conflict resolu-
tion in a medical setting of multimorbidity and compute aggregated consistent
sets of clinical recommendations. An argumentation theory in ASPIC+G is a
tuple 〈L, R, n, � Rd, G, �G〉, where:

– L is a logical language closed under negation (¬).
– R = Rs ∪ Rd is a set of strict (Rs) and defeasible (Rd) rules of the form

φ1, . . . , φn → φ and φ1, . . . , φn ⇒ φ respectively, where n ≥ 0 and φi, φ ∈ L;
– n is a partial function s.t.1 n : R → L;
– �Rd

is a partial pre-order over defeasible rules Rd, denoting a preference
relation, with a strict counterpart <Rd

given by X <Rd
Y iff X �Rd

Y and
Y �Rd

X;
– G ⊆ L is a set of goals that the arguments will try to fulfil s.t. ∀ θ ∈ G, there

exists a rule φ1, . . . , φn → φ in Rs or φ1, . . . , φn ⇒ φ in Rd s.t. φ = θ;
1 s.t.: such that.
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– �G is a total pre-order on G, denoting preferences over goals, with <G given
by φ <G ψ iff φ �G ψ and ψ �G φ, and �G given by φ �G ψ iff φ �G ψ and
ψ �G φ.

Argument construction and argument relations, such as attack and defeat,
follow the well-established definitions set by ASPIC+ [10]. One feature provided
by ASPIC+G on top of the reasoning mechanisms of ASPIC+ is goal-driven rea-
soning applied on preferred extensions in order to select a top preferred exten-
sion. Let F = (A,D,G,�G ,F) – where A is a set of arguments, D ⊆ A x A
is a binary relation of defeat, G is a set of goals, �G is a preference order over
goals, and F is a binary relation of fulfilment s.t. F ⊆ A x G – be an ASPIC+G
argumentation framework and S, a finite set of goals, a preferred extension of
F . S is a top preferred extension of F iff for every preferred extension S′ of F ,
Goal(S′)�G Goal(S), where S′ is another finite set of goals, and defining the goal
set ordering, denoted by the operator �G , as: S′ �G S iff S′ = ∅ or ∃g ∈ (S \ S′)
such that ∀g′ ∈ (S′ \ S), g′ �G g. In the context of a clinical decision, this
top preferred extension would the set of treatments selected to be applied to a
patient.

3.2 Clinical Information Elements

In the original mapping of clinical information elements to the ASPIC+G three
main types of clinical information elements are considered:

– A: the set of all clinical actions which are up for recommendation;
– E: the set containing contraries for all possible effects;
– S: the patient state containing conditions manifested by a patient.

An action Ax ∈ A2 is represented as tuple 〈tx,a,Ox,a,Px,a〉 in which

– tx is the treatment conveyed by the action;
– Ox = {(e1,C1, λ1), . . . , (en,Cn, λn) : n > 0} is a set of outcomes in which each

outcome is a tuple (ei,Ci, λi), i ∈ {1, . . . , n} brought about by treatment tx,
where: ei is a description of an effect; Ci = {c1, . . . , cm : m ≥ 0} is a set with
patient-specific conditions unifiable with the patient state cj , j ∈ {1, . . . , m}
that enable the occurrence of effect ei over treatment tx; λi is the impact of
an effect ei, if ei is a positive effect, then λi = ⊕, otherwise, if it is a negative
effect, λi = �.

– Px = {p1, . . . , pn : n ≥ 0} denotes pre-conditions and contains constraints for
the application of a treatment tx.

As an example, let us consider an action that recommends the administra-
tion of metformin (met) with the intended effect of decreasing glucose levels
(gd). However, metformin has an undesired side effect which is the accelera-
tion of chronic kidney disease (ackd) in patients who have this health con-
dition (ckd). Additionally, let us now consider an alternative action which
2 Here we omit the second index.
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recommends the administration of sulfunylurea (sulf) to also decrease glu-
cose levels (gd). If a patient takes sulf he should not take met as these
drugs have the same effect and their combination could potentially cayuse
harm to the patient. The first action would then be represented as A1 =
〈met, {(gd, ∅,⊕), (ackd, {ckd},�)}, {¬sulf,¬met}〉. Similarly, the second action
would be represented as A2 = 〈sulf, {(gd, ∅,⊕), ∅}, {¬sulf,¬met}〉. We see the
pre-conditions used in these actions prevent the simultaneous application of A1

and A2.
The next component of multimorbidity management is a set containing the

contraries of effects E = {C1, . . . , Cn : n ≥ 0} where each Ci, i ∈ {1, . . . , n}, is a
tuple (ej , ek) s.t. ∃ Ax = 〈tx,Ox,Px〉,Ay = 〈ty,Oy,Py〉 ∈ A, s.t. (ej ,Cj, λj) ∈ Ox

and (ek,Ck, λk) ∈ Oy. Expanding the earlier example, let us consider that it
would be possible to delay chronic kidney disease by taking another form of
medication in addition to one of the previous actions. Considering this new
addition to the example effect contraries would take the form E = {(dckd, ackd)}.

As for the patient state S, it is defined as a set S = {s1, . . . , sn : n ≥ 0} where
each si ∈ S is a condition observed or diagnosed in the patient. In the running
example, this set would consist of S = {ckd} since there is only one condition
the patient is known to have.

3.3 Instantiating the Argumentation Framework

To construct an argumentation theory based on clinical information elements A,
E, and S, it is necessary to construct a set of rules R which will be the backbone
of the argumentation theory. The construction of these rules obeys the following
specifications:

– R = Rd ∪ Rs are respectively defeasible and strict rules in which:
• Rd = R1 ∪ R2 where R1 = {⇒ tx,a | ∃Ax,a = 〈tx,a,Ox,a,Px,a〉 ∈

A} and R2 = {tx,a, c1, . . . , cn ⇒ ez | ∃Ax,a = 〈tx,a,Ox,a,Px,a〉 ∈
A, (ez, {c1, . . . , cn},⊕) ∈ Ox,a, n ≥ 0};

• Rs = R3 ∪ R4 ∪ R5 ∪ R6 where R3 = {tx,a, c1, . . . , cn → ez | ∃ Ax,a =
〈tx,a,Ox,a,Px,a〉 ∈ A, (ez, {c1, . . . , cn},�) ∈ Ox,a, n ≥ 0}, R4 = {tx,a →
¬ty,b | ∃ Ax,a = 〈tx,a,Ox,a,Px,a〉,Ay,b = 〈ty,b,Oy,b,Py,b〉 ∈ A,¬ty,b ∈ Px,a},
R5 = {ej → ¬ek | (ej , ek) ∈ E or (ek, ej) ∈ E, and R6 = {→ s | s ∈ S}.

The clinical information elements of our running example would produce the
following rules:

– Rd = {⇒ sulf, ⇒ met} ∪ {sulf ⇒ gd, met ⇒ gd};
– Rs = {met, ckd} ∪ {sulf → ¬met} ∪ {ackd → ¬dckd} ∪ {→ ckd};
– R = Rd ∪ Rs.

There are some important notes about this mapping provided in the original
ASPIC+G paper [5]. Disputable facts such as treatments up for selection are rep-
resented as defeasible rules with empty antecedents. Additionally, there are two
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different representations of treatment/effect relationships. A treatment/effect
relationship which features a positive effect is represented as a defeasible rule
whereas a relationship featuring a negative effect is represented as a strict rule.

It is possible to place preferences on defeasible rules that convey treatments,
which allows the users to express preferences for one treatment over another.
Adding a scenario in which a patient would manifest a preference for sulf over
met would yield the following partial pre-order �Rd

: (⇒ met) <Rd
(⇒ sulf).

In ASPIC+G, it is also possible to specify goals and a total order over these
goals which are used in reasoning to select the top preferred extension containing
the consistent set of treatments. Goals are set amongst the positive effects of
treatments. In the running example, the set of goals would be G = {gd, dckd}.
Let us add the information that the patient would prioritise dckd over gd. To
convey this preference, the total pre-order over treatment goals is used as follows
�G : gd <G dckd.

4 Case Example

The clinical case selected to map into an ASPIC+G argumentation theory
was retrieved from the MIMIC-III database, a publicly-available critical care
database [6]. The case was selected from discharge summary reports because
they depict complex multimorbidity clinical cases that allow us to test sev-
eral aspects of ASPIC+G. The case provides a detailed description of the clin-
ical process, which make it possible to easily follow up the inherent medical
reasoning.

The clinical case description concerns an 81-year-old female who was admit-
ted to the Medicine service, complaining about a gastrointestinal (GI) haemor-
rhage (bright red blood per rectum, noticed by blood in her stool and red blood
on the paper towel). The patient had an allergy to Penicillins, Vicodin, Cipro
and Polysporin. She presented a medical history of atrial fibrillation (A-Fib),
diverticulosis and myasthenia gravis. Ex-smoker (quit 25–30 years ago), denied
alcohol and drugs. Her father had congestive heart failure, her mother died of
myocardial infarction and her siblings had pulmonary fibrosis.

The patient arrived at the hospital after calling her Primary Care Provider,
who checked an International Normalized Ratio (INR) which was elevated to
8.0. She went to the hospital where hematocrit (HCT) was 29.0 and INR was
6.1.

On admission, the patient presented sclera anicteric and tachycardia.
During the hospital stay, pericardial effusion was detected and the patient

had hypoxia. Lastly, after 5 days of hospitalisation, the patient and her family
decided to take comfort measures only (CMO). She was given Morphine and she
passed away with her family at her side on the morning of the day after. Below
are the medical notes recorded by healthcare professionals.

– Pericardial effusion: After a chest x-ray (CXR) it was noted a left pleural
effusion. Subsequently, in a chest computed tomography (CT) showed a small
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to moderate left effusion with a significant pericardial effusion and ascending
thoracic aorta aneurysm. (...) A formal echo was performed on the dilated
aortic root with probable small sinus of Valsalva aneurysm of the right coro-
nary cusp and severe aortic regurgitation, a moderate circumferential peri-
cardial effusion without frank tamponade. The cardiology recommended CT
with contrast due to concern for dissection. The CT showed dissection of the
thoracic ascending aorta with possible rupture into the pericardium. A CT
surgery was consulted who recommended surgery but the patient declined. She
was medically managed with heart rate (HR) and blood pressure control but
continued to decline over the next several days with increasing oxygen require-
ments eventually requiring 100% on a non-rebreather.

– Atrial fibrillation with Rapid Ventricular Response (RVR): Patient
has a history of atrial fibrillation on Coumadin diagnosed a year ago.
Coumadin was held in the setting of GI bleed. She was given 5 mg IV Meto-
prolol (x2) and rates slowed to the 120 s. She then had a likely vagal episode
and became acutely bradycardic with a 6-s pause. The episode resolved spon-
taneously and the patient reverted back to atrial fibrillation. The patient was
transitioned to 25 mg Metoprolol three times a day (TID) but remained in A-
Fib with RVR. She was placed intermittently on Diltizem drip and converted
to normal sinus rhythm (NSR) with rates in the 60 s. When the decision was
made to make her CMO, these were discontinued.

– GI haemorrhage (bright red blood per rectum): The patient presents
with bright red blood per rectum in the setting of an elevated INR of 8.0 and
HCT of 29.0. Her hematocrit dropped to 24.2. She received 2 units of packed
red blood cells (PRBC) and had an appropriate rise in hematocrit. The INR
was corrected with 2 units fresh frozen plasma (FFP) and 5 mg vitamin K x 2.
Gastroenterology was consulted who felt this was likely a lower GI bleed, most
likely diverticular or arteriovenous malformation (AVM), exacerbated in the
setting of elevated INR. Also on the differential diagnosis are haemorrhoids
and malignancy. She did have a colonoscopy 2 year ago that did not show any
polyps, making malignancy unlikely. The patient’s hematocrit stabled and she
had no further episodes of bleeding.

– Hypoxia: Patient with intermittent desaturation. Etiology likely multifacto-
rial secondary to pericardial effusion and poor reserve with underlying myas-
thenia. The CXR did not show any evidence of acute infection. She was placed
on the nasal cannula to maintain oxygen saturation >92%. Please see above,
but the patient had increasing oxygen requirements eventually requiring 100%
on a non-rebreather. At that time the patient decided to made CMO.

– Myasthenia gravis: The patient was recently diagnosed with myasthenia
after 3 years of progressive symptoms. She had a positive anti-acetylcholine
receptor antibody and was started on Pyridostigmine with little improvement.
She was recently started on Mestinon. Neurology was consulted regarding diag-
nosis and treatment and concern for underlying malignancy with paraneo-
plastic syndrome. They recommended monitoring vital capacity and negative
inspiratory force. Neurology weighed in regarding possible surgery and advised
that the patient may have a slower recovery coming off of the vent.
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From this clinical case, the information was acquired and treated. Succinctly,
the clinical case can be described as:

– GI haemorrhage (gihem): to normalize INR (dinr) values (which were high),
she was given FFP (ffp) and 5 mg vitamin K (vitk); to increase HCT (ihct)
was given PRBC (prbc).

– Atrial fibrillation (afib) with Rapid Ventricular Response (RVR): to prevent
a stroke (ps), Coumadin (cou) was administered; to control heart rate (chr),
she was given Metoprolol (met), but remained in A-Fib with RVR. She was
placed intermitantly on Diltizem (dil) drip and converted to NSR. These were
discontinued when the decision was made to make her CMO (cmo).

– Hypoxia (hyp): to increase the oxygen intake (ioi), patient was ventilated
(vent).

– Myasthenia gravis (mg): She had a positive anti-acetylcholine
receptor antibody (aara). To relieve symptoms (rsmg), the patient took
Pyridostigmine (pyr) and Mestinon (mes). Neurology weighed a possible
surgery (mgsurg), but the patient may have a slower recovery by leaving
ventilation (vent).

– Pericardial effusion (pe): in a CXR (cxr) was noted a left pleural effusion
(lpe). In a chest CT (cct), was remarkable for a small to mod-
erate left effusion with a significant pericardial effusion (spe) and
ascending thoracic aorta aneurysm (ataa). An echo (echo) was performed
on dilated aortic root with probable small sinus of Valsalva aneurysm
(ssva) of the right coronary cusp and severe aortic regurgitation (sar),
a moderate circumferential pericardial effusion (mcpe) without frank tam-
ponade. CT with contrast (ctc) due to concern for dissection and the
CT showed dissection of the thoracic ascending aorta (dtaa) with possible
rupture into pericardium (rip). To treat pericardial effusion (tpe), a surgery
(pesurg) was proposed, but patient refused. The patient and her family made
the decision to be made CMO (cmo). She was given Morphine (mor) and she
passed away with her family at her side.

5 Case Mapping

Considering the multimorbidity clinical case mentioned in Sect. 4, in this section,
we perform mapping of its components to ASPIC+G framework. From this case
example we have the following actions in A:

A1〈ffp, {(dinr, ∅,⊕)}, ∅〉;
A2〈vitk, {(dinr, ∅,⊕)}, ∅〉;
A3〈prbc, {(ihct, ∅,⊕)}, ∅〉;
A4〈cou, {(ps, ∅,⊕)}, ∅〉;
A5〈met, {(chr, ∅,⊕)}, ∅〉;
A6〈dil, {(chr, ∅,⊕)}, ∅〉;
A7〈cxr, ∅, ∅〉;
A8〈cct, ∅, ∅〉;
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A9〈echo, ∅, ∅〉;
A10〈ctc, ∅, ∅〉;
A11〈pesurg, {(tpe, ∅,⊕)}, ∅〉;
A12〈mor, {(cmo, ∅,⊕)}, {¬dil,¬pesurg,¬mgsurg}〉;
A13〈vent, {(ioi, ∅,⊕)}, ∅〉;
A14〈aara, ∅, ∅〉;
A15〈pyr, {(rsmg, ∅,⊕)}, ∅〉;
A16〈mes, {(rsmg, ∅,⊕)}, ∅〉;
A17〈mgsurg, {(rsmg, ∅,⊕)}, {¬vent}〉.

Next step, comprising defining a set of contrary effects E; however, the clinical
case example doesn’t provide any contrary effect. Thus, the effect contraries are:
E = ∅.

After, we define the state of the patient as a set of conditions manifested by
the patient. We consider S = {lpe, spe, ataa, ssva, sar, paara,mcpe, rip, dtaa}.

The set of rules R that we produce from the clinical case, are as follows:

– Rd = {⇒ ffp,⇒ vitk,⇒ prbc,⇒ cou,⇒ met,⇒ dil,⇒ cxr,⇒ cct,⇒
echo,⇒ ctc,⇒ pesurg,⇒ mor,⇒ vent,⇒ aara,⇒ pyr,⇒ mes,⇒
mgsurg} ∪ {ffp ⇒ dinr, vitk ⇒ dinr, prbc ⇒ ihct, cou ⇒ ps,met ⇒
chr, dil ⇒ chr, pesurg ⇒ tpe,mor ⇒ cmo, vent ⇒ ioi, pyr ⇒ rsmg,mes ⇒
rsmg,mgsurg ⇒ rsmg};

– Rs = {cmo → ¬dil,mgsurg → ¬vent,→ cmo, cmo → ¬pesurg} = {cmo →
¬dil,mgsurg → ¬vent, cmo → ¬mgsurg, cmo → ¬pesurg};

– R = Rd ∪ Rs;
– � Rd: (⇒ pesurg) <Rd

(⇒ mor), (⇒ dil) <Rd
(⇒ mor);

– G = {dinr, ihct, ps, chr, tpe, cmo, ioi, rsmg};
– �G : dinr �G ihct �G ps �G chr �G tpe �G rsmg <G ioi <G cmo.

Based on the argument construction rules of ASPIC+G [5] and the goal set
described in Sect. 3.3, the arguments A and goals G are as follows:

– A = {A1 :⇒ ffp,A2 : A1 ⇒ dinr, B1 :⇒ vitk,B2 : B1 ⇒ dinr, C1 :⇒
prbc, C2 : C1 ⇒ ihct, D1 :⇒ cou,D2 : D1 ⇒ ps, E1 :⇒ met,E2 : E1 ⇒ chr,
F1 :⇒ dil, F2 : F1 ⇒ chr, G1 :⇒ cxr, H1 :⇒ cct, I1 :⇒ echo, J1 :⇒ ctc,
L1 :⇒ pesurg, L2 : L1 ⇒ tpe, M1 :⇒ mor,M2 : M1 ⇒ cmo, M3 : M2 → ¬dil
, M4 : M2 → ¬pesurg, M5 : M2 → ¬mgsurg, N1 :⇒ vent,N2 : N1 ⇒ ioi,
O1 :⇒ aara, P1 :⇒ pyr, P2 : P1 ⇒ rsmg, Q1 :⇒ mes,Q2 : Q1 ⇒ rsmg,
R1 :⇒ mgsurg,R2 : R1 ⇒ rsmg, R′

2 : R2 → ¬vent};
– G = {G1 : dinr,G2 : ihct,G3 : ps,G4 : chr,G5 : tpe,G6 : cmo,G7 : ioi,G8 :

rsmg}

The preferred extensions and their respective goals are as follows:

– S1 = { A1, A2, B1, B2, C1, C2, D1, D2, E1, E2, F1, F2, G1, H1, I1, J1, L1,
L2, N1, N2, O1, P1, P2, Q1, Q2, R1, R2, R′

2}, Goal(S1) = {G1, G2, G3, G4,
G5, G7, G8};
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– S2 = { A1, A2, B1, B2, C1, C2, D1, D2, E1, E2, G1, H1, I1, J1, M1, M2, M3,
M4, M5, N1, N2, O1, P1, P2, Q1, Q2}, Goal(S2) = {G1, G2, G3, G4, G6, G7,
G8};

The argumentation theory has two preferred extensions: S1 - S2. Admitting
the goal ordering established earlier, we calculate the goal set order. There is
only one extension S2 that achieves goal G6 (the most preferred goal over all
the set of goals). Thus, S2 is the top preferred extension. This means that the
decision was made to apply CMO by:

– Administer Morphine;
– Administer FFP and vitamin K to decrease INR;
– Have the patient receive PRBC to increase HCT;
– Administer Coumadin to prevent a stroke;
– Administer Metoprolol to control heart rate;
– Increase the oxygen intake by venting the patient;
– Administer Pyridostigmine and Mestinon to relief symptoms of myasthenia

gravis.

6 Discussion

During the mapping of the clinical case, some limitations of the framework were
found, particularly concerning temporal events. For example, mapping symp-
toms over time or even monitoring the evolution of a disease. Moreover, during
the construction of rules to ASPIC+G, indirect rules can be derived from a par-
ticular clinical case. For instance, it’s clearly stated in the mentioned clinical
case of Sect. 4 that when the decision was made to CMO, this leads to skipping
pericardial effusion surgery. However, there is another rule that we can indirectly
set, which is CMO leads to skipping myasthenia gravis surgery. ASPIC+G has
a limitation in deriving these indirect rules since it does not provide a formal
process of deriving them.

Other information, which is usually relevant in the construction of clinical
cases, is the social and family history, which in this framework is also not possible
to map. These topics are important to assist health professionals in the diagnosis
process and to identify risk factors.

Complementary medicine was mapped as a treatment of an action, with no
outcomes and no pre-conditions. This information can be important to validate
or discard diseases, helping medical reasoning. It would be important to upgrade
ASPIC+G in order to be able to get more information: the reason that led to
complementary medicine and the conclusions (if the disease was validated or
not, for instance).

To address some of the limitations mentioned above we propose a workflow
for extracting the components of the arguments and/or the rules, as depicted in
Fig. 1. Each clinical case is processed using machine learning techniques (specif-
ically natural language processing techniques) for automatic extraction of treat-
ment, outcomes/effects and the patient status. The main goal will be to use
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this information to feed an argumentation framework. At the same time, this
information can be used in an ontology and its relationships can feed the same
framework.

Fig. 1. Workflow to extract argumentation components.

7 Conclusions and Future Work

ASPIC+G has the potential to positively affect clinical behaviour since it pro-
vides a framework that properly assesses different conflicting solutions that
can arise when treating multimorbidity patients. It provides a formal process
to computationally represent clinical actions and their respective components
(treatment/effect relations, contrary effects, patient state, and so forth), which
provides the necessary information and expressiveness to reasoning in complex
scenarios such as the multimorbidity clinical cases. Moreover, its argumentation
system offers an alternative to Multiple Criteria Decision Making (MCDM),
which allows merging clinical recommendations and use patient-specific goal
preferences over treatments to produce the best solution. Furthermore, it has
the additional advantage of being more explanatory. However, some points of
improvement have been identified that can complete the framework, namely, the
inclusion of social and family history, adding information about complementary
medicine and map temporal events.

As future work, it is intended to provide an automated mechanism for the
extraction of argumentation components (clinical actions, rules and arguments)
to include in an argumentation tool. To this end, we will use deep/machine
learning techniques [11] such as long short-term memory (LSTM), for natural
language processing.
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Abstract. This article aims to provide a large-scale study, without geographical
restrictions, on how people’s habits can influence their comfort and well-being.
In this sense, sensing techniques are used, through smart devices, such as the
smartphone, with the main objective of collecting information about the user
and the environment that surrounds him. The collected data are subsequently
processed, and several models of deep learning are built that aim to predict the
well-being and comfort in the different environments in which a person is inserted.
However, due to the pandemic, the main focus has been changed and the main
objective is to understand if it is possible to predict comfort and well-being in the
quarantine.

Keywords: Comfort · Deep learning · Supervised learning ·Well-being

1 Introduction

According to the Oxford dictionary habit is defined as “a thing that you do often and
almost without thinking, especially something that is hard to stop doing”. Now by the
quick interpretation of this concept, we can infer that there are patterns that we are
running throughout our lives. Recognizing these standards and acting accordingly can
give people a better quality of life.

In this sense, concepts such as smart devices, intelligent environments, are crucial
in building such systems. These bring systems that are very useful as they are able to
feel the environment around them.

Well-being and comfort have had a major impact on society. In the case of well-
being, higher levels mean less risk of disease and more longevity [2]. Consequently,
comfort is also a vogue concern. Universities, hospitals, institutions spend most of their
time promoting increased comfort and consequently reducing discomfort. Several stud-
ies address that employees with higher comfort have a better performance on work [9].
However, it is quite difficult to understand what these terms are and how they may be
affected. In fact, one of the main questions that come up when we talk about monitoring
comfort and well-being is: What to measure? The environment condition alone is cor-
related to well-being and comfort status [17]. The heterogeneity of the environment and
of the population makes difficult to perceive what may be affecting us in a given place.
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However, these days it is increasingly easy to explore these terms. Effectively more and
more people have access to smart devices. These devices make the use of sensors easy
and inexpensive since, for example, when we buy a smartphone it comes with a huge
variety of sensors. This will allow some globalization, making possible to gather more
heterogeneous information and give the possibility to answer this and other questions.
In short, this article aims to demonstrate the main results obtained in the search for a
solution that allows foreseeing comfort and well-being.

2 State of Art

As one of the focus of this project is comfort and well-being it is important to define
these concepts in order to clarify their meaning. In this sense, on the next sub-chapters,
is presented a little about these and other concepts crucial to the understanding of the
present work.

2.1 Well-Being and Comfort

On the one hand, the term welfare is quite difficult to define, and its refinement has
been the subject of many studies over the years. It is a term that is often used by the
community, but not always with a correct connotation. In fact, because of the associated
confusion, we do not always know the meaning of being well. Several authors seek
to define this concept. Elena Alatarsteva and Galina Barysheva [1] subdivide this term
into two strands: one objective and one subjective. In the case of the objective strand,
well-being could be characterizing by wage levels, residence conditions, educational
opportunities, social quality, the environment, security and civil rights. In the case of the
subjective strand, well-being is conceptualized only as an internal state of an individual.
However, this is not the only vision about the definition of this concept. Through the
consulting of various articles published by authors from different branches it is possible
to arrive at the definition of this concept more specifically, that is, by categorizing it into
different classes. Some of this classes may be Community Well-being [14], Economic
Well-being, Emotional Well-being [4], Physical Well-being [14], Social Well-being [3]
and Work Well-being [15]. There are several ways to categorize well-being, however, in
general, they all end up touching the same points.

In the case of comfort, looking for and maintaining it is common to all people. Many
people quickly identify loss of comfort and work diligently to restore it.

In our days, the term comfort is often seen related to the marketing of products like
chairs, cars, clothing, hand tools, and a lot of others [20]. Evidence from the literature
suggests that comfort, as a concept, has historical and more recent relevance for nursing
[19]. It is, therefore, a concept that needs further exploration to increase knowledge in this
area because it is difficult to reach a consensus on its definition. In order to establish the
definition of comfort, this article will use the meaning present in the Oxford dictionary.
According to this, comfort is a broader concept that can be defined from a physical and
a psychological perspective. In the first case, it is seen as a “state of physical ease and
freedom from pain or constraint”. In the second it is defined as: “The easing or alleviation
of a person’s feelings of grief or distress”. However, despite all these definitions, they
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all note the existence of factors that influence comfort. Some papers show that different
activities during measurements can influence comfort, concluding that characteristics of
the environment and the context, can change how people feel [20]. Although comfort is
often associated with a synonym for well-being, a clear difference can be demonstrated
between both concepts. By the previous definitions, it is noticeable that comfort is most
used to classify the atmosphere that surrounds the humanbeing. This implies that comfort
is associated with momentary aspects. However, well-being arises characterized by an
exhaustive variety of groups, which makes it associated with a long-term context. By
way of example, a person may find himself comfortable but unhappy (and vice versa).
In this sense, well-being is referred to in many studies as being progressively improved,
while comfort is something that can be improved on time. As we can see, the mental
health organization in the UK said that “it is important to realize that well-being is a
much broader concept than moment-to-moment happiness” [5]. Although comfort and
well-being are distinct terms, this does not imply that they exist separately. Indeed, both
terms arise intrinsically linked. Comfort at a certain level contributes to well-being.

2.2 Learning Techniques

One of the areas of artificial intelligence is machine learning which is known for the
capacity to automatically learn and improve from experience without the need of being
explicitly programmed [18]. With the definition of machine learning comes another,
deep learning. Deep learning is a subset of machine learning. It is considered the next
evolution of machine learning algorithms. The designation deep comes because of the
many layers that usually this type of technique has. The main difference between these
two areas is that deep learning can automatically discover the features to be used while
in machine learning the features have to be provided manually [7].

Another term that arises with deep learning is the term of artificial neural network.
These types of algorithms were drawn to simulate the way the human brain analyzes
and processes information [6]. There are many types of neural networks that can be
used depending on what is necessary. In this work, these mechanisms can be useful to
make predictions. When we speak of the term predictions, we speak of the outputs that
are achieved from the training that a given algorithm had on a given dataset. In many
cases, the term does not refer to future issues. It can be used, for example, to predict if
there has been fraud in a given transaction that has already happened. Predictions are
very important as they allow highly accurate guessing, thus helping in various aspects.
However, for good guessing happen an algorithm has to learn. In fact, machine and deep
learning are bounded by the concept of learning. There are different types of learning:
supervised learning, unsupervised learning and reinforcement learning. Each of these
types has severalmachines and deep learning algorithms that, depending on problem, can
be applied. Although there many types of learning, this article will focus on supervised
learning. In this type of learning is given to the machine what each data block means.
This is, the model is trained on a labeled dataset [11]. A label dataset is one that has both
parameters: input and output parameters. In this case, learning is based on regression
and classification techniques. If the output variable is a category, such as “yes” or “no”,
it is a classification problem. If the output variable is a real value, such as “weight” it is
a regression problem. In this article, will be useful, a category technique because one of
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the main purposes is to identify well-being and comfort levels which can be represented
by classes.

There are many algorithms that can be applied in this work. One of these algorithms
that can be really useful explore the concept Recurrent Neural Networks (RNN). This
is because RNN “can model sequence of data so that each sample can be assumed to
be dependent on previous ones” [12]. One of the most popular versions of RNN is
Long Short-Term Memory (LSTM) Network which is used to process and predict time
series given time lags of unknown duration [12]. In fact, comfort and well-being can be
dependent on what happened in a previous time.

2.3 Related Work

Generally speaking, there are several solutions we use every day that are related to the
concept of data collection and intelligent suggestions. Take for example the case of
virtual assistants such as Siri, Cortana, and others. This type of system collects as much
information as possible about the user and the environment around them, and from there
suggests and performs actions that simplify people’s lives. The use of smart devices for
data collection is not new, and there are a lot of applications in this field. One of the
main applications is, for example, context recognition [13]. In the case of comfort and
well-being, there are advances with the use of smart devices sensors. One example of
an application that has this purpose is BeWell [10]. It is an application designed to make
people care about certain concepts of theirwell-being, concepts that are often overlooked.
This is the case of, for example, lack of sleep, hygiene or high social isolation. The authors
believe that this situation is caused by an absence of adequate tools for effective self-
management of overall well-being and health. The main idea of this application is to be
capable of monitoring multiple dimensions of human behavior, encompassing physical,
mental and social dimensions of well-being. Comparing to what is presented in this
article, this application will be useful as a support for this work since the main objective
is similar to what is presented. However, this application only makes use of some device
sensors whereby only a few pre-established well-being metrics are evaluated.

In another way, in the field of comfort, there are equally some studies and conse-
quently some applications. One example of that is the ThermOOstact [16]. This is an
application that has with main purpose study the thermal comfort inside a University
Campus. Nevertheless, it is really specific since only is used concepts associated with
temperature and only works on the University of California occupants. The purpose of
this article is more comprehensive because a lot of different data will be collected and
according to that data will be possible to explore a wide range of concepts. This brings
a great advantage because it allows the creation of a broader application. Furthermore,
the proposal application will allow to explore comfort and well-being at the same time.

3 Architecture

According to the system architecture, it is possible, in addition to fundamental compo-
nents such as the database, to divide the application into two strands. A strand oriented
only to data collection so that the data can be stored and processed later and another
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strand more related to the building of predictive models. In Fig. 1 could be seen this
process.

Fig. 1. Application workflow

3.1 Data Collector Application Strand

Since for built machine learning algorithms data is needed, an application that collects
data has to be built. With an application developed for smart devices, it is possible to
use inherent sensors of this type of system. Some information that could be extracted is
the number of steps, ambient temperature, light level, magnetometer values, gyroscope
values, accelerometer values, humidity, and location. However other information can
be collected, like the environment type (indoor or outdoor), Wi-Fi information (SSID,
RSSID, and Mac address of the provider), battery percentage, call number and duration,
during a day, the number of events for the day and activity performed by the user by the
time that the data is collected. Some of this information is sensible and for more security,
it has to be saved through hash key, furthermore, no information identifying the user
could be saved. In addition, it is intended to use APIs so that the information gathered
was even wider. This includes, for example, the OpenWeather API that allows collecting
a vast amount of data associated with weather conditions (such as weather state, wind
speed, ultraviolet radiation index, pressure, and temperature) and the Foursquare API
that allows capturing location-related data (such as local category). In addition to these,
an API to capture data about air quality (such as AQI and the dominant polluter) can
also be used.

One decision to make is how users will be asked about their comfort and well-being.
In this sense, to avoid being too intrusive, two situations were taken into account. On
the one hand, the questions about comfort could be made by context analysis. That is,
when it is detected that the user has moved, questions will be asked more frequently.
Another situation is that these questions can appear at specific times. In this case, it
could be given to the user the possibility to choose how often the questions occur. Three
options could be taken into account: low, medium, or high frequency. In the case of the
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well-being question, it is intended to appear only less frequently. This is due to what
was defined in the previous section. Indeed, it is assumed that well-being throughout the
day will not have as many variations as comfort. In these cases, the notification could
show up every two hours. On the other hand, the user could also be allowed to answer
a question about comfort or well-being voluntarily without waiting for a notification.
To make both processes faster a response scheme through a smiley face could be used
(Fig. 2). This idea came about over an adaptation of the Likert scale, commonly used in
opinion polls. As the following figure demonstrate, the questionnaire for well-being is
more complex to be possible to associate the different type of data collected to different
types of well-beings (defined in state of art). These questionnaires were designed with
the aim of being short answer so that users can answer quickly and without effort.

Fig. 2. Application questions

3.2 Learning Workflow Strand

After an initial analysis of the data, the basic procedures of machine learning and, more
particularly deep learning, can be used to build predictivemodels. Such procedures result
from the application of frameworks that arise from different studies. One example of
an approach was the one described by Yufeng Guo [8]. This involves, after the data
collection, a pre-processing phase. This is a complex phase, as it involves a set of steps
(missing values treatment, data-type conversions, data normalization, among others)
where various strategies could be explored. Then the objective is to choose a model and
train it, trying to improve it in relation to a base value. Finally, it is necessary to evaluate
the model by making optimizations regarding its hyper-parameters. The studies applied
below could be applied to comfort and well-being.
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4 Case Study

The case study that will be presented next involves an application created for Android,
with the assumptions stated above, with the participation of ten users who used the
application during the period from 15 March 2020 to 20 April 2020. Users are located
in Portugal and due to this factor, the data collection period coincided with a mandatory
quarantine period due to the global pandemic. In this sense, there was a change in
the final objective of the work so that it fit the conditions that were felt. In short, the
collected dataset contains 1954 lines and a total of 43 features. In the following steps,
we summarize some of the steps taken. This work of building a model was done in the
Python programming language, using some libraries such as TensorFlow and sklearn.
Some of the data processing done was:

• Elimination of some irrelevant variables:Variables like the user’s key, which is not
relevant to the prediction, were deleted;

• Handling of missing values: Since there were a lot of missing values, we started
by using some methods for their treatment. What seemed more adequate was the
replacement of these values by the immediately previous value. This was due to
the fact that once the data is captured sequentially, this technique could result in less
introduction of variability in the dataset. In addition, in the case of some features, such
as the case of meteorology, for example, it is expected that they will not have major
variations over the course of a day. However, other techniques were also explored
here, for example, the use of the mean and the median. Since the number of lines in
the dataset is not very high, it was decided not to eliminate lines with missing values
in order not to further reduce the sample number;

• Treatment of the encoding of non-numeric variables:Several features of the dataset
were represented by strings. Since deep learning models only accept numbers, it was
necessary to proceed with some type of pre-processing. For this purpose, the One Hot
Encoder method was used;

• DataNormalization: In order to reduce the discrepancy, some techniques for framing
the values were also applied, among them the Standardization and Normalization
methods were tested;

• Target Encoding: Since the target presents values in a certain way sorted from 1 to
5, a label encoding technique was used to normalize these values (thus transforming
these values into classes 0 to 4).

We want to study if the previous data are relevant to the prediction of physical
well-being. For that case were used RNN, more in particular LSTM. As this is a neural
network where the order of the data is quite relevant, no shuffle has been done. Although,
other special precautions regarding the way the data had to be processed were taken.
In addition to pre-processing, the data were transformed according to a sliding window
principle. Thus, the previous data are organized so that they serve as input to predict the
target of the next line. Since we want to classify the well-being some precautions have
to be taken. As this is a multiclass classification problem, the loss function used was
therefore categorical_crossentropy. Furthermore, in the final layer, a softmax activation
function was used. Here we have to take into account the type of this activation function
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and the loss function, as incorrect use of these can lead to false results. Some studies
were carried out in order to understand what is the method that could give best results.
Essentially two approaches were built:

1. LSTM using data from a single user

a. Only one user was used for training the rest were used for testing.

2. LSTM without separating by user

b. There was no separation of each user (only two users are saved for the test);
c. The transformation into a sliding window occurred in all data, so the data was

sorted by user key and date-time in order to reduce inconsistencies.

The following are some of the results obtained in both approaches. It is although
important to refer that the following experiments were made on physical well-being.
However, the study could be extended to other well-being types.

First, a study was done on what should be the best treatment for missing values. The
results could be seen summarized on Table 1.

Table 1. Nan treatment experiments

Nan
treatment

Approach type Train accuracy Train loss Test accuracy Test loss

Using only
forward
propagation

1 78.96% 0.5802 64.42% 1.2970

2 77.04% 0.7422 28.70% 1.8702

Using mean
values

1 78.96% 0.6429 64.42% 1.2372

2 41.99% 1.0705 30.26% 2.0822

Using median
values

1 78.96% 0.5680 64.42% 1.3350

2 41.56% 1.0673 30.26% 2.0683

Comparing the two approaches is possible to see that the first one, gives in a first
instance better result than the second one. This could be for the fact that the first one,
is simpler and the data is less. However, test accuracy does not have big changes in the
two approaches. In these experiments seem like using the mean values to solve the Nan
problem is the most appropriate in the first approach (less loss) and the median is better
in the second approach.

With the use of values normalization techniques, it was possible to obtain a big
improvement in the accuracyof the second approach, as shown inTable 2.However, in the
first one, no improvement has been achieved.Despite all, generally, a value normalization
is better. The MinMaxScaler technique was the chosen one.

Since the number of data is low, the next step was to test resampling mechanisms.
The method varies depending on the approach. In the first one, the data was resampling
in an interval of 15 min because it was the minimum time that notification is thrown.
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Table 2. Value normalization experiments

Value
normalization

Approach type Train accuracy Train loss Test accuracy Test loss

Standardization
(StandardScaler)

1 100% 9.6612e − 04 23.93% 3.3128

2 99.57% 0.0147 65.91% 2.1979

Normalization
(MinMaxScaler)

1 83.23% 0.4657 64.42% 1.2368

2 98.97% 0.0265 88.52% 0.6357

In the case of the second approach, the resampling was done taking into account some
considerations. First, the datawere grouped by user, after that the resamplingwas applied
for each user individually. This is, for every user was generated samples that correspond
to the interval of 15 min. However, in this case, it was not possible to improve the
accuracy. The results could be consulted in Table 3.

Table 3. Resample experiments

Resample type Approach type Train accuracy Train loss Test accuracy Test loss

Without resample 1 83.23% 0.4657 64.42% 1.2368

2 98.97% 0.0265 88.52% 0.6357

With resample 1 99.70% 0.0140 82.16% 0.9723

2 99.61% 0.0133 62.91% 0.8457

The final step was to validate and tuning the model. In these approaches the objective
was to experiment some combinations in order to find a good fit. The number of layers,
the number of neurons, the windows size, epochs, batch size, among other, were tested
together. It is, therefore, important to refer that a good fit is not that one that has high
accuracy. In fact, after the application of some of these techniques, it was possible to
improve the results and consequently combat problems such as underfitting and over-
fitting which can lead to a leak of performance on the final model despite the accuracy
value.

In the first approach, the model seems to converge after a few Epochs. The learning
curves of the best model could be seen in Fig. 3. The windows size used was 8 and the
batch size was 6.

Despite these results, this approach has some problems. The main one is in choosing
a user who is the most possible representative of the problem. For example, if user A
is used for training and user B is used for testing the model will fail if the classes in B
are not the same as in A (user A has chosen 1 and 2 for physical well-being, and user
B has chosen 2 and 3, as the model was not trained in class 3 this could be a problem).
Furthermore, each user individually has few rows of data. This makes the model be more
fallible in a real scenario since it will depend on that one user used for the training. The
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Fig. 3. Approach 1: learning curves

next image (Fig. 4) represents two confusion matrixes from two different users. The one
on the right (Fig. 4b) has a higher accuracy than the one on the left (Fig. 4a). This could
be explained for what was said before.

Fig. 4. Approach 1: confusion matrixes

The validation of the model and consequently the final accuracy was obtained by
using all the remaining users from the dataset. The mean accuracy obtained was 84.22%.

In a search for finding a good model the same steps following before were applied
in the second approach. The final results could be seen on Fig. 5.

The windows size used was 12. The best batch size found was 14. Although this
approach would have the same problem as the first one, since the number of data is
bigger the probability of that problem happen is lower.

Despite all this, this approach has also some other problems. First, by joining the
data of all users in the same file, we may be creating some inconsistencies mainly about
the creation of sliding windows. Second, the classes are unbalanced, this combined with
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Fig. 5. Approach 2: final model

the impossibility to shuffle the dataset could lead to a leak of performance. However,
the second approach seems to be one with better results.

5 Conclusion

In this article, initially, it was described how smartphones and the sensors they have could
be used to identify the context in which a given user is inserted. The experiments carried
out have shown good results. In fact, according to the results obtained, it is possible to
answer in an affirmative way the question “Is it possible to predict well-being in times
of a pandemic?”. Thus, it was allowed to build a model capable of mainly predicting
well-being at the moment in which we live. Indeed, it has been shown that physical well-
being is dependent on previous conditions. Despite in this article only some of the results
regarding physical well-being have been shown, the process is more comprehensive and
allows the extension of these experiences to other types of well-being. In the case of
comfort, it is intended to apply the same studies.

In the future, and after having overcome the contingencies of the times in which
we live, we hope to proceed to a new collection of data and thus not only be able to
predict well-being and comfort during quarantine but also for different environments
and different spaces. Furthermore, it is intended to create a more comprehensible study
and in that way fight against the problems mentioned. Such a study proves to be quite
useful both from a personal point of view, as well as from a more professional point of
view. From a personal point of view, in a future work, notifications could be launched
that provide advice to users so that they can consciously act on their well-being and
comfort. In the professional case, on the other hand, the development of an application
that can cope with changes in the conditions of comfort and well-being in a given space
can be useful. So, the next steps are to improve this study and apply it to help the needs
of different populations.
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Abstract. For the management and operation of a Wastewater Treat-
ment Plant (WWTP), the influent flow is one of the most important vari-
ables. Hence, this paper presents an evaluation of multiple Deep Learn-
ing models to forecast the influent flow in WWTPs for the next three
days, taking into account previous influent observations as well as his-
torical climatological data. Long Short-Term Memory networks (LSTMs)
and one-dimensional Convolutional Neural Networks (CNNs), following a
channels’ last approach, were conceived to tackle this time series problem.
The best candidate LSTM model was able to forecast the influent flow
with an approximate overall error of 200 m3 for the three forecast days.
On the other hand, the best candidate CNN model presented a slightly
higher error, being outperformed by LSTM-based models. Nonetheless,
CNNs, which are typically applied in the computer vision domain, also
showed interesting performance for time series forecasting.

Keywords: Deep Learning · Wastewater Treatment Plants · Influent
flow · Long Short-Term Memory Networks · Convolutional Neural
Networks

1 Introduction

Population growth worldwide has lead, directly and indirectly, to an increase in
the pollution levels on our planet [1]. In fact, liquid and solid wastes are produced
in industrial activities, which, when discharged into rivers, can pollute many of
the world’s water sources. Access to clean water and the disposal of effluents
represents a fundamental challenge for all authorities connected to the water
supply. Currently, in developed countries, wastewater is treated using Wastew-
ater Treatment Plants (WWTPs) to ensure that it is returned to its natural
habitat in the best conditions [2].
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To guarantee a high-level of water quality, it is necessary to monitor several
WWTPs’ parameters. Such monitoring leads to the detection of failures in the
WWTPs and, consequently, to an improvement in terms of quality and in the
reduction of maintenance risks. The influent flow in a WWTP has a key impact
on its operation and management. One of the cases in which the forecast of the
influent flow has a great impact is on the use of electricity [3]. By forecasting
this flow, it is possible to optimize the selection and programming of the pumps
to be used in the wastewater treatment, thus being able to reduce the electricity
used. Some factors need to be taken into account in such forecasts, including
climatological conditions and the characteristics of the WWTP itself.

This manuscript aims to evaluate multiple Deep Learning models to forecast
the influent flow in WWTPs for the next three days, taking into account pre-
vious influent observations as well as historical climatological data. Long Short-
Term Memory networks (LSTMs) and one-dimensional Convolutional Neural
Networks (CNNs) are to be conceived, tuned and evaluated. Hence, the remain-
der of this paper is structured as follows: the next section summarizes the state
of the art regarding influent flow forecasting in WWTPs. The third section aims
to present the materials and methods, where the used datasets are addressed,
explored and pre-processed. The fourth and fifth sections present a description
of the conducted experiments and a discussion of the obtained results, respec-
tively. The sixth and final section examines the main conclusions of this study
and presents future perspectives.

2 State of the Art

Many studies have been carried out taking into account the forecast of influent
flow in WWTPs [4–8]. Zhang et al. (2018) carried out a study with the objective
of reducing the overflow in a WWTP, making a real-time forecast of the influent
flow in the WWTP [4]. The authors divided their study into two parts: the first
in the development of a hydraulic system to identify free space in the WWTP
inlet tubes, and finally, the development of Recurrent Neural Network (RNN)
models to predict the overflow of these tubes in rainy situations. The three mod-
els used were Elman [5], Nonlinear autoregressive exogenous model (NARX) [6]
and LSTMs. The data was collected from the Regnbyge platform. As metrics
for evaluating the models, the authors used R-Squared (R2) and Nash-Sutcliffe
Efficiency (NSE). The data were normalized between 0 and 1. In the case of
the Elman and NARX models, the data was partitioned into training, test and
validation data. On the other hand, in the LSTM models, the data were parti-
tioned in training and testing. In all models, there was a implemented a tuning
process. The candidate models, concerning the used metrics, presented a very
similar performance. Despite this, the authors concluded that the LSTM model
is more effective in long-term dependencies, dealing better with dynamic flow
changes.

Another study by Zhou et al. (2019) was based on the proposal of a model
using Random Forest for the daily forecast of influent flow in two WWTPs [7].
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The data used by the authors were collected from Hydromantis Environmental
Software Solution and the data related to climate through Weather Canada.
Regarding the used features, the date and time were one-hot encoded to reflect
patterns of time sequences. A tuning process was carried out concerning the
number of trees and the number of resources tested in each division for the model
developed. To compare the performance of the developed model, the authors
compared it with an AutoRegression Integrated Moving Average (ARIMA) and
Multilayer Perceptron (MLP) models, using the same architecture. The metrics
used to evaluate the performance were R2, NSE and Mean Absolute Percentage
Error (MAPE). The data were divided into training and testing. The authors
concluded that, in general, the Random Forest model can predict wastewater
inputs competently. Regarding the comparison with the ARIMA model, although
in one of the stations the results were not satisfactory, the MAPE value is low.
Regarding the MLP model, the Random Forest model cannot capture extreme
values as well, but the results were generally satisfactory. One of the points
highlighted by the authors is that the range of forecast results in the Random
Forest model is determined by the range of training data, thus not being able to
make a forecast that exceeds that range.

Szelag et al. (2017) developed a study whose objective was to compare the
application of different non-linear methods to predict the flow of sewage in a
WWTP for the next day [8]. The authors compare four models: Random For-
est, K-nearest neighbour (KNN), Support Vector Machines (SVM) and Kernel
Regression. As input, the models received precipitation values, the water levels
of the Wislok river and WWTP sewage inlets, between 2005 to 2008. The input
variables were normalized by the min-max transformation and selected using
a matrix relevant correlation. Regarding the evaluation metrics of both mod-
els developed, Mean Absolute Error (MAE) and MAPE were used. The models
were tested in 12 experiments with different inputs. The authors concluded that
in about 75% of the experimented cases the SVM method was more effective
than the others. The Kernel Regression never managed to be the best model, in
any of the experiments. The authors conclude that experiments with the largest
number of input variables presented better results both for MAE and MAPE.

3 Materials and Methods

The materials and methods used in the conducted experiments are detailed in
the following lines.

3.1 Data Collection

The influent flow dataset used in this study is based on real-world data and
was made available by a Portuguese water company. Climatological data include
temperature, precipitation and humidity values and were collected through APIs
calls to the Open Weather Maps platform. The present study analyzes observa-
tions belonging to the period between January, 2016, to May, 2020.
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3.2 Data Exploration

The data used in the conducted experiments come from two distinct datasets.
The first corresponds to daily historical data regarding influent flow from one
Portuguese WWTP. This dataset consists of two features as described in Table 1,
and contains a total of 1610 timesteps. The same table also presents the most
important features present in the climatological dataset, which consist of a total
of 25 features, with a grand total of 76891 hourly timesteps.

Table 1. Available features in the used datasets.

tinUnoitpircseDserutaeF#

Influent Flow Dataset

1 date emit&etadpmatsemiT
2 flow Accumulated influent flow value m3

Weather Dataset

1 dt iso emit&etadpmatsemiT
2 temp Temperature oC
3 feels like Human perception of climate oC
4 temp min Minimum temperature oC
5 temp max Maximum temperature oC
6 pressure Atmospheric pressure hPa
7 humidity Humidity percentage %
8 wind speed Wind speed value m/s
9 wind deg Wind direction Degrees
10 rain mmemulovniaR
11 clouds all Cloudiness percentage %

No missing values were present in the dataset. However, being this a time
series problem, we were also required to pay attention to missing timesteps.
After an analysis of both datasets, it was found that no timestep was missing
and the time series was complete. To identify the existence of outliers, the z-score
method was used. It was possible to understand that in some timesteps there
was an insertion error in the influent flow. The identified values were corrected.

To understand the variation of the influent flow over the different years,
the average monthly variation of the flow was analyzed. Figure 1 illustrates the
mentioned variation. It is possible to verify that the biggest peaks of influent
flow are verified in 2019. In that same year, the values have higher monthly
values than in other years. In addition, it can be seen that the influent flow
tends to decrease every year after October, except in 2017. In that year, the flow
continues to grow until December.

Then, it was found that all features in both datasets assumed a non-Gaussian
distribution, taking into account the Kolmogorov-Smirnov test with p < 0.05.



366 P. Oliveira et al.

Fig. 1. Monthly variation of influent flow over the years.

The non-parametric Spearman’s rank correlation coefficient was used to analyze
the correlation between several pairs of features. No interesting correlations were
found.

3.3 Data Preparation

The first step performed to prepare the data was to apply a feature engineering
process [16–18], in both datasets, to create 3 more features from the timestamps
(year, month and day). The climatological data show hourly average records
for all features, except the temperature, which also presented minimum and
maximum values. Since we aim to work with a daily dataset, climatological
observations were aggregated per day, month and year, being grouped to depict
the minimum, maximum and average values for all features.

The influent flow values were presented as accumulated values. To obtain
daily values for this feature, it was necessary to perform a mathematical calcu-
lation on each timestep. For this, the influent flow value of the previous day is
subtracted from the value of the current timestep. Since the first timestep of the
dataset does not have a previous known value, it was removed.

We now have two daily datasets, the climatological and the influent flow ones.
They were joined in a single dataset using, as key, the year, month and day. The
target feature is the flow one (in m3). Hence, to select the input features for the
candidate models, a F-test analysis was performed with an alpha = 0.05. This
test showed that the features with the highest correlation with the influent flow
were the year, the average humidity and the maximum rain. Hence, all other
features were discarded from the dataset.

The data used in this study were normalized to fit the interval [0, 1], for CNN-
based models, and [−1, 1], for LSTM ones. After all the performed treatment, the
final dataset (Table 2) contains 1609 daily timesteps with a shape of (1609, 4).
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Table 2. Features present in the final dataset.

# Features Observation Example

0 timestep index 2019-04-23
1 flow 527
2 year 2019
3 average humidity 77.917
4 maximum rain 3.81

To create a supervised problem, a sliding window method was conceived to
create pairs of input/label, i.e., the X and the y, depending on the number of
timesteps that make a sequence. For instance, if the number of timesteps that
make a sequence is set to 7 days, than the final shape of the models’ input
is (1601, 7, 4) while the labels’ shape is (1601, 1). As explained in subsequent
sections, the number of timesteps that make a sequence was tuned in order to
experiment input sequences of 7, 14 and 21 days.

3.4 Evaluation Metrics

To assess how effective the candidate models were, two error metrics were used.
The first corresponds to the Root Mean Squared Error (RMSE), a metric that
translates how well the model is executed, realizing the difference between the
predicted and the real values. This metric also highlights outliers present in the
data. The formula for this metric is as follows:

RMSE =

√∑n
i=1(yi − ŷi)2

n
(1)

Regarding the second metric, the MAE was the one used. This aims to mea-
sure the average magnitude of errors in a set of forecasts, regardless of their
direction. In other words, the MAE is the average over the verification sam-
ple of the absolute values of a set of differences between the forecast and the
observation.

MAE =
1
n

n∑
i=1

|yi − ŷi| (2)

3.5 LSTMs

LSTMs are a type of architecture belonging to RNNs. In a RNN, the evolution of
the state depends on the current entry, as well as the entry of previous timesteps.
LSTMs are used to learn from past experiences, solving problems that emerge
when using typical RNNs [9,10].



368 P. Oliveira et al.

LSTMs take a similar approach to data in the computer’s memory. Infor-
mation can be stored, written or read from a cell of this type of network. In
addition, this type of architecture can prevent the propagation of the error over
time and in different layers. This type of technique allows the network to con-
tinue its learning process through several “steps” in time [11]. In this study, the
LSTM architectures used by the candidate models were structured in blocks of
an LSTM plus a Dropout layer to control overfitting.

3.6 CNNs

CNNs are a type of network specially developed and tuned for visual recognition
as the extraction of features is done by the network itself [12]. This type of deep
neural network is usually divided into two parts, the feature extractor, which can
be composed of convolution and reduction layers, and the classifier, composed of
fully connected layers, as in a typical Artificial Neural Network. CNNs consist
of a set of layers that extract features from the input images through successive
convolutions and poolings.

Lately, it is possible to unscramble the use of CNNs for time series problems
[13–15]. In this study, a one dimensional CNN is used to forecast the influent
flow of a particular WWTP. A channels’ last approach was followed, both in the
Conv1D and Pooling layers. This type of approach aims to reduce the number
of timesteps throughout the network, keeping the number of filters intact. The
shape of a Conv1D layer follows the format (timesteps, filters). In CNNs for
time series forecasting, the kernel size is used to define the length of the window
of timesteps that will be affected by each filter. The output shape of each Conv1D
layer is calculated using the following equation:

(Timesteps−KernelSize) + 1 (3)

Through the analysis of the aforementioned calculation, it is verified that to
obtain a more complex model (a deeper one) in terms of Conv1D layers, it is
necessary to have a lower kernel size value or use an higher amount of timesteps
to build a sequence.

Regarding the pooling layer, AveragePooling1D is used in this study. In this
layer, a channels’ last approach was also followed. Again, this type of approach
aims to reduce the number of timesteps, keeping the number of filters intact.
Figure 2 describes an example of the channels’ last approach with a Conv1D
layer and an AveragePooling1D layer, with an example input of 7 timesteps and
4 features.

4 Experiments

To achieve the goal of forecasting the influent flow at WWTPs, it was necessary
to develop several candidate LSTM and CNN models. In these experiments,
no statistical models were used, since in some studies the best performance of
LSTMs related to this method has already been shown [9]. Concerning CNNs,
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Fig. 2. Example of a channels’ last approach in a CNN model.

one dimensional layers were used, i.e., Conv1D and AvergePooling1D. Several
experiments were carried out for each of the candidate models to find the best
combination of hyperparameters for each model type. The candidate models
aim to forecast the influent flow for the next three days, using a multi-variate
multi-step recursive approach.

Table 3. LSTM vs CNN hyperparameters’ searching space.

Parameter CNN LSTM Rationale
Epochs [1, 20] [300, 500] -
Timesteps [7, 14, 21] [7, 14, 21] Input days
Batch size [16, 32] [16, 23] Batch of 2 to 3 weeks
LSTM layers - [3, 4] Number of LSTM layers
CNN layer [1,2,3,4,5,6,7,8,9] - Number of CNN layers
Activation [ReLU, linear, sigmoid] [ReLU, tanh] Activation function
Pool Size [2,3] - Iin the Pooling Layers
Neurons [32, 64, 128] [32, 64, 128] For each layer
Filters [8,16,32,64] - Number of filters
Dropout [0.0, 0.5] [0.0, 0.5] For Dense Layers
Learning rate callback callback Keras callback
Multisteps 3 3 3 days forecasts
CV Splits 3 3 Time series cross-validator

The performance of the candidate models was evaluated based on error met-
rics. The search for the best combination of hyperparameters is described in
Table 3, which also depicts the searched values for each hyperparameter.

In each experiment, a cross-validator suitable for a time series problem was
used, in particular, the TimeSeriesSplit. For each split, the RMSE and MAE
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metrics are calculated, both in terms of training and testing. The mean value of
both error metrics is then calculated and used to evaluate the performance of
the candidate models.

5 Results and Discussion

The obtained results are presented in Table 4, which depicts the top-3 results of
the best LSTMs and CNNs candidate models. Error values are normalized.

Table 4. LSTM vs CNN top-3 models. Legend: a. timesteps; b. batch size; c. n◦ of
layers; d. n◦ of neurons/filters; e. pool size; f. kernel size; g. dropout; h. activation; i.
RMSE; j. MAE; k. time (in seconds).

# a. b. c. d. e. f. g. h. i. j. k.
LSTM candidate models

50 7 23 3 32 - - 0.5 ReLU 0.168 0.132 188
14 7 16 4 32 - - 0.5 ReLU 0.169 0.134 562
110 7 16 4 32 - - 0.5 ReLU 0.17 0.133 824

CNN candidate models

315 7 16 3 32 2 2 0.5 linear 0.078 0.062 11.5
369 7 16 4 32 3 2 0.5 linear 0.079 0.063 15
356 7 16 4 16 3 2 0 linear 0.08 0.063 14.5

Regarding the best candidate LSTM model, it obtained a normalized RMSE
of 0.168 and a MAE of 0.132. On the other hand, the best CNN candidate model
presented a normalized RMSE of 0.078 and a MAE of 0.062. It should be noted
that LSTMs input data was normalized to fit the interval [−1, 1], while CNNs
were normalized into the interval [0, 1]. Hence, the comparison of both values is
only possible using non-normalized data. In fact, non-normalized errors depict
the better performance of LSTMs as an error of 0.132 corresponds to 200 m3.
On the other hand, an error of 0.062 for the best CNN model corresponds to
232.7 m3.

LSTMs showed better performance to forecast three future days when using
data about the last seven days (the last week). In fact, all the best candidate
models, regardless of being LSTMs or CNNs, used information about the last
week to predict the next three days. Moreover, regarding the best LSTM models,
it is worth noting that the values of the hyperparameters are quite homogeneous
in the three best candidates. On the other hand, CNNs present more hetero-
geneous hyperparameter values. The best overall model, an LSTM one, uses a
batch size of three weeks, 3 hidden layers of 32 neurons each, a dropout rate of
50% and ReLU as activation function. It is also interesting to note that CNNs
take significantly less time to train when compared to LSTMs. Figure 3 presents
two random forecasts of three days for the best LSTM and CNN candidate
models.
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Fig. 3. Two random forecasts of three days performed by the best LSTM and CNN
candidate models.

6 Conclusions

The influent flow in a WWTP is a crucial variable in its operation. Hence,
this study focused on the use of Deep Learning models, in this case LSTMs and
CNNs, to forecast the influent flow for the next three days. Multiple experiments
were carried out on both models, through the combination of several hyperpa-
rameters. The best model for influent flow prediction was based on LSTMs,
presenting a RMSE of 0.168 and a MAE of 0.132. These results demonstrate
that it is possible to predict, with satisfactory results, the influent flow in a
WWTP by taking into account historical data about the influent flow as well as
climatological data. It was interesting to note that CNN-based models can also
be applied to time series problems, presenting promising performance. It should
also be noted that the number of epochs required, before reaching overfitting, is
much lower in CNNs, which is reflected in the time these models take to train
when compared to LSTM ones.

Concerning future work, we aim to investigate if a greater number of samples
improves the results obtained by CNN-based models. We also aim to investigate
how does the performance of these models change if a uni-variate approach is
followed, i.e., how do the models behave if they only receive the influent flow as
input feature.
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Abstract. Multispectral imaginghas becomeausefulmeans of sensing in increas-
ing number of fields, including precision agriculture due to its many advantages
such as being non-invasive and extracting additional information than the visible
band. Combined with machine learning, such systems can further extract com-
plex relationships among extracted spectral information to facilitate intelligent
agriculture. This paper focuses on making the process of multispectral data anal-
ysis automatic for classifying virus infection in plants, specially cassava plants
infected with brown streak virus and tomato plants infected with mottle virus.
Multispectral images are sampled from cassava and tomato plants with a designed
portable device and then passed on to the proposed automatic analysis process.
Conventionalmethods often depend on time-consumingmanual processes of crop-
ping valid patches from sampled leaf images and then averaging the patches to
obtain the spectral reflectance signatures of the leaves, prior to the classification
stage. The developed automatic process can automatically extract valid leaf pix-
els from scanned leaf images and subsequent spectral information and integrate
with the classification method for optimal detection of infected plants. It has not
only reduced processing time and errors significantly but also make the entire
process more optimal. Extensive experiments on cassava brown streak virus and
tomato mottle virus have been conducted and results demonstrated the intended
advantages of the developed process. Support vector machines with RBF kernel
have been shown to perform well for the classification of uninfected, and infected
classes. Experiments show that the application can offer less time-consuming
automatic analysis of the captured data.

Keywords: Multispectral data analysis · Classification · Precision agriculture ·
Virus detection

1 Introduction

Hyperspectral imaging (HSI) and multispectral imaging (MSI) are becoming increas-
ingly popular because of their advantages over visual imaging along recent developments
in the technology. Unlike colour or greyscale images, HSI/MSI images extend the visible
regions (400–700 nmwavelengths) of the electromagnetic spectrum (EM) and comprise
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of additional sub-bands of wavelength outside the visible bands, which may bring out
finer details with respect to the subject under investigation. For instance, the infrared
area of the spectrum may contain chemical element or structure information about the
target [1], by virtue of the harmonics from the mid-infrared molecular vibrational spec-
troscopy. Similarly, such data in the near-infrared (NIR) area of the EM spectrum can
also reveal information about biological and organic samples [2].

The main differences between HSI and MSI systems are the number of spectral
bands and their bandwidths.Whilst HSI systems have consecutive narrow spectral bands
across the spectrum of interest, MSI systems have only a few or tens spectral bands in
certain wavelengths. MSI systems have gained a wide range of applications due to
their efficiency. One major application field is agriculture and there are many different
purposes in agriculture and food industry. For example, HSI/MSI systems are used for
plant health monitoring [3], quality evolution of plant products [4], mapping crop yield
for precision agriculture [5], and quality evaluation of beef and pork [6].Medical imaging
[7], compositional information of mineral mixtures [8], security, surveillance and target
acquisition [9] are also among a variety of examples of applications of HSI/MSI systems
in different areas.

HSI/MSI systems are used to obtain valuable spectral information about the tar-
get objects in finer wavelengths than available conventional visual inspection. As a
consequence interpreting the resulting data is not intuitive. Therefore, a classification
algorithm is needed for quantitatively distinguishing data samples from different classes
of stressed crops such as those infected by a pathogen versus uninfected or control
samples. Often the support vector machine (SVM) is the preferred classifier for MSI
image analysis due to its efficiency [10]. As an example of MSI systems in agriculture;
ripeness of fruits is of a principal indicator for the optimal harvest time and heavily relies
on human experiences and judgment. However, automatic determination of ripeness is
nontrivial. In [11], 180 healthy strawberries, with three different classes (60 ripe, 60
mid-ripe and 60 unripe) were harvested by locally experienced growers. These samples
were then captured by a laboratory based HSI system, by two different camera systems
with 380–1030 nm and 874–1734 nm spectral ranges. A conveyor belt was used for line
scan configuration. Besides the spectral information, spatial properties were extracted
using grey level co-occurrence matrix (GLCM). Then SVM with radial basis function
kernel (RBF) was employed to build classification models, achieving 85% classification
accuracy.

The main reason behind developing the current work is to reduce the time spent pro-
ducing the datasets for classification purpose. Spectral reflectance of each wavelength is
often obtained by extracting patches from an MSI image of a leaf or using the image of
the whole leaf. However, working with a whole leaf image will require leaf segmentation
and removal of noise due to veins, defects and stomata and is also computational more
demanding. On the other hand, cropping out patches is a manual task and highly time
consuming and requiring experienced user assistance. It may also miss useful infor-
mation as patches may not cover the entire leaf. The developed application can also
automatically capture patches from a leaf by simple user interactions such as defining
the number of patches wanted.
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The rest of the paper is organised as follows. The background section (Sect. 2)
provides a short summary of MSI systems and support vector machines (SVMs). Also,
essential equipment of MSI systems are briefly presented in this section. Information
about the used MSI device, the dataset, and the preparing process of the dataset are
respectively revealed in materials and methods section (Sect. 3). Experiment and results
are given in Sect. 4, followed by conclusion in the final section.

2 Background

2.1 Multispectral Imaging Systems

Digital image analysis with different imaging modalities started around in the 60 s.
Greyscale values were used in early studies of image analysis. Greyscale images are
single band images produced using the reflection of the light intensity over the electro-
magnetic spectrum. After 1980 s, colour images gained importance for image analysis.
Unlike greyscale images, colour images are produced using red, green, and blue (RGB)
bands of the EM spectrum of intensities. While greyscale or colour images provide
spatial information, spectroscopy gives spectral information about the image. Further,
MSI systems provide both spatial and spectral information. These combinations can be
represented as a three-dimensional (3D) data cube. The first two elements of the data
cube gives spatial information in the targeted image, while the third dimension of the
data cube is the obtained spectral information [1, 12]. Figure 1 illustrates an example of
a multispectral data cube or hypercube. A hypercube is made by voxels, with each voxel
containing pixel intensity values [13]. Scanning configuration is an important feature
to understand how the hypercube is produced. There are four methods: point scan, line
scan, area scan, and single shot method. The first two are spatial based scan configu-
rations, while area scan method is spectral based scan configuration. Unlike first three
approaches, the single shot method provides spectral and spatial based approach. It is

(a)             (b)

Fig. 1. A demonstration of hypercube (a) and scanning configuration (b). (Color figure online)
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important to note that spatial based scanning may have registration problems because of
the movements of the targets [12–15]. These configurations can be seen in Fig. 1.

In addition to different scanning configurations, there are three other crucial com-
ponents: illumination light, a device for wavelength selection, and a detector [13,
16].

The light source of anyMSI system is crucial as it affects what purposeMSI systems
will be used for. The spectral composition and optical power of the illumination used
will dictate the wavelength range and sensitivity of the overall system. There are many
different light sources used for illumination of target objects. Halogen lamps are one of
the most common light sources for HSI/MSI systems. Visible (VIS) and near-infrared
(NIR) spectral regions can be covered using this kind of lamps, which is also low-cost.
However, halogen lamps generate high heat that may cause a problem (burn or alter) to
the target objects. Multiple light emitting diodes (LEDs) can also cover the same spectral
region as halogen lamps. LEDs present many advantages with respect to halogen lamps.
Consumption of low energy, producing low heat, long lifespan, their small size, and
fast response time are some of the advantages of LEDs. However, the materials used
for LEDs may affect the bandwidth of the light and LEDs have narrow wavebands.
LEDs and halogen lamps are used for reflectance of light and transmittance of light in
imaging modalities. Beside LED and halogen lamps, there are many more light sources
used for HSI/MSI systems, such as, lasers, tunable sources [14, 16–18]. Also, additional
illumination sources can improve quality of capturing targets with decreasing signal
noise level. In [19], the effect of an additional illumination source was studied on sugar
beet leaves. The additional 400–500 nm (blue light) LED array caused an improvement
in the sensitivity of hyperspectral plant images. Thesewavelengths are important to catch
earlier symptoms of plant diseases.

The wavelength dispersion devices are one of the essential (and the most important)
equipment of any HSI/MSI systems. These devices divide the broadband spectrum into
small wavelengths portions. There aremany different types of optical and electro–optical
wavelength dispersion devices. For instance, bandpass filter wheels are the most basic
type of devices. These filter devices are practical but also it has got some drawbacks,
such as mechanical vibration, wrong registration, and limited spectral range. Imaging
spectrographs and tunable filters are a variety of examples in terms of the wavelength
dispersion devices [14, 17, 18].

The last core part of any HSI/MSI systems is a detector (camera), which reads the
valuable information carried by the light. The charge-coupled device (CCD) and comple-
mentary metal-oxide-semiconductor (CMOS) are two main types of detectors. Silicon
(Si) or indium gallium arsenide (InGaAs) is a material used for producing CCD image
sensors. InGaAs CCD image sensors are relatively expensive, but these sensors cover
longer wavelengths of EM, e.g. between 900 and 1700 nm for a standard InGaAs image
sensor. On the other hand, CCD image sensors are used for VIS and short-wavelength
NIR regions (400–1000 nm) of EM. CMOS image sensors have some advantages in
contrast with CCD image sensors. For instance, CMOS sensors are suitable for high
speed required applications, also they are cheap, small sensor size, and low power con-
sumption. However, CMOS image sensors provide lower sensitivity and lower dynamic
range than CCD types of image sensors [14, 17, 18].
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The advantage of MSI is that it can obtain a large amount of valuable information
about its target. This huge amount of information can be obtained quickly, although it
depends on the configuration of the MSI system. The target object needs minimal time
to be ready to be captured. MSI systems offer a wide range of applications due to its
non-invasive, non-destructive and chemical-free structure. On the other hand, HSI/MSI
systems are expensive, a real disadvantage for customers. The captured images need
enormous space to store and the process of these images may be computationally inten-
sive. HSI/MSI systems also need to be calibrated every time in order to get accurate data
from the target; therefore, trained specialists are often required [14, 15, 20].

2.2 Support Vector Machine (SVM)

SVM is one of the most popular supervised classifiers in machine learning. SVMs
provide highly successful performances in a range of applications with few training
samples. Classification process generally starts with dividing the dataset into training
and testing sets. A small portion of the training set is usually used as the validation set
for fine-tuning parameters of the classifier. The aim of the SVM is to find separating
hyperplanes with large margins, from the training set. The produced model, as a result
of SVM, is used to predict the target value with the test set [22, 23]. The basic kernels
used in SVMs are shown below.

Linear: K
(
xi, xj

) = xi · xj (1)

Polynomial: K
(
xi, xj

) = (γ xi · xj + r)d , γ > 0 (2)

Radial basis function: (RBF) : K(
xi, xj

) = exp
(
−γ

∥
∥xi − xj

∥
∥2

)
(3)

Sigmoid: K
(
xi, xj

) = tanh(γ xi · xj + r) (4)

In these equations; (xi, yi) indicates features and classes, i = 1, . . . , l where xi ∈ Rn

and y ∈ {1,−1}l . Unlike linear kernel, other three kernels have kernel parameters such
as weight, coefficient and degree of the polynomial kernel, represented by γ, r, and d
respectively [22].

In addition to these parameters, C parameter is the cost parameter that is related with
soft margins. RBF kernel is one of the most preferred kernels since it provides non-linear
hyperplane with C and γ parameters. These two parameters are highly important for the
result of non-linear SVM. Therefore, Grid Search method can be used to estimate C and
γ parameters with cross-validation [24].

3 Materials and Methods

In this study, an in-house designedmultispectral imaging systemhas been used to capture
target leaves. This imaging device utilises 15 different wavebands, ranging from 395–
880 nm, covering the visible region and the near-infrared region. The acquisition process
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starts with calibration to ensure uniform illumination across the different wavebands
and the calibration files are saved for future use. Then the device is ready to capture
multispectral images of leaves and store the captured image files.

Cassava and tomato plants have been used in the experiments and generated datasets
contain samples from Infected, Mock, and Uninfected/Control classes from a number
of plants. Infected is defined as controlled inoculation of plant samples with viral titre
bound upon gold nanoparticles [25], Mock as per infected but with no viral titre, and
Control as an untreated healthy plant specimen. Cassava plants have been inoculatedwith
the Ugandan cassava brown streak virus (UCBSV) (Source: NC-State University, NC,
USA, L. Hanley Bowdoin et al.), while tomato plants with the mottle virus (ToMoV).
The device has captured leaf images on different days after the inoculation. The main
aim behind capturing images in different days is to detect early symptoms of viruses or
responses from the plants.

There are four steps to prepare a dataset for the machine learning algorithm. 1) Cap-
tured multispectral image files are extracted and read to the application. 2) Calibration
is checked and further calibration is performed in required, based on the calibration
image file. 3) Image processing (leaf segmentation and vein removal) is performed to
extract the average reflectance values of corresponding wavelengths. Processed images
can be saved as image files. Patch-based extraction can be performed. For this type of
extraction, the user has to determine the number and size of patches. 4) SVM-classifier
is trained, and results displayed on infected vs. uninfected, mock vs infected and mock
vs uninfected. The flow chart shows the steps of the designed application in Fig. 2.

The developed application interface is shown in Fig. 3. The red lamp indicates the
status of the step and it turns into green when the process is done.

Fig. 2. Flowchart of the designed application.
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Software environment: Processor: Intel(R) Core(TM) i5-8365U CPU @ 1.60 GHz,
1901MHz, 4 Core(s), 8 Logical Processor(s), Installed Physical Memory (RAM): 8 GB,
240GBSSD hard disk andMicrosoftWindows10 system. Experiment platform:Matlab.

Fig. 3. Screenshot of designed application. (Color figure online)

3.1 Image Processing

First, calibration aims to ensure the images across the various bands are comparable and
have uniform isotropic illumination across the area being imaged. It can be achieved
manually or automatically. In the hand-held device used in this study (source: in-house
manufactured, currently unpublished by the authors), calibration is performed automat-
ically, before scans are taken, and as a result, a calibration file is produced and saved for
any future use. Both multispectral image files and their related calibration file have been
used for producing a mask in this application.

Then leaf is segmented from the backgroundwith veins removed as theywouldmake
the reflectance noisy. Laplacian of Gaussian filter has been applied, followed by global
image threshold using the Otsu’s method [21]. Then, morphological operations are used
to polish the result of the segmentation process. Table 1 shows the segmentation and vein
removal algorithm. Segmented images have been used for extracting spectral reflectance
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Table 1. Leaf segmentation and vein removal algorithm

Segmentation and Vein Removal Algorithm

Requirements:
IMG_hyp: Multispectral files, 15 channels in total
Start:
IMG_filtered: Laplacian of Gaussian filter (IMG_hyp)
IMG_threshold: Global image threshold using Otsu’s method (IMG_filtered)
IMG_removed_vein: Morphological operations (IMG_threshold)
end

(a) 

(b)

Fig. 4. Leaf image segmentation and vein removal. (a) Steps of image processing procedure. (b)
Results: from left to right, input image, segmented mask image using calibration file, and vein
removed image.

which can be mean value of the entire image. Image processing steps can be seen in
Fig. 4(a) and typical results are illustrated in Fig. 4(b).

4 Experiments and Results

Classification performance and computational cost have been evaluated and compared
on two different data processing techniques on two different plant datasets. Table 2 shows
the datasets used in the experiments. The datasets have been produced using an equally
selected number of uninfected and infected leaves. 6 infected and 6 uninfected samples
for tomato leaves and 24 infected and 24 uninfected samples for cassava leaves have
been used. However, the optical power associated with Band 6 (700 nm) was insufficient
to achieve low-noise imaging in the Cassava plants’ scans; therefore, data of Band 6 was
excluded in the classification.

Patch-Based Analysis: Cassava leaf images were sampled by cropping patches.
Tomato leaves are significantly smaller than cassava leaves; therefore, they could not be
selected for cropping purpose. The cropping patches have increased the total computa-
tional cost of the application around 190 s more because the algorithm has cropped 6
patches (30 by 30 pixels) from each leaf sample. Each 6 patches have been used to calcu-
late the mean value of them. Randomly selected patches and their classification results
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are highly related with their location. The classification accuracies of five independent
runs between uninfected vs infected were 77.08%, 89.58%, 62.5%, 83.33%, and 83%,
respectively. As can be seen, there are large variabilities among these runs.

Segmented Leaf-Based Analysis: With the developed automatic segmentation of the
leaf, classification can be done based on thewhole (segmented) leaves. Results are shown
in Table 2. As can be seen from the results, using the spectral reflectance of the whole
leaf provides better accuracies than using the patches, though good segmentation and
noise removal are key. More importantly, the results seem more stable. The training
times are also given as computational cost for each step of the entire process. Inference
time for a new leaf with the trained model is 0.66 s, which indicates the possibility of
integrating the processing with the imaging device for a real-time field test.

The produced datasets have been tested using Scikit-learn toolbox with the Python-
3 programming language. Grid search method has been applied to determine the best
parameters of the RBF kernel with 8-fold cross-validation. Each leaf sample has been
tested against the rest of the samples.

Table 2. Classification results of uninfected vs infected with entire segmented leaves.

Parameters Computational cost (seconds) Classification
accuracyData collection

techniques
Plant

Z M S D Total

Mean2 Cassava (96
files)

77 199 187 3 466 81.3%

Sum/NNZ Cassava (96
files)

77 199 190 4 470 87.5%

Mean2 Tomato (72
files)

52 109 128 4 293 95.8%

Sum/NNZ Tomato (72
files)

52 109 127 3 291 95.8%

Computational cost involves four different steps which are extracting zip files (Z),
producing.mat files (M), obtaining spectral reflectance information (S), and producing
datasets (D).

5 Conclusions

This paper presents an automatic application for multispectral image classification of
plant virus from leaf samples. An efficient image processing procedure has been derived
to segment leaf areas and remove veins and SVM classifier has been used to classify
infected and control samples. The experimental results on two different plants have
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shown promising results, indicating that the prototype multispectral machine may pro-
vide high classification accuracy for early stage (pre-visual symptomatic) detection of
viral titre response within plant foliage. This automatic process can be completed in a
fewminutes, compared to tens of minutes by conventional methods. Further trials will be
required for reliability evaluation. Also, in these experiments, only spectral information
has been used. Future study may also explore extracting spatial information from leaf
samples as well as integrating the analysis to the imaging device.

Acknowledgments. Authorswould like to thank Prof. LindaHanley-Bowdoin and her team at the
North Carolina State University for the provision of plant samples and related biological analysis.
Halil Mertkan Sahin would also like to acknowledge the Scholarship provided by the Ministry of
National Education of the Republic of Turkey.

References

1. Prats-Montalbán, J.M., de Juan, A., Ferrer, A.: Multivariate image analysis: a review with
applications. Chemom. Intell. Lab. Syst. 107(1), 1–23 (2011). https://doi.org/10.1016/j.che
molab.2011.03.002

2. Geladi, P., Burger, J., Lestander, T.: Hyperspectral imaging: calibration problems and solu-
tions. Chemom. Intell. Lab. Syst. 72(2), 209–217 (2004). https://doi.org/10.1016/j.chemolab.
2004.01.023

3. Lee, W.S.: Plant health detection and monitoring. In: Park, B., Lu, R. (eds.) Hyperspectral
Imaging Technology in Food and Agriculture. FES, pp. 275–288. Springer, NewYork (2015).
https://doi.org/10.1007/978-1-4939-2836-1_11

4. Tallada, J.G., Bato, P.M., Shrestha, B.P., Kobayashi, T., Nagata, M.: Quality evaluation of
plant products. In: Park, B., Lu, R. (eds.) Hyperspectral Imaging Technology in Food and
Agriculture. FES, pp. 227–249. Springer, New York (2015). https://doi.org/10.1007/978-1-
4939-2836-1_9

5. Yang, C.: Hyperspectral imagery formapping crop yield for precision agriculture. In: Park, B.,
Lu, R. (eds.) Hyperspectral Imaging Technology in Food and Agriculture. FES, pp. 289–304.
Springer, New York (2015). https://doi.org/10.1007/978-1-4939-2836-1_12

6. Konda Naganathan, G., Cluff, K., Samal, A., Calkins, C., Subbiah, J.: Quality evaluation of
beef and pork. In: Park, B., Lu, R. (eds.) Hyperspectral Imaging Technology in Food and
Agriculture. FES, pp. 251–273. Springer, New York (2015). https://doi.org/10.1007/978-1-
4939-2836-1_10

7. Lu, G., Fei, B.: Medical hyperspectral imaging: a review. J. Biomed. Opt. 19(1), 010901
(2014). https://doi.org/10.1117/1.jbo.19.1.010901

8. Zaini, N., van der Meer, F., van der Werff, H.: Determination of carbonate rock chemistry
using laboratory-based hyperspectral imagery. Remote Sens. 6(5), 4149–4172 (2014). https://
doi.org/10.3390/rs6054149

9. Yuen, P.W.T., Richardson, M.: An introduction to hyperspectral imaging and its application
for security, surveillance and target acquisition. Imaging Sci. J. 58(5), 241–253 (2010). https://
doi.org/10.1179/174313110X12771950995716

10. Burger, J.E., Gowen, A.A.: Classification and prediction methods. In: Park, B., Lu, R. (eds.)
Hyperspectral Imaging Technology in Food and Agriculture. FES, pp. 103–124. Springer,
New York (2015). https://doi.org/10.1007/978-1-4939-2836-1_5

https://doi.org/10.1016/j.chemolab.2011.03.002
https://doi.org/10.1016/j.chemolab.2004.01.023
https://doi.org/10.1007/978-1-4939-2836-1_11
https://doi.org/10.1007/978-1-4939-2836-1_9
https://doi.org/10.1007/978-1-4939-2836-1_12
https://doi.org/10.1007/978-1-4939-2836-1_10
https://doi.org/10.1117/1.jbo.19.1.010901
https://doi.org/10.3390/rs6054149
https://doi.org/10.1179/174313110X12771950995716
https://doi.org/10.1007/978-1-4939-2836-1_5


384 H. M. Sahin et al.

11. Zhang, C., Guo, C., Liu, F., Kong, W., He, Y., Lou, B.: Hyperspectral imaging analysis for
ripeness evaluation of strawberry with support vector machine. J. Food Eng. 179, 11–18
(2016). https://doi.org/10.1016/j.jfoodeng.2016.01.002

12. ElMasry, G., Sun, D.W.: Principles of hyperspectral imaging technology. In: Hyperspectral
Imaging for Food Quality Analysis and Control, pp. 3–43 (2010)

13. Geladi, P.L.M., Grahn, H.F., Burger, J.E.: Hyperspectral imaging: background and equipment.
In: Techniques and Applications of Hyperspectral Image Analysis, pp. 1–15 (2007)

14. Wu, D., Sun, D.W.: Advanced applications of hyperspectral imaging technology for food
quality and safety analysis and assessment: a review - part I: fundamentals. Innov. Food Sci.
Emerg. Technol. 19, 1–14 (2013). https://doi.org/10.1016/j.ifset.2013.04.014

15. Dale, L.M., et al.: Hyperspectral imaging applications in agriculture and agro-food product
quality and safety control: a review. Appl. Spectrosc. Rev. 48(2), 142–159 (2013). https://doi.
org/10.1080/05704928.2012.705800

16. Gowen, A.A., O’Donnell, C.P., Cullen, P.J., Downey, G., Frias, J.M.: Hyperspectral imaging
- an emerging process analytical tool for food quality and safety control. Trends Food Sci.
Technol. 18(12), 590–598 (2007). https://doi.org/10.1016/j.tifs.2007.06.001

17. Qin, J.: Hyperspectral imaging instruments. In: Hyperspectral Imaging for Food Quality
Analysis and Control, 1st edn, pp. 129–172. Elsevier Inc. (2010)

18. Gowen, A.A., Feng, Y., Gaston, E., Valdramidis, V.: Recent applications of hyperspectral
imaging in microbiology. Talanta 137, 43–54 (2015). https://doi.org/10.1016/j.talanta.2015.
01.012

19. Mahlein, A.K., Hammersley, S., Oerke, E.C., Dehne, H.W., Goldbach, H., Grieve, B.: Sup-
plemental blue LED lighting array to improve the signal quality in hyperspectral imaging of
plants. Sensors 15(6), 12834–12840 (2015). https://doi.org/10.3390/s150612834

20. Bock,C.H., Poole,G.H., Parker, P.E.,Gottwald, T.R.: Plant disease severity estimated visually,
by digital photography and image analysis, and by hyperspectral imaging. CRC: Crit. Rev.
Plant Sci. 29(2), 59–107 (2010). https://doi.org/10.1080/07352681003617285

21. Otsu, N.: A threshold selection method from gray-level histograms. IEEE Trans. Syst. Man
Cybern. SMC-9(1), 62–66 (1979). https://doi.org/10.1109/TSMC.1979.4310076

22. Maulik, U., Chakraborty, D.: Remote sensing image classification: a survey of support-vector-
machine-based advanced techniques. IEEE Geosci. Remote Sens. Mag. 5(2), 33–52 (2017).
ISSN 0274-6638

23. Hsu, C.-W., Chang, C.-C., Lin, C.-J.: A practical guide to support vector classification. BJU
Int. 101(1), 1396–1400 (2008). https://doi.org/10.1177/02632760022050997

24. Budiman, F.: SVM-RBF parameters testing optimization using cross validation and grid
search to improve multiclass classification. Sci. Vis. 11(1), 80–90 (2019). https://doi.org/10.
26583/sv.11.1.07

25. Finer, J.J., Vain, P., Jones, M.W., Mcmullen, M.D.: Development of the particle inflow gun
for DNA delivery to plant cells. Plant Cell Rep. 11, 323–328 (1992). https://doi.org/10.1007/
BF00233358

https://doi.org/10.1016/j.jfoodeng.2016.01.002
https://doi.org/10.1016/j.ifset.2013.04.014
https://doi.org/10.1080/05704928.2012.705800
https://doi.org/10.1016/j.tifs.2007.06.001
https://doi.org/10.1016/j.talanta.2015.01.012
https://doi.org/10.3390/s150612834
https://doi.org/10.1080/07352681003617285
https://doi.org/10.1109/TSMC.1979.4310076
https://doi.org/10.1177/02632760022050997
https://doi.org/10.26583/sv.11.1.07
https://doi.org/10.1007/BF00233358


Towards the Modeling of the Hot Rolling
Industrial Process. Preliminary Results
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Abstract. In the paper we describe the industrial process of hot rolling
of steel. In cooperation with ArcelorMittal Poland we consider a specific
fully automated production line. While it is equipped with a number of
industrial sensors, the acquired data has only been analyzed on a basic
statistical level, mainly for reporting. In the paper we outline opportu-
nities for the use of AI methods in order to improve the process and
possibly the quality of the resulting product. We report on preliminary
results using selected methods of eXplainable AI.

1 Introduction

Introduction of ICT tools for Smart Industry, or Industry 4.0 is a clearly a grad-
ual process. Even though certain high level guidelines are well defined, their
practical implementation in a specific industrial case depends on many factors.
Some of them are related to technological constraints, while others depend on
the industrial domain, industrial process and machinery considered. Further-
more, the range of applications of industrial AI vary also in the cases where a
given factory, or production plant was already build with industrial sensors and
computer-driven control and automation tools, or is only converted to a smart
factory configuration, from an older design.

This paper is a result of cooperation with the ArcelorMittal Poland (AMP).
The company is adopting the latest technologies as lead steel producer on the
world, globally controlling sources, logistic, production and sales. In Poland,
AMP acquired number of older factories industrial installations related to the
steel production. The objective of the paper is to give an introduction to the hot
rolling steel production process. Then, we discuss important features of the fully
automated steel production line in Krakow. Event though the existing sensor
setup is quite robust, so far the acquired data was analyzed only on a very
general level, with use of statistical methods. Our objective instead is to explore
the opportunities for the use of Industrial AI methods including Explainable
AI (XAI). In particular, we aim at using XAI to gain more knowledge about
the complex dependencies between the input parameters and the results from
c© Springer Nature Switzerland AG 2020
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steel production process. This approach is different from the way the machine
learning models are utilised usually. Instead of obtaining predictions from the
model, we are more interested in getting insight into the process of creating such
predictions. This would allow us to better understand the impact of the process
settings on the resulting product and possibly improve the process itself.

The rest of the paper is composed as follows. In Sect. 2 we present the indus-
trial process in the steel factory, with the details of the Krakow steel plant in
Sect. 3. Then in Sect. 4 we discuss how the industrial process is monitored with
the use of sensors and what data is acquired. Based on this, in Sect. 5 we out-
line different scenarios for the use of AI methods. Preliminary results of selected
works are then introduced in Sect. 6. The paper ends with Sect. 7 where we
summarize our work and discuss future plans.

2 Overview of the Hot Rolling Industrial Process

Steel production techniques has been evolving for hundreds of years. The devel-
opment of PLCs (Programmable Logic Controller) and automation systems in
the 20th century seemed to have perfected the process, almost excluding human
participation. Modern methods of data analysis enable further increase of pro-
cess precision and cost optimization. The main subject of our interest is one
of the main components of the process, i.e. the Hot Rolling Mill. However, to
understand how many factors can affect the final product, we briefly describe all
stages of steel making. First step of production is performed in blast furnace. In
chemical and physical reactions, ore is reduced into liquid hot metal [6]. Depend-
ing on technology, coal is processed into coke before addition to blast furnace.
Hot metal is an input product in BOF (Basic Oxygen Furnace) converter part.
This is next level of steel purification and chemical composition setting due to
additions (like chrome or molybdenum). In ∼300 tons portion of steel named
“heat”, oxygen in high pressure increases temperature and mix the additions
to obtain an homogeneous material. At the end, low-carbon steel is ready for
casting.

Casting is crystallization process when purified liquid steel is transforming
into slabs. An average slab is ∼22,5 tons solid piece of steel. Its thickness is
constant but length and width depend on customers orders. All casted slabs from
a single BOF converter process (single “heat”) has similar chemical composition.
Different steel grades could be made using different forces and cooling settings
in the next process – the Hot Rolling Mill.

3 The HRM Process in the Krakow Steel Plant

The Hot Rolling Mill is a completely new installation build in Krakow in 2007.
This is the most sophisticated part of the steel production, where final geomet-
rical and chemical properties of the material are determined [5]. The line is fully
automated, which made it possible to collect detailed data about the products
and the line performance.
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Furnace Node. The hot rolling process starts in Walking Beam Furnace. Slabs
are heated according to technical data sheet. It is crucial to obtain the plasticity
required in rolling processes. Heating quality is directly related to the rolling
forces required to achieve end thickness.

Roughing Mill (RM) Node. Roughing Mill is a single stand where thickness
reduction is achieved gradually by iterative rolling. After all scheduled passes,
the slab thickness is reduced about 5 times. At RM the node, the Edger device
sets final strip width of the product. A pair of vertical rollers put pressure on
the sides and stabilize geometrical properties of the transfer bar.

Finishing Mill (FM) Node. It is a fully automated combined 6 stand mill. The
appropriate configuration of rolling forces and subsequent cooling determine
physical and chemical properties of the material. The rolling speed is constantly
increasing to compensate cooling of the material, up to 10 m/s, maintaining
thickness precision within limits ∼0,03 mm along the strip. Keeping strip directly
at the center is important due to shape of the rollers surface. The technology
is efficient enough to set end product width in RM node, regardless of over 10
times thickness reduction in further proceeding.

Laminar Cooling and Coiling Node. The next stage is laminar cooling, where
water reduces the temperature of the strip before coiling. Cooling strategies
affect the chemical and physical properties of steel. Achieving target endurance,
ductility or magnetic conductivity needs strict temperature control during cool-
ing. The last stage is coiling. It is performed for logistics reasons on 2 sets of
Coilers working alternately. Coil form is universal for rail and road transport,
due to suitability for further processing by both customers and inside divisions.
Finally, after the complete HRM process, the coil is moved on stock to reach
transport safe temperature. Next, product could be transferred for additional
refining such as Cold Rolling Mill, galvanizing, painting, cutting into sheets or
send directly to customer.

4 The Real Time Sensor Monitoring and Related Data

The HRM uses two levels of automation, therefore the system operates on two
kinds of data. Raw measurements (unfiltered) collected by sensors in their nom-
inal working frequency are used by the level one automation as feedback. Data
need to be as certain and precise as possible. Second type of data is used for
reporting purposes, planning, logistics, maintenance and process control in gen-
eral. Data resolution is adjusted depending on specific applications. For exam-
ple, if heat dispersion in steel is changing in essential way on 20 cm interval,
using 5 mm measurements for reporting will not bring additional knowledge. The
most important parameters collected in data warehouse in the Krakow HRM
can be divided into two categories: Static, and Continuous-measured values.
Static/single values includes Product IDs, Temperatures targets and limits val-
ues, Products dimensions in all nodes, Rollers dimensions, Thickness reductions
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settings, Chemical composition, Customers information, Logistics information.
Continuous-measured values includes: Forces performed on all rollers, Temper-
atures in all nodes, Rolling and coiling linear speeds, Rollers gap performance,
Tension Loopers position, Dimensions in all nodes, Laminar Cooling water flow
and Accelerations in all nodes.

Over 3 million tons of steel are produced every year on HRM. The amount of
data generated during the process allows to perform multidimensional analyzes
and searching for hidden relations between parameters. Process nodes with the
most relevant parameters are shown in Fig. 1. The HRM systems collect over
3500 process parameters and ∼1 million records for each product.

Fig. 1. Hot Rolling Mill process flow

4.1 Furnace Data

The most important parameters in the furnace node are the heating time and
the discharge temperature. Heating the slab to ∼1200 ◦C is taking ∼120–170 min
depending on the steel grade. Its internal structure is determined by temperature
and related chemical/grain transformations. Discharge temperature is a single
value measurement. More suitable information about heating quality represent
transfer bar temperature (RM node). Elongation and thickness reduction makes
it possible to look “inside” of the slab.

4.2 Roughing Mill (RM) Data

The most relevant RM node parameters, measured on all passes, are temper-
atures, thickness reductions, forces, rollers position and transfer bar geometry.
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Common strategy is 5 or 7 passes per slab. Rolling is performed in one direction,
followed by bypass reverse. In the RM node one can verify the quality of furnace
heating by analysing transfer bar temperature. After the RM process, there is
one more temperature measurement, just before FM process starts. Additional
information is needed, because the transfer bar is cooled during the conveyor
transport between the nodes. FM automation systems need precise temperature
information for rolling forces calculations. Another significant parameter is the
width, used to assess the accuracy of Edger rollers. Minor width deviations could
be fixed during FM process.

4.3 Finishing Mill (FM) Data

On th FM node the most significant parameters are related with forces, tensions,
temperatures and dimensions. Similar set of data is recorded at all 6 stands
separately. Single stand measurements are sharing timestamps (regardless of
the parameter), but there is no synchronization between the values gathered
on subsequent stands. Due to elongation rollers in all stands had to work with
different angular velocity. In addition, to maintain required temperature during
the process, speed rolling is constantly increasing (and thus internal friction).

Dynamic strip length and rolling speed across the FM, made measurements
comparison between stands ambiguous. For example, at the first stand, at the
beginning of the rolling, distance between the measurements is ∼0,25 m. At the
end of the process, at the same stand, measurements are separated ∼0,35 m.
These values according to last stand are like 1,6 m at the beginning and 2,2 m
at the end of the rolling.

4.4 Laminar Cooling and Coiling Data

The goal of laminar cooling is to control temperature reduction to obtain target
internal structure according to grade. Sequence and intensity of the water poured
into the strip is set individually per product. Another part of the system is
responsible for closed water circuit. Production is continuous, so constant cold
water resources and effective management of hot water is crucial. The most
important parameters are valves efficiency, water parameters and strip speed.

Last devices in the production line are two Coilers. The most important
parameters at this point are coiling temperature, coiling speed and strip tension.
Temperature measurements are suitable to verify cooling quality.

5 Opportunities for Data Mining Analysis

Modern production site issues are not about eliminating human errors but to pro-
vide efficient cooperation of independent systems, today often based on machine
learning. Explainable AI methods [2,9] seem to answer these needs as they allow
for complex analysis of the dependencies between process parameters and auto-
mated decisions made based on that parameters values. Therefore, in this work
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we are more concerned about analysis of impact of different parameters on the
output of the machine learning model, rather than on a prediction from that
model.

Defect Minimization. In the continuous rolling process, despite the high degree of
repeatability, there must occur some defects of the product. The main groups are:
1) surface defects, 2) lack of homogeneity along the strip length due to endurance,
magnetic or corrosion resistance parameters, 3) internal structure defects, which
not only could have an impact on the physical parameters of the steel, but also
on further processing e.g. painting. Despite the overall deep understanding of
the whole production process, the causes of some defects are not explained. XAI
methods have great potential in solving this. A deeper understanding of the
relationship between process parameters and product features would improve
quality management.

Predictive Maintenance. Another important area with high potential for using
XAI is predictive maintenance. The continuous nature of production means the
need for constant control of the resources of each element of the production line.
Consider phenomena such as the wear in bearings in motors, thermal insulation
of furnaces, rollers surface or equipment exposed to high temperatures. Each of
them has a specific working time after which it must be regenerated or replaced.
The databases of the production line contains information on almost all opera-
tional elements of the line. Improvement in the area of predictive maintenance,
reduces the risk of unplanned, expensive stoppages.

Energy Savings. Production processes have such a high energy demand that
the steel plant needs its own power plant. Unfortunately, current methods of
producing energy from renewable sources are too inefficient. Improvement in
this aspect means reducing the amount of waste generated in the production of
energy using conventional methods. Optimization directions could be related to
the analysis in the field of shortening processes times. Creating more accurate
models could allow to reduce electricity and heat consumption without quality
loss.

6 Preliminary Results

6.1 Data Interpretation Approaches

Data Approaches. The process at the FM node can be considered as 6 inde-
pendent operations performed on the same product. A similar set of parameters
is recorded simultaneously on all frames. These include forces, speeds or dis-
tance between rollers (the Gap parameter). We decided to check difference in
the results if we analyze the same set of measurements in two aspects named
Process and Product approaches.
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Product Dataset. Product approach on the data from the FM stands could be
considered as horizontal dimension analysis. This method of data preparation
allows to capture single snapshot of the parameters in all stands. We compare
performance of the line devices during production of the same part of the prod-
uct. When creating the dataset, we expected results related to products features,
such as dimensions and temperatures. Based on timestamp, measurements from
each stand were grouped in segments. In the next step, statistical features of
each segment were calculated and then we compared the corresponding seg-
ments between all stands. The most relevant parameters according to thickness
performance were calculated using SHAP [7] explainability algorithm.

Process Dataset. Process approach could be considered as a vertical dimension
analysis. The difference is to create a time series using all single parameter
measurements instead of analyzing segments. When creating the dataset, we
expected results related to process line performance features, such as forces,
speeds or accelerations. Products were divided by target thickness values, then
we group parameters by distribution similarities. In the next step, statistical
features of the parameters as series were calculated, for predicting end product
thickness. As in the previous approach, SHAP explainability methods were used
to define relation between features.

6.2 Static Parameter Analysis

As it has been previously said, there is a wide number of parameters that affect
to the final quality of the product. Some of these parameters are time-dependent
whereas the others are static (i.e. its value does not change along the time). This
first experiment has two different goals: 1) to predict the final thickness of the
products by taking into account only the static parameters, and 2) to determine
which are the most important parameters to predict the thickness.

The first step is the data preparation. For this experiment, the features for
each product is composed by those parameter that are not time-dependent. This
means those parameters whose value is fixed at the beginning of the process and
it does not change. We have 9513 products and each product is composed by
294 features (parameters). From this initial dataset, we keep only those features
with numerical values. Also if there is any feature whose measurement has failed
at any point (i.e. the feature has a null value), it is also removed. Finally, we
have a dataset where each product has 70 features, and the goal of the machine
learning model is to predict the thickness of the product. We choose Random
forest as a model, due to its robustness and good out of the box performance.

The next step is to split the data into training and test. In this case, we use
80% of the data for training (7610 products) and the rest for test (1903 products).
Then we build the Random Forest with 50 different decision trees and we have
limited the depth for each decision to 15. This last decision prevents decision
trees to be really specific for the data. With this configuration, the mean absolute
error in the test is 0.1482.
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Fig. 2. Importance of each static parameter in the prediction of the final thickness

Table 1. Details of the 5 most important static parameters for predicting the thickness

Param. Numb. Importance Description

52 0.3581 Targeted (calculated) width of the transfer bar

67 0.3314 Entrance length of the transfer bar on each pass

20 0.0653 Theoretical slab thickness

27 0.0595 Measured coil weight

60 0.0825 Targeted end rolling temperature

It is important to analyse the relevance, or importance, for each feature in the
Random Forest. The importance of a feature is computed as the normalized total
reduction of the criterion brought by that feature1. This is because it is possible
that all the predictions are based only on one or two parameters. Figure 2 shows
the relevance for each of the features taken into account in this experiment.

As it can be seen in Fig. 2, not all the features are relevant. In fact, there are
few parameters that are used to determine the thickness of the products. Table 1
contains the description for 5 most important parameters. This table shows for
each parameters, its importance and its description.

6.3 XAI Results of Continuous-Measured Parameters Analysis

This section describes two complementary approaches that are based on time-
series data for various sensors measurements. In product approach our goal
was to build a predictive model for thickness of the product and then analyze
the relationship between sensor measurements and target thickness. In process

1 See: https://scikit-learn.org.

https://scikit-learn.org
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approach, we aim at clustering products by their thickness and explain dif-
ferences between them using sensor measurements to obtain the information of
what influences most the differences in the products.

Product Approach. In this approach only time-series parameters were taken
into consideration. The aim of the approach was to predict mean thickness of the
product based on the measurements and actions taken by automation systems at
allof the stands. We transformed time series data into tabular representation by
calculating various statistical properties of the series in rolling window of chosen
size. There properties included standard deviation, variance, mean, maximal and
minimal value. These features were independent parameters, while the dependent
variable was mean thickness over the sliding window of the same size. Models
were created with XGBoost algorithm, achieving R2 score at the level of 0.90. In
the next step, we use TreeShap [7] algorithm that is based on SHAP [8] (SHapley
Additive exPlanations) to explained how process parameters impact the target
prediction.

In Fig. 3 we can observe the most relevant parameters in thickness predictive
model. First on the list is coiling speed (Table 2). Second parameter is strip
tension during the coiling process.

Fig. 3. SHAP values for features with the most impact on model output

Next two parameters are geometrical properties. End product is not com-
pletely flat across the width, surface has a slightly lenticular shape. Profile is a
measure of that shape. Wedge is a difference between the thickness measured
on the sides of the strip. Both of these parameters should not exceed customers
specifications. FM automation systems, as a priority, needs to provide uniform,
steady thickness. Even if profile or wedge values will be closer to their limits.

In group of the most influence parameters is also rolling speed at stand 1,
rolling pressure force and Looper position. All of that parameters are related with
strip tension. Importance of forces at only one side of the roller (stand 2) could be
associated with wedge parameter performance. Stand 2 may be more important
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Table 2. Features with the most impact on end thickness - product dataset

Param. Numb. Description

366 Coiling speed

69 Strip tension between 6 stand and coiler

105 Strip wedge (after FM)

104 Strip profile (after FM)

78 Roller pressure force DS (FM 2)

174 Rolling speed (stand 1)

188 Loop position (stand 4)

than other from that perspective. The XAI results from the technology angle
are consistent (Table 2), after conducting more extensive analyzes, it should be
possible to determine detailed relations between these values.

Process Approach. The methodology consisted of three steps:

1. Select products which target thickness was similar and cluster them with
respect to this parameter to obtain groups of products which are somehow
different to each other.

2. Use cluster labels as target variable and transform the problem into classifi-
cation task, where dependent variables was time series obtained from sensor
measurements.

3. Use XAI methods to explain the classifier, and hence to show most important
features that made the product differe from each other.

To cluster the thickness time series we used ROCKET [3] algorithm. To
build a classifier we used XGBoost achieving F1 score at the level of 0.98. To
create explanations we used TreeSHAP as in the case of previous approaches.
All parameters obtained as results are related with strip tension except roller
pressure force (Table 3). The mechanism of thickness changes is insufficient com-
pensation of variability in steel plasticity by tensile forces during the process.
Rocket results represent both components of this mechanism (Fig. 4).

The main principle of plasticity change over the length of the strip is tem-
perature variation. In this case, rolling temperature at the end of Finishing Mill
node has the most impact of all parameters in all considered classes. Next three,
the most influential parameters are related to internal stresses. Loop position
is information about strip tension. Results suggest the explicit importance of
first part of the FM process, where reduction and rolling forces are, compared
to final stands, higher. Significant impact of the acceleration values can also be
associated with internal stress. Speed or acceleration differences between stands,
as mentioned in Sect. 3, may be the cause of various types of deviations.

Among the results is also one side, rolling pressure force parameter at stand
1. The impact of rolling forces in this case may suggest, similarly to the tension
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Table 3. Process dataset Rocket algorithm

Param. Numb. Description

106 Rolling finish temperature

176 Loop position (stand 1)

180 Loop position (stand 2)

184 Loop position (stand 3)

195 Acceleration (stand 6)

179 Acceleration (stand 2)

73 Roller pressure force - DS - (FM 1)

187 Acceleration (stand 4)

Fig. 4. Process dataset Rocket algorithm

looper parameters, the greater significance of initial finishing rolling stands. It
may also be associated with a unique meaning of this parameter. A detailed
interpretation requires further analysis.

With such a high level of production accuracy, possible improvements are
related to minor adjustments. XAI results show the great potential of detailed
process analysis, difficult to achieve by other methods. There are new possibilities
to understand the specific relationships even in such well-known technology.

7 Future Works

In the paper we described the steel production process in the hot rolling mill in
the Krakow steel plant of ArcelorMittal. We presented preliminary yet promising
results of the data analysis we conducted. We transformed the data gathered by
the AMP to the format that is acceptable by most of the machine learning algo-
rithms. Based on these dataset we presented three complementary approaches
for analysis of the influence of the parameters to the thickness of the product
with an usach of machine learning algorithms and eXplainable AI methods.
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In the future we are planing to continue the works outlined in Sect. 5. This
especially include combining explainations from TreeShap with other methods
such as LIME [10], Anchor [11] and others [1] to test them for consistency. We
also plann to incorporate more advanced frameworks for time series processing
based on Deep Neural Networks to better grasp the characteristic of the series [4].
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