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Preface

Merging the Old and the New in Modern CNS Drug Discovery
This book is dedicated to my mentor and drug hunter Jean De Vry.

His passion and talent was to find new drugs, and, man, he was good 
at it. Perhaps no surprise as he learned the trade from Dr. Paul, who is 
one of the all-time greats in drug discovery. Dr. Paul Janssen (1926–
2003) founded a company of the same name (now Johnson & Johnson) 
and was involved in the discovery of 79 new medicines, including the 
prototypical antipsychotic haloperidol. This book is written for every-
one who feels passionate about finding new drugs for the treatment of 
debilitating diseases of the brain. I wish it helps you unleash your poten-
tial and move one step closer to becoming a drug hunter. Our vision for 
the modern drug discoverer is described in the chapter “Innovator, 
Entrepreneur, Leader: The Tripartite Drug Discovery Neuroscientist.” 
We argue that besides being creative, innovative, and an expert in a tech-
nological area, drug discovery professionals also need to have entrepre-
neurial competences, such as proficiency in developing ideas into 
successful new treatments, as well as leadership competences that meet 
the demands of a creative workforce seeking for sense-making. Yes, it is 
a tall order. But this is what is needed to meet the tremendous challenges 
involved in finding new CNS drugs and turn the tide on an emerging 
health crisis. And there is reason for optimism!

Indeed, we embrace a “techno-optimist” worldview with a strong 
belief  that we are at the cusp of translating unprecedented progress in 
computing and data sciences, engineering, and the neurosciences into 
effective treatments for life-threatening diseases. The chapters on brain 
imaging by Frans van den Berg (PET) and Mitul Mehta (MRI) show 
how technology that barely existed when I first met Jean is now rou-
tinely used in drug development, and with great impact. We can observe 
already some early examples of successful translation of such novel 
approaches, often leading to treatments that are no longer based on the 
small molecule weight molecules that historically provided the majority 
of medicines. Other approaches are gaining ground, such as the recently 
approved biologics and gene therapy to treat spinal muscular atrophy 
(Spinraza, Zolgensma, and Evreysdi) and new CGRP antibodies against 
migraine (Erenumab, Fremanezumab, and Galcanezumab). Another 
emerging trend is the treatment with brain stimulation, and this is 
described in the two chapters by Tom de Graaf and his colleagues.

But I am getting ahead of myself. Every journey begins with the first 
step, and for drug discovery, this is the generation of a good new idea, 
which is an obvious but often underappreciated fact. Nowadays, this 
often translates into targeting a gene that has been associated with a dis-
ease. Arjan Blokland provides a critical appraisal of how we identify novel 
molecular targets, especially the Genome Wide Association Studies 
(GWAS) that are often used. Next, Larry Melnick eloquently outlines the 
principles of neurogenomics and the application to neuropsychiatric dis-
eases with complex heredity. Ziva Korda and her colleagues give a com-
prehensive overview of the use of epigenetics in drug discovery, a relatively 
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novel discipline in the CNS field that is intriguing but also complex and 
challenging. Especially in (early) drug discovery, animal models play a 
critical role for demonstrating proof of mechanism, proof of concept, 
and PK-PD relationship. Kris Rutten provides a comprehensive overview 
of the use of animal models in pain research with a focus on translational 
aspects. Besides being efficacious, a new drug also needs to be safe and 
possess a favorable metabolic profile; Jacco Briede expertly covers these 
aspects in his chapter.

Successful transition from the discovery phase to the clinical devel-
opment phase is challenging, and translational neuroscience aims to 
bridge that gap. As mentioned previously, imaging methods play a cen-
tral role therein (chapters by van den Berg and Mehta). For many 
decades, a true workhorse in this area has been the electrophysiology-
based methods. Anke Sambeth provides an excellent overview of these 
methods and their use in drug development. We have two more exam-
ples how translational science can be successfully applied in clinical 
studies. Chris Edgar describes the use of cognitive test outcomes for 
clinical drug development, whereas Paddy Janssen approaches this from 
a lesser-known but interesting perspective with his chapter on sexual 
psychopharmacology. Finally, moving away from the conventional path 
of using the Diagnostic and Statistical Manual (DSM)-5 for classifying 
diseases, the final chapter in this part by Bill Potter and Bruce Cuthbert 
addresses a novel nosology for CNS diseases based on Research Domain 
Criteria (RDoC) that define novel biotypes.

Following generation of a discovery and translational data package, 
the asset moves into clinical development. Wim Riedel introduces this 
part and shares his view on the challenges in clinical development. The 
chapter by Eef Theunissen provides great insights into the nuts and bolts 
of  phase 1 clinical testing. Daniel Vargas describes the exciting story of 
the development of a first in class treatment: Erenumab for migraine 
prophylaxis. Kim Kuypers describes how microdosing is used in psyche-
delic research. The final chapter by Kathy McCarthy and Niki Gallo 
describes the different steps in the registration process and current 
trends for CNS drug approvals by the FDA, the regulatory agency of 
the USA.

It has been incredibly fun to edit this book. All the authors – often 
(former) colleagues and/or even friends – were amazing in stepping up 
to the plate to deliver a quality manuscript, often accommodating my 
special wishes. A heartfelt and big THANK YOU! This book would not 
have existed without the persistence of Ina Stoeck from Springer. Ina 
was inspired by our Research Master in Drug Development and Neuro-
Health and encouraged us to write a book about it. Indeed, several 
course coordinators contributed to this book. Many thanks to Ina for 
her persistence and great support during this project.

A few years ago, I met Jean during the thesis defense of his son. After 
a long career in drug discovery he was disillusioned, and, never afraid of 
making strong statements, exclaimed, “I feel like a pastor who wakes up 
one day to discover that God does not exist.” Didn’t I mention that drug 
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discovery is tough? When you decide to commit yourself  to becoming a 
drug hunter there will be times when you may feel like “being on your 
own” and that you are chasing something unreachable. I hope that this 
book will give you guidance and support to overcome such moments of 
doubt. That you will remember the successes like Erenumab, and that 
you will sustain your belief  that “It can be done.”

�The Purkinje Pattern

One day, while examining a brain slice through my confocal microscope, 
I observed something unexpected – I witnessed the beauty inside the 
brain.

As a neuroscientist, I studied Purkinje cells, a type of neuron that 
resides in the cerebellum at the back of the brain. These highly branched 
cells are responsible for helping us learn new movements, coordinate 
our limbs, and maintain a balanced posture.

The cover image is a Purkinje cell from my calcium imaging experi-
ments in the lab, captured using confocal microscopy and fluorescent 
dyes. To create the artistic effects, I used unconventional light sources to 
add a bit of flair. Purkinje cells are approximately 200 microns (0.2 mil-
limeters) tall, which is relatively large for a neuron.

While observing these cells, I realized that they bear a striking struc-
tural resemblance to trees. In fact, this “Purkinje Pattern,” which con-
sists of larger branches subdividing into smaller branches, is present all 
throughout nature on both microscopic and macroscopic scales.

Look around, and you’ll find examples of the Purkinje Pattern not 
only in tree branches, but in plant roots, coral, antlers, lightning, capil-
lary networks, river tributaries, veins in leaves, and decision-making dia-
grams. What kinds of branches have you seen today?

Dana H. Simmons, Ph.D.
Dana-Simmons.com

Rudy Schreiber
Maastricht, The Netherlands
September 2020

Preface
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1
The trend toward a knowledge-based society is 
accelerating. As a consequence, creativity, idea 
generation, innovation, and the translation of 
these ideas into action are vital capabilities for 
many organizations. The ability to translate 
faster in a coherent manner increasingly deter-
mines competitive advantage, especially in fields 
invested in finding solutions for highly complex 
problems, such as discovering and developing 
new treatments for psychiatric and neurologic 
diseases. This requires additional competences, 
besides being creative, innovative, and an expert 
in a technological area. Professionals also need 
to have entrepreneurial competences, such as 
proficiency in developing ideas into successful 
new treatments, and, finally, (transformational) 
leadership competences that meet the demands 
of a creative workforce seeking for sense-mak-
ing. The drug discovery field places a premium 
on such “tripartite experts” who are committed 
to lifelong learning to develop, master, and per-
fect their innovative, entrepreneurial, and lead-
ing competences. Acquiring these competences 
gradually by “learning on the job” is history. 
To meet the challenges of our transforming 
times, we need to foster a receptive mindset in 
students. Consequently, we have to renew their 
education to structure and accelerate the pro-
cess for becoming proficient champions in these 
three areas.

nn Learning Objectives
55 Creativity. The student1 can create 

novel ideas by experiment and play by 
using a combination of divergent and 
convergent thinking.

55 Innovation. The student can work on 
an idea with decisions and actions 
which may lead to an appropriate solu-
tion to solve problems.

55 Entrepreneurial. The student can trans-
late potential solutions into value prop-
ositions regardless of the availability of 
favorable contingencies.

55 Leading. The student can lead creative, 
innovative, and entrepreneurial individ-
uals and teams seeking for feasible, 
valuable, and sense-making solutions 
and has the skills to get support from 
the organization.

55 Orchestrating. The student can orches-
trate teamwork with tripartite homo 
medicamento inventa specimens.

»» “For those of us who have established our 
careers in drug discovery, at the end of time it 
will be our good works that will have made a 
difference in the world we live and our inner 
sense of contributing to a noble cause, namely, 
the war on disease, agony and fear that need-
lessly reigns upon millions of human beings 
because of the lack of medicines. Indeed, 
drug discovery is a noble cause and raison 
d’être for transformational leadership by way 
of virtuous thought, word and deed. Let us 
take time to think, speak and act in new ways 
in our quest for such good works in drug dis-
covery with a greater understanding of the 
words of wisdom that virtue is its own reward” 
(Sawyer 2008).

1.1	 �The Need for a New Generation 
of Drug Discovery 
Neuroscientists

There is a huge unmet medical need for novel 
treatments for disorders of the central ner-
vous system (CNS). One in every four people 
will develop mental or behavioral disorders 
at some stage in life, and virtually no cures 
exist. Unfortunately, CNS drug discovery2 is 
perhaps the most exceptionally complex, long 
(up to 15 years), expensive (up to 1.5 BN), and 
high-risk (5% success in clinical development) 
endeavors one can partake in. The brain is our 
most complex organ with 86 billion neurons 
and 100 trillion synapses, which is 1000 times 

1	 We use student in the widest possible sense: the need 
for lifelong learning in modern society makes us all 
students for life!

2	 When referring to drug discovery this in general cov-
ers all therapeutic approaches (e.g., biologics; medi-
cal devices, eHealth etc.) and not only small 
molecules.
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the number of stars in our galaxy. Our under-
standing of how the brain operates is grow-
ing rapidly. Thanks also to a rapid pace of 
innovation in neuroscience technology (e.g., 
see chapter by de Graaf on transcranial brain 
stimulation). Notwithstanding such encour-
aging and impressive developments, finding 
novel treatments that will cure CNS diseases 
remains very challenging.

One root cause is the aforementioned 
complexity of the brain and our incomplete 
understanding of the pathophysiology of its 
disorders. On top of this, the drug discovery 
model has been broken for more than a decade 
(Scannell et al. 2012), the resulting decrease in 
productivity was followed by a sharp decrease 
in global CNS drug discovery activity in the 
early 10’s. Fortunately, there has been renewed 
investment in neuroscience from pharmaceu-
tical companies and a real promise of devel-
oping new, impactful treatments.

>> Realizing the commercial potential of these 
investments requires a well-trained neuro-
science workforce able to interact collabor-
atively in multidisciplinary teams focused 
on advancing projects through the drug dis-
covery pipeline, including in the many areas 
of specialization (clinical, regulatory, com-
mercial, partnerships, external opportuni-
ties, policy, etc. (Akil 2016)).

Training this new kind of workforce is the 
objective of the Maastricht Drug Develop-
ment and NeuroHealth research master (DN 
RMa) program.3 The mission of the DN 
RMa program to train a new generation of 
drug hunters dovetails with three develop-
ments: a need for academia to provide alter-
native career paths; the focus of universities 
on translating science into products; and an 
increased acknowledgment of the importance 
of entrepreneurial competences for the future 
workforce.

With regard to the first development, there 
has been a rapid growth in the number of 

neuroscientists. In the USA alone, the num-
ber of new PhDs per year more than doubled 
between 2003 and 2013. Importantly, there 
are annually new faculty positions for only 
about 10% of the new PhDs, illustrating an 
urgent need for providing alternative career 
paths (Akil 2016). Students are very receptive 
to seek careers outside universities. Many do 
not value a non-academic career as a back-up 
option anymore but are interested in a range 
of opportunities within and outside aca-
demia. As a consequence, neuroscience train-
ing programs are responsible to provide their 
students with the “the tools, skills, and knowl-
edge to enable the trainees to make effective 
contributions to the workforce” (Akil 2016).

Concerning the second development, 
universities increasingly require that aca-
demic research groups translate science into 
product ideas and “valorize” novel scientific 
insights. This development coincides with 
the increased reliance of  the traditional pow-
erhouses of  drug discovery  – big Pharma 
& Biotech  – on academic research for the 
generation of  ideas and performance of  the 
preclinical stages of  drug discovery. This 
requires the capability to translate science 
into product ideas and valorize novel scien-
tific insights. Valorization is defined as “the 
process of value creation from knowledge, by 
making it applicable and available for economic 
or societal utilization, and by translating it in 
the form of new business, products, services, or 
processes.” Hence, the academic scientist in 
the neurosciences is often incentivized to find 
an idea for a novel treatment and to develop 
this idea through the discovery stages and 
perhaps even early human testing. A main 
objective is to generate intellectual property 
(often patents), which is essential for the sub-
sequent steps such as fundraising, spinning 
off  a company, and/or getting into a partner-
ship to test the asset in humans. Creativity 
and innovation are core competences4 of  the 
academic culture, making it a good environ-

3	 7   https://www.maastrichtuniversity.nl/education/
master/research-master-cognitive-and-clinical-neu-
roscience-specialisation-drug-development

4	 Competences are abilities, behaviors, knowledge, 
and skills that impact the success of  employees and 
organizations. They can include general skills (like 
communication skills), role-specific skills, and lead-
ership skills, as well as others.
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ment for the generation of  ideas. Developing 
ideas to a product requires additional com-
petences, such as the creation of  a value 
proposition assessment (see entrepreneurial 
section 1.3) that describes how the product 
will precisely address the unmet medical need 
of  the patient, as well as the demands of  the 
medical professional, the payer, and the regu-
latory agency (see 7  Chap. 19).

Finally, the development of the entrepre-
neurial capacity of European citizens and orga-
nizations is one of the key policy objectives for 
the EU and Member States. The European 

Commission identified sense of initiative and 
entrepreneurship as one of the key compe-
tences necessary for a knowledge-based society. 
The so-called “EntreComp framework” offers 
a basis for the development of curricula and 
learning activities fostering entrepreneurial 
competences. Many Entrecomp competences 
(.  Fig. 1.1) are covered in the DN RMa cur-
riculum. For example, the competences work-
ing with others and learning through experience 
are implicit to the Problem-Based Learning 
teaching method that we use at Maastricht 
University.

Ideas & opportunities
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Working with others

Coping with ambiuity,
uncertainty & risk

Learning through

experience

Resources
Into action

.      . Fig. 1.1  The Entrecomp framework describes entre-
preneurship as a competence that can be applied to all 
spheres of  life including the starting up of  ventures. It 
encompasses three competence areas and 15 compe-

tences. It aims to establish a bridge between education 
and work building on entrepreneurship as a compe-
tence. (Figure from Bacigalupo et al. 2016)
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Problem-Based Learning
Problem-Based Learning (PBL) is a teach-
ing method in which complex real-world 
problems are used to stimulate student 
learning of concepts and principles, as 
opposed to direct presentation of facts and 
concepts (Dolmans et  al. 2005; Schmidt 
et al. 2011). The educational principles of 
Maastricht University (7  https://edlab.nl/
pbl-learning-principles/) hold that learning 
should be collaborative, constructive, con-
textual, and self-directed (CCCS).
	1.	 Contextual  – PBL uses real everyday 

problems. Hence the learning material 
is more relevant and will be easier to 
apply on real situations.

	2.	 Constructive – PBL is a student-centered 
approach in which learners construct 
their own knowledge and the teacher or 
tutor serves as a guide on the side.

	3.	 Collaborative  – PBL stimulates stu-
dents to co-construct knowledge and to 
share ideas and knowledge.

	4.	 Self-directed  – PBL promotes self-
directed learning skills among students. 
Examples are planning, reflection, eval-
uation of understanding, and managing 
information and resources.

Another example is the workshop project 
management that addresses the competences 
planning and management. Finally, in the work-
shop valorization, we address entrepreneur-
ial, innovator and leadership competencies 
(.  Fig. 1.2).5 These are increasingly required 
in the modern drug discovery process and were 
added to the curriculum to complement the 

technical and research competences that have 
been traditionally the focus of academic curri-
cula in the neurosciences. In the next sections, 
we will lay out in greater detail the compe-
tences and how together they form the essen-
tial building blocks for the twenty-first-century 
tripartite drug discovery neuroscientist.

1.2	 �The Student as an Innovator: 
From Problem Via Ideas 
to Solutions

>> Learning Goal 1: The student can create 
novel ideas by experiment and play by using a 
combination of divergent and convergent 
thinking.

In the first two decades of the twenty-first cen-
tury, the calls for educational institutions to 
pay more attention to creativity and innovation 
in their educational programs have become 
louder and louder. The European Commission 
even designated 2009 as “the European Year of 
Creativity and Innovation.” Based on the claim 
that creativity and innovation are crucial for 
economic prosperity and both personal and 
social well-being, it is argued that these com-
petences should be developed more in educa-
tion. The calls for creativity and innovation are 
not limited to politics. Many business organi-
zations and non-governmental organizations 
(NGOs) also consider creativity and innovation 
to be a top priority (e.g., the Pistoia Alliance 
to lower barriers to innovation in life science; 
Pistoia Alliance 2020). The creative process is 
at the heart of innovation and often the words 
are used interchangeably. Innovation implies 
creation: making something new. Creativity is 
an active process necessarily involved in inno-
vation. Creativity is about new ideas, new ways 
of looking at things. The creative process leads 
to novel and useful solutions for given prob-

5	 The following competences are covered in the valo-
rization workshop (and implicitly in some other 
courses as well): spotting opportunities, creativity/
valuing ideas, mobilizing others, motivation, and per-
severance.

Innovator, Entrepreneur, Leader: The Tripartite Drug Discovery Neuroscientist

https://edlab.nl/pbl-learning-principles/
https://edlab.nl/pbl-learning-principles/


8

1

lems (Amabile 1990). According to Kampylis 
and Berki (2014), creative thinking is the type 
of thinking that enables students to apply their 
imagination to generate ideas, questions, and 
hypotheses and to experiment with alternative 
ideas and solutions. Of course, these alternative 
ideas and solutions also need to be evaluated.

So how can we promote a more creative 
approach to solving problems in students? 
Much of early education is aimed at regula-
tion and conformity. First, we train children 
to sit still and focus for more prolonged peri-
ods of time on the teacher’s voice of reason. 
Natural exploratory behaviors and play are 
mostly limited to breaks in the scholastic pro-
gram. After the acquisition of basic skills like 
reading, writing, and mathematics, most edu-
cational efforts are dedicated to the develop-
ment of analytical skills. Students learn things 

in a piecemeal fashion. They learn about the 
building blocks, for example the Lego bricks 
of life in biology, like proteins or cells, and 
how they can be combined using logic or some 
scientific law to make up a more complex 
structure at a higher level. In this aspect-based 
approach,6 students are trained how to break 
down big problems in smaller problems. They 
are instructed how they can get from A to B 
via a detailed procedure which describes all of 
the steps that need to be taken in between. We 
even organize our educational system in this 
way (and our businesses and to a large extent 
our societies). It should, therefore, come as no 
surprise that many students (and their teach-
ers who have been educated in the same way) 

Leader

Innovator Entrepreneur

LG4. The student can lead
creative, innovative and

entrepreneurial individulas and
teams seeking for feasible,

valuable and sense-making
solutions, and has the skills to get

support from the organization

LG3. The student can translate
potential solutions into value
propositions regardless the
availability of favorable
contingencies.

LG2. The student can work on an idea with
decisions and actions which may lead to an

appropriate solution to solve problems

LG1. The student can
create novel ideas by
experiment and play
using a combination of
divergent and convergent
thinking

LG5. The student can orchestrate
teamwork with tripartite homo

medicamento inventa specimens

.      . Fig. 1.2  Tripartite competences for drug discovery 
neuroscientists. Innovation is a creative, nonlinear pro-
cess that relies on divergent and convergent thinking to 
generate and develop novel ideas to solve problems. It 
bridges to entrepreneurial thinking and acting to push 
these ideas forward to value propositions. Transforma-

tional leadership competences (charisma, motivation, 
intellectual stimulation, and individualized consider-
ation) are required to facilitate the conditions for pro-
fessionals to collaborate and to orchestrate their 
innovative and entrepreneurial competences to valuable 
and sense-making outcomes. LG learning goal

6	 As compared with an integral approach.
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find it very hard to deal with situations where 
they are required to find a solution for prob-
lems which are more ill defined and complex. 
These types of problems are often referred 
to as wicked problems (cf. Buchanan 1992). 
Cases where it is not clear at all how to break 
them down into sub-problems. To solve this 
type of problem, imagination and understand-
ing are key. This insight is also expressed in 
this famous Einstein quote: Logic will get you 
from A to B. Imagination will take you every-
where. This creative problem-solving process 
is often quite chaotic. It can be a matter of 
going one step forward and two steps back. 
It is often inefficient and driven forward by 
waves of imaginative divergent thoughts and 
feelings. From this wealth of associations, the 
most promising ideas are selected and turned 
into proposed solutions which need to be put 
to the test.

>> One of the first things students need to 
experience and thereby learn about creative 
problem-solving is that it does not progress 
in a linear fashion from A to B.

The idea of natural evolution can serve as a 
first powerful example of nonlinear problem-
solving. The insect which mimics the leaf of 
a plant represents an appropriate solution to 
avoid predation over many generations (see 
.  Fig. 1.3).

Another good source of  information on 
the nonlinear nature of  creative problem-
solving is provided by accounts of  the cre-
ative process of  highly creative individuals. 
The psychologist Simonton (2007) used 
Picasso’s sketches for Guernica to establish 
whether this famous creative process was fol-
lowing a more systematic monotonic conver-
gent pattern or a non-monotonic Darwinian 
pattern of  blind variation and selection (see 
.  Fig. 1.4). The results of  this study strongly 
suggest that the creative process underlying 
Picasso’s painting Guernica is a Darwinian 
nonlinear process of  trial and error. It is 
a process of  blind variation because at this 
point it is not clear what the end result will 
look like and there is no explicit goal he is 
working toward. Of course, this does not 
imply that all of  the variations in a creative 

process must be completely random. More 
systematic and incremental improvements 
based on expertise can also play an important 
part in creative problem-solving. If  you have 
headed up a dead alley or taken a wrong turn, 
you will need to recognize at some point that 
this is the case. Experience and expertise are 
important for this diagnosis.

Dead alleys and wrong turns are not the 
only way in which you can get stuck in cre-
ative problem-solving. The most obvious way 
in which you can get stuck is simply by run-
ning out of ideas. Guilford’s alternative use 
test (1967) is a nice way to introduce this (cf  
Kurzberg and Reale 1999). Simply by trying 
to come up with as many different ways to 
use a brick or a paperclip as you can, you will 
directly experience what it feels like to run dry 
in the generation of ideas.

1.2.1	 �Divergent Thinking: Idea 
Generation

Guilford (1950) was the first to propose to sep-
arate creative problem-solving into divergent 
thinking and convergent thinking. Divergent 
thinking is all about the generation of ideas. 
According to Torrance (1974), people’s ability 
to engage in divergent thinking can be mea-
sured by evaluating the ideas they have gener-
ated with respect to four different aspects:
	1.	 Fluency: the number of ideas generated
	2.	 Flexibility: the number of categories the 

ideas are based on or fit in

.      . Fig. 1.3  Looking like a leaf  is an evolved solution to 
the problem of  being eaten by a hungry bird (with per-
mission from the photographer; Arthur Anker)

Innovator, Entrepreneur, Leader: The Tripartite Drug Discovery Neuroscientist
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	3.	 Elaboration/quality: the depth or filling 
out of the ideas

	4.	 Originality: the degree of novelty of  the 
ideas

These aspects of idea generation provide an 
effective structure to present some of the tools 
and techniques which are commonly used to 
enhance idea generation. Another way to look 
at these tools and techniques is to say that they 
are ways in which we can help ourselves to 
become unstuck in a creative problem-solving 
process (for a nice overview of more creative 
problems techniques, see Heijne and van der 
Meer (2019)).

Fluency: Brainstorming and Brain Writing  Brain-
storming is still the most popular approach 
to idea generation. This technique also plays 
important part in the Maastricht PBL approach 
to learning (7  https://edlab.nl/pbl-learning-

principles/). Two important core principles in 
brainstorming are “postponing judgment” and 
“quantity breeds quality.” From these two prin-
ciples, four basic rules for brainstorming were 
derived:

55 Freely associate any ideas without bound-
aries

55 No critical assessment or evaluation of 
ideas

55 Quantity of ideas is the primary goal
55 Encourage the combination and improve-

ment of other ideas (sometimes referred to 
as piggybacking or hitch-hiking)

Brainstorming is a popular and easy way to 
generate more ideas. Groups should be led 
by an experienced facilitator. Information 
should be recorded, ideally without interrupt-
ing the flow. Research has shown that brain-
storming can not only lead to an increase in 
the number of  solutions but also produce 

.      . Fig. 1.4  Simonton asked people to judge the sketches 
Picasso made in preparation for his masterpiece Guernica 
in terms of how close people thought they were with 
respect to the final result in the painting (for example the 
famous horse). At the top left of the panel, the two differ-
ent theoretical predictions are plotted, a monotonic 
development in which every step is a small step forward 

(on the left) and a nonlinear, more erratic pattern (on the 
right). The bottom plot shows the progress scores given 
for every sketch in the order they were produced by 
Picasso. On the right, two different sketches for the horse 
and the end result below (sketches with permission from 
Taylor and Francis; painting © Pablo Picasso, Guernica, 
1937 with permission of c/o Pictoright Amsterdam 2020)

	 R. Schreiber et al.
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solutions that are classified as more creative 
(Stroebe et al. 2010).

Brainwriting (Geschka et al. 1976) refers to a 
modified version of brainstorming that involves 
each person being given a sheet of paper that 
clearly identifies the problem and contains a 
grid, usually with three columns. Each person 
is then required to write three ideas on his/her 
sheet and then either pass the sheet to the per-
son on their right or return it to a central pile. 
This process continues, with each person build-
ing on previously written ideas, until a specified 
time limit is reached or the sections of the grid 
are all full. Evidence shows that the sharing of 
written ideas using the brainwriting tool can 
lead to better idea generation compared to ver-
bal discussions (Isaksen et al. 2011).

Flexibility/Originality: Creative confrontation  In 
divergent thinking, it is important to create 
ideas beyond the obvious. Creative confronta-
tion refers to a whole family of techniques which 
are aimed at promoting flexibility in idea gen-
eration, i.e., the ability to come up with different 
types of ideas. The basic assumption in Creative 
Confrontation is that the introduction of a differ-
ent frame of thought or perspective can lead to 
new ideas. Koestler set the theoretical stage for 
the development of these techniques (Koestler 
1964) by describing the confrontation of two 
or more different frames, or in his words matri-
ces, of thought as the fundamental principle of 
any creative act. However, the practical use of 
these methods was already pioneered earlier by 
using sequences of analogies (Gordon 1961). 
A decade later, de Bono coined the term lateral 
thinking to refer to similar techniques (de Bono 
1970). Many different techniques are available, 
ranging from random words to visual stimula-
tion, from analogies to simply going on a walk. 
What all of these techniques have in common is 
that they somehow try to open up the problem 
and solution space (cf. Gassmann and Zeschky 
2008). In the Design Thinking approach (IDEO-
LLC, 2012), empathy is an important way of 
promoting flexibility by moving the perspective 
from the designer to the user (Brown and Katz 
2009).

For creative problem-solving in a team, 
diversity and the availability of different per-
spectives appear to be a bit of a double-edged 

sword (Webber and Donahue 2001). Earlier 
research has demonstrated that group diversity 
can enhance creativity and innovation (Webber 
2002) and also improve task completion time 
(Jassawalla and Sahittal 2002). However, it 
has also been shown that team diversity can 
reduce group cohesion, increase conflict and 
member stereotyping, and lower team perfor-
mance (Bunderson and Sutcliffe 2002; Johnson 
and Johnson 2000). These findings under-
line the importance of good team dynamics. 
Experiential learning approaches can help 
boost creativity in teams by counteracting these 
threats to team performance by enhancing team 
trust, providing a safe environment, and making 
members aware of the importance of different 
team roles for optimal team performance (Kolb 
1984). Perspective-taking in teams involves 
attempting to understand the viewpoint, feel-
ings, and thoughts of another person (Parker 
et al. 2008), and it has been shown to be impor-
tant in team creativity (Hoever et al. 2012). A 
technique like the Six Thinking Hats (De Bono 
2009) provides an individual analog for perspec-
tive-taking in a team, which involves putting 
on imaginary “hats.” Each hat treats a problem 
from a particular viewpoint: the “white” hat, for 
instance, focuses on the acquisition of facts or 
information (see also .  Fig. 1.5).

Perspective-taking is thought to boost 
creativity by expanding the ‘conceptual 
space’ (Vernon et  al. 2016). New perspec-
tives can lead to different ways of  looking 
at and thinking about a problem or solution 
that might otherwise have been overlooked. 
Mednick (1962) suggested that highly cre-
ative individuals have a ‘shallow’ hierarchy of 
concepts (where concepts related to a target 
are more easily accessible), whereas low-cre-
ativity individuals have a “steep” hierarchy 
(where less-related concepts to the target 
are overwhelmed by stereotypically related 
concepts). According to Mednick, the shal-
low hierarchy helps people to come up with 
more flexible ideas. Similar spatial metaphors 
for creative problem-solving can be found in 
Martindale’s connectionist approach to cre-
ative problem-solving (Martindale 1995) and 
the Klondike space model (Perkins 1994) 
which compares creative problem-solving to 
gold digging.

Innovator, Entrepreneur, Leader: The Tripartite Drug Discovery Neuroscientist
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>> Perkins identifies four critical challenges 
every creative system (individual or group, 
animal or machine) has to meet: the rarity 
problem: nuggets (feasible problem solu-
tions, viable designs, etc.) are rare; the isola-
tion problem: promising regions in solution 
space are separated by wide distances; the 
oasis problem: the comfort with existing 
solutions discourages ventures that leave the 
known, recognized paths; and finally, the 
plateau problem: there is no gradient indi-
cating the direction to rewarding regions. 
Having a good idea is like finding gold in the 
desert of non-solutions and non-designs.

Good ideas are not enough. Innovation and 
creative thinking also involve hard work. 
Persistence and perseverance are necessary 
to carry things through, as many good ideas 
never get developed further and bad ideas 
should not be transformed into bad products 
or bad processes. Creativity is not just a mat-
ter of anything goes (cf Baer 2016). This com-
mon misunderstanding of creative thinking 
is also reflected in the frequent false opposi-
tion of scientific critical thinking and artistic 
creative thinking. In line with Treffinger and 
Isaksen c.s. (Treffinger et al. 2006), we argue 
that critical thinking and creative thinking are 
complementary and need to work together in 
harmony to solve complex problems. In his 

1878 book, Human, All Too Human: A Book 
for Free Spirits, Nietzsche observed: [Artists 
have a vested interest in our believing in the flash 
of revelation, the so-called inspiration… shining 
down from heavens as a ray of grace.] In reality, 
the imagination of [the good artist] or thinker 
produces continuously good, mediocre or bad 
things, but his judgment, trained and sharpened 
to a fine point, rejects, selects, connects… All 
great [artists and] thinkers are great workers, 
indefatigable not only in inventing, but also in 
rejecting, sifting, transforming, ordering. This is 
where convergent thinking comes in.

Following divergent thinking, the ideas 
and information will need to be organized 
using convergent thinking, i.e., putting the 
various ideas back together in some structured 
way and selecting those ideas that are judged 
to merit pursuing further. Creative problem-
solving can be seen as the constant interplay 
of divergent and convergent thinking.

1.2.2	 �Convergent Thinking: Idea 
Evaluation 
and Implementation

>> Learning Goal 2: The student can work on an 
idea with decisions and actions which may 
lead to an appropriate solution to solve prob-
lems.

Thinking about thinking
What thinking is required
Organizing the thinking
Planning for action

Ideas, alternatives,
possibilities
Solutions to black hat
problems

Positives, plus points
Why an idea is useful
Logical reasons are given

Intuition, hunches
My feelings right now
Feelings can change
No reasons are given

Information & data
Neutral & objective
What do I need to find out?
How get the information?

Difficulties, weaknesses,
dangers
Spotting the risks
Logical reasons are given

Process

Creativity

Benefits

Feelings

Facts

Cautions

Blue Hat

Green Hat

Yellow Hat

Red Hat

White Hat

Black Hat

.      . Fig. 1.5  De Bono’s Thinking Hats: a technique for inviting different perspectives (De Bono 2009)
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How can you transform an idea into an action? 
When an individual or a group recognizes some 
ideas as interesting and worth following up on, 
they may need support in strengthening those 
options, elaborating on them, and deepening 
them. In the quest for the highest quality ideas 
and solutions, they need to be developed further. 
Based on rational analysis and evaluation, effec-
tive choices need to be made to prepare for suc-
cessful implementation. Exciting and intriguing 
new ideas are not necessarily useful or workable 
without extended effort and productive think-
ing. A first transformation needs to be made 
from exploration to potential exploitation. 
Idea evaluation involves examining promising 
options closely to determine what steps will 
need to be taken. If there are a few promising 
options, all of which might be implemented, the 
principal focus will be on refining or developing 
options, making them as strong as possible.

>> If  there are several promising options, not 
all of them can (or may need to) be imple-
mented, the task may focus more on rank-
ing options or on setting effective priorities. 
This is where the hard work comes in. This 
is also the stage where domain-specific 
knowledge and expertise provides crucial cri-
teria and instruments for diagnosing the best 
options (Baer 2015).

When many new and promising options exist, 
the main aim will be to limit the number of 
choices by clustering, compressing, and con-
densing the ideas to make them more man-
ageable, or to evaluate a number of options 
very systematically using explicit criteria. For 
example, to strengthen or refine an option, or 
a cluster of ideas with a common original cre-
ative theme, you could do a SWOT analysis to 
determine the Strengths, Weaknesses, Oppor-
tunities, and Threats of a particular (cluster of) 
ideas. Other techniques in convergent thinking 
are about setting priorities, for example by rat-
ing each of several options against all the oth-
ers, one pair at a time (Fox and Fox 2000), or 
by categorizing the ideas in Now-How_Wow 
(Raison 1997; see also .  Fig. 1.6).

All ideas have their strengths and weak-
nesses. Research has shown that teams tend 
not to recognize their most creative ideas. 

There seems to be a strong tendency to select 
feasible and desirable ideas, at the cost of  orig-
inality (Rietzschel et  al. 2010; Putnam and 
Paulus 2009). It appears that people perceive 
originality and feasibility to be incompat-
ible. To overcome this feasibility bias, Isaksen 
and Treffinger and colleagues (Isaksen et al. 
2000) have proposed a number of  guide-
lines for convergent thinking. The principle 
of  affirmative judgment is the first guideline. 
It states that a review of  the strengths of  an 
idea should precede the discussion of  any 
limitations. Affirmative judgment limits the 
detrimental effects caused by negative think-
ing by requiring members to treat limitations 
as resolvable and not as immutable facts. 
Other guidelines for convergence included 
taking a deliberate and open approach, giv-
ing preference to novelty, and staying focused 

Wow!Now

Originality
Fe

as
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ili
ty

How?

Play Now!

.      . Fig. 1.6  Clustering ideas: Now-How_Wow. Blue 
ideas (Now) are easy to implement and often use previ-
ous examples and are low risk/quick wins. These ideas 
have high acceptability. Green ideas (Wow!) are exciting, 
innovative, and offer potential breakthroughs. They 
make a distinction and can be implemented. Yellow 
ideas (How?) have a visionary nature and consist of 
future ideas and dreams. These are challenging and con-
sist of  the green ideas of  the future. From 7  https://
gamestorming.com/how-now-wow-matrix/. The How-
Wow-Now Matrix is adapted from the work done by the 
Center for Development of  Creative Thinking (COCD). 
Information about the COCD Matrix was published in 
the book, “Creativity Today” authored by Ramon Vull-
ings, Igor Byttebier, and Godelieve Spaas (With permis-
siom from COCD)
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on the problem statement. The choice of  an 
appropriate convergent thinking technique 
appears to be determined most by the num-
ber of  options to be vetted. Hits, hotspots, 
and highlighting is a popular selection and 
compression technique for managing large 
quantities of  options (Isaksen and Treffinger 
1985). Matrices, pairwise comparisons, and 
sorting tasks are more suitable for situations 
where fewer alternatives are available. When 
the most promising idea or cluster of  ideas 
has been selected, other people need to be 
convinced of  this particular solution to the 
original problem as well. This is where lead-
ership and persuasive communication skills 
also come into play. Leadership (see 1.4) is 
also crucial in the very first and necessary 
step in creative problem-solving: understand-
ing the problem (challenge).

>> Actually, innovation and creative problem-
solving do not start with an idea, but they 
start with a problem and often this problem 
is quite ill defined. At this stage, a concerted 
and systematic effort needs to be made to 
define the problem.

This problem definition involves creating oppor-
tunities, exploring existing data, and framing 
the problem in a way that triggers curiosity 
and maximizes the initial motivation to solve 
a problem (Isaksen et al. 2011). As we will see 
later, there is an important role for the leader in 
the problem definition process. This important 

first stage is also clearly visualized in the popu-
lar double diamond depiction of the creative 
design process (see .  Fig. 1.7). The diamond 
shapes represent divergent and convergent 
thinking and represent points of iteration for 
research, observation, learning, prototyping, 
and testing (Design Council 2020a, b).

However insightful this view of the design 
process as a sequence of divergent and conver-
gent thinking may be, it remains essentially an 
empty framework. It gives no concrete indica-
tions on how to actually carry out these phase 
and how to turn creative ideas into appropri-
ate solutions. The main challenge in the devel-
opment of better innovator competences is to 
know when to apply divergent or convergent 
thinking and to use as many iterations of cre-
ative diamonds as needed to get from a gen-
eral problem to a good idea and from a good 
idea to a solution. Importantly, this process 
will help manage the danger of falling in love 
with one’s own ideas at the potential cost of 
the development of better ideas.

1.3	 �Entrepreneurial Competences: 
Where Imagination and Logic 
Meet in Creating Value

>> Learning Goal 3: The student can translate 
potential solutions into value propositions 
regardless of the availability of favorable 
contingencies.

Specific general
problem statement

Specific
problem

Iterative process

Specific solutionResearch

Discover Define Develop Deliver

Ideation PrototypeInsight

.      . Fig. 1.7  The design process (Source: 7  https://
commons.wikimedia.org/wiki/File:Double-diamond-
process.jpg. Author: Olga Carreras Montoto. This file is 

licensed under the Creative Commons Attribution 4.0 
International license)
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Convergent and divergent thinking and acting 
in innovation and creative problem-solving 
bridge to entrepreneurial thinking and acting, 
where imagination and logic meet in creating 
value (Banathy 1996).

>> Traditionally, entrepreneurial is thought 
of  as entrepreneurship referring to start-
ing a new business, scaling for profit, and 
creating business capital (Villacci 2019). 
This definition is quite narrow. It leaves 
out the core notion that entrepreneurship 
is about an entrepreneurial way of  think-
ing and acting.

Such thinking and acting is opportunity 
driven and holistic in approach for the pur-
pose of creating economic, cultural, and/or 
social value for others. For the purpose of 
creating value, it boils down to the willingness 
of trying out new, unusual ways of acting not 
hindered by the (un)availability of resources 
and the level of (un)certainty. The ability to 
rapidly sense, act, and mobilize, even under 
uncertain conditions, is a distinctive feature 
for an entrepreneurial mindset (McGrath and 
MacMillan 2000; Ireland et al. 2003; Haynie 
et al. 2010); see also .  Fig. 1.1 for the Entre-
Comp framework.

>> An entrepreneurial mindset is instrumental 
for successfully turning novel ideas into 
value. It “adds,” in other words, the compe-
tences to bring innovations into practice 
regardless of the availability of favorable 
contingencies. Being able to effectively deal 
with these contingencies differentiates a 
true entrepreneurial spirit.

Such an entrepreneurial journey is iterative 
and goes through a process of profoundly 
exploring a problem (divergent thinking) and 
then taking focused action (convergent think-
ing). The “double diamond” we used before to 
illustrate the entire process from problem to 
idea to solution connects both ways of think-
ing into a coherent approach. Inspired by this 
design process, several approaches emerged 
to support the entrepreneurial professional, 
like for instance designing value propositions 

(Osterwalder et  al. 2014).7 A value propo-
sition is actually embedded in a business 
model, which Osterwalder and Pigneur (2010) 
describe as “the rationale of how an organiza-
tion creates, delivers and captures value.”

>> Value Proposition Design (VPD) was 
introduced to stress that a business model 
should ground on a feasible and realistic 
value proposition: “the benefits customers 
can expect from your product or service” 
(Osterwalder et al. 2014).

It turned out that failing business models 
often build on wobbly value propositions; 
therefore, VPD was developed to “manage the 
messy and nonlinear process of value proposi-
tion design and reduce risk by systematically 
applying adequate tools and processes” (Oster-
walder et al. 2014). Before explaining VPD in 
detail, we point out to two essential starting 
points which should be integrated in practice.

>> First, it is essential to start with under-
standing what the problem actually is 
about and for whom it is a problem, before 
to start developing ideas with solution 
capabilities. It is crucial to avoid thinking 
about solutions as long as possible. After 
all, thinking about solutions makes one 
blind for understanding the problem – as it 
is human nature to fall in love with one’s 
own ideas.

To quote Einstein: “If I had an hour to solve 
a problem I’d spend 55 minutes thinking about 
the problem and five minutes thinking about 
solutions”. A second important point is that 
designing comes down to testing assumptions 
and from these learnings refine the design. 
The learnings can also show that the direc-
tion in which a design is developing should 
be reconsidered. The willingness to change 
the course in which a design is developing 

7	 Several approaches are available, which advocate 
similar objectives, processes, and tool boxes, like 
lean startup (Ries 2011). In practice, several 
approaches are combined.
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and to give up some of the ideas one has been 
working on is crucial to avoid design fixation 
(Crilly 2018). To emphasize this, Ries (2011) 
introduces and promotes the concept of piv-
oting. It is “a structured course correction 
designed to test a new fundamental hypoth-
esis” (Ries 2011), explaining that “we keep one 
foot rooted in what we’ve learned so far, while 
making a fundamental change in strategy in 
order to seek greater validated learning” (Ries 
2011). Pivoting may feel like going backward, 
but it is essential for staying open-minded to 
find solutions that will solve problems from 
the perspective of the problem-holder, the 
(future) users of the product and service.

.  Figure  1.8 visualizes the non-linearity 
of the innovation journey (see also .  Fig. 1.4) 
of designing ideas and testing assumptions. 
Pivoting is visualized by course corrections 
and by saying good-bye to certain ideas 
(R.I.P.). By means of designing, testing, and 
pivoting, the prototype has been refined and 
evidence has been collected to increase suc-
cess.

1.3.1	 �Turning Ideas into Value 
Propositions

In the previous paragraph it has been explained 
how ideas can be generated. It marks the start-
ing point of each innovation and entrepreneur-
ial journey. Turning first ideas – hunches – into 
value proposition is a next decisive step in the 
journey. Here the VDP approach proves its 
added value (see also .  Fig. 1.8). VPD consists 
of two spheres: the customer profile visualized 
by the circle and the value map visualized by 
the square (Osterwalder et al. 2014). The cus-
tomer profile describes a specific customer pro-
file in a structured and detailed way. It is broken 
down into jobs, pains, and gains. Jobs describe 
what a customer is trying to get done in their 
work and in their lives, as expressed in their 
own words. Pains describe bad outcomes, risks, 
and obstacles related to jobs, as experienced 
by the customer. Gains describe the outcomes 
customers want to achieve or concrete benefits 
they are seeking. The value map describes the 
features of a specific value proposition in a 

.      . Fig. 1.8  Entrepreneurial view of  the innovation journey. (Adapted from 7  https://www.strategyzer.com/blog/
posts/2017/2/16/prototype-learn-iterate)
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structured and detailed way. It is broken down 
into products and services, pain relievers, and 
gain creators. Products and services explain the 
core of the offering to the targeted customer. 
Pain relievers describe how the products and 
services alleviate the customer’s pains. Gain cre-
ators describe how products and services cre-
ate customer gains. A value proposition design 
has the potential to deliver value for custom-
ers if  the value map and customer profile fit, 
i.e., when products and services produce pain 
relievers and gain creators that match the pains 
and gains that are important for the targeted 
customer. In drug discovery, the VPD for an 
asset will inform the so-called “Target Product 
Profile (TPP)”8 that is defined for the clinical 

development and the commercial opportunity 
for a new medicine that addresses the unmed 
medical needs of patients (.  Fig. 1.9).

After a feasible and realistic value proposi-
tion is designed and tested, the development 
of a business model and a realization plan are 
next. For successfully realizing and delivering 
solutions – whether or not linked to develop-
ing new businesses  – business and manage-
ment competences are asked for. Without 
proper business and management thinking 
and acting, brilliant solutions will still fail to 
solve actual problems. We will not address 
this further as it goes beyond the scope of 
this chapter; for suggestions, see, for instance, 
Kawasaki (2015), Ries (2011), and Kerzner 
(2017).

When talking about innovations in an 
entrepreneurial context, the phenomenon of 
ambidexterity should be highlighted. It con-
cerns the ability to simultaneously pursue both 
incremental innovations  – focused on improv-
ing the present  – and discontinuous innova-
tions – focused on exploring new opportunities 
(O’Reilly and Tushman 2013; Tushman and 
O’Reilly 1996). In drug discovery, these two 
types of innovations lead to best-in-class and 
first-in-class therapeutics, respectively (Schulze 
and Ringel 2013). Students and professionals 
in the drug discovery field should be aware that 
both exploitation and exploration can co-exist 

.      . Fig. 1.9  Value proposition design. (Taken from Osterwalder et al. 2014, with permission from J. Wiley)

8	 A TPP is a strategic development process tool that 
provides a summary of  the product under develop-
ment, as well as its desired characteristics and fea-
tures and the features that provide a competitive 
advantage. A TPP is aimed to ensure that the com-
pany embarks on an efficient development program 
to reach the desired commercial outcome. It thus 
provides a structure for the scientific, technical, clin-
ical, and market information and gives all stake-
holders a clear vision of  the product objectives to 
help guide research and development decisions. It is 
a dynamic document that is reviewed and adjusted 
as needed throughout the development process 
(cited from presentation by Pierandrea Maglia and 
Massimo Bani at Maastricht University).

Innovator, Entrepreneur, Leader: The Tripartite Drug Discovery Neuroscientist



18

1
and more quickly alternate. In our vision of 
the entrepreneurial mindset, we need drug dis-
covery neuroscientists who are committed and 
trained to discover and develop first-in-class 
drugs, although it is appreciated that  – espe-
cially in commercial settings – there will often 
be a risk-balanced portfolio with both projects 
focusing on first and best-in-class treatments.

1.4	 �Leading Creative 
and Innovative People: Where 
the Rubber Hits the Road

>> Learning Goal 4: The student can lead cre-
ative, innovative, and entrepreneurial indi-
viduals and teams seeking for feasible, 
valuable, and sense-making solutions and has 
the skills to get support from the organiza-
tion.

>> Learning Goal 5: The student can orches-
trate teamwork with tripartite homo medica-
mento inventa specimens.

Successfully managing an enterprise in a high-
risk, complex, dynamic, and rapidly moving 
field such as CNS drug discovery requires 
extraordinary leadership competences. Many 
veterans of this industry would argue that this 
has been the Achilles’ heel of the field and a 
major factor in its downfall in the early 2000s. 
The consolidation in the pharmaceutical 
industry and the concomitant scaling up and 
industrialization of its R&D infrastructure 
and “management reductionism”9 reduced the 
innovative culture of the R&D organizations 

and the creative risk-taking of their scientists 
(Garnier 2008; Thong 2015). So the need 
to build and foster an innovative culture is 
acknowledged, although this actually has not 
yet led to a meaningful cultural shift in the 
(CNS) drug discovery industry. A new gen-
eration of well-trained drug discovery neu-
roscientists will be needed to lead a return to 
an innovative culture. These leaders have sig-
nificant impact on all steps in creative work,10 
that is, problem definition, idea generation, 
idea development, and idea implementation.

These new leaders will have to master a spe-
cific set of leadership competences to support 
a creative workforce going through these steps, 
as has been described excellently by Mumford 
and colleagues in 2002. These competences are 
dictated by the traits of creative workers and 
the characteristics of their environment. These 
workers are characterized by professionalism, 
expertise, a desire for autonomy, high intrinsic 
and achieve motivation, and high focus. Their 
innovative environment relies on expertise that 
often develops slowly, requires a need to col-
laborate, is marked by high levels of uncer-
tainty and ambiguity, and is resources intensive. 
Many of these factors contribute to an inherent 
conflict with the organization that needs to be 
managed. 

>> The leadership skills and competences that 
we will focus on are (1) technical and cre-
ative problem-solving skills, (2) providing 
structure, (3) planning and sense-making, 
(4) strategic thinking, (5) organizational 
expertise, and (6) persuasion and social 
intelligence.

First, as creative work occurs on complex 
and ill-defined problems, the imposition of 
structure (2) represents a key component of 
the creative process. Accordingly, problem 
definition, or problem construction, activi-
ties are important aspects of creative thought 
(see also last citation in section 1.2.2). Lead-
ers can help with the problem definition and 

9	 This term has been described by Robert Thong as 
follows. “[Companies] are expected to deliver pre-
dictable revenue and profit streams …This expecta-
tion leads ... to regarding …the overall R&D 
organization as “machines” that can be “engi-
neered” to convert certain specified inputs into pre-
dictable outputs, with productivity enhanced 
through the control of  a small number of  key man-
agement “levers”. I refer to this logic as “manage-
ment reductionism”– indeed a far cry from the 
creativity and innovation culture that is essential to 
find solutions for complex problems!”

10	 Defined as “work which occurs when the tasks involve 
complex and ill-defined problems and performance 
requires the generation of novel, effective solutions.”
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understanding process by bridging with the 
organizational needs and goals. Therefore, 
they must have a clear understanding of the 
organization’s strategy and be able to frame 
requests for support in terms of broader 
strategic objectives (5).

Second, technical expertise and creative 
problem-solving skills (1) are essential for 
leading creative people because they provide 
a basis for structuring as well as the cred-
ibility needed to exercise influence. As men-
tioned by Mumford et al. (2002), “Given the 
strong professional identity of creative people, 
it may prove difficult for leaders lacking tech-
nical expertise and creative problem-solving 
skills to: (a) adequately represent the group, 
(b) communicate effectively with group mem-
bers, (c) appraise the needs and concerns of 
followers, (d) develop and mentor junior staff, 
and (e) assess the implications of group mem-
bers’ interactions”. The powerful influences 
on group performance by these competences 
involve social influence (6), more specifically, 
the before mentioned work focus, achieve-
ment motivation, and autonomy of creative 
people frame a situation where expertise is 
the most powerful form of influence at the 
disposal of a leader (Mumford et  al. 2002). 
Cognitive influences are also important for 
the evaluation of ideas and to provide feed-
back to followers or other managers, which is 
almost impossible when leaders lack expertise 
and creative problem-solving skills.

Third, to help people define the problems, 
vision-based or translational leadership skills 
can influence creativity and innovation (3, 6). 
For example, one study employed a brain-
storming task where transformational and 
transactional leadership11 were manipulated 
with regard to task instructions. It was found 
that fluency and flexibility (see 7  Sect. 1.3.1) 
were higher in the transformational condi-
tion. Vision and direction should be framed 
in terms of more concrete production mis-
sions to define goals and clarify paths to goal 
attainment (Jung 2001 cited in Mumford 
et al. 2002).

This goal setting ties into a fourth lead-
ership competency: planning and sense-mak-
ing (3). When multiple parties are working 
together in the development of a complex, 
creative product or technology, a lack of 
structure can emerge. A leader’s sense-making 
activities help to create a shared mental model 
about the causes and consequences of actions 
that significantly influences performance. 
Such sense-making activities help to ensure 
coordination and joint problem-solving by 
people from different backgrounds or with 
different expertise (see also 7  Sect. 1.4.1). 
Especially when projects move from genera-
tion to development, increases in diversity 
and complexity of activities will put a higher 
demand on both organizational expertise and 
sense-making activities.

Both a leader’s initiation of structure/
planning and goal clarity were rated high by 
creative workers under conditions of uncer-
tainty (Arvey et  al. 1976; Weick 1995; cited 
in Mumford et al. 2002). Successful planning, 
goal setting and resource allocation require 
an in-depth understanding of both the prod-
uct, process, or technology and the organiza-
tion, its capabilities, and its markets. Thus, 
the effective leadership of creative efforts will 
require good organizational expertise (5) as 
well as significant technical expertise (1).

Fifth, successful leadership of creative 
efforts will require persuasion and social intel-
ligence (6). The need for persuasion is attrib-
utable to the people being led  – autonomy, 
professionalism, and critical nature can make 
it challenging to persuade creative people – and 

11	 Four distinguishing characteristics of  transforma-
tional leaders (“the four i’s”) make this leadership 
style especially effective in an environment driven by 
creativity and innovation: idealized influence or 
charisma, inspirational motivation, intellectual 
stimulation, and individualized consideration (Bry-
ant 2003). Idealized influence can be seen as a leader 
acting as a “role model” and encouraging followers 
to have pride, faith, and respect in themselves, their 
leaders, and their organizations. Inspirational moti-
vation involves behavior to motivate and inspire fol-
lowers by providing a shared meaning and a 
challenge to those followers. Intellectual stimulation 
is the frequency with which leaders encourage 
employees to be innovative in their problem-solving 
and solutions. Individualized consideration means 
acting as a coach and mentor to help followers and 
students to reach their full potential.
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the importance of resources in creative work. 
Creative work requires substantial resources 
that are invested in risky efforts. Together with 
negative attitudes toward creativity, discount-
ing the value of new ideas, and other nega-
tive forces such as the previously mentioned 
feasibility bias (Rietzschel et al. 2010; Putnam 
and Paulus 2009), this can lead to the prema-
ture rejection of viable ideas. Therefore, the 
leaders persuasive skills and ability to “sell” 
new ideas are of utter importance. Persuasion 
can also be indirect as leaders need social 
perceptiveness, flexibility, wisdom, and social 
appraisal skills, in other words, social intelli-
gence (Mumford et al. 2002).

In conclusion, leaders of creative people 
have several important roles such as support-
ing problem definition and providing struc-
ture, evaluating their ideas, integrating their 
ideas with the needs of the organization, cre-
ating conditions where people can generate 
ideas in the first place, and at times being a 
demanding critic of an idea and its potential. 
This requires an integrative style that allows 
the leader to orchestrate expertise, people, 
and relationships to foster the generation, 
structuring and promotion of novel ideas 
(Mumford et al. 2002).
How then to prepare our aspirant drug hunt-
ers for their future as leaders of creative 
efforts? There are comprehensive sets of 
research-based leadership-competency devel-
opment resources available (for example, the 
Korn Ferry Leadership Architect™ Global 
Competency Framework12). One of the appli-
cations is for organizations to configure a 
competency model that aligns with their busi-
ness objectives and talent strategy in order 
to achieve their business goals. One example 

how it works. One can back-translate the most 
relevant competences from this framework 
to those that we identified for the tripartite 
leader; look what the less-skilled competences 
are and follow the proposed tips for improve-
ment. For example, the cluster creating the 
new and different (C) is obviously a big hitter 
for an innovative and entrepreneurial environ-
ment, and especially the competence culti-
vates innovation (#19; For Your Improvement 
2014, p.178). Suppose self-assessment reveals 
that one is less skilled and “presents ideas that 
are ordinary, conventional, and from the past”. 
From the 14 tips that are offered under the 
Tips for Improvement section, one could look 
at tip #11: “Want creative ideas while brain-
storming? Use multiple tools and techniques.” 
And, perhaps no surprise, the reader will run 
into many of the tools that we introduced in 
this chapter’s section “The Student as an Inno-
vator.” Now that the circle is closed we can 
proceed to the conclusions.

>> Conclusions
Traditionally, drug discovery neurosci-
entists have been focusing on developing 
potential solutions from a neuroscientific 
perspective. The new-generation drug-
discovery neuroscientist has to raise her/his 
game and should develop into a tripartite 
drug discovery neuroscientist who is able to 
orchestrate innovation and entrepreneurial 
and leadership activities to lead teams to 
generate good ideas and turn these ideas 
into valuable solutions. In this chapter, we 
explained the competences of this new-
discovery neuroscientist and introduced 
several methods and techniques to support 
this new role.

12	 In a nutshell, this framework comprises the follow-
ing: (1) four factors  – these are groups of  compe-
tences that form a cohesive theme. These 
competencies share some thematic similarities. Fac-
tors can be derived from statistics or content analy-
sis. (2) Twelve clusters  – statistically supported 

groupings of  related competences that represent a 
broader scope of  skills and behaviors that contrib-
ute to success in the skill. (3) 38 competences – skills 
and behaviors required for success that can be 
observed. (4) Ten career stallers and stoppers – these 
are behaviors generally considered problematic or 
harmful to career success.
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In the last decades, not much progress has 
been made in finding new treatments for CNS 
diseases. The well-established concepts of 
target identification and validation are at the 
core for drug discovery and development pro-
grams. It is argued that this is the most criti-
cal step in finding new treatments. Drug target 
finding has been pursued using Genome-Wide 
Association Study (GWAS) methods, but this 
has not been proven successful for CNS dis-
eases yet. Various potential issues with the 
GWAS approach are listed and may dampen 
the validity of  using GWAS for target find-
ing. Two recent alternative methods for target 
finding are discussed. One approach is related 
to the Research Domain Criteria (RDoC) ini-
tiative in which different functional domains 
are connected with neurodevelopmental and 
biological mechanisms in a matrix format. 
Thereby, drug targets could be identified for 
these brain functions. Another approach 
mentioned here is based on the “diseaseome” 
(network medicine), which is a data-driven 
approach using molecular biology and genetic 
information to find treatment-based mecha-
nism. Although these two approaches may 
seem promising, no promising clinical treat-
ments are available yet. Target identification 
still remains the most important and challeng-
ing step in drug discovery and development 
for CNS diseases.

nn Learning Objectives
55 Understanding why target identifica-

tion and validation are essential for 
drug development. Current CNS drugs 
are developed on the basis of very gen-
eral neurotransmitter deficits in CNS 
diseases. Some clinical effective treat-
ments were not developed on basis of 
an existing scientific rationale.

55 Understanding potential novel approaches 
in finding drug targets (GWAS, RDoC, 
Diseaseome/Network medicine), and that 
this needed to change the idea of treating 
diseases, treating symptoms, or underlying 
mechanisms.

2.1	 �Finding the Target: Some 
Examples

The most crucial step in drug discovery is 
finding the right target for a disease. It is at the 
heart of all the following steps that are taken 
in developing a drug. The choice is leading in 
choosing in vitro and in vivo test models and 
efforts for further target optimization that 
eventually leads to the proposal of a drug can-
didate. The subsequent clinical development 
also relies on the drug target assumptions and 
how it can treat a disease. In case a novel drug 
fails in drug development, it cannot be deter-
mined whether the drug failed in one of the 
stages of drug discovery or drug development, 
or whether the target was not valid. Hence, 
the author considers target selection as the 
most critical step in finding new drugs.

Therefore, finding the right target requires 
careful attention and should be based on 
sound scientific knowledge of the disease and 
what is the underlying cause of the disease. It 
is interesting to note that some treatments of 
CNS diseases have not been based on drug 
development but were found via interesting 
routes (serendipity). For example, the use of 
lithium in psychiatry is known since the mid-
dle of the nineteenth century (Shorter 2009). 
The account that the first physician (William 
Hammond) gave in 1871 for using lithium in 
mania was that “… to diminish the amount of 
blood in the cerebral vessels, and to calm any 
nervous excitement that may be present.” 
Cleary, this is not based on current ideas of 
drug development. Nevertheless, lithium is 
still being used as a mood stabilizer, but the 
mechanism of action (target) for its clinical 
effect is not clear.

Another recent interesting example is the 
development of ketamine as an antidepressant 
(Wei et al. 2020). Although there was a major 
focus on the monoaminergic hypothesis of 
depression, some researchers argued that the 
NMDA receptor plays a significant role in neu-
roplasticity, and thereby a target for depression. 
Interestingly, they used an antagonist to increase 
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neuroplasticity. This is counterintuitive since 
neuroplasticity is achieved with NMDA recep-
tor activation (Malenka and Nicoll 1993). Some 
recent ideas have been developed how ketamine 
may lead to its clinical effect (e.g., Collo and 
Merlo Pich 2018; Fukumoto et al. 2019), which 
may link also to other mechanisms of action or 
metabolites (Zanos and Gould 2018). In 1990, 
animal studies showed that NMDA antagonists 
were effective in animal models of depression 
(Trullas and Skolnick 1990).

Based on these findings (supported by 
additional studies), and the ability to test this 
NMDA antagonist in humans, a clinical study 
confirmed the antidepressant effect of ket-
amine (Berman et  al. 2000). Actually, the 
most interesting (unexpected?) effect was that 
there was a rapid relief  of depressive symp-
toms. This could not predicted on basis of the 
animal models since the behavioral effects 
were similar to the effects of other antidepres-
sant drugs (like SSRIs). Although there 
seemed to be rationale for developing NMDA 
antagonists for depression, the actual mecha-
nism of action and the rapid onset of action 
in humans cannot be fully explained yet. 
There are some other examples to show how 
serendipity played a role in finding novel drug 
treatments (Ban 2006).

There are also examples where drugs were 
developed on basis of a scientific rationale. 
For example, the development of SSRIs was 
based on the observation that monoamines 
were depleted in depression (Hillhouse and 
Porter 2015). Using a drug discovery and 

development program, these drugs were devel-
oped and were found to be effective in the 
treatment of depression. In a similar manner, 
l-dopa was developed for lower dopamine lev-
els in Parkinson’s disease (Hornykiewicz 
2010), and acetylcholinesterase inhibitors 
were developed for the decreased levels of ace-
tylcholine levels in Alzheimer’s disease (Pepeu 
and Giovannini 2009). Although, these drugs 
were developed at least 40 years ago, they are 
still clinically used and are relatively effective 
in many patients with an acceptable adverse 
side-effect profile. Interestingly, the main 
improvements that have been made over the 
years are related to the formulation to obtain 
more steady plasma levels for these drugs.

With some exceptions (e.g., memantine for 
Alzheimer’s disease, and clozapine in schizo-
phrenia, ritalin for ADHD, and some new 
drugs in MS), the development of novel CNS 
drugs has been found to be limited. Although 
there has been a tremendous increase in 
knowledge in how the brain, neurons, and sig-
naling pathways work over the last decades, 
this did not bring newer and better drugs for 
the major CNS disease. One example of this is 
the enormous amount of scientific progress in 
the field of Alzheimer’s disease and the devel-
opment of anti-amyloid drugs. Although 
there has been a tremendous academic effort 
and many drug development projects in the 
pharmaceutical industry, the development of 
these potential disease-modifying drugs has 
been very disappointing thus far (e.g., Oxford 
et al. 2020).

�Case Study

I would like to use the amyloid-based treatment 
as an example why drug development may have 
failed for this drug. One issue could be that 
amyloid may not be the critical protein that 
causes the neurodegeneration in Alzheimer’s 
disease. Clearly, there is overwhelming data 
showing that amyloid is neurotoxic (Selkoe and 
Hardy 2016), but there are some doubts whether 
this can fully explain the neurodegeneration in 
Alzheimer’s disease (e.g., Dourlen et  al. 2019; 

Makin 2018). The question that can be asked 
here is whether the target selection for 
Alzheimer’s disease has been right. Is amyloid at 
the core of Alzheimer’s disease? The failures of 
the anti-amyloid drugs may suggest that this is 
the case. However, it has been argued that the 
treatment with these drugs came too late to treat 
the disease (Jack et al. 2013). The anti-amyloid 
treatment should start before the amyloid starts 
to induce neurodegeneration. An analogy that 
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may make this clearer: “You do not treat a heart 
attack with cholesterol lowering drug, although 
high cholesterol levels may lead to a heart 
attack” (quote by Prof Harald Schmidt).

Thus, if we still assume that amyloid is the 
target for Alzheimer’s disease, we should start 
treatment at an earlier stage, before amyloid 
starts having neurotoxic effects. This implies that 
we need to know who will develop Alzheimer’s 
disease on an individual basis. This is also referred 
to as an early biomarker. Currently, there is a 
great effort finding biomarkers for Alzheimer’s 
disease, which would identify people who will 
develop the disease (e.g., Zetterberg and Bendlin 

2021). Based on specific and valid biomarkers, 
people could then be treated with the anti-amy-
loid drug. Interestingly, a recent study suggested 
that P-tau217 could be considered as an early bio-
marker for Alzheimer’s disease (Palmqvist et al. 
2020). It is unclear whether this hints to a role of 
tau or amyloid in the early development of 
Alzheimer’s disease. This is of course of utmost 
importance to find out since it will determine 
which target should be chosen for drug develop-
ment. If the rationale for the drug target is not 
invalid, this effort may be deemed to be useless. 
This again highlights the capital importance of 
selecting the right target for a disease.

2.2	 �Target Identification

There are several ways in which targets can 
be selected. A first approach was mentioned 
above: examine neurobiological changes in a 
disease and find a target that can reverse this 
change. This is of course the most sensible 
strategy to identify a drug target. But when 
studying a disease, there will be many differ-
ences when you compare this with a healthy 
normal person. For example, when you would 
consider finding a target for depression, you 
may choose from a wide pool of potential rel-
evant drug targets. When searching PubMed 
with the key words “drug target depression 
review” (about 1500 hits, August 2020), you 
will find a wide variety of potential relevant 
drug targets for this disease. The major ques-
tion is of course which target should be chosen 
for a drug discovery program? One strategy is 
to find as much evidence that the target is rel-
evant for the disease. This can be done with 
screening the literature and compiling the 
evidence in favor of this drug target. One set 
of data is usually based on animal studies in 
which various animal models are used to eval-
uate drugs that affect the specific target (e.g., 
NMDA receptor for depression). If  the avail-
able data show that different drugs that act 
on the same specific target reverse the depres-
sive symptoms in different animal models of 
depression, this increases the notion that the 

target is relevant for depression. Clearly, there 
should also be evidence from human studies 
that indicate that the target is relevant. This 
can be done with imaging studies, blood- and 
CSF samples, genetic analyses, pharmaco-
logical challenge studies, and immortal plu-
ripotent stem cells. These efforts should be 
carefully evaluated before selecting a target 
for a drug discovery program.

55 Studying the biology of a disease and 
finding differences with healthy con-
trols.

55 Finding the most relevant relation 
between biology and disease character-
istics.

55 Identifying the target for new mole-
cules to modulate the target.

2.2.1	 �GWAS

For some time (starting around 1995), genetic 
analyses have been used to identify targets 
in different CNS diseases (This topic is also 
discussed in more detail in the 7  Chap. 3). 
The most fundamental data needed for these 
analyses come from genome-wide association 
studies (GWAS), usually containing more 
than 10,000 patients (Breen et al. 2016). The 
idea is that GWAS can define loci, contain-
ing different genes, which are affected in a 

>	
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disease. This could lead to the discovery of 
new targets or may lead to novel model sys-
tems to be used to screen new compounds 
(e.g., Wei et al. 2019). In general, these GWAS 
data can further be analyzed in combination 
with other databases such as pathway analy-
sis (e.g., REACTOME), brain systems biol-
ogy information (e.g., BrainSeq), and drug 
target lists (e.g., ChEMBL). This combined 
information should be a powerful tool for 
screening new targets for different CNS dis-
eases. Of note, some additional steps are rec-
ommended before defining drug targets based 
on GWAS (e.g., Plenge 2019; Wendland and 
Ehlers 2016). When a specific target has been 
identified and a drug developed, the GWAS 
information can also identify patients that 
should be most sensitive to the new drug. 
This is also referred to as precision medicine 
or personalized medicine (e.g., Tam et  al. 
2019). Further details of  this approach can 
be found via the website of  the Psychiatric 
Genomics Consortium (7  https://www.med.
unc.edu/pgc/).

2.2.2	 �Will GWAS Help Us to Find 
Novel Targets?

There are some issues with this GWAS analy-
sis (for a critical appraisal, see Breen et  al. 
2016; Tam et al. 2019). A first point is that epi-
genetics may play an important role in many 
diseases (See 7  Chap. 4). Therefore, in addi-
tion to using GWAS, epigenome-wide asso-
ciation studies (EWAS) could also provide 
valuable information to identify novel targets 
(Sweatt 2009). It should be noted that the epi-
genetic changes that are related to a specific 
CNS disorder may determine which method 
(GWAS or EWAS) could be more successful 
in identifying a drug target. A second poten-
tial issue is related to the finding that GWAS 
analysis only revealed very few existing drug 
targets (Cao and Moult 2014). This suggests 
that targets for which effective drugs were 
developed were not picked up by GWAS anal-
ysis. Although this is concerning, this may be 
related to a current limited availability of data 
in various databases at that time. Over the 

last years, the databases have grown exponen-
tially and may be better in identifying exist-
ing- and novel drug targets. A third point is 
related to the loci that show up in the so-called 
Manhattan plots only explain a very small 
amount of the variation in disease. However, 
integrating the data in a pathway- and net-
work-informed interpretation could increase 
the effect size of the relevant loci involved in 
disease (Gaspar et al. 2019). This could possi-
bly increase the explained variance of a target, 
making it more relevant.

A fourth potential issue is that GWAS may 
not take into account the developmental win-
dows during which brain diseases develop and 
may be related to specific cell types (Fernando 
et  al. 2020). Combining GWAS data with 
studies using specific human-induced pluripo-
tent stem cells and using CRISPR-CAS meth-
ods to induce disease-specific models may 
lead to valid target identification (Fernando 
et  al. 2020). A fifth issue is related to the 
importance of a locus for a disease. From a 
GWAS analysis, it cannot be concluded 
whether the locus is causally linked to a dis-
ease (Tam et al. 2019). It is not fully clear how 
a causal link can be established using these 
methods.

A sixth issue may also be related with the 
complexity of CNS diseases. We take schizo-
phrenia as an example in order to make this 
point. Schizophrenia has an enormous varia-
tion in the clinical expression of a disease and 
has primarily been characterized on basis of 
negative and positive symptoms. However, it 
appears to be very difficult to clinically diag-
nose these patients (e.g., Fountoulakis et  al. 
2019). Moreover, there seems to be an overlap 
between diagnoses of different psychiatric dis-
orders. For example, the boundary between 
schizophrenia spectrum disorders and autism 
spectrum disorder (e.g., Sunwoo et  al. 2020) 
or bipolar disorder (e.g., Yamada et al. 2020) 
appears to be quite blurry. Although this clin-
ical perspective may be far away from a drug 
target and the use of GWAS, it should be clear 
that the GWAS do not take this huge varia-
tion of clinical features into account. GWAS 
databases do not consider the variation of 
clinical severity or possible misdiagnosis of 
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the disease into consideration. Of note, a sim-
ilar heterogeneity and overlap in clinical fea-
tures can also be found for affective disorders 
and dementias.

As mentioned above, GWAS and EWAS 
need a high volume of data in order to make 
some predictions on valid targets. These data-
sets include the heterogeneity of a disease and 
may even include wrongly diagnosed patients. 
This may explain, at least to some extent, why 
only a marginal level of variation can be 
explained by the individual loci. Conversely, 
when a drug target is identified and a drug is 
developed for schizophrenia, it can be ques-
tioned whether this drug will work in all 
schizophrenia patients. It was suggested that 
personalized medicine could be used to over-
come this issue, but it will be a challenge on 
which basis these patients should be selected. 
We would need very good biomarkers to 
determine which patients should receive a spe-
cific treatment.

>> GWAS have been used as a tool to under-
stand and explain brain diseases at a 
molecular level. Large databases and com-
plex data analyses are required for making 
sensible inferences and proposing a drug 
target. There are different potential pit-
falls when using this method.

2.3	 �What Can We Treat?

2.3.1	 �The Disease?

In the previous section, I mentioned the prob-
lem of the complexity of clinical diagnoses of 
brain diseases. Brain diseases are associated 
with a spectrum of clinical features, which 
can be differentially affected in patients. If  
GWAS identifies a valid target for schizo-
phrenia and a drug would be developed, it 
can be questioned whether this will treat 
schizophrenia (I am still using the example of 
schizophrenia, but this also applies to other 
CSN diseases). For example, would it treat all 
positive- and negative symptoms in patients? 
Probably, this will be a very unlikely outcome 

that one drug will turn a schizophrenic patient 
into a healthy person. It could be argued that 
drugs could be developed for different targets, 
which could affect pathways that are critically 
involved in schizophrenia (e.g., Kondej et al. 
2018). Whether this will be a fruitful way to 
find drug targets to treat a disease will need to 
come from future drug discovery and develop-
ment programs.

2.3.2	 �Symptoms?

There have been some other ideas about how 
to treat schizophrenia. For example, it has 
been suggested that cognition is a core symp-
tom of schizophrenia (a.k.a. CIAS, cognitive 
impairment associated with schizophrenia) 
and that treatment of the cognitive symptoms 
could be very beneficial for these patients 
(e.g., Sinkeviciute et al. 2018). This could be 
regarded independent of the clinical heteroge-
neity. So, instead of treating “schizophrenia” 
one could also focus on one of the symptoms 
of the disease, which may be easier to diagnose 
and to assess. Moreover, considering cogni-
tion as a symptom may be interesting since 
this may be diagnosed across different brain 
diseases. Thus, treating cognitive symptoms 
may be independent of a disease, and one 
treatment may have beneficial effects in differ-
ent brain diseases. For example, the alpha-7 
nicotinic receptor could be considered as a 
target CIAS and dementia (Lewis et al. 2017; 
Yang et al. 2017). It should be noted that cog-
nition is still a collection of different brain 
functions, but this could be further specified 
(e.g., working memory).

This approach of looking at symptoms 
rather than looking at psychiatric disease diag-
nosis has also been by Research Domain 
Criteria (RDoC) initiative, which started in 
2009 (see website 7  https://www.nimh.nih.gov/
research/research-funded-by-nimh/rdoc/
index.shtml). This approach is also briefly men-
tioned in the 7  Chap. 14. In essence, the aim of 
RDoC is to “understand the nature of mental 
health and illness in terms of varying degrees of 
dysfunction in general psychological/biological 
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systems.” The aim is to break down the differ-
ent domains of human functioning and to 
study these in a neurodevelopmental and envi-
ronmental context. Within this matrix, they 
define various levels going from genes, mole-
cules all the way up to patient self-reports. 
Instead of diagnosing mental illnesses on vari-
ous symptoms with all the issues of heterogene-
ity and comorbidities, the RDoC approach 
would overcome these issues. Moreover, having 
a matrix with different functional domains, 
which are connected with neurodevelopmental 
and biological mechanisms, can provide valid 
drug targets for the symptoms defined in each 
behavioral domain. It should be noted that this 
is not explicitly stated by the RDoC consor-
tium, and drug development is not the major 
aim of this initiative.

It should be noted that if  this approach 
seems viable in finding drug targets for treat-
ing symptoms, and this would change the way 
we approach diseases. Instead of treating dis-
eases as currently classified, symptoms should 
be defined that could apply for different dis-
eases. Thus, the FDA only approves novel 
drugs for diseases and not for symptoms. 
Whether this will change will depend on suc-
cessful projects that show that we can improve 
brain disease at a clinical level on basis of this 
approach.

2.3.3	 �Systems Biology: Diseaseome

A final topic that I would like to bring up in 
this chapter is related to systems biology. This 
is a relative new approach in finding novel drug 
targets. This discipline emerged from the devel-
opments in the field of genome-scale molecular 
biology and molecular genetics, which allows 
to obtain a better understanding of human 
biology in health and disease (Goh and Choi 
2012). In combination with the increasing 
knowledge about cellular networks, molecular 
or regulatory mechanisms, protein interac-
tions, or gene–disease interactions, researchers 
were able to build a diseaseome (Goh and Choi 
2012). This approach leads to a clustering of 

different diseases based on shared molecular 
or regulatory mechanisms. One example for 
drug discovery in stroke has been proposed on 
basis of a common pathomechanism under-
lying vascular, neurological, and metabolic 
disease phenotypes (Langhauser et  al. 2018). 
Using this network medicine approach, the 
cyclic guanosine monophosphate (cGMP) sig-
naling pathway was identified as a potential 
shared common mechanism underlying stroke. 
Some promising data were obtained in animal 
studies using this approach (Casas et al. 2019), 
but the validity of this approach needs to be 
substantiated in further clinical studies.

One important assumption of this method 
is that diseases should not be based on 
symptoms or clinical phenotypes but on a 
pathomechanism. The rationale for this is that 
you cannot treat a phenotype or symptom but 
that you can modulate and normalize a mech-
anism. This requires a somewhat different 
approach for defining drug targets for CNS 
diseases, especially for psychiatric indica-
tions. Some examples of this approach can be 
found for Alzheimer’s disease (Chatterjee and 
Roy 2016), Parkinson’s disease (Midic et  al. 
2009), and multiple sclerosis (Khankhanian 
et  al. 2016). Another outcome of using this 
diseaseome approach is that comorbidities 
can be revealed on the basis of shared mech-
anisms. For example, using these methods 
a research consortium showed that depres-
sion showed comorbidities with anxiety and 
somatic disorders such as obesity, irritable 
bowel syndrome, fibromyalgia, and migraine 
(Marx et al. 2017). These findings should indi-
cate possible molecular-level mechanisms and 
offer new drug targets for treating depression 
and these other diseases.

>> CNS diseases are clinically very hetero-
geneous and maybe we cannot treat a 
clinically defined disease. Defining symp-
toms, preferably based on neurobiological 
mechanisms, may be considered as a more 
relevant manner to define drug targets. 
Symptom treatment can be applied in dif-
ferent diseases.
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>> Conclusion
The development of new drugs based on 
novel targets in CNS diseases has not been 
very successful in the last decades. Novel 
tools enabled us to unravel the genetics 
of human diseases but have not been very 
helpful in finding novel targets for CNS 
diseases. One approach is to understand 
the genetic aberrations in disease states that 
should be leading in finding novel drug tar-
gets. However, this may be associated with 
some limitations related to this method. It 
remains to be demonstrated whether RDoC 
or the diseaseome approaches will provide 
new targets for symptoms and biological 
mechanisms. One consequence of these 
approaches is that we should change our 
views on current CNS diseases, especially 
psychiatric diseases: not treating a disease, 
but treating symptoms with a defined neu-
robiological mechanism.
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There is a pressing need for novel pharmaceuti-
cal interventions for the major neuropsychiat-
ric diseases schizophrenia (SCZ), bipolar 
disorder (BPD), major depressive disorder 
(MDD) and autism spectrum disorder (ASD). 
The heritable component of  these disorders 
provides an avenue for understanding disease 
mechanism leading to novel pharmaceutical 
interventions. Progress toward this under-
standing is described. Variations in the genome 
include single nucleotide polymorphisms 
(SNPs) generally but not always of  small effect 
size. Only a small subset of  SNPs are within 
protein coding sequences. Structural variants 
(SVs) including copy number repeats (CNVs) 
can have larger influence on phenotype. These 
genetic variations are queried for influence on 
diseases using genome-wide association studies 
(GWASs) to reveal a largely polygenic influ-
ence on disease. This consists of  multiple small 
contributions from common polymorphisms. 
Mutations with large effect size, for example 
from protein coding changes or chromosomal 
structural variations, often include de novo 
mutations. These also influence neuropsychiat-
ric disease. Importantly, the genetic findings 
cross current diagnostic boundaries. The 
genomic studies seek improved mechanistic 
understanding leading to improved diagnostic 
and clinical practice and importantly provision 
of a basis for discovery of  novel pharmaceuti-
cals. Efforts toward these goals are discussed.

nn Learning Objectives
55 The state of novel drug discovery for 

typical forms of schizophrenia, bipolar 
disorder, major depressive disorder, and 
autism spectrum disorder

55 The complex heritable of neuropsychi-
atric disease

55 Variations in human genomes that are 
the objects of genomic studies

55 Most commonly used methods for large 
neuropsychiatric genome-wide studies
–– Single nucleotide polymorphism (SNP) 

analysis
–– Whole exome sequencing
–– Analysis of structural variants including 

copy number variants

55 Large genome-wide association study 
(GWAS) findings for schizophrenia 
indicating:
–– The largely polygenic genetic contribu-

tions toward schizophrenia and other 
major neuropsychiatric diseases

–– Common genetic contributions across 
disease categories

55 Current diagnostic practice and how 
genomic studies can inform efforts 
toward mechanism-based diagnosis

55 Genomic studies in support of drug dis-
covery; successes and concerns

3.1	 �Introduction

The complexity of the brain is reflected in the 
diversity of neuropsychiatric disorders. Even 
using current methods, there is considerable 
heterogeneity within the diagnostic categories 
schizophrenia (SCZ), bipolar disorder (BPD), 
major depressive disorder (MDD) and autism 
spectrum disorder (ASD). This is due to 
incomplete understanding of the mechanistic 
bases of these disorders. Despite enormous 
strides in the basic science of neurobiology, 
diagnosis is still based on disease phenotype, 
not mechanism. The heritable component of 
these disorders provides an avenue for achiev-
ing an understanding of mechanism. This is 
foreseen to enable both mechanism-based 
drug discovery and, importantly, more precise 
diagnosis for both improved genomic studies 
and clinical trials.

3.1.1	 �Drug Discovery 
with Incomplete 
Understanding of Disease or 
Drug Mechanism

Let us begin with the following questions. For 
typical forms of schizophrenia (SCZ), bipo-
lar disorder (BPD), major depressive disorder 
MDD, and autism spectrum disorder (ASD), 
do we have:

55 A mechanism-based diagnostic?
55 A reliably predictive animal disease model?

Neurogenomics with Application to Schizophrenia and Other Major Neuropsychiatric...
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55 A genetics-based method, based on disease 
mechanism, not tolerance, metabolism, or 
other non-efficacy-related drug proper-
ties, for differentiating the effectiveness of 
psychiatric medications for a specific dis-
order? For understanding the mechanism-
based difference between responders and 
non-responders?

55 A specific novel target or biochemical 
pathway singled out from the several 
genetically identified genetic risk factors 
or pathways to provide a mechanistic basis 
for discovery of novel effective drugs for 
SCZ/BPD/MDD/ASD?

At this time, it is difficult to answer affirma-
tively for the first three questions. For the 
fourth question, the genetics of these diseases 
is multifactorial. The diversity of biological 
functions associated with genetic risk factors, 
as well as the presence of genetic risk vari-
ants in healthy as well as affected individuals, 
makes choice of targets difficult.

Neuropsychiatric genomics has been 
highly successful at identifying genes, path-
ways, and circuits that are associated with 
risk for disease and in some cases have moti-
vated drug discovery toward specific targets. 
Continued progress will lead to new avenues 
for drug discovery.

A key aim of this document is the discus-
sion of the efforts of neuropsychiatric genom-
ics to move the answers to the above questions 
to the affirmative, offering mechanism-based 
diagnoses and novel disease targets for drug 
discovery.

3.1.2	 �The Neuropsychiatric 
Pharmacology for SCZ, BPD, 
MDD, and ASD Largely 
Consists of Variations of Old 
Drugs

There has been a conspicuous novel-
mechanism based for the major psychiatric 
disorders schizophrenia (SCZ), bipolar dis-
order (BPD), and autism spectrum disorder 
(ASD), an exception being the repurposing 
of  ketamine for major depressive disorder 
(MDD) (.  Table  3.1). For example, lith-
ium, the dominant treatment for BPD was 
reported to be effective for the treatment of 
mania in 1949 (Cade 1949; Shorter 2009). 
As another example, all currently approved 
antipsychotic medications share the prop-
erty of  blockage of  dopamine D2 receptors, 
(Patel et al. 2014) a mechanism documented 
by Delay and Deniker in 1952 (Ban 2007). At 

.      . Table 3.1  Origin of  pioneer pharmaceuticals for neuropsychiatric disease (Barondes 1993; Brunton 
et al. 2018)

Pioneer pharmaceuti-
cal and application

Origin Original or 
proposed use

Discovery of CNS 
effects

Psychiatric 
therapeutic 
mechanism

Reserpinea

(schizophrenia)
Hindu medicinal 
herb

High blood 
pressure

Traditional use suggests 
CNS

Monoamine 
storage inhibition

Chlorpromazinea

(schizophrenia)
Synthesized as 
H1 antihistamine

Pre-surgery 
sedation

Tranquilizing suggests 
SCZ agitation 
application

Dopamine D2 
receptor 
antagonist

Iproniazida

(depression)
Developed as 
antibacterial

Tuberculosis Tuberculosis patients 
showed anti-depression

Monoamine 
oxidase inhibitor

Imipraminea

(depression)
Chlorpromazine 
analog for SCZ

SCZ but 
ineffective

Anti-depression Tricyclic reuptake 
inhibitor

aSerendipitous discovery while looking for something else
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the time of this writing, the hope for a role 
of  neuropsychiatric genomics of  providing  
approved drugs based on novel mechanism 
has largely not been met.

3.1.3	 �The Heritable Component 
of Neuropsychiatric Disorders

Evidence from family studies including twin 
studies and, importantly, adoptive twin 
studies establishes a familial component of 
SCZ etiology (Ingraham and Kety 2000; 
Sullivan et al. 2003; Gejman et al. 2010). For 
example, in the year 1971, Seymour S. Kety, 
David Rosenthal, Paul H.  Wender, and Fini 
Schulsinger published the results of twin stud-
ies demonstrating a clear inherited compo-
nent of schizophrenia (Kety et al. 1971).

»» …a significantly higher than usual preva-
lence of  schizophrenia-related illness was 
found among the biological relatives of 
adopted schizophrenics, but not among 
their adoptive relatives. …The findings sup-
port a genetic transmission of  vulnerability 
to schizophrenia.

For monozygotic twins, where one is diag-
nosed with schizophrenia, the probability of 
the other being affected is approximately 40%.

Two fundamental insights emerge from 
these studies. First, there is a large heritable 
component of the disease and second, impor-
tantly, this genetic influence by itself  is insuf-
ficient to cause the disorder.

Heritability of neuropsychiatric disease 
has been found to hold true to a degree for 
several psychiatric disorders (.  Table  3.2). 
These observations motivated the search for 
the contributing genes. In defiance of early 
expectations, the results have been far from 
straightforward.

Examples from a wealth of literature describe 
the methods and results of genomic analysis 
(Corvin et al. 2010; Geschwind and Flint 2015), 
application to drug discovery (Breen et al. 2016; 
Sullivan et al. 2018), and interpretation of find-
ings including criticisms of methods (Craddock 
and Owen 2010). For schizophrenia (SCZ), 
bipolar disorder (BPD), and major depressive 
disorder (MDD), the pharmaceutical industry 

has provided therapeutics that are profoundly 
both effective and wanting.

In the following sections, we review the 
genomic variations in human populations that 
are queried in neuropsychological genomic 
studies. This is followed by a survey of find-
ings largely centered on a highly powered 
study by the Schizophrenia Working Group 
of the Psychiatric Genomics Consortium 
(2014), referred to as PGC 2014, and subse-
quent additional studies. We then consider 
what is needed for application of the genomic 
findings toward a source of novel therapeutic 
targets.

3.2	 �Variations in the Human 
Genome That Are Most 
Commonly Queried 
for Associations 
with Neuropsychiatric Disease

Definition

Allele: Allele is one of  the variant forms 
of  a gene at a particular locus on a chro-
mosome. Different alleles can produce 
variation in inherited characteristics.

.      . Table 3.2  Estimated heritability of 
neuropsychiatric disease based on twin/family 
studies

Disorder Variance 
explained (%)

95% 
Confidence 
intervals

Schizophrenia 76 69–83

Autism 
spectrum 
disorder

56 37–82

Bipolar 
disorder

58 42–64

Major 
depressive 
disorder

32 19–40

Derived from Geschwind and Flint, supplemen-
tary table S1 (Geschwind and Flint 2015)
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Definition

Polymorphism: Polymorphisms are one of 
two or more variants of  a particular DNA 
sequence. The most common type of 
polymorphism involves variation at a sin-
gle base pair. Polymorphisms can also be 
much larger in size and involve long 
stretches of  DNA (National Human 
Genomics Research institute Talking Glos-
sary n.d.).

Genome-wide association studies (GWAS) 
generally focus on three types of genomic vari-
ants (.  Fig.  3.1). These genomic variations 
are (1) single nucleotide polymorphisms 
(SNPs), (2) changes in protein coding 
sequences, generally also single nucleotide 
changes, studied using whole exome sequenc-
ing (WES), and (3) larger structural variants 
(SVs), generally but not always greater than 
1000 bases. Copy number variants (CNVs) are 
the most studied of the structural variants. 
The three variants are described in .  Fig. 3.1. 
SNPs in general identify genetic loci associ-
ated with small influences on disease pheno-
type. In contrast, protein coding variations 
that confer loss, gain or change of function 
(LoF, GoF, CoF), or chromosomal structural 
variations can have stronger, more penetrant 
influences on disease. The small, incremental 
contributions of SNPs are usually associated 
with typical forms of disease. The larger influ-
ences from protein changes or structural vari-
ations are often associated with atypical 
disease phenotypes.

3.2.1	 �Single Nucleotide 
Polymorphisms (SNPs) 
and Genome-Wide 
Association Studies (GWAS) 
(.  Fig. 3.1a)

SNPs are single nucleotide polymorphisms 
that are common in the population. These are 
distributed throughout the genome and are 
used to identify regions that are associated 
with phenotypes. Most SNPs have no intrinsic 
influence on phenotype. For SNPs to be useful 

Definition

Single Nucleotide Polymorphism (SNP): 
SNPs are common, but minute, variations 
that occur in human DNA at a frequency 
of  1 in every 1000 bases. a SNP is a single 
base-pair site within the genome at which 
more than one of  the four possible base 
pairs is commonly found in natural popu-
lations. Over 10 million SNP sites have 
been identified and mapped on the 
sequence of  the genome, providing the 
densest possible map of  genetic differ-
ences (National Human Genomics 
Research institute Talking Glossary n.d.).

Definition

Copy number variation (CNV) is when the 
number of  copies of  a particular gene var-
ies from one individual to the next. Fol-
lowing the completion of  the Human 
Genome Project, it became apparent that 
the genome experiences gains and losses 
of  genetic material. The extent to which 
copy number variation contributes to 
human disease is not yet known. It has 
long been recognized that some cancers 
are associated with elevated copy numbers 
of  particular genes (National Human 
Genomics Research institute Talking Glos-
sary n.d.).

Definition

Genome-wide association study (GWAS) 
is an approach used in genetics research to 
associate specific genetic variations with 
particular diseases. The method involves 

scanning the genomes from many different 
people and looking for genetic markers 
that can be used to predict the presence of 
a disease. Once such genetic markers are 
identified, they can be used to understand 
how genes contribute to the disease and 
develop better prevention and treatment 
strategies (National Human Genomics 
Research institute Talking Glossary n.d.).
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Individual 1

Gene 1
Gene 1
variant

Risk source?

G

SNP SNP

A

Individual 2

Exons (protein coding sequences)

Fractionate
genomic DNA

Exome capture
array

Sequence
captured exon
fragments

Structural variants (SVs)

Copy number variants (CMVs)

Inversions Translocations Duplications Deletions

a

b

c

.      . Fig. 3.1  Three types of  genomic variations that 
comprise the major objects of  current genome-wide 
neuropsychiatric genetics studies
a Single nucleotide polymorphisms (SNPs)
  − �Polymorphisms generally common in the popula-

tion
  − �Overwhelming majority in non-coding regions 

(protein coding exons comprise only 1–2% of  the 
human genome)

  − �Generally small contributions per SNP to pheno-
type (low penetrance)

  − Evolutionally conserved
  − �SNP microarray chips allow whole genome analysis 

for low cost per individual
  − �Associated risk genes inferred from proximity to 

SNPs, eQTLs, or other sources
b �Protein coding variations queried using whole exome 

sequencing (WES) studies
  − �Can be silent, missense for possible gain or loss of 

function, nonsense for truncation of  protein, and 
possible complete loss of  function. Can influence 
splice patterns

  − �Can be highly penetrant and therefore informative 
of  mechanism; however, mutations of  strong influ-
ence on phenotype are generally associated with 
atypical forms of  disease

  − Often occur de novo
c �Structural variations (SV), including copy number 

variations (CNVs)
  − �Generally >1000 bases but can be much smaller, 

distributed throughout genome (Malhotra and 
Sebat 2012)

  − �Can be de novo mutation in the individual or in 
recent ancestry

  − �Possibe role in rapid evolution of  human brain 
(O’Bleness et al. 2012)

  − �Effect size limited by embryonic lethality
  − �“Load” of  CNVs greater in SCZ compared with 

controls and compared with BPD (Craddock and 
Owen 2010)

  − �SCZ risk can also confer risk for multiple neuropsy-
chiatric phenotypes, e.g. autism and mental retar-
dation (Li et al. 2016)
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for population studies, each SNP variant must 
be represented above a defined frequency in 
the population (and in this sense is common). 
Only 1–2% of the human genome consists of 
protein coding sequence and most SNPs are 
outside of these. In general, SNPs themselves 
do not have functional significance; rather, 
they identify regions that can have regula-
tory or other influences. Exceptions to this 
include some SNPs that are within protein-
coding regions. The COMT gene provides an 
example for which, in certain studies, SNP 
variants in protein-coding sequences have 
been associated with behavioral phenotypes 
(Zubieta et al. 2003; Goghari and Sponheim 
2008; Voisey et al. 2011).

3.2.2	 �From SNP to Inferred 
Function Using Expression 
Quantitative Trait Loci (eQTL) 
(.  Fig. 3.2)

To a varying degree, the influence of  a SNP 
identified risk locus can be inferred. In the 
most fortuitous case, rare SNPs are within 
regions that encode protein sequences or 
functional RNAs. For other SNPs, proxim-
ity to a protein-coding sequence by itself  is 
not definitive; for example, the SNP could be 
within a region of  undocumented function. 
Expression quantitative trait locus (eQTL) 
analysis (Nica and Dermitzakis 2013) pro-
vides a basis for associating a SNP with 
its influence on transcription. eQTLs asso-
ciate the allelic configuration of  a SNP to 
the transcription of  a gene or set of  genes. 
These eQTLs/SNP associations can be tissue 
specific and for neuropsychiatric genetics, 
postmortem brain tissue can be particularly 
informative. Associations of  SNPs with 

A G

.      . Fig. 3.2  Expression quantitative trait loci in post-
mortem brains. A SNP polymorphism, for example, 
either adenine (A) or guanine (G) can influence the tran-
scription of  adjacent (cis) or distant (trans) genes. The 

association of  SNP variants with different tissue-spe-
cific transcription patterns, for example in postmortem 
brain samples, can result in inferred function

Definition

Expression quantitative trait locus (eQTL): 
An eQTL is a locus that explains a frac-
tion of  the genetic variance of  a gene 
expression phenotype. Standard eQTL 
analysis involves a direct association test 
between markers of  genetic variation with 
gene expression levels typically measured 
in tens or hundreds of  individuals. This 
association analysis can be performed 
proximally or distally to the gene. One of 
the major advantages of  eQTL mapping 
using the GWAS approach is that it per-

mits the identification of  new functional 
loci without requiring any previous knowl-
edge about specific cis or trans regulatory 
regions (Nica and Dermitzakis 2013).
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gene expression can be cis for nearby genes 
or trans for distant genes. eQTL studies can 
be computationally intensive including the 
integration of  information from transcrip-
tional microarrays including tens of  thou-
sands of  genes with genomic SNP analysis 
array data.

3.2.3	 �Protein Coding Variations 
and Whole Genome Exome 
Sequencing (WES) 
(.  Fig. 3.1b)

Ng et  al. (2009) provide methods for deter-
mining the sequences of the exome, protein 
coding, and exon regions of the genome. The 
discovered variations in inferred proteins 
can have neutral to various degrees of influ-
ence. Important information is derived from 
complete loss or function, for example from 
nonsense mutations resulting in truncated 
encoded proteins. Other changes in function 
such as incremental loss or gain of function 
might derive from missense mutations. These 
variations that change protein expression or 
function often occur de novo and for cases of 
complete loss or extreme change of function, 
generally are associated with atypical disease.

3.2.4	 �Whole Genome Sequencing 
(WGS)

As the cost of  DNA sequencing continues to 
decrease, whole genome sequencing is find-
ing application for certain neuropsychiatric 
genetic studies. The largest WGS study to 
date (Halvorsen et  al. 2020) included WGS 
data from 1,162 Swedish schizophrenia cases 
and 936 ancestry-matched population con-
trols. This high-resolution study discovered 
SCZ associations with rare variants that 
alter the physical configuration of  chroma-
tin in ways that influence gene expression 
(Szabo et al. 2019).

3.2.5	 �Structural Variations (SV) 
Including Copy Number 
Variations (CNVs) (.  Fig. 3.1c)

A variety of genomic structural variations 
are associated with neuropsychiatric disease 
(Malhotra and Sebat 2012). The term gener-
ally indicates changes of greater than 1000 
bases but SVs can be much smaller. Perhaps 
surprisingly, structural variations can typically 
comprise the same approximately 0.1% varia-
tion load on the genome as provided by SNPs. 
This is in light of the larger size of each SV.

3.2.6	 �Genetic Variants with Large 
or Small Influences 
on Neuropsychiatric Disease

As discussed, the individual SNP contribution 
to neuropsychiatric disease or to any pheno-
type is generally below a threshold for unam-
biguous determination. In contrast, variants 
that influence protein structure/function or 
chromosome structure can by themselves have 
strong, highly penetrant influences. (The term 
penetrance indicates the degree of genetic 
influence.) In general, highly penetrant genetic 
variations are found in atypical disease cases 
and are often de novo in origin. This is in con-
trast to disease-associated SNP alleles that are 
generally stable over genomic evolution with 
each SNP risk variant having small effect.

>> A range of genomic variations provide a 
basis for searching genetic associations with 
neuropsychiatric disease. Single nucleotide 
polymorphisms provide a low resource per 
subject method for genomic scanning to 
provide associations, each of which gener-
ally provides small influence on disease. 
Other genomic variations such as changes 
in protein coding or chromosome structure 
can each exert greater disease influence; 
however, in general, this influence is associ-
ated with atypical forms of disease.
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3.3	 �Three Large Genome-Wide 
Studies (GWAS) 
of Schizophrenia

Genome-wide association studies (GWAS), 
also termed whole genome association stud-
ies (WGAS), are hypothesis-free methods for 
identifying, across the entire genome, asso-
ciations between genetic regions and traits 
including diseases. These studies include both 
SNPs and other genetic variants that can 
be associated with a trait. Here we focus on 
GWAS studies for SCZ, perhaps the most 
ambitious challenge for the neuropsychiatric 
community. These highly resourced studies 
are powered by large case (disease phenotype) 
and control sample sizes in a major effort to 

determine the genetic underpinnings and fun-
damental mechanisms of the disease. We dis-
cuss three large genome-wide mega-analyses 
listed in .  Table 3.3.

3.3.1	 �Two Major Observations 
Critical for Drug Discovery

First, a major contribution to disease pheno-
type is polygenic. Small contributions from 
many common polymorphisms comprise a 
major portion of the genetic contribution to 
SCZ.  These polygenic contributions are in 
most cases polymorphisms found in the gen-
eral population but enriched in affected indi-
viduals. Each of these contributions by itself  

.      . Table 3.3  Three large GWAS schizophrenia studies discussed in this chapter

Study Cases/controls Risk alleles above 
threshold for 
genome-wide 
significance

Major conclusions

Schizophrenia 
Working Group of 
the Psychiatric 
Genomics Consor-
tium 2014 (PGC 2014) 
(Note 1)

36,989/113,075 108 Largest published GWAS study
Demonstrated the power of increased 
sample sizes for discovery in SCZ genetics 
research
Polygenic nature of genetic influence on 
SCZ finds risk alleles in a diversity of 
biological pathways

Pardiñas et al. 2018 
(Note 2)

Additional
11,260/24,542

50 novel Novel GWAS findings and meta-analysis 
with previous GWAS
Risk alleles enriched in evolutionarily 
stable genetic regions

Lam et al. 2019  
(Note 3)

Asian GWAS 
study
22,778/35,362

44 novel European and Asian GWAS studies 
compared and combined
Combined populations add power to study
Different allele frequencies in different 
populations influence GWAS determina-
tions
Polygenic risk scores have diminished 
predictive power across European/Asian 
populations

1. Biological insights from 108 schizophrenia-associated genetic loci (Schizophrenia Working Group of  the 
Psychiatric Genomics Consortium 2014)
2. Common schizophrenia alleles are enriched in mutation-intolerant genes and in regions under strong back-
ground selection (Pardiñas et al. 2018)
3. Comparative genetic architectures of  schizophrenia in East Asian and European populations (Lam et al. 
2019)
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is generally below the threshold of producing 
a consistently definable phenotype. The poly-
morphisms are associated with a wide range 
of biological functions.

The second important finding, consistent 
with a range of studies, is the identification of 
risk alleles for SCZ that are common to differ-
ent categories of neuropsychological disorder, 
most notably BPD (.  Table 3.5).

3.3.2	 �A Large Consortium 
for Meta-Analysis

The Schizophrenia Working Group of the 
Psychiatric Genomics Consortium (PGC) 
was assembled “to combine all available 
schizophrenia samples with published or 
unpublished GWAS genotypes into a single, 
systematic analysis.” The three goals of the 
consortium for neuropsychiatric disease are to 
(a) reveal the fundamental biology, (b) inform 
clinical practice, and (c) deliver new therapeu-
tic targets (Sullivan et al. 2018).

Results of these analyses are discussed 
below. The first discussed meta-analysis, the 
largest published study to date (Schizophrenia 
Working Group of the Psychiatric Genomics 
Consortium 2014), included 36,989 cases 
and 113,075 controls. Also included were 
1,235 parent-affected offspring trios (par-
ents, affected child, and possibly other family 
members). The study identified 108 significant 
SCZ-associated genetic loci.

3.3.3	 �GWAS and Polygenic 
Contributions to Disease

To quote from the major 2014 publication 
of the Schizophrenia Working Group of the 
Psychiatric Genomics Consortium (2014), 
“Although risk variants range in frequency 
from common to extremely rare, estimates 
suggest half to a third of the genetic risk of 
schizophrenia is indexed by common alleles 
genotyped by current genome-wide association 
study (GWAS) arrays.” Polygenicity is sup-
ported by rigorous analysis designed to rule 
out as a source of bias population stratification 
(differences in allele frequencies between sub-

populations generally due to non-random mat-
ing, e.g., different ancestry between case and 
control groups). The results are summarized in 
.  Table 3.4. In brief, unfortunate combinations 
of multiple polymorphisms that in general are 
prevalent in the unaffected population contrib-
ute to neurological disorder. Effects generally 
occur through altering gene expression. Only 
10 of the risk allele SNPs were located within 
protein coding (exonic) sequences. Risk loci are 
enriched for expression quantitative trait loci 
(eQTL). Nearly 75% are associated with (but 
rarely within) protein-coding genes and 40% 
with a single gene, and a further 8% are within 
20 kb of a gene. Additional findings include the 
following:
	1.	 The risk alleles cover genes involved in a 

wide range of pathways (.  Table  3.4). 
Much of this work is consistent with dopa-
minergic and other SCZ disease models; 
however, the diversity of pathways pre-
cludes, at this time, a definitive basis for 
discrimination among disease models.

	2.	 For schizophrenia, GWAS identified risk 
SNPs coincide with more severe de novo 
mutations found in other studies of neuro-
psychiatric disease. For example, the SNP 
identified SCZ risk loci DPYD, ESAM, 
RP1, ZDHHCS, and CCDC39 corre-
spond to previously identified loss of func-
tion SCZ risk loci for these genes. Also, 
SCZ SNP risk loci were found in genes for 
which loss of function or change of func-
tion is associated with intellectual disabil-
ity and autism spectrum disorder. These 
observations support the disease relevance 
of the SNP-based discoveries.

	3.	 SCZ SNP identified risk alleles are enriched 
for active enhancers, particularly within the 
brain and immune system. SCZ associations 
are strongly enriched at enhancers active in 
immune tissues, including B-lymphocyte 
lineages involved in acquired immunity 
(CD19 and CD20 lines). Previous epide-
miological studies suggested immune dys-
regulation in schizophrenia (Khandaker 
et al. 2015). A gene that regulates the com-
plement gene C4 (Section 3.5.2), of cur-
rent interest for drug discovery, was found 
among the 108 risk alleles identified in the 
study.
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3.3.4	 �Findings from Additional 
Large GWAS Studies 
(.  Table 3.3)

Pardinas et al. (2018) added 11,260 cases and 
24,542 controls to the large PGC 2014 GWAS 
study described above. The meta-analysis 
in combination with previous GWAS stud-
ies resulted in a determination of 145 alleles 
significantly associated with SCZ risk. The 
additional GWAS data from the Pardinas 
study was highly correlated with data from 
the previous PGC 2014 study (Schizophrenia 
Working Group of the Psychiatric Genomics 
Consortium 2014).

This study highlights six functional gene 
sets, each independently associated with SCZ, 
including targets of FMRP (fragile X men-
tal retardation protein), abnormal behavior, 
5-HT2C receptor complex, abnormal nervous 
system electrophysiology, voltage-gated cal-
cium channel complexes, and abnormal long-
term potentiation.

In addition, this study queried a set of 
3,230 genes that were evolutionarily intoler-

ant to loss of function (LoF) mutations. This 
set of genes was found to be enriched for com-
mon SNPs associated with SCZ risk. Similar 
associations were not found for the other 
polygenic diseases, ALZ, type 2 diabetes, and 
neuroticism. The authors suggest various 
explanations for the evolutionary mainte-
nance of these SCZ associated alleles. One 
argument, balanced selection, is not incon-
sistent with the risk alleles providing selective 
advantage in certain genetic or environmental 
contexts (Section 3.5.1).

Lam et al. (2019) documents a large Asian 
population-based SCZ GWAS study. The 
meta-analysis of the combined Asian popu-
lation GWAS with European GWAS studies 
enhanced the power of both of these studies 
resulting in the determination of additional 
SCZ risk allele findings for a total of 208. 
Whereas there is a general similarity between 
populations for most of the SCZ risk allele 
findings, certain incongruities were found. 
European and Asian populations displayed 
different frequencies for certain polymor-
phisms. Notably, polymorphisms in the MHC 

.      . Table 3.4  Findings from the SCZ PGC 2014 consortium study (Schizophrenia Working Group of  the 
Psychiatric Genomics Consortium 2014)

General findings Effects generally through altering gene expression.
Risk loci are enriched for expression quantitative trait loci (eQTL)
75% are inferred to be associated with (but generally not within) protein-coding 
genes (40%, a single gene)
A further 8% are within 20 kb of a gene.

Associations relevant 
to hypotheses of cause 
and treatment of 
schizophrenia

DRD2 (the target of all effective antipsychotic drugs)
Many genes (e.g., GRM3, GRIN2A, SRR, GRIA1) are involved in glutamatergic 
neurotransmission and synaptic plasticity
Voltage-gated calcium channel subunits CACNA1C, CACNB2 and CACNA1I are 
associated with risk.

The brain and 
immunity

SCZ associations strongly enriched at enhancers active in immune tissues
Previous epidemiological studies suggested immune dysregulation in schizophrenia 
(Khandaker et al. 2015).
Complement C4 level-regulating gene associated with one of the risk SNPs found 
in this study

Pathways involved G protein coupled receptor signaling
Glutamatergic neurotransmission
Neuronal calcium signaling
Neurodeveopment
Synaptic function and plasticity
Immune function
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locus comprise the highest frequency source 
of discovered risk for European popula-
tions (Schizophrenia Working Group of the 
Psychiatric Genomics Consortium 2014). 
In contrast, this region does not meet the 
threshold of significance for the Asian popu-
lation. This appears to result from the lower 
frequency of the relevant SNP variants in the 
Asian population, not the absence of disease 
association of these variants. Additionally, 
and not surprisingly, the predictive power 
of polygenic risk scores, an approximate 
method for gauging risk based on GWAS data 
(Section 3.5.3.2), is significantly weakened 
when applied across European and Asian 
populations.

>> Genome-wide association studies (GWAS) 
including tens of thousands of diseased 
(termed case) and control subjects have 
resulted in the identification of over 200 
significant variations associated with 
schizophrenia. For the overwhelming 
majority of these associations, each varia-
tion contributes a very small disease influ-
ence. This points to the polygenic, i.e., 
multiple small influences, nature of the 
genetic influence on schizophrenia. There is 
a degree of confluence between findings 
from SNP-based studies and findings from 
protein coding loss of function studies. In 
general, GWAS from European ancestry 
coincides with the findings form Asian 
ancestry, with certain differences likely due 
to different allele frequencies in the two 
populations.

3.4	 �Genetic Findings That Cross 
Current Diagnostic Categories

In addition to the genetic risk for SCZ that 
is disease-specific, several genetic risk asso-
ciations are also risk associations for other 
neuropsychiatric diseases. This information 
may provide insights toward providing dis-
ease mechanism-based distinctions among 
diagnostic categories. Examples are discussed 
below.

3.4.1	 �Pooled Data for Five Diseases 
Shows Common Risk Loci

In one interesting study, instead of search-
ing for risk loci from defined disease groups, 
data was cross-analyzed from five diagnosti-
cally distinct disorders: autism spectrum dis-
order, attention deficit-hyperactivity disorder, 
bipolar disorder, major depressive disorder, 
and schizophrenia (Cross-Disorder Group 
of the Psychiatric Genomics Consortium 
2013). Four loci were found (p < 5 × 10 − 8) 
to contribute risk across the pool of disorders 
including two found to be within non-coding 
regions of the L-type calcium channel sub-
units, CACNA1C and CACNB2. Referring to 
data from specific disease-based studies, the 
CACNA1C channel was identified as a risk 
factor for both BPD and SCZ. The CACNB2 
channel was found for all five disorders.

3.4.2	 �Shared Genetic Risks 
for Different Diagnoses Are 
Specific to Disorders

Maier et al. (2015) used GWAS data to derive 
genetic correlations between pairs of disor-
ders (.  Table  3.5). These findings indicate, 
on the genetics level, relationships between 
disorders including possible shared disease 
mechanisms that are not obvious from current 
phenotype-based observations.

3.4.3	 �As with SNP Risk Alleles, 
Certain De Novo Highly 
Influential Risk Alleles Also 
Cross Diagnostic Boundaries

Each SNP-identified variant exerts a small 
risk influence and is generally stable over gen-
erations. In contrast, variations that effect 
protein structure such as loss of function 
(LoF) or extreme change of function (CoF) 
can have limited heritability. Nevertheless 
these extreme variants provide a portion of 
disease risk in the population, often as de 
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novo mutations. Li et  al. (2016) analyzed 
the combined results of multiple trio studies 
(unaffected parents and affected (proband) 
offspring and possibly other family members). 
They found that de novo mutations that were 
predicted to have extreme effect, loss of func-
tion, or change of critical function were found 
for autism spectrum disorder (ASD), epileptic 
encephalopathy (EE), intellectual disability 
(ID), and schizophrenia (SCZ). Additionally, 
a subset of these genes were found for all four 
disorders. Strikingly, many of these extreme 
de novo mutations were found to recur inde-
pendently, pointing to their importance in 
disease etiology. Of particular interest was the 
recurrence of extreme mutations of SCN2A, 
encoding a voltage-gated sodium channel 
alpha subunit. This is reported to be one of 
the most frequently found de novo mutations 
associated with all four neuropsychiatric dis-
orders. The contribution of extreme de novo 
mutations was found to be more prevalent in 
epileptic encephalopathy (EE) and intellectual 
disability (ID) compared with schizophrenia, 
possibly indicating a more heterogeneous dis-
ease population for EE and ID than for SCZ.

>> Certain risk alleles for neuropsychiatric 
disease present risk for more than one syn-
drome, for example schizophrenia and 
bipolar disorder. This is true for SNPs and 
other variations including protein-coding 
influences. These findings motivate consid-
eration of  possible common mechanisms 

for otherwise distinctly diagnosed diseases. 
It is hoped that genetics findings will 
increase mechanistic understanding and 
improve diagnostic precision with conse-
quences for further genetics studies, clini-
cal trials, and mechanism-based drug 
discovery.

3.5	 �Genomic Studies and Drug 
Discovery

Drug discovery for the brain is difficult. Any 
drug discovery program is arduous and 
resource intensive with unique aspects and 
uncertainties specific to each application. 
This is especially true for the discovery of 
novel brain therapeutics. A typical targeted 
(as opposed to phenotype based) discovery 
program can include identification of a single 
gene influence on disease, studies involving an 
isolated therapeutic target protein, cell cul-
ture models, and predictive animal models. 
These are not available for SCZ, BPD, MDD, 
and ASD drug discovery. In this section, we 
describe concerns of GWAS applications for 
drug discovery and movement toward over-
coming these concerns. We also describe a 
promising example for drug discovery based 
on GWAS data leading to a confluence of 
observations toward an attractive drug dis-
covery target.

3.5.1	 �Concerns for Application 
of GWAS Data Toward 
Neuropsychiatric Drug 
Discovery (.  Fig. 3.3)

55 The absence of a mechanism-based under-
standing of neuropsychiatric disease. Cur-
rent diagnostic practice for SCZ, BPD, 
MDD, and ASD is based on phenotype, 
not on mechanism (.  Fig.  3.3). Neuro-
psychiatric genetics identifies contribu-
tions to disease from a range of 
mechanistic sources. This diversity of 
influences makes it difficult to single out a 
single biological pathway or conceptual 
model to instruct intervention.

.      . Table 3.5  Pairwise genetic correlations

Genetic correlation SE

BPD/SCZ 0.590 0.048

MDD/SCZ 0.365 0.047

MDD/BPD 0.371 0.06

ASD/SCZ 0.194 0.071

ASD/BPD 0.084 0.089

ASD/MDD 0.054 0.089

ADHD/SCZ 0.055 0.046

Adapted from Maier et al. (2015)
SE standard error
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55 Genetic findings blur the boundaries of the 
current diagnostic categories in the Statis-
tical Manual of Mental Disorders (DSM) 
and the International Classification of Dis-
eases (ICD) (Craddock and Owen 2010; 
Lilienfeld and Treadway 2016). As dis-
cussed, genetic studies discovered common 
genetic risk for different neuropsychiatric 
diseases. We do not know to what degree 
these boundaries need to be redefined as 
additional knowledge of disease mecha-
nism becomes available. An extreme possi-
bility is that multiple different mechanistic 
sources could result in highly similar and 
consequently inadequately diagnosed dis-
ease phenotypes.

55 Inclusion criteria for clinical trials. Inclu-
sion for SCZ, BPD, ASD, and MDD is 
currently based on phenotypic rather 
than currently unknown mechanistic con-
siderations. There is no assurance that the 
clinical cases included in trials are suf-
fering from results of  the same disease 
mechanism.

55 Inclusion criteria for GWAS studies. The 
concerns for phenotype-based inclusion 
criteria for drug trials also apply to large-
scale GWAS studies. For genomic popula-
tion studies, there is a trade-off  between 
precision or uniform diagnosis as opposed 
to maximization of sample size. Pheno-
typic imprecision has been argued to lower 
the power of studies to a greater degree 

than the advantage of performing larger 
studies (Consortium Cross-Disorder Phe-
notype Group of the Psychiatric GWAS 
2009; Manchia et  al. 2013; Liang and 
Greenwood 2015; Webber 2017). A nota-
ble exception where BPD GWAS inclusion 
was based on lithium response (Song et al. 
2016) (Section 3.5.3.9).

55 Small effect size of genomics identified risk 
alleles. One concern for drug discovery 
based on GWAS information is the small 
effect size of specific allele contributions 
to polygenic disease. This concern is miti-
gated by examples of non-neuropsychiatric 
pharmaceuticals. Sullivan et  al. (2018) 
argue that a small contribution to disease 
of a specific risk allele does not rule out 
utility as a therapeutic target. They refer to 
HMGCR, which encodes the rate-limiting 
step for cholesterol biosynthesis (Teslovich 
et al. 2010) and is the target of the (LDL 
cholesterol) lowering statin pharmaceuti-
cals. Coronary artery disease-based GWAS 
found specific SNPs to be associated with 
disease. These risk alleles are associated 
with only small changes in LDL cholesterol 
levels. Whereas the LDL genetic influence 
is small in degree, statin treatment results 
in large and therapeutically effective influ-
ence (Liang and Greenwood 2015). This 
example provides encouragement for utility 
of GWAS application for novel neuropsy-
chiatric therapeutic targets.

Diagnosis

Towards validated
targets

Clinical trial
inclusion criteria

GWAS
(Enhanced
diagnosis)

.      . Fig. 3.3  Inclusion criteria and design of  genomic 
and subsequent clinical studies for neuropsychiatric dis-
ease. Clinical heterogeneity results from our current 
paucity of  disease mechanism–based classification or 
diagnosis. This impacts both genomic studies and clini-
cal trials of  neuropsychiatric drugs. Information from 

ongoing genome-wide association studies is anticipated 
to enhance diagnostic distinctions. The outcomes will 
inform inclusion criteria for further GWAS studies and, 
in addition, inform drug target decisions and refine 
inclusion criteria for clinical trials
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55 The human condition; does a portion of the 
genetics of mental illness overlap with a 
genetics of creativity and extreme abilities? 
It is beyond the scope of this document to 
delve deeply into the relationship between 
mental illness, a detriment to evolutionary 
fitness and creativity (Keller and Visscher 
2015; Power et al. 2015) or other extremes 
of abilities (Szöke et  al. 2019) that are 
favorable to fitness. Considering the evolu-
tionary preservation of the SNPs that are 
associated with disease risk, it would not 
be surprising that certain risk alleles could, 
within certain contexts, provide fitness 
benefit. As more insight is gained, this 
consideration could influence decisions for 
genetics-based pharmaceutical targeting.

Toward a genetics-informed mechanism-based 
disease understanding and consequent diag-
nosis. Current efforts to leverage genomics 
to understand the biological basis of neuro-
psychiatric disease are discussed below. First, 
we examine propitious aspects of a currently 
investigated target of drug discovery that was 
largely identified by genomic studies. Then, 
we discuss a range of efforts toward genom-
ics-enabled drug discovery.

3.5.2	 �A Genomics-Identified Target 
for Drug Discovery, 
the Complement Encoding C4 
Gene Structural Variants, 
and a Confluence 
of Observations

Encouragement for genetic supply of targets 
for therapeutics derives from the complement 
C4 gene example (Breen et al. 2016). The PCG 
2014 study described above (Schizophrenia 
Working Group of the Psychiatric Genomics 
Consortium 2014) identified the major histo-
compatibility complex (MHC) as containing 
the highest frequency of loci associated with 
SCZ.  This locus includes the gene-encoding 
complement C4 that is currently a target for 
therapeutic development. Importantly, the 
attractiveness as a therapeutic target derives 
from a confluence of observations (Sekar 

et al. 2016). These include the following: (1) 
common, structurally distinct C4 alleles that 
affect expression of C4A and C4B in the 
brain; (2) each allele is associated with schizo-
phrenia risk in approximate proportion to its 
effect on C4A expression in postmortem brain 
samples; (3) C4 is expressed by neurons, local-
ized to dendrites, axons, and synapses, and 
secreted; and (4) C4 promotes synapse elimi-
nation during the developmentally timed mat-
uration of a neuronal circuit. Interestingly, 
of the 108 risk alleles identified by the PGC 
2014 study (Schizophrenia Working Group of 
the Psychiatric Genomics Consortium 2014), 
one association, SERPING1 (complement 
component 1 inhibitor), is a regulator of C4 
expression. Also of interest, the MHC locus 
does not display significant SCZ risk loci in 
Asian studies. This results from different allele 
representation in European and Asian popula-
tions (Lam et al. 2019). This is also a reminder 
that even the most frequent European C4 risk 
alleles account for only a small fraction of risk 
in Europe, even less in Asia, and most affected 
individuals in either population do not display 
the C4-associated risk alleles. Nevertheless, 
complement C4 variants provide an attrac-
tive target for drug discovery stemming from 
a wide range of studies and observations that 
build upon genomics findings.

3.5.3	 �Current Efforts Toward 
Revealing the Fundamental 
Biology, Informing Clinical 
Practice, and Delivering New 
Therapeutic Targets

The following is a discussion of considerations 
and efforts to move the significant findings of 
neuropsychiatric genetics toward enhanced 
mechanistic understandings and therapeutic 
opportunities.

3.5.3.1	 �Research Domain Criteria 
(RDoC)

The concepts for RDoC were established in 
2009 as an effort to change current psychiat-
ric diagnosis to a biologically based system 
(Insel et  al. 2010; Cuthbert and Insel 2013; 
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See 7  Chap. 14). RDoC classification rests on 
the following three assumptions briefly para-
phrased from Insel et al. (2010): (1) Mental dis-
orders can be addressed as disorders of brain 
circuits. (2) Disease dysfunction in neural cir-
cuits can be identified with the tools of clinical 
neuroscience. (3) The data from genetics and 
clinical neuroscience will yield biosignatures 
that will augment clinical symptoms and signs 
for clinical management. In the context of 
this writing, the RDoC anticipated “biosigna-
tures” are steps toward improved mechanistic 
understanding and importantly diagnosis for 
treatment decisions as well as inclusion crite-
ria for genetics studies, clinical trials, and steps 
toward target selection for drug discovery.

3.5.3.2	 �Polygenic Risk Scores
A polygenic risk score (PRS) is a summary of 
genome-wide genetic data that gives an indi-
cation of genetic liability for a trait. Predictive 
power is based on the aggregate of a large 
number of alleles, each of which by itself  
can have very small disease influence. PRS 
can be predictive for individuals showing no 
other indication of predisposition. For the 
large PGC 2014 SCZ study (Schizophrenia 
Working Group of the Psychiatric Genomics 
Consortium 2014), PRS explains 18% of vari-
ance between case and controls. PRS also dis-
criminates between SCZ and other psychiatric 
diseases (Vassos et al. 2017). Although valu-
able for identifying a portion of the genetic 
contribution to neuropsychiatric disease in 
an individual, PRS does not provide neuro-
psychiatric diagnosis. It is notable that PRS 
scores are less powered when applied across 
European and Asian populations (Lam et al. 

2019) which contain different frequencies of 
common polymorphisms including SCZ risk-
associated polymorphisms.

3.5.3.3	 �Thoughts on Polygenicity
To recap some basic observations, polygenic 
risks are the aggregate of generally common 
polymorphisms in unfortunate combinations 
and unfortunate genetic or environmental 
contexts. Recalling that monozygotic twins 
can include affected and non-affected sib-
lings, how should we consider genetics-based 
treatment of the affected but not the non-
affected with the same genotype? Another 
point to consider is the possibility of context 
dependent benefits from certain risk alleles as 
discussed in Section 3.3.1. In light of these 
observations, it is reasonable to posit that, for 
many cases, rather than the SNP-identified 
risk genes themselves being targets for drug 
discovery, these multiple small contributions 
can point to pathways or circuits for which 
pathway limiting targets can be identified.

3.5.3.4	 �Endophenotypes 
as Components of Disease 
Syndromes That Can Display 
Effects in Non-disease 
Individuals

Polygenic effects can be considered as addi-
tive toward a liability threshold model where 
sufficient risk influence results in diagnosed 
disease (Gottesman and Gould 2003). Efforts 
toward determining sub-threshold pheno-
types (endophenotypes) are hoped to get 
closer to understanding single gene influences 
revealing the elements of disease syndromes. 
Examples of endophenotypes under study for 
SCZ include pre-pulse inhibition, mismatch 
negativity, oculomotor anti-saccade, letter-
number sequencing, and continuous perfor-
mance tests (Greenwood et al. 2019).

Definition

Polygenic risk score (PRS) is a summary 
of  genome-wide genetic data that gives an 
indication of  genetic liability for a trait. 
This provides an approximate measure of 
an individual’s common variant genetic 
propensity for a given disorder and, at a 
population level, can show a degree of 
predictive power for case-control status 
(Wray et al. 2007).

Definition

Epistasis is a circumstance where the 
expression of one gene is affected by the 
expression of one or more independently 
inherited genes (National Human Genomics 
Research institute Talking Glossary n.d.).
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3.5.3.5	 �Epistatic Interactions Among 
Risk Alleles

Here we use the term epistasis to indicate 
deviation from additivity of  influence from 
genetic variants. The additive nature of  poly-
genic risk scores hides qualitative interac-
tions among risk alleles. These interactions 
might be synergistic or antagonistic between 
identified risk alleles and also between risk 
alleles and statistically not identified genetic 
variants. A query of  the 108 risk loci identi-
fied in the PGC 2014 study (Schizophrenia 
Working Group of  the Psychiatric Genomics 
Consortium 2014) found no epistatic, i.e., 
non-additive, interactions. This of  course 
does not rule out epistatic interactions 
between risk loci and “hidden” risk loci that 
do not meet a statistical cutoff  or that by 
themselves have no phenotypic contribution. 
Webber (2017) discusses the difficulties and 
potential benefits of  identification of  epi-
static interactions for neuropsychiatric 
genomics. In general, direct detection of  epi-
static interactions is beyond the power of 
current GWAS studies. Hypothesis-based 
animal model studies have been successful. A 
successful discovery of  synergistic influences 
of  risk alleles using human-induced pluripo-
tent stem cells is discussed (Section 3.5.3.7) 
(Schrode et  al. 2019). In contrast to PRS 
scores based on additive influences, discovery 
of  non-additive or synergistic influences 
points to functional relationships between 
genes, a step toward understanding disease 
mechanism.

3.5.3.6	 �Human-Induced Pluripotent 
Stem Cells (hiPSCs) 
for Modeling 
Neuropsychiatric Disease

Several studies have used human-induced plu-
ripotent stem cells derived from the fibroblasts 
of SCZ cases and controls. The fibroblasts are 
reprogramed into neurons or neuron progeni-
tor cells (NPCs) and queried for phenotype 
such as transcription and protein profiles 
(Brennand et al. 2011; Hoffman et al. 2017). 
Findings for these disorder-specific hiP-
SCs include SCZ-associated alterations in 
cAMP and WNT pathway gene expression 
(Brennand et al. 2011) and miRNA dysregu-
lation (Topol et al. 2016; Schrode et al. 2019).

3.5.3.7	 �Application of CRISPR 
Cas9-Directed Mutagenesis 
to Disorder-Specific hiPSCs

CRISPR Cas9-directed mutations in disorder-
specific and control hiPSCs-derived neurons 
resulted in discovery of SCZ-associated, 
developmentally regulated chromosomal con-
formation alterations (Rajarajan et al. 2018). 
Importantly, a study using CRISPR to alter 
hiPSC-derived neurons resulted in the discov-
ery of synergistic relationships among SCZ-
associated alleles (Schrode et al. 2019).

3.5.3.8	 �Human-Induced Pluripotent 
Stem Cells (hiPSC) 
from Affected Individuals 
with Highly Penetrant 
Genetic Influences (.  Fig. 3.4)

In contrast to the common polygenic contri-
butions to disease, certain neuropsychiatric 
syndromes can be attributed to the pleio-
tropic influence of a single well-defined and 
highly penetrant genetic variation. Phelan-
McDermid syndrome (PMDS), a neurodevel-
opmental disorder, is caused by heterozygous 
deletions of chromosome 22q13.3. The genes 
included in the deletion include SHANK3 
encoding a protein in the post-synaptic den-
sity (PSD). Among the phenotypes of this dis-
order are intellectual disability and increased 
risk of autism spectrum disorder. Fibroblasts 

Definition

Induced pluripotent stem cells (iPSC) and 
Induced pluripotent stem cells are adult 
cells that have been genetically repro-
grammed to an embryonic stem cell–like 
state by being forced to express genes and 
factors important for maintaining the 
defining properties of  embryonic stem 
cells (Stem Cell Information Home Page. 
In Stem Cell Information [World Wide 
Web site] 2016).
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from affected individuals provide a source 
for induced pluripotent stem cells which 
are induced to form neurons displaying the 
genetic influence of the PMDS deletion. These 
disease-specific neurons displayed decreased 
Shank3 expression and specific synaptic 
transmission deficits in excitatory neurons. 
Furthermore, the deficits could be reversed by 
increasing Shank3 expression (Shcheglovitov 
et al. 2013). Other hiPSC studies with highly 
penetrant genetic alterations include Timothy 
syndrome (Paşca et al. 2011), a frameshift in 
the DISC1 genetic region (Wen et  al. 2014) 
and a 22q11.2 deletion (Lin et al. 2016).

3.5.3.9	 �Drug Response Has 
the Potential to Provide 
Mechanism-Based Diagnostic 
Distinctions

Failure to respond to pharmaceuticals derives 
from general or disease-specific sources. 
General failures can stem from intolerable 
side effects and consequent non-compliance or 
individual differences in drug absorption, dis-
tribution, metabolism, or excretion (ADME). 
Readily available tests can identify many of 
these general reasons, for example polymor-
phisms in the liver enzymes that metabo-
lize drugs. It can be difficult to differentiate 
between general and disease mechanism-based 
drug failures, but this distinction is impor-

tant in that drug response can provide poten-
tial probes for disease mechanism. Using a 
broadly illustrative example, consider SCZ and 
BPD. Despite the degree of genetic risk simi-
larity between SCZ and BPD (.  Table  3.5), 
response to lithium, for most cases, differenti-
ates the two syndromes. Importantly, the dif-
ferent responses to lithium would appear to be 
based on underlying disease mechanisms. This 
is despite our current ignorance of what the 
specific mechanisms are.

Inclusion Criteria for a Genetic Study 
Based on Lithium Response
The utility of using drug response for diag-
nosis is illustrated by the work of Song et al. 
(2016). In this study, lithium responsiveness 
was used as a criterion for case inclusion for 
a BPD GWAS.  For the lithium-responsive 
group, the risk allele within an intron of the 
SESTD1 gene was identified. Importantly, 
inclusion criteria based on drug response 
were shown to increase the GWAS power 
leading to a genetic discovery. In addition, 
differentiation between lithium-responsive 
and non-responsive BPD derives from electro-
physiological studies of BPD patient-derived 
iPSCs (Stern et al. 2018; Walss-Bass and Fries 
2019). These studies indicate differences in 
neuronal excitability and spiking properties 
between Li responders and non-responders.

Fibroblasts

Syndrome affected

Syndromes from highly penetrant mutations
(e.g. Phelan-McDermid Syndrome)

Syndrome has a neuropsychiatric component

CRISPR-Cas9 interrogation

Disorder-specific
neuron culture

Human induced
pluripotent stem cells

(hiPSCs)

.      . Fig. 3.4  Induced pluripotent stem cells from complex syndromes that have a neuropsychiatric component
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Amphetamine Response and SCZ/
ADHD Risk Genetics
The work of Hart et  al. (2014) provides an 
example of drug response association with 
disease predisposition. Alleles were identi-
fied showing association with sensitivity to 
the euphoric response to d-amphetamine. A 
subset of these alleles were additionally asso-
ciated with low risk for SCZ or ADHD. The 
d-amphetamine response involves dopamine 
pathways consistent with models of SCZ and 
ADHD.  Put another way, failure of specific 
response to amphetamine is associated with 
increased risk of disorder. Consistent with 
SCZ and ADHD disease models, this  drug 
response could provide an early example of a 
probe for mechanism-based diagnosis.

Drugs as Probes for Mechanism 
and Mechanism-Based Diagnosis
The Song et al. and Hart et al. studies could 
foreshadow expanded use of enhanced diagno-
sis based on drug response. The degree that this 
can be extended to other psychiatric disorders 
remains to be explored. The vast bodies of data 
on responsiveness to currently used neuropsy-
chiatric drugs may provide a potential source 
for developing mechanism-based diagnostic 
categories based on differential drug response.

3.6	 �On Order from Complexity

Just as the periodic table of the elements uni-
fied the disparate observations of the chemi-
cal world, might a unifying organization from 
neuropsychiatric genetics provide a coherent, 
simplified model or set of models for neuro-
psychiatric disease? Examples of organiza-
tion of neuropsychiatric GWAS findings into 
global models are presented by Craddock and 
Owen (2010) and Geschwind and Flint (2015). 
This is the continuing challenge for this gen-
eration of neuropsychiatric geneticists.

>> A range of  efforts are being employed 
toward the discovery of  novel pharmaceu-
ticals for neuropsychiatric diseases with 
complex heredity. Genetic findings can 
lead to hypotheses and further discovery 
pointing to attractive discovery targets, for 

example the elements of  the C4 comple-
ment system. Several efforts described 
above address the current complexity and 
our incomplete knowledge toward finding 
new avenues for novel effective neuropsy-
chiatric pharmaceuticals.

>> Conclusion
Discovery of the major classes of neuro-
psychological pioneer drugs was based on 
phenotype (.  Table  3.1), and their thera-
peutic mechanisms are still only partially 
understood.

Neuropsychiatric genomics continues to 
expand the power of its studies and reveals 
the genetic underpinning of typical psy-
chiatric disorders largely, but not entirely, 
as small contributions from a complexity 
of risk loci influencing a multiplicity of 
biological pathways. Mutations in protein-
coding regions and genetic structural muta-
tions also contribute to disease risk and 
point to possible disease mechanisms.

A striking revelation is the degree of 
shared genetic risk among different diag-
nostic categories that were previously con-
sidered to be distinct.

As the genomic studies continue, it is 
likely that specific diseases, now under a 
single diagnosis, will be distinguished by 
different mechanisms, leading to specific 
targets for interventions and more produc-
tive clinical trials using mechanism-based 
inclusion criteria. As new information 
informs better understanding, the complex-
ity of mental illness will yield to simplifying 
and enabling concepts.
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4

The epigenome comprises a range of covalent 
modifications of DNA and histone proteins 
that establish chromatin structure and function. 
These processes regulate gene expression with-
out altering the DNA sequence and play an 
important role in regulating, e.g. brain function 
and associated behaviours. Epigenetic changes 
are acquired throughout life in response to the 
environment exposed to and thus present a link 
between one’s environment and genetic land-
scape. Various epigenetic processes are thought 
to play a role in several psychiatric and neurode-
generative disorders including Alzheimer’s dis-
ease (AD). As such, the epigenome and its 
disease-associated signatures present a compel-
ling drug target for the treatment of these disor-
ders. Although studies of mental disease-related 
epigenetic changes are still in their infancy and 
face many challenges, neuroepigenetic research 
has contributed significantly to the AD field 
over the last decade. Research on epigenome-
wide changes bears great potential in nominat-
ing epigenetics-related drug targets and 
inclusion of epigenetic modalities in, e.g. multi-
omics approaches may provide more robust 
findings, which could be ultimately translated 
into potential drug development applications.

nn Learning Objectives
55 The basic molecular and cellular prin-

ciples of epigenetics
55 Epigenetic dysregulation in Alzheimer’s 

disease
55 The value of understanding disrupted 

DNA and histone modifications in 
Alzheimer’s disease for drug discovery

55 Challenges in epigenetic-based drug 
discovery

4.1	 �Introduction

Epigenetics is a field of  science that inves-
tigates regulatory mechanisms of  gene 
expression. Epigenetic changes are accom-
plished without altering the DNA sequence 
and are therefore reversible, as opposed to 
genetic alterations, which usually cause per-
manent changes to the nucleotide sequence. 
Epigenetic changes can be inherited through 
mitosis, while some of  them have even been 
found to exert transgenerational effects 
(Lardenoije et  al. 2015). Epigenetic mecha-
nisms comprise DNA modifications such as 
DNA methylation, histone modifications as 
well as non-coding RNAs (Castanho and 
Lunnon 2019). Generally, epigenetic mecha-
nisms control gene expression by altering the 
accessibility of  the DNA at the respective 
genomic locus and hence repressing or pro-
moting its transcription. Controlling gene 
expression is crucial for our development 
and survival, considering that all of  the cells 
in our body contain the same genotype even 
though not every gene product is needed in 
every cell at all times. Synaptic plasticity and 
long-lasting forms of  memory are also epige-
netically regulated as they require stable coor-
dinated gene expression changes (Rudenko 
and Tsai 2014). This regulation can act in a 
more programmed manner, as needed during 
cellular differentiation, or it can be dynamic, 
e.g. when involved in learning and memory 
processes (Lardenoije et  al. 2015). As such, 
epigenetic changes are acquired throughout 
life in response to the environment exposed 
to. Thus, epigenetic mechanisms present a 
way for experiences to modify, e.g. cellular 
and behavioural responses.

>> Epigenetic mechanisms produce reversible 
changes (i.e. DNA modifications, histone 
modifications and RNA-based interac-
tions) to the DNA that are acquired 
throughout life in response to the environ-
ment and are crucial for our development 
and survival.Definition

Epigenetics is a field of  science that inves-
tigates regulatory mechanisms of  gene 
expression, which are accomplished with-
out altering the DNA sequence.
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In the last decade, epigenetic alterations 
emerged as one of the key players in the patho-
physiology of Alzheimer’s disease (AD). As 
such, in this chapter, AD will be used as a show-
case on how addressing epigenetics can aid in 
drug discovery. AD, the most common type of 
dementia, is a progressive neurodegenerative 
disorder causing severe disability and decreased 
life expectancy (World Health Organisation 
2017). Clinical symptoms include cognitive 
impairment, involving, e.g. memory decline, 
and various behavioural changes. Histopatho-
logical hallmarks of AD include extracellular 
amyloid beta (Aβ) plaques and intracellular 
neurofibrillary tangles of hyperphosphorylated 
tau, which are thought to lead to cortical and 
subcortical atrophy (Iatrou et  al. 2017). The 
spatiotemporal pattern of brain regions being 
affected reflects the gradual progression of the 
disease, with abnormalities first present in the 
brainstem, spreading to the entorhinal cor-
tex and hippocampus and finally affecting the 
neocortex associated with the manifestation of 
clinical symptoms (Roubroeks et al. 2017).

Genetic research on AD has substan-
tially contributed to our understanding of 
the pathogenic mechanisms underlying the 
disorder. Familial AD (<65 years) is mainly 
driven by mutations in the amyloid precursor 
protein (APP), presenilin 1 and 2 (PSEN1, 
PSEN2) genes, whereas the apolipoprotein 
E (APOE) gene represents the most impor-
tant risk factor for developing the more 
prevalent sporadic forms of  AD (Bertram 

et al. 2010). Genome-wide association stud-
ies (GWAS) have associated several risk loci 
with AD.  However, discovered variants dis-
play small risk effects and explain only about 
~30% of the underlying phenotypic vari-
ance. Moreover, many of  these risk variants 
are located in non-coding regions making it 
more difficult to understand their function 
(Narayan and Dragunow 2017). A multitude 
of  lifestyle (e.g. lack of  physical and social 
activity, poor nutrition, diabetes, cardio-
vascular diseases, abnormal sleep patterns, 
lack of  cognitive stimulation, smoking) and 
environmental (e.g. chemical and metal expo-
sure, pollution) risk factors together with the 
aforementioned studies suggest the involve-
ment of  epigenetic mechanisms in the devel-
opment and course of  the disease (Bartolotti 
and Lazarov 2016).

>> A small proportion of  phenotypic vari-
ance explained by genetic variants, 
together with lifestyle and environmental 
risk factors, suggests involvement of  epi-
genetic mechanisms in development and 
progression of  AD.

Although much is known about AD pathol-
ogy, specific mechanisms driving the onset 
and progression of the disease remain elusive. 
Animal models that have largely contributed 
to our understanding of biological mecha-
nisms involved in AD are mainly models of 
familial AD and thus neglect the characteris-
tics of the sporadic forms (Zhang et al. 2020; 
Foidl and Humpel 2020). This notion may 
have substantially contributed to the fact that 
many potential drugs for the treatment of AD 
failed preclinical or clinical trials, and there 
are currently only a limited number of dis-
ease-relevant targets that could aid drug dis-
covery. Considering that there is currently no 
pharmacological treatment that persistently 
improves or prevents AD symptoms, there is 
a great unmet medical need to identify novel 
targets for new therapeutic applications. As 
such, the epigenome and its disease-associated 
signatures present a compelling drug target 
for the treatment of AD.

Definition

Alzheimer’s disease (AD) is a progressive 
neurodegenerative disorder causing severe 
disability and decreased life expectancy. 
Clinical symptoms include decline in 
memory and other cognitive impairments, 
as well as various behavioural changes. 
Histopathological hallmarks include 
extracellular amyloid beta plaques and 
intracellular neurofibrillary tangles of 
hyperphosphorylated tau, which are 
thought to lead to cortical and subcortical 
atrophy.
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4.2	 �Epigenetic Mechanisms in AD

4.2.1	 �Histone Modifications

Large strands of DNA are present within the 
nucleus of every cell, which, in comparison, 
is rather small. Since there is no space in the 
nucleus for the DNA to be freely floating, it is 
condensed in the form of tightly packed chro-
mosomes. Chromosomes consist of condensed 
chromatin, i.e. heterochromatin, which in turn 
consists of nucleosomes. Nucleosomes consist 
of four pairs of core histone proteins (H2A, 
H2B, H3 and H4), double-stranded DNA 
wrapped around this complex and a linker his-
tone H1, which is located on the outside part 
of the core complex and stabilises the wrapped 
DNA (Lawrence et  al. 2016). In order for a 
gene to be transcribed, the respective region 
of the condense DNA needs to be opened 
up, i.e. a state referred to as euchromatin, to 
be accessible to the transcription machinery. 
DNA (de)condensation is regulated by vari-
ous histone modifications at the level of their 
N-terminal tails, such as acetylation, meth-
ylation, phosphorylation, ubiquitination and 
sumoylation (Zhao and Garcia 2015). Each 
modification is accomplished, maintained and 
balanced by specific families of enzymes. For 
example, histone acetylation is carried out by 
histone acetyltransferases (HATs) inducing 
increased transcription, whereas, conversely, 
histone deacetylases (HDACs) remove the ace-
tyl group from histone tails, thereby repressing 
gene expression (Castanho and Lunnon 2019).

>> Histone modifications are accomplished, 
maintained and balanced by specific 
families of  enzymes working in an oppo-
site direction (e.g. histone acetyltrans-
ferases [HATs] and histone deacetylates 
[HDACs]).

Histone modifications have been implicated 
in learning, memory and associated neuronal 
and synaptic plasticity processes. However, 
there are only a limited number of studies 
investigating their role in AD. The best studied 
histone modification in relation to AD is his-
tone acetylation. Histones H3 and H4 showed 
increased acetylation in pyramidal neurons 
and neocortex of AD patients, while hyper-
acetylation has been hypothesised to play a 
role in the production of Aβ or intervene with 
protein degradation (Gu et al. 2013; Narayan 
et al. 2015; Lithner et al. 2013). Similarly, his-
tones H2 and H3 have been found to be hyper-
phosphorylated in the frontal cortex as well 
as in hippocampal astrocytes of AD patients, 
with histone phosphorylation thought to have 
the same effect on gene expression as acetyla-
tion (Rao et al. 2012; Myung et al. 2008). Fur-
thermore, a recent large-scale EWAS found 
that tau pathology correlates with acetylation 
levels on histone H3 with a significantly larger 
effect in the open chromatin compartments 
(Klein et al. 2019).

4.2.2	 �DNA Methylation

Definition

Double-stranded DNA is wrapped around 
four pairs of histones forming a nucleo-
some. Nucleosomes are condensed into 
chromatin, which is further condensed into 
chromosomes. Genes can be transcribed 
only when the respective region of the DNA 
is accessible to the transcription machinery, 
i.e. in its less condensed state, referred to as 
euchromatin. Condensed DNA is referred 
to as heterochromatin.

Definition

DNA methylation (DNAm) takes place at 
CpG sites, i.e. where a cytosine nucleotide 
is followed by a guanine nucleotide in the 
linear sequence of  bases. Demethylation 
can occur either actively or passively. 
Active demethylation happens through 
the process of  oxidation, whereas passive 
demethylation takes place during cell rep-
lication due to reduced activity of 
DNMTs.
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DNA methylation (DNAm) represents one 
of  the most stable epigenetic modifications 
and owing to the relative ease of  assessing it, 
also the most investigated one. DNAm takes 
place at CpG sites, i.e. at regions of  the DNA 
where a cytosine nucleotide is followed by a 
guanine nucleotide in the linear sequence of 
bases. DNAm occurs when a methyl group 
is added to the fifth position of  cytosine by 
DNA methyltransferases (DNMTs), form-
ing 5-methylcytosine (5mC) (Hwang et  al. 
2017). Demethylation can occur passively or 
actively. Passive demethylation takes place 
during cell replication, and the concomitant 
duplication of  the DNA, in the absence or 
with reduced activity of  DNMTs, resulting 
in a loss of  5mC (Kohli and Zhang 2013). 
Active demethylation occurs through the pro-
cess of  oxidation by the action of  ten-eleven 
translocation (TET) proteins, first resulting 
in 5-hydroxymethylcytosine (5hmC), which 
can be further oxidised into 5-formylcytosine 
(5fC) and then to 5-carbocylcytosine (5caC) 
(Roubroeks et al. 2017). During the last step 
of  the demethylation cycle, 5caC is decar-
boxylated into unmodified cytosine. For a 
recent review, see Roubroeks et al. (2017).

Human studies on global DNAm in AD 
are largely inconclusive and point towards 
gene-specific regulation. Various studies 
have found differential DNAm in the hip-
pocampus, temporal and frontal cortex of 
AD patients, although some of them found 
hypomethylation while others reported hyper-
methylation (Rao et  al. 2012; Coppieters 
and Dragunow 2011; Mastroeni et  al. 2010; 
Coppieters et al. 2014; Chouliaras et al. 2013; 
Bradley-Whitman and Lovell 2013). These 
contradictive findings can be at least par-
tially explained by cell-type-specific DNAm 
signatures in normal aging and AD since 
some genes show specific differential DNAm 
in neurons or glia cells (Phipps et  al. 2016; 
Gasparoni et al. 2018). Next to this, method-
ological differences between the various stud-
ies may represent an alternative explanation 
for the apparent discrepancy in findings.

Major technological advances over the last 
decade have prompted the methylomic profiling 
of brain tissue in AD. Methylome-wide asso-
ciation studies (MWAS) in recent years have 

nominated several differentially methylated 
regions (DMRs) and differentially methylated 
positions (DMPs) and associated them with 
genes dysregulated in AD. The first study using 
the Illumina Infinium HumanMethylation450k 
array, which is the most widely used method 
for MWAS to date, implicated 71 DMRs in 
the dorsolateral prefrontal cortex in AD and, 
consequently, highlighted seven dysregulated 
genes in the proximity of these DMRs (De 
Jager et al. 2014). A parallel study investigating 
brain region-specific DNAm in AD implicated 
hypermethylation of the Ankyrin 1 (ANK1) 
gene region in cortical regions but not in the 
cerebellum (Lunnon et al. 2014). Furthermore, 
it seems there is a loss of active DNA demethyl-
ation of ANK1 in AD leading to ANK1 hyper-
methylation, which is present already in the 
early stages of the disease (Smith et al. 2019a). 
Hypermethylation of ANK1 was also found in 
Huntington’s disease and Parkinson’s disease, 
although differential methylation in these two 
neurodegenerative diseases was not observed 
in the regions struck by pathology (i.e. striatum 
and substantia nigra, respectively) (Smith et al. 
2019b). ANK1, encoding for the ANK1 pro-
tein, which is known to be involved in binding 
of membrane proteins, is, to date, the most rep-
licated finding of MWAS (De Jager et al. 2014; 
Lunnon et al. 2014; Smith et al. 2019a, b; Semick 
et al. 2019; Mastroeni et al. 2017). As such, it 
was the first AD-associated gene nominated 
from EWAS to be characterised in an animal 
model (Higham et al. 2019). In a Drosophila 
model of AD, Ankyrin 2 (ANK2) was chosen 
over ANK1, since human ANK1 shows higher 
amino acid identity to the Drosophila’s ANK2 
than to ANK1. Furthermore, ANK2 is neuron-
specific in Drosophila and when decreasing the 
expression of both genes, only the reduction of 
ANK2 leads to an AD-like phenotype, mak-
ing ANK2 the closest functional ortholog of 
human ANK1 (Higham et al. 2019). The reduc-
tion of ANK2 in Drosophila led to a shortened 
lifespan, memory loss and changes in neuro-
nal excitability. These AD-relevant phenotypes 
were also observed after overexpression of 
human mutant APP and the microtubule asso-
ciated protein Tau, thereby further implicating 
the role of ANK1 in AD pathology (Higham 
et al. 2019).
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>> Methylome-wide association studies 
(MWAS) investigate differentially methyl-
ated positions (DMPs) or differentially 
methylated regions (DMRs).

DNAm can have various effects on gene 
expression. Hypermethylation in promoter 
regions has classically been associated with 
transcriptional repression (although many 
exceptions to this ‘rule’ have been reported), 
while intragenic DNAm can modulate alter-
native splicing and DNAm in the gene body 
has been associated with increased gene 
expression (Roubroeks et al. 2017; Silva et al. 
2008). DNAm changes the DNA structure 
and, accordingly, can, e.g. affect the likeli-
hood of transcription factors binding locally 
(Yin et  al. 2017). Interestingly, some tran-
scription factors preferentially bind to meth-
ylated CpGs, i.e. referred to as methyl-binding 
domain (MBD) proteins, which are particu-
larly known for playing an important role in 
development and cell self-renewal (Mercatelli 
et al. 2019).

4.2.3	 �Non-coding RNAs

Less than 5% of our genome consists of 
protein-coding genes. A considerable pro-
portion of non-coding regions relates to 
non-coding RNAs (ncRNAs), which have 
been suggested to act as master regulators of 
transcription. ncRNAs can be divided into 
short ncRNAs (sncRNAs; < 30 nucleotides) 
and long ncRNAs (lncRNAs; >200 nucleo-
tides). The former can be further divided into 
microRNAs (miRNAs), short interfering 
RNAs (siRNAs) and piwi-interacting RNAs 
(piRNAs). Among all ncRNAs, miRNAs 

have been studied most extensively (Castanho 
and Lunnon 2019). Some ncRNAs are tissue-
specific (e.g. marked by a relative abundance 
of miRNAs and lncRNAs in the brain) or spe-
cies-specific (especially lncRNAs are poorly 
conserved) (Millan 2017). NcRNAs can reg-
ulate gene expression at both the transcrip-
tional and posttranscriptional levels, although 
the exact direction of an effect is in most cases 
still largely unclear. For example, miRNAs 
are generally thought to repress translation of 
proteins, through partial complementarity to 
one or more messenger RNA (mRNA) mol-
ecules. However, if  one miRNA represses the 
function of another miRNA (i.e. represses the 
repressor), then this could result in increased 
target protein expression. Furthermore, it is 
common that different miRNAs can act on 
the same target, while a single miRNA can 
have multiple targets. Interestingly, methyla-
tion and histone modification also play a role 
in regulating miRNAs and, vice versa, miR-
NAs can affect other parts of the epigenetic 
machinery (Van den Hove et  al. 2014). For 
recent reviews, see Millan (2017); Van den 
Hove et al. (2014).

>> Non-coding RNAs can regulate gene 
expression at the transcriptional and post-
transcriptional levels by interfering with 
mRNA function.

As stated before, many AD-associated risk 
variants discovered in GWAS reside in non-
coding regions, which points to the involve-
ment of ncRNAs in the pathogenesis of 
AD.  As such, to date, many studies have 
associated disrupted levels of lncRNAs and 
miRNAs with AD (Millan 2017). MiRNAs 
are largely expressed in neurons and were 
shown to play a role in the regulation of genes 
involved in Aβ function, tau metabolism, 
splicing and phosphorylation, as well as regu-
lating lipid metabolism and neuroinflamma-
tion in relation to AD (Maoz et al. 2017). In 
the brain, lncRNAs are being found in astro-
cytes, oligodendrocytes, glia and neurons, 
where they regulate the cell cycle and synaptic 
plasticity, and often interact with miRNAs, 
indicative of a multi-level, reciprocal regula-

Definition

Non-coding RNAs are a special type of 
RNAs that are not translated into pro-
teins. Their sequences are known to cover 
a considerable part of  our genome and 
have been suggested to act as master regu-
lators of  transcription.
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tory circuit (Millan 2017). Although far less 
research has focused on the role of lncRNAs 
in AD, available evidence shows that several 
lncRNAs targeting AD-associated genes are 
upregulated in AD as compared to controls, 
amongst others effecting the regulation of Aβ 
(Castanho and Lunnon 2019) (.  Fig. 4.1).

4.3	 �Epigenetic-Based Drug 
Discovery for AD

How can drug development in diseases such 
as AD benefit from the emerging knowledge 
about implicated epigenetic dysregulation? 
First, although epigenetic mechanisms are 
influenced by environmental and lifestyle 
factors, science is still far away from pinpoint-
ing how exactly environmental insults contrib-
ute to the pathogenesis of AD.  It could well 
be that we will never completely disentangle 
the complex interactions between genetic pre-
disposition and both genotype-dependent (i.e. 
methylation-quantitative trait loci [mQTL]; 
sites at which DNAm is associated with 

genetic variation) and -independent epigenetic 
modifications, let alone how the environment 
comes into play. Second, different genetic and 
environmental/lifestyle factors could induce a 
similar epigenotype, and these processes might 
be fine-tuned differently between individuals. 
Finally, epigenetic dysregulation associated 
with a disease may both represent a cause or 
consequence of its pathophysiology, or even 
its treatment. In fact, we are only at the very 
beginning of understanding the direct and 
indirect consequences of dysregulated epi-
genetic mechanisms and how they impact 
each other. Notwithstanding these challenges, 
research has provided some important insights 
that may translate into the identification of 
valid disease drug targets and the development 
of novel drug discovery approaches in AD.

>> Different genetic and environmental/life-
style factors could induce a similar epig-
enotype, and these processes might be 
fine-tuned differently between individuals 
and may represent a cause or a conse-
quence of  the disease.

a b

.      . Fig. 4.1  Epigenetic-based drug discovery. a Epigen-
etic modifications. b Investigating epigenetic dysregula-
tions in a disease parallel to or in combination with 
proteomic, genomic and transcriptomic data analyses 
(i.e. multi-omics approaches) can facilitate the under-

standing of  the causal mechanisms and thus lead to the 
identification of  more robust drug targets. Depending 
on the drug target identified, there is a potential to 
develop epigenome-modifying or protein-targeting 
drugs
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Technically, histone and DNA modifications 
can be targeted directly in several ways. For 
this purpose, various enzymes responsible for 
transferring chemical groups to or from the 
DNA or histone proteins present potential 
drug targets as we can alter their activity. In 
fact, drugs targeting epigenetic modifications 
are already available for cancer treatment, 
including HDAC inhibitors (HDACis) and 
DNMT inhibitors (DNMTis). Interestingly, 
HDACis have also appeared as top hits in 
drug repositioning research of AD (a research 
paradigm discussed elsewhere in this book) 
(Siavelis et  al. 2015; Chatterjee et  al. 2018; 
Vargas et al. 2018).

>> Enzymes involved in histone and DNA 
modifications present potential drug tar-
gets as we can alter their activity.

Potential treatment strategies involving his-
tone and DNA modifications are discussed 
below. Virtually all enzymes involved in trans-
ferring chemical groups to or from histone 
proteins or the DNA present a potential drug 
target, and many of them have already been 
explored in preclinical studies and clinical tri-
als. However, reviewing all of them is out of 
scope for this chapter, and rather an example 
of each class of epigenetic regulatory mol-
ecules will be presented. For a recent review 
on epigenetic drugs in clinical trials for AD, 
see Teijido and Cacabelos (2018). Of note, 
although ncRNAs also present a potential 
treatment target, this area of research is still 
in its infancy. Currently, while particularly 
miRNAs have been implicated as potential 
biomarkers for AD, owing to their AD-asso-
ciated alterations that can be noninvasively 
measured in body fluids, e.g. in serum and 
plasma (Angelucci et  al. 2019), due to the 
in  vivo delivery difficulties and pleiotropic 
effects of miRNAs, as well as other ncRNAs, 
more research is needed in order to present 
them as a potential drug targets and hence, 
ncRNA-based therapies will not be discussed 
here. For recent reviews, see Gupta et  al. 
(2017); Silvestro et al. (2019).

4.3.1	 �HDAC Inhibitors as a Potential 
Treatment for AD

There is a vast literature available discussing 
the potential of HDACis for the treatment of 
AD (Yang et al. 2017; Xu et al. 2011; Gräff 
et  al. 2011). The field rapidly evolved in the 
early 2000s after several studies on vari-
ous learning paradigms in rodents showed a 
transient increase in histone acetylation dur-
ing memory formation and the concomitant 
increased expression of memory-related genes 
(Levenson et  al. 2004; Chwang et  al. 2007; 
Bredy et  al. 2007; Lubin and Sweatt 2007; 
Koshibu et  al. 2009; Lubin et  al. 2008). For 

Definition

HDACs are divided into class I–
III. Classes I, II and III require Zn2+ as a 
cofactor and catalyse the removal of  ace-
tyl groups from histones. Class III HDACs 
represents nicotinamide adenine dinucleo-
tide (NAD+)-dependent enzymes, which 
are considered a separate type owing to 
their different mechanism of  action.

Class I HDACs, mainly localised in 
the nucleus, consist of  ubiquitously 
expressed HDAC 1–3 and muscle-specific 
HDAC 8.

Class II HDACs are divided into IIa 
and IIb HDACs. Class IIa HDACs 4, 5, 7 
and 9 shuttles between the nucleus and the 
cytoplasm, while class IIb HDACs 6 and 
10 localise primarily in the cytoplasm.

Class III HDACs, also known as sirtu-
ins (SIRT1–7), are ubiquitously expressed 
in the nucleus, cytoplasm and mitochon-
dria. Sirtuins are inhibited by nicotin-
amide, a precursor of  NAD+, but not by 
compounds inhibiting other classes of 
HDACs (e.g. Vorinostat).

Class IIII HDACs are restricted to 
HDAC11, which is mainly located in the 
nucleus and is structurally similar to class 
I HDACs.
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example, decreased H3 and H4 histone acety-
lation was observed after overexpression of 
APP in mouse cortical neurons, which also 
resulted in decreased cAMP-response element 
binding-(CREB)-binding protein (CBP) levels 
(Rouaux et al. 2003). CBP is a HAT involved 
in regulating the transcriptional activity of 
CREB, which in turn acts as a transcription 
factor and plays a key role in, e.g. neuro-
protection (Rouaux et al. 2003; Vecsey et al. 
2007). In a mouse model of AD, environmen-
tal enrichment led to the recovery of cogni-
tive functions and administration of HDACis 
was able to mimic those effects (Fischer et al. 
2007). Moreover, various preclinical studies 
show that some HDACis interact with Aβ and 
tau proteins (Xu et al. 2011).

Numerous studies support the notion 
of HDACis as a potential treatment for AD 
owing to the overall hypoacetylation of his-
tones, although some of the studies found 
increased acetylation in AD (Narayan et  al. 
2015; Gräff et  al. 2011). There are several 
possible explanations for this discrepancy, 
e.g. acetylation levels may vary throughout 
disease progression and/or between different 
brain cell-types or hypo- and hyperacetylation 
might occur at the same time and place, but 
involve different HDACs (see Definition  – 
Classes of HDACs) and/or targeting distinct 
genes in concert with other epigenetic regu-
latory processes. Especially important is the 
notion of cell-type specificity with a recent 
study showing that histone modifications 
largely differ between neuronal nuclei and 
bulk brain tissue (Koshi-Mano et al. 2020).

HDACis have also been proposed to be 
used as a part of  a dual multi-target inhibitor 
together with phosphodiesterase inhibitors 
(Cuadrado-Tejedor et al. 2019). As opposed 
to the classical drug discovery paradigm, one 
drug – one target, a novel approach of  iden-
tifying multi-target ligands is gaining inter-
est in the community (Ramsay et  al. 2018; 
Prati et  al. 2016; Raghavendra et  al. 2018). 
Especially HDAC6 inhibitors were shown 
to have favourable properties in this respect, 

most likely owing to their distinct structure 
and function (Ramsay et  al. 2018; Zhang 
et al. 2013).

HDAC2 and HDAC6 show most consistent 
findings across in vitro, in vivo and human post-
mortem brain tissue research, where both 
enzymes are increased compared to controls 
(Lardenoije et  al. 2015, 2018; Chuang et  al. 
2009). Although HDAC1 and HDAC2 are 
structurally nearly identical, only HDAC2 was 
upregulated in two mouse models of AD, as well 
as in the hippocampus and entorhinal cortex of 
AD patients (Cruz et  al. 2003; Fischer et  al. 
2005; Oakley et  al. 2006; Gräff et  al. 2012). 
Furthermore, HDAC2 has been associated with 
genes involved in synaptic plasticity and mem-
ory in mice (Guan et  al. 2009). In contrast, 
HDAC6 interacts with tau and was shown to be 
increased in the hippocampus and cerebral cor-
tex of post-mortem AD brain tissue (Ding et al. 
2008). Moreover, HDAC6 inhibition or reduc-
tion led to improved cognition in mouse models 
of AD (Govindarajan et al. 2013; Yu et al. 2013). 
HDAC6 mostly targets non-histone proteins, 
such as alpha-tubulin, heat-shock protein 
(HSP)-90 and β-catenin, and is implicated in 
transportation of misfolded proteins, as well as 
in cell stress response (Fischer et  al. 2010). 
Interestingly, findings from the largest EWAS on 
histone H3 acetylation to date suggest HSP90 
inhibitors as potential agents able to reverse tau-
driven chromatin remodelling (Klein et al. 2019).

4.3.1.1	 �Side Effects
There are several considerations in develop-
ing and using HDACis in the clinic. One of 
them is their lack of specificity since all of the 
memory-enhancing HDACis target multiple 
HDACs (Nott et  al. 2013). This can affect 
the expression of numerous genes at the same 
time and lead to long-term toxicity and other 
side effects (Hwang et  al. 2017). Achieving 
isoform-specificity is rather difficult consider-
ing that HDACs belonging to the same class, 
as well as between classes, are structurally 
similar, e.g. HDAC1, HDAC2 and HDAC11 
(Gräff and Tsai 2013a). In addition, HDACs 
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and HATs often act on many other proteins 
apart from histones, with some estimations 
predicting more than 2500 targets (Narayan 
and Dragunow 2017). Nonetheless, treat-
ment with HDACis usually does not lead to 
severe side effects in animal models of AD 
or in cancer patients (Gräff and Tsai 2013a). 
Apart from gene-, protein- and isoform-
specificity, there is also an issue with brain 
region and cell-type specificity (Hwang et al. 
2017). Especially cell-type specificity should 
be addressed when developing or delivering 
HDACis since histone modifications are not 
evenly globally disturbed, potentially leading 
to undesired side effects. One of the possible 
ways to control for brain-region and cell-
type specificity is by the means of epigenetic 
priming (Gräff and Tsai 2013a). Epigenetic 
priming in a context of cognitive processes 
refers to stimulating the epigenome, e.g. by 
the administration of HDACis, at the time of 
learning-induced neuronal activity (Gräff and 
Tsai 2013b). This primes the activated cells or 
brain regions and reinforces the gene expres-
sion activity occurring due to learning (Gräff 
and Tsai 2013a). Furthermore, various in silico 
computational approaches can be adopted in 
order to achieve isoform specificity, such as 
molecular docking, molecular dynamics and 
energy-optimised pharmacophore mapping 
(Ganai 2018; Ganai et al. 2015).

4.3.1.2	 �Clinical Trials
Some of the HDACis have already entered 
clinical trials for the treatment of AD.  The 
class I and IIa HDACi valproate was evaluated 
on 313 patients with mild to moderate AD for 
24 months (Valproate in Dementia [VALID]; 
NCT00071721). The study found that valpro-
ate was not effective in preventing cognitive 
or functional decline and reported significant 
toxic effects of the drug (Tariot et al. 2011). 
An MRI substudy including 172 participants 
showed that the valproate-treated group 
exhibited larger ventricular and whole brain 
volume loss as well as greater hippocampal 
atrophy when compared to the placebo group 
(Fleisher et  al. 2011). One possible explana-

tion why valproate’s preclinical success failed 
to translate into the clinic is the agent’s effect 
on microglia (Narayan and Dragunow 2017). 
Additionally, valproate was first developed as 
a broad-spectrum anticonvulsant drug with 
its HDACi properties being discovered more 
recently, suggesting that it acts on many targets 
apart from HDACs (Nalivaeva et  al. 2009). 
In rodent microglia, valproate was shown to 
induce caspase-3-mediated apoptosis and to 
stimulate phagocytic activity against amy-
loid peptides (Narayan and Dragunow 2017). 
However, in human microglia, it was shown to 
inhibit the phagocytosis of amyloid peptides 
with no effect on apoptosis.

A phase Ib clinical trial investigating 
Vorinostat, an inhibitor of class I, II and IV 
HDACs is currently recruiting participants 
(Clinical Trial to Determine Tolerable Dosis 
of Vorinostat in Patients With Mild Alzheimer 
Disease [VostatAD01]; NCT03056495). The 
study’s primary endpoint is to establish the 
safety and tolerability of Vorinostat in AD 
patients.

Additionally, nicotinamide, an inhibitor 
of class III HDACs (i.e. sirtuins), has been 
investigated in a phase II clinical trial for AD 
treatment (Safety Study of Nicotinamide to 
Treat Alzheimer’s Disease; NCT00580931). 
The phase II clinical trial failed to show mean-
ingful improvements in cognitive functions 
which might be attributable to the trial’s short 
duration (24 weeks), low sample size (n = 31) 
as well as the inclusion of patients with mild 
cognitive impairment (MCI) and AD (Phelan 
et al. 2017). However, investigators found that 
high doses of nicotinamide are safe in the 
elderly AD population, in contrast to clinical 
trials with other HDACis reporting that high 
doses were not tolerated well by AD patients 
(Narayan and Dragunow 2017). An additional 
phase II clinical trial with nicotinamide is cur-
rently underway, with an increased sample 
size (n = 48), prolonged duration (48  weeks 
and additional monitoring for 12  months), 
and only including patients with MCI or mild 
AD (Nicotinamide as an Early Alzheimer’s 
Disease Treatment [NEAT]; NCT03061474).
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4.3.2	 �DNMT Inhibitors 
as a Potential Treatment 
for AD

There are three enzymes acting as DNMTs 
in mammals, of which DNMT1 generally 
maintains DNAm during cell replication, 
while DNMT3a and DNMT3b act as de novo 
methyltransferases on previously unmethyl-
ated DNA (Bayraktar and Kreutz 2018). With 
age, there is a global decrease in DNAm and 
DNMT1 expression, although some genes 
show increased methylation possibly related to 
DNMT3a/b overexpression (Wang et al. 2013). 
Furthermore, a SNP in the DNMT3a gene 
was associated with greater cognitive decline 
over 3  years in subjects with MCI, although 
another study did not find this association 
(Chouliaras et al. 2015; Bey et al. 2016).

In AD patients, there is evidence towards 
global hypo- as well as hypermethylation, 
although interpretation of global DNAm pat-

terns might not be suitable due to the appar-
ent cell-type specificity of this modification 
(Rao et  al. 2012; Coppieters and Dragunow 
2011; Mastroeni et  al. 2010; Coppieters 
et  al. 2014; Chouliaras et  al. 2013; Bradley-
Whitman and Lovell 2013). Moreover, most 
DNAm studies to date did not differentiate 
between 5mC and 5hmC, which introduces 
bias to the results (Smith et al. 2019a). Some 
genomic regions show hypermethylation and 
others hypomethylation, while, e.g. APOE 
shows both hypomethylation at the promoter 
region and hypermethylation at a 3’-CpG-
island (Smith et al. 2018, 2019a; Wang et al. 
2008; Mano et al. 2017; Foraker et al. 2015). 
A similar pattern is seen in cancer cells with 
global hypomethylation, but local hypo- and 
hypermethylation (Hervouet et  al. 2018). 
Furthermore, differential DNAm in some 
AD-related genes was reported to be cell-
type-specific, with, e.g. hypomethylation in 
glial cells and hypermethylation in neurons 
(Gasparoni et al. 2018).

Considering AD-related phenotypes, 
methylation of PSEN1 decreased Aβ produc-
tion, while Aβ oligomers lowered DNMT 
activity leading to increased PSEN1 and APP 
expression in rodents (Liu et al. 2016; Scarpa 
et al. 2003). Additional preclinical studies sug-
gested the involvement of DMNTs in mem-
ory, synaptic plasticity and learning (Miller 
et  al. 2010; Feng et  al. 2010; Oliveira et  al. 
2012; Levenson et al. 2006). In many forms of 
synaptic plasticity DNMT1 can functionally 
replace DNMT3a with an exception of the 
episodic memory, where DNMT3a knock-
out mice performed worse on an associative 
learning task than wildtype controls (Feng 
et al. 2010; Morris et al. 2014). Furthermore, 
chronic inhibition of DNMT1  in mice lead 
to fear memory impairments, and expression 
of both DNMT3a/b was increased after fear 
conditioning as well as in response to novel 
object-location learning (Miller and Sweatt 
2007; Tunc-Ozcan et al. 2018; Mitchnick et al. 
2015). In contrast, acute administration of a 
DNMT1 inhibitor before a pattern separa-
tion task improved performance and led to 
increased brain-derived neurotrophic factor 
(Bdnf1) expression in mice (Argyrousi et  al. 
2019). This study also hints at another impor-

Definition

DNMTis can be divided in two classes, 
one with nucleoside analogs and second 
including compounds of  broad heteroge-
neous chemical families (Stresemann and 
Lyko 2008). Currently approved drugs by 
the FDA targeting DNAm, i.e. azanucleo-
sides such as azacytidine and decitabine, 
are a part of  the first class. Azanucleo-
sides, analogs of  naturally occurring cyti-
dine, act as a prodrug and thus have to be 
metabolised to become pharmacologically 
active (Erdmann et al. 2016). Phosphory-
lated azanucleosides are incorporated 
into the DNA where they substitute for 
cytosine during cell replication and irre-
versibly bind DNMTs to the DNA (Stre-
semann and Lyko 2008; Erdmann et  al. 
2016). Bound DNMTs are degraded, 
which leads to the depletion of  cellular 
DNMTs (Stresemann and Lyko 2008; 
Erdmann et  al. 2016). The second class 
of  DNMTis includes natural compounds 
that interact directly with DNMTs’ active 
domain (Stresemann and Lyko 2008).
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tant notion, as there is evidence that, apart 
from TET proteins, DNMTs can also actively 
demethylate DNA (Chen et  al. 2012; van 
der Wijst et  al. 2015). Generally the role of 
DNMTs is not as clear as that of HDACs and 
further research is needed to understand their 
specific effects on DNAm in more detail. The 
controversial mechanisms of DNAm pres-
ent a major obstacle in developing DNMTis 
due to their off-target effects and lack of 
knowledge about potential interactions with 
other epigenetic mechanisms. Nonetheless, 
DNMTis are suggested as a possible treat-
ment for AD and some natural compounds 
showing DNMTi properties already entered 
clinical trials.

4.3.2.1	 �Side Effects
A major drawback of nucleoside analogs is 
that they can incorporate anywhere in the 
DNA and therefore produce a global effect 
(Stresemann and Lyko 2008). This may lead 
to genotoxicity and side effects such as bleed-
ing, anaemia and joint pain, making currently 
approved DNMTis unsuitable for continuous 
treatment (Liu et al. 2018; Giri and Aittokallio 
2019). As there are target-specificity consider-
ations with HDACis, and there are 11 different 
subtypes of HDACs, these considerations are 
even more pronounced with DNMTis target-
ing only 3 DNMTs. Furthermore, there might 
be genes regulated by multiple DNMTs and 
the effect of specific DNMT inhibition could 
be compensated for by other DNMTs stepping 
in, similarly as shown in (Morris et al. 2014). 
Finally, since DNAm is cell-type specific, there 
is a risk of collateral damage by disturbing 
DNAm levels in otherwise healthy cells.

4.3.2.2	 �Clinical Trials
Some natural products displaying DNMTi 
properties, which do not incorporate into the 
DNA, have been tested in humans (Teijido 
and Cacabelos 2018). For example, epigallo-
catechin gallate (EGCG), a catechin present 
in tea, shown to partially act as a DNMTi, 
was recently tested in phase II and III clinical 
trials, although no results are currently avail-
able (Sunphenon EGCg [Epigallocatechin-
Gallate] in the Early Stage of  Alzheimer’s 
Disease [SUN-AK]; NCT00951834). Another 

study testing the same compound is currently 
underway, where a combination of  lifestyle 
interventions with EGCG is being tested in 
subjects with cognitive decline (Prevention of 
Cognitive Decline in ApoE4 Carriers With 
Subjective Cognitive Decline After EGCG 
and a Multimodal Intervention [PENSA]; 
NCT03978052). Interestingly, quercetin, 
another DNMTi, showed no improvement 
in cognitive functions, although it was shown 
to be well-tolerated in patients with mild to 
moderate AD (Hirsh et  al. 2016). However, 
the study did not report bioavailability of 
quercetin or exposure levels in the blood or 
brain, thus exact interpretation of  safety is 
not possible.

>> HDACis and DNMTis have an unfavour-
able risk-efficiency ratio due to, e.g. their 
lack of  specificity, which could be 
improved with the development of  iso-
form- and cell-type-specific inhibitors.

4.3.3	 �Challenges

One of the main issues with EWAS is statisti-
cal power. For example, a study conducted 
with EPIC arrays, the largest commonly used 
platform thus far interrogating over 850,000 
methylation sites, is estimated to need a sample 
size of ~1000  in order to detect small differ-
ences (Mansell et  al. 2019). Although studies 
using smaller sample sizes may, dependent on 
the study design, still provide valuable data, 
and, when assessing DMRs instead of DMPs, 
a smaller sample size is often sufficient, most of 
the studies to date are underpowered and thus 
findings should be interpreted with caution. 
Evidently, the same holds true for studies inves-
tigating histone modifications in AD, where 
only one study thus far included a relatively 
large sample size (n > 600) (Klein et al. 2019).

>> Cautiousness is needed while interpreting 
EWAS results due to the generally low 
sample size of  the studies and understud-
ied effects of  various complimentary 
mechanisms (e.g. the role of  5hmC in 
MWAS and ubiquitination in histone 
modifications).
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As mentioned before, most MWAS studies on 
brain tissue are confounded by 5hmC, since the 
method to distinguish between 5mC and 5hmC 
is fairly new and therefore not implemented in 
most of the research published to date (Smith 
et al. 2019a). Furthermore, besides 5hmC, 5fC 
and 5caC derivatives of 5mC are also present 
in the brain; however, little is known about 
their functionality and their levels in mental 
health and disease. A similar scenario can be 
seen in studies investigating histone modifica-
tions, where most of the post-mortem studies 
focused on acetylation of histone proteins, a 
few of them explored histone methylation or 
phosphorylation, whereas ubiquitination and 
sumoylation remain largely unexplored in 
relation to AD (Narayan and Dragunow 2017; 
Esposito and Sherr 2019).

Another major challenge in translating 
epigenetic research to a clinical implementa-
tion is tissue and cell-type specificity (Snijders 
et al. 2018). Epigenetic modifications are usu-
ally brain region-specific. Furthermore, these 
modifications can also be cell-type specific 
and, considering cellular heterogeneity within 
the mammalian brain, this presents a major 
limitation in interpreting results obtained 
when investigating epigenetic changes in bulk 
tissue (e.g. brain homogenates). This is espe-
cially important when studying AD, since AD 
is characterised by (specific) neuronal loss, 
thereby altering cellular proportions within 
(bulk) tissue samples. If  a certain AD-specific 
epigenetic signature is prevalent in (specific) 
neurons, it could go unrecognised due to over-
representation of other cell types.

Taken together, these limitations present 
serious challenges in identifying epigenetic-
related drug targets. Furthermore, although 
it is known that different epigenetic processes 
interact with each other, it is yet unknown 
exactly how, and clearly, many of these epi-
genetic processes are largely understudied, 
if  studied at all, in humans. Research con-
ducted on animal models presents a valu-
able approach in elucidating missing links, 
although it also possesses many limita-
tions and drugs active in animals often fail 
in humans. It is also important to keep in 
mind that epigenetic mechanisms work in a 
dynamic manner, meaning that over time, 

there could be a substantial number of 
changes (e.g. with aging; or when compar-
ing early and late AD cases) in the epigenetic 
machinery, which illustrates the relevance of 
choosing the right (preferably longitudinal) 
study approach. Genomic and transcriptomic 
changes can introduce additional variation 
that goes undetected when studying a single 
layer of molecular information, especially 
when including only a single measure of dis-
ease severity and focusing on a single tissue. 
As such, multi-omics approaches together 
with advanced computational frameworks 
(i.e. an integrative analysis of  epigenomic reg-
ulations, transcriptomics, metabolomics and 
genomics in various combinations) bear great 
potential, as they present a way to simul-
taneously investigate multi-layered inter-
regulatory mechanisms, whilst accounting 
for inter-individual differences. Studies with 
multi-omics approaches including epigenetic 
regulations could therefore aid in identifying 
more robust classical non-epigenetic drug tar-
gets, e.g. genes or proteins that are affected or 
dysregulated on multiple molecular levels.

>> Advances in epigenetic research may lead 
to the identification of  epigenetic as well 
as non-epigenetic drug targets.

Finally, all of the abovementioned points 
lead to the major limitation of causal infer-
ence. It is currently extremely challenging 
to determine which alterations are causal in 
the pathogenesis of AD and which of them 
arise as a consequence of its development or 
its treatment. Nonetheless, even when in its 
infancy, neuroepigenetic research has con-
tributed significantly to the AD field over the 
last decade and, considering ever-accelerating 
technological developments, it bears immense 
potential in aiding drug discovery for AD as 
well as other brain-related disorders. From the 
studies reviewed above, it is clear that epigene-
tic mechanisms have a profound effect on AD 
pathology and play an important role in its 
development. Although more research is still 
needed in order to fully elucidate healthy as 
well as pathological mechanisms of epigenetic 
regulation, findings thus far highlight some 
promising implications.
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>> Conclusion
Epigenetic regulation provides a link 
between one’s genetic background, envi-
ronment and lifestyle. Considering that 
genetic predisposition cannot fully explain 
the occurrence of many psychiatric and 
neurodegenerative disorders, including AD, 
investigating disease-relevant epigenetic 
mechanisms could aid in unravelling its 
pathophysiology. Furthermore, as opposed 
to genetic variation, epigenetic mechanisms 
are in essence reversible, and enzymes 
involved in establishing epigenetic modi-
fications bear great potential for develop-
ing epigenetics-based drugs. That said, 
still much more research is needed to fully 
understand which of these mechanisms 
are most relevant for the development 
and course of disorders such as AD and 
which of these are suitable in terms of drug 
development. Larger (longitudinal) cohort 
studies and new methodologies inspired by 
technological advances will bring us closer 
to pinpoint and understand the intricate, 
multi-levelled epigenetic dysregulation in 
AD. Nonetheless, several epigenetics-based 
molecules have already entered clinical tri-
als for AD, and some of them show favour-
able safety profiles, which is one of the main 
challenges in epigenetic drug development. 
However, until now, none of these mol-
ecules have provided a clear beneficial effect 
on AD-related symptomology. Apart from 
(directly) targeting the epigenetic machin-
ery, drug discovery can furthermore benefit 
from a deeper understanding of interac-
tions between epigenetic (dys)regulation 
and other molecular processes in order to 
identify more robust non-epigenetic drug 
targets. In addition to DNA and histone 
modifications, there is increasing interest 
in ncRNAs and their implications for the 
treatment of AD. As ncRNAs act as mas-
ter regulators of gene regulatory networks, 
targeting them in principal bears great 
potential in complex diseases such as AD, 
although their use could also accompany a 
less favourable safety profile. Considering 
the number of different molecules as part 
of the epigenetic machinery and the con-
tinuously increasing understanding of their 

interactions, this area of research already is 
and will increasingly be of great promise in 
identifying novel drug targets for psychiat-
ric and neurodegenerative disorders.
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This chapter describes the relevance and impor-
tance of  preclinical models and readouts in the 
drug development process. Recently, animal 
behavioral models have been criticized on their 
role in the poor translation into novel phar-
macotherapies. The first section addresses the 
importance of  validity, ethics, and model/read-
out selection in preclinical behavioral pharma-
cology. As an example, models and readouts 
in the preclinical development of  analgesic 
drugs for inflammatory and neuropathic pain 
are described. Furthermore, evoked and non-
evoked pain readouts are reviewed. In the 
second section, the shortcomings of  conven-
tional preclinical models are discussed, and 
the necessity of  improving translation in CNS 
drug discovery and development are also dis-
cussed. Several steps are proposed that could 
enhance translation from animal data to clini-
cal efficacy. In this regard, neuroimaging and 
PK/PD modeling strategies are posed as cru-
cial aspects in generating more valid, robust, 
reliable preclinical data resulting in more effec-
tive and translatable therapies. In conclusion, 
applying classical pharmacology to problems 
of translational medicine will aid us in improv-
ing the way we think about and use animal 
models. Closer collaboration and cross-over 
between clinical, pathological, and pharmaco-
logical research are paramount in optimizing 
the success of  preclinical translation into novel 
medicines for patients in need worldwide.

nn Learning Objectives
55 The necessity of preclinical behavioral 

models and readouts in drug discovery
55 The importance of translational medi-

cine for preclinical research
55 The value of neuroimaging approaches 

and pharmacokinetic-pharmacodynamic 
(PK/PD) modeling strategies in preclini-
cal drug discovery and development

5.1	 �General Introduction 
in Behavioral Models 
and Readouts

A crucial step in the discovery of novel drugs 
is proof of in  vivo activity and efficacy. As 
described in the previous chapters, the drug 
discovery process is long and complicated 
starting from target identification and vali-
dation, followed by high throughput screen-
ing, virtual screening, numerous rounds of 
iterative structure activity relationship (SAR) 
modifications until a series of molecules is 
identified with drug-like properties. These 
molecules have demonstrated potency and 
selectivity at the desired target, favorable phys-
icochemical properties, efficacy in in vitro and 
ex vivo model systems, and acceptable phar-
macokinetic profiles. Next, target engage-
ment, efficacy, and safety/tolerability need to 
be confirmed in an intact living organism, to 
further advance these molecules toward clini-
cal trials and putative novel therapies. For this 
pivotal step, the use of animal studies is fun-
damentally required and inevitable.

5.1.1	 �Model Versus Readout 
and Validity

Pivotal in understanding behavioral preclini-
cal research is to differentiate between an 
animal model and a readout (or test). Animal 
models or animal models of disease used 
in research may have an existing, inbred, or 
induced disease or injury that is similar to a 
human condition. The use of animal mod-
els allows researchers to investigate disease 
states in ways which would be not possible 
in patients. Procedures can be performed on 
the non-human animal that imply a level of 
harm that would not be considered ethical to 
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inflict on a human. The best models of disease 
are similar in etiology and phenotype to the 
human equivalent. However, complex human 
diseases can often be better understood in a 
simplified system in which individual parts 
of the disease process are isolated and exam-
ined. Once an appropriate animal model of 
the disease or underlying part/mechanism of 
the disease has been established and validated, 
the model can be used to investigate specific 
hypotheses. Examples of animal models are 
a genetic modification in mice that mimic 
Aβ plaque formation in the brain of human 
Alzheimer’s disease or a spinal nerve lesion 
model that mimics human neuropathic pain 
conditions. To test specific hypotheses in an 
animal model, accurate and robust readouts 
(or tests) are required, for example, a Morris 
water maze test for assessment of spatial learn-
ing or von Frey filaments for assessment of 
mechanical hypersensitivity. Thus, the model 
represents the implied changes to the animal 
to represent the disease state or mechanism 
of interest, whereas the readout represents the 
method of quantifying the effects of a (e.g., 
genetic or pharmacological) manipulation in 
that model.

Preclinical development of novel drugs 
requires both robust models and readouts 
to assess disease-like behavior, underlying 
mechanisms, and efficacy of drug treatment. 
To be useful in predicting efficacy, the model 
and readout need to demonstrate sensitivity, 
specificity, and predictivity (Rice et  al. 2008; 
Rutten et al. 2014).

Definition

Sensitivity is the ability to detect a true 
positive control, specificity stands for the 
ability to detect a true negative, and pre-
dictivity is the ability to predict the out-
come in other model/species. Face validity 
assures that the biology and symptoms as 
seen in humans are similar in the animal 
model, and construct validity assures that 
the target exerts the same biological pro-
cesses in both organisms.

Two further aspects are important in the vali-
dation of animal models, namely, face validity 
and construct validity (Denayer et al. 2014). A 
crucial aspect in preclinical development is the 
translation of preclinical findings into clinical 
efficacy. As such, translational medicine is the 
area of research that aims to improve human 
health by determining the relevance of novel 
discoveries in biological sciences to human 
disease. Translational medicine seeks to coor-
dinate the use of new knowledge in clinical 
practice and to incorporate clinical observa-
tions and questions into scientific hypotheses 
in the laboratory. Thus, it is a bidirectional con-
cept, encompassing so-called bench-to-bedside 
factors, which aim to increase the efficiency 
by which new therapeutic strategies developed 
through preclinical research are tested clini-
cally, and bedside-to-bench factors, which pro-
vide feedback about the applications of new 
treatments and how they can be improved.

For many diseases that do not involve the 
central nervous system (CNS), animal mod-
els can be straightforward and clear readouts 
can be identified to investigate drug efficacy. 
For example, when developing novel anti-
inflammatory drugs, a rodent model of inflam-
mation by injection of liposaccharide (LPS) 
is employed and readouts such as edema or 
swelling can be assessed accurately and objec-
tively (e.g., by caliper or plethysmography) and 
biomarkers such as the release of pro-inflam-

Definition

Animal models are representations of 
human disease or conditions in a non-
human species, etiology is the mechanism 
of  cause of  the disease, and phenotype 
stands for the respective signs and symp-
toms of  the disease.
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matory cytokines (e.g., TNF-alpha, or interleu-
kins) can be measured. Both readouts can be 
directly inhibited by anti-inflammatory drugs. 
Furthermore, the same readouts (reduction of 
swelling and cytokine release) are employed 
in preclinical assays as well as in clinical tri-
als which contributes to better translation of 
preclinical findings. For CNS drugs, the use of 
animal models and readouts is in most cases far 
less straightforward and several issues need to 
be taken into account. These will be discussed 
in this chapter. Indeed, for many CNS disor-
ders the underlying mechanisms are poorly 
understood, the pathology is difficult to model 
in animals, and the readouts in animals are dif-
ferent from those in humans.

Because entire books have been writ-
ten about all the different models and read-
outs for CNS disorders (e.g., McArthur and 
Borsini 2008), we focus here on animal mod-
els and readouts used in chronic pain and 
analgesic drug discovery research as an exam-
ple. The drug discovery rationale, challenges, 
shortcomings, and discussions on transla-
tion described for the indication “pain” also 
apply in general to other CNS disease areas. 
Comprehensive reviews on animal models 
for specific indications have been published 
elsewhere (e.g., see Whiteside et  al. (2013) 
for Pain; Puzzo et  al. (2015) for Alzheimer’s 
Disease; Soderlund and Lindskog (2018) for 
Depression; Harro (2018) for Anxiety).

3R Principles for Animal Experimentation
The use of animals in science is inevitable 
and required to unravel the underlying biol-
ogy and pathology of diseases, or the mech-
anism of action and safety of putative novel 
therapies. In addition, animal studies on effi-
cacy and safety are legally required by the 
regulatory agencies [e.g., the US Food and 
Drug Administration (FDA) and the 
European Medicines Agency (EMA)] that 
approve novel drugs to market. Importantly, 
all efforts must be made to restrict animal 
use and suffering. The 3Rs are the guiding 
principles for animal experimentation, and 
they are adopted by ethical committees and 
governments across the world (first described 
by Russell and Burch (1992)). The 3Rs stand 

for Replace, Reduce, Refine and represent a 
responsible approach to animal testing. The 
goal is to replace animal experiments when-
ever possible. In addition, the aim is to keep 
the number of animal experiments as low as 
possible and to only use the necessary num-
ber of animals. Finally, it is vital to ensure 
that the distress inflicted upon the animals is 
as low as possible.

55 Replace: Replacing an animal experiment 
to the greatest possible extent, as long as 
adequate alternatives are available.

55 Reduce: The reduction of animal exper-
iments and the number of laboratory 
animals to the greatest possible extent. 
Statistical power calculations must be 
performed in advance to the experi-
ments to ensure that sufficient (but not 
more than that) animals are used to 
meet the criteria for obtaining a statisti-
cally significant outcome.

55 Refine: The methods and treatment of 
the animals during the experiments, and 
with regard to the way they are kept, 
should ensure that the distress caused to 
them is minimized to the greatest pos-
sible extent and that their well-being is 
taken into account as far as possible.

All three pillars are of equal importance in 
the 3R principles. Anyone conducting 
research with laboratory animals is obliged 
to comply with the 3R principles and regu-
lations by local ethical authorities/govern-
ment. Clearly many people object to animal 
research on principle (Regan 2007), and 
these objections have been discussed in 
detail elsewhere (Cohen 1986; Derbyshire 
2002, 2006). This chapter will focus on ani-
mal models and readouts in CNS drug dis-
covery, the difficulties and pitfalls, and the 
possible ways to improve translational med-
icine in the drug discovery process. A scien-
tific rationale for the use of animal research 
as an important mechanism in advancing 
drug discovery is provided. Those that 
object to animal research on principle will, 
understandably, be unmoved by the scien-
tific advances animal research provides.
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5.2	 �Models and Readouts in Pain 
Drug Development

Experiments investigating pain in human 
subjects have intrinsic practical difficulties; 
accordingly, early analgesic development relies 
on animal models (Mogil 2009). Modeling 
human pain in experimental animals is inher-
ently challenging for several reasons. First, 
pain is defined as an unpleasant sensory and 
emotional experience (definition on website 
of the International Association for Studies 
against Pain (IASP)), and is thus subjective, 
existing only in the person who experiences 
it (first-person perspective). Importantly, 
humans communicate their pain experience 
verbally, and pain is quantifiable via numeri-
cal or visual analogue scales (Barrot 2012). 
The absence of verbal communication in ani-
mals is undoubtedly a challenge to the evalua-
tion of pain, and therefore indirect behavioral 
readouts must be used as surrogate markers. 
Thus, preclinical pain research must rely on 
stimulus-evoked responses or alterations in 
the behavior of an animal as readout (Barrot 
2012; Deuis et al. 2017). Obviously the same 
issue with lack of verbal communication 
holds true for the evaluation of other CNS 
disorders such as memory-loss, anxiety, and 
depression (.  Fig.  5.1). Second, pain is not 

merely a somatosensory experience due to a 
noxious stimulus, but is influenced by a num-
ber of factors including affective, attentional, 
and cognitive states, all of which are dynamic 
in nature and difficult to model. Third, the 
suffering aspects of clinically relevant pain 
cannot be fully modeled in animals, as suf-
fering must be minimized in animal research 
for ethical reasons and follow the 3R policies. 
Furthermore, rodents are prey animals that 
live in social groups and will therefore try and 
hide any sign of weakness, including pain, 
as this would make them more vulnerable to 
predators or lose their rank in the group hier-
archy (Deacon 2006). Finally, human pain 
cannot be modeled as a single disease, but 
rather as a syndrome brought on by a wide 
variety or conditions (Jensen 2010).

5.2.1	 �Models of Neuropathic 
and Inflammatory Pain

Neuropathic pain is defined as “pain initiated 
or caused by a primary lesion or dysfunction 
in the nervous system” (Merskey and Bogduk 
1994). Inflammatory pain refers to increased 
sensitivity due to the inflammatory response 
associated with tissue damage. Under these 
sensitized conditions for both neuropathic 
and inflammatory pain, an innocuous stimu-
lus can be perceived as painful—this is known 
as allodynia, and the pain evoked by a noxious 
stimulus is exaggerated in both amplitude 
and duration—this is known as hyperalgesia 
(Sandkuhler 2009).

Over the years, many animal models for 
inflammatory pain using irritant agents and 
surgical and non-surgical animal models for 
neuropathic pain have been developed and 
used for preclinical testing. The most com-
mon models are summarized in .  Fig.  5.2. 
Briefly, to model inflammatory pain, sub-
stances that result in an immune response are 
injected directly into the peritoneum, paw, or 
into the joint, respectively, #1, #2, and #3 in 
.  Fig. 5.2. The most commonly used irritant 
substances are phenylbenzoquinone and other 
acidic compounds in writhing tests (Eckhardt 
et  al. 1958; Vander Wende and Margolin 

How would you describe your pain
and how strong is it?

.      . Fig. 5.1  Cartoon of  a rat suffering from chronic 
pain. It is an impossible quest to completely mimic 
chronic pain, and other CNS, disorders in rodents. 
(Modified from: Cryan et al. (2002). Copyright license 
obtained from Elsevier)
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1956). For local administration into limbs 
or joints heat-killed mycobacterium butyri-
cum/tuberculosum, i.e., complete Freund’s 
adjuvant (CFA) (Stein et  al. 1988), forma-
lin (Hunskaar et  al. 1986), hot chilly pepper 
extract, i.e., capsaicin (Russell and Burchiel 
1984), or sulphated polysaccharides from sea-
weed, i.e., carrageenan (Winter et al. 1962) are 
used. Injection of CFA into a paw, ankle, or 
knee joint results in  local inflammation and 
serves as a model for human arthritic pain 
(Neugebauer et al. 2007). The use of genomic 
data is changing to a significant degree how 
we understand human disease. In the area 
of inflammation, the ability to build new 
genomic models in mice using information 
from genomic, proteomic, and metabolomic 
studies is growing ever more.

The majority of  the neuropathic pain mod-
els are induced by unilateral surgical dam-
age to a specific nerve (mono-neuropathic) 
in order to study the effects of  pain-like 
behavior in a controlled manner. The most 
commonly used methods (see .  Fig.  5.2) 
are chronic constriction injury (CCI) of  the 

sciatic nerve (#VII; (Bennett and Xie 1988)), 
spared nerve injury (SNI: #VIII, (Decosterd 
and Woolf  2000)), and spinal nerve ligation 
(SNL; #V, (Kim and Chung 1992)) mod-
els as these generate the most reproducible 
phenotypes. In the rhyzotomy model (#IV, 
(Basbaum 1974)), one spinal nerve (L5) is 
transected, whereas in the SNL model two 
spinal nerves (L5 and L6) coming from the 
dorsal root of  the spinal cord are tightly 
ligated. In the partial sciatic nerve ligation 
(PSL; #VI; (Seltzer et  al. 1990)) model, a 
portion of  the sciatic nerve is tightly ligated, 
whereas the CCI model involves placement 
of  four loose chromic-gut ligatures around 
the sciatic nerve. In the spared nerve injury 
(SNI) model, the common peroneal and 
tibial nerves are cut, sparing the sural nerve. 
Alternatively, models have been designed to 
study poly-neuropathic pain where multiple 
nerves in the body are affected, such as, the 
streptozotocin (STZ) models for diabetic 
polyneuropathy (Sima et  al. 1988) or vin-
cristine models for chemotherapy-induced 
peripheral neuropathy (Tanner et al. 1998).

.      . Fig. 5.2  A schematic illustration of  well-known 
inflammatory and neuropathic pain models. i.p. intra-
peritoneal, i.a. intraarticular, sc subcutaneous, i.pl 

intraplantar, i.v. intravenously, STZ streptozotocin 
(From: Sliepen (2019). Reuse permission obtained from 
SHJ Sliepen)
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5.2.2	 �Readouts for Assessment 
of Pain-Like Behavior

Preclinical pain models may be associated 
with spontaneous pain-related behavior as 
well as allodynia and hyperalgesia, which 
result in enhanced responses to mechani-
cal, heat, and/or cooling stimuli (Campbell 
and Meyer 2006). There are various ways 
to measure pain-like behavior in animals, 
either via a response to an applied stimulus 
(stimulus-evoked readout) or assessment of 
behavior independent of an applied stimulus 
(non-stimulus-evoked readout). For stimulus-
evoked readouts, an external stimulus 
(mechanical, thermal, or chemical) is applied 
to a specific site on the test subjects’ body 
to elicit a behavioral response. The nature 
of this response is frequently a withdrawal 
response to the stimulus, and the readout is 
either the force at which the response occurs, 
the latency until the response occurs, or the 
number of responses to the specific stimulus. 
Subsequently, mechanical hyperalgesia can be 
assessed by applying increased pressure to the 
paws (Randall and Selitto 1957) and mechani-
cal allodynia via application of von Frey 
filaments to the plantar surface of the paw 
(Dixon 1980). Thermal stimuli are divided 
into heat stimuli, and responses are measured 
in a tail-flick, hot plate, or Hargreaves test, 
and cold stimuli, where responses are mea-
sured in a cold plate test. A main criticism of 
stimulus-evoked readouts is that they often 
rely on thresholds or latencies which do not 
adequately reflect clinical pain (Klinck et al. 
2017). Furthermore, they are often induced by 
an experimenter, possibly resulting in a bias.

Thus far, translation of preclinical find-
ings into clinical studies has been difficult 
and numerous examples exist where preclini-
cally efficacious analgesic compounds did not 
show an effect in Phase 2 proof-of-concept 
clinical trials (see below). Part of this chal-
lenging translation may be due to inappro-
priate and unpredictable animal models and 
readouts. Therefore, a great effort has been 
made to improve alternative non-stimulus-
evoked behavioral tests (Percie du Sert and 
Rice 2014); to standardize animal models 

and readouts; and to increase experimental 
rigidity to reduce bias in preclinical research 
(Knopp et al. 2015). A promising example of 
these alternative readouts is the burrowing test 
(Andrews et al. 2011; Deacon 2006), in which 
animals are allowed to exhibit their innate 
behavior of digging tunnels and burrows in a 
laboratory setting. Several inflammatory and 
neuropathic pain models result in reduced 
burrowing behavior, which was reversed by 
analgesics (Andrews et al. 2012; Huang et al. 
2013; Rutten et al. 2018). A major advantage 
for preclinical analgesic drug development is 
that burrowing is less prone to generate false 
positives due to impaired motor skills or 
sedation, as opposed to traditional stimulus-
evoked tests (Rutten et al. 2014).

5.2.3	 �An Example of Failed 
Translation from Animal Data 
to Clinical Trials of NK-1 
Antagonist as Putative Novel 
Analgesic Drugs

Neurokin receptor 1 (NK-1) antagonists 
block the receptor for the neurotransmitter 
Substance P and boost activation of serotonin 
5-HT3 receptors in order to prevent nausea 
and vomiting. The discovery of NK1 receptor 
antagonists was a turning point in the preven-
tion of nausea and vomiting associated with 
cancer chemotherapy. Scientists believed that 
NK-1 antagonism would be a promising target 
for treatment of chronic pain. Unfortunately, 
NK-1 antagonists have become an infamous 
example of where preclinical efficacy did not 
translate into clinical efficacy in Phase 2 tri-
als for chronic pain. Indeed, NK 1 receptor 
antagonists have failed to exhibit efficacy 
in clinical trials of a variety of clinical pain 
states. By contrast, there were sufficient well-
conducted animal studies in which an NK1 
receptor antagonist attenuated the behavioral 
or electrophysiological response to a noxious 
stimulus to justify performing clinical trials 
for analgesia (Hill 2000). The profile of the 
compounds across the behavioral tests was 
actually comparable to that of non-steroid 
anti-inflammatory drugs (NSAIDs), which 
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are analgesic in humans. Thus, NK 1 receptor 
antagonists seem to be able to block behav-
ioral responses to noxious and other stressful 
sensory stimuli at a level detectable in animal 
tests, but the translation to achieve  the level 
of sensory blockade required to produce clini-
cal analgesia in humans failed. The impor-
tance of supraspinal targets of analgesics has 
been underestimated, and most preclinical 
studies of analgesia are focused on the spinal 
dorsal horn, despite the fact that many sub-
stances elicit their analgesic effects primarily 
at the supraspinal level (Hill 2000). Finally, it 
is relevant to ask whether the failure to predict 
the presence or absence of analgesic proper-
ties in humans in the case of NK1 receptor 
antagonists has implications for the discovery 
and clinical evaluation of other putative anal-
gesics. On the one hand, many examples exist 
of a substance exhibiting analgesia in animal 
models and clinical analgesia in humans. For 
example, ketamine is an antagonist of NMDA 
receptors, which are widely distributed in the 
CNS, and is analgesic in both animals and 
humans. On the other hand, the enkephalin-
ase inhibitors, which increase the concentra-
tions of endogenous opioid peptides, possess 
antinociceptive effects in animals but lack 
analgesic effects in humans (Villanueva 2000).

What preclinical criteria should be used 
to determine whether clinical trials of a new 
analgesic are likely to be successful? Perhaps 
one of the main challenges for preclinical stud-
ies of pain and other CNS diseases today is to 
employ holistic and integrative approaches to 
improve our preclinical disease understanding 
and to enable the building of bridges between 
scientists and clinicians interested in discover-
ing novel treatment options for CNS diseases.

5.3	 �Improving Translation in CNS 
Drug Discovery 
and Development

Evaluating brain function by means of imag-
ing technology in patients and respective ani-
mal models has the potential to characterize 
mechanisms associated with the disorder or 
disorder-related phenotypes and could pro-

vide a means of better bench-to-bedside and 
bedside-to-bench translation.

5.3.1	 �Neuroimaging

As discussed above, translation from behav-
ioral models and readouts in rodents toward 
clinical patient–reported outcome measures 
is troublesome in drug discovery for pain and 
other CNS disorders. .  Figure  5.3 gives a 
clear representation of the difference in phe-
notype and CNS properties between clinical 
and preclinical settings in the field of pain 
research.

Functional magnetic resonance imaging 
(fMRI) is an excellent tool to study the effect 
of manipulations of brain function in a non-
invasive and longitudinal manner. Several 
MRI techniques permit the assessment of 
functional connectivity during rest as well as 
brain activation triggered by sensory stimula-
tion and/or a pharmacological challenge in 
both rodents and humans. Stimulation with a 
drug and in combination with MRI is called 
pharmacological MRI (PhMRI), and it has a 
number of interesting possibilities compared to 
conventional fMRI.  Using selective pharma-
cological tools, the neurotransmitter-specific 
brain circuitry, neurotransmitter release, and 
binding associated with the pharmacokinetics 
and/or the pharmacodynamics of drugs can be 
investigated (Jenkins 2012). As such, PhMRI 
can be characterized as a molecular imaging 
technique using the natural hemodynamic 
transduction related to neuro-receptor stimuli.

Although differences in brain size, struc-
ture, and function exist between rodents and 
humans, a preservation of CNS networks 
across species has been observed using func-
tional brain imaging (Gozzi et  al. 2006). 
Furthermore, using phMRI-consistent phar-
macodynamic responses have been observed 
across species for opioids (See .  Fig.  5.4, 
(Becerra et  al. 2013)) and other analgesic 
drugs (Borsook and Becerra 2011).

It is currently believed that neuroimaging 
may describe the central representation of 
pain or pain phenotypes and yields a basis 
for the development and selection of clini-
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cally relevant animal assays (For review see: 
Upadhyay et  al. (2018)). The large numbers 
of molecules available, which do not require 
a radio-label, means that phMRI has become 
a very useful tool for performing drug discov-
ery. Translational phMRI approaches may 
increase the probability of finding meaningful 
novel drugs that can help satisfy the signifi-
cant unmet medical needs of patients suffer-
ing from CNS disorders.

5.3.2	 �PK/PD-Modeling

A crucial step in the development of novel 
drugs is to generate a growing understanding 
of the relationship between the pharmacoki-
netic (PK) profile and the pharmacodynamic 
(PD) profile. As such, PK/PD modeling refers 
to a data (PK and PD)-driven exploratory 
analysis, based on mathematical or statisti-
cal models. In other words, the objective of 
pharmacokinetic-pharmacodynamic (PK/
PD) modeling is the development and appli-
cation of mathematical models to describe 
and/or predict the time course of dose-to-
concentration (PK) and concentration-to-

effect (PD) of pharmacological active agents 
in health and disease (Martini et  al. 2011). 
Clinically, the rationale for measuring drug 
concentration is that the relationship between 
concentration and effect should be less vari-
able than the relationship between dose and 
effect (Atkinson et al. 2007). Therefore, accu-
rately measuring the concentration will allow 
for better predictions of drug effect than dose 
information alone.

This allows the observed drug effect to be 
related directly to the time after a given 
dose. Therefore, the combined PK/PD 
model provides a means of understanding 

Definition

The pharmacokinetic (PK) profile repre-
sents how the organism affects the drug by 
means of  absorption, distribution, metab-
olism and excretion, and which concentra-
tions of  the drug reach the target organ. 
The pharmacodynamic (PD) profile repre-
sents how the drug affects the organism, 
and what dose causes which (side) effect.

.      . Fig. 5.3  Convergence of  phenotypes and CNS prop-
erties in clinical and preclinical settings. A model of 
clinical and preclinical pain experimentation considers 
the use of  pain-related phenotypes in conjunction with 

CNS function to assess and improve the overall validity 
of  preclinical pain investigations (From: Upadhyay 
et al. (2018). Copyright license obtained from Elsevier)
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the time course of drug effect, namely, the 
extent, onset, and duration of drug action 
(Wright et  al. 2011). Kinetic-dynamic rea-
soning should, whenever possible, be based 
on in  vitro and in  vivo concentration-time, 
response-time, and concentration-response 
relationships, with an underlying ambition 
to couple this to the disease state. The disci-
pline of modeling is always data-driven, and 
it relies on multiple analyses of the same data-
set in an iterative mode with successive and/or 
competing models.

PK/PD modeling and simulation can add 
value in all stages of the drug development 
process starting from the preclinical devel-
opment stage up to late stage clinical devel-
opment. To utilize PK/PD modeling and 
simulation in its optimal potential for drug 
development, models should be developed 

early in drug discovery, preferably during 
the preclinical phase. Such models are con-
tinuously updated and refined as more data 
become available. Their validation is neces-
sary during development, and they will then 
provide valuable support to make important 
decisions, with an increased confidence level 
around the analyzed data.

During the preclinical phase of drug 
development, various in  vitro and in  vivo 
studies have been used to screen compounds 
for efficacy. From in vivo efficacy models, the 
EC50 concentration is determined, which is the 
average plasma concentration at which half  
of the subjects show a pharmacological effect 
of 50%. Of note, more often than not the 
dose-response curves in in vivo efficacy mod-
els lack dose-dependency, and EC50 cannot be 
determined (e.g., inverted U-shaped curves), 

a
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b

.      . Fig. 5.4  PhMRI activation after i.v. buprenorphine 
administration. a PhMRI of  0.04 and 0.1  mg/kg i.v. 
buprenorphine yielded dose-dependent phMRI activa-
tion (drug. saline) in the conscious rat. b phMRI activa-
tion was observed in the human buprenorphine phMRI 
dataset with 0.2 mg/kg i.v. buprenorphine administered. 

The labeled brain structures highlight regions where 
phMRI activation was induced at the higher doses of 
buprenorphine tested in both species (From: Becerra 
et  al. (2013). Copyright license obtained from ASPET 
Springer publishing group)
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in those cases the minimal effective dose/con-
centration (MED/MEC) will be calculated.

Further along the way, in vivo safety phar-
macology assessments will be performed, 
often in parallel to efficacy testing, to exam-
ine side-effect profiles, and to determine 
the lowest dose/concentration at which the 
compound demonstrated no adverse effects 
(NOAEL). The efficacy EC50 values from 
the different in  vivo animal models are then 
compared to the NOAEL levels from differ-
ent safety and toxicology studies to determine 
safety margins, or therapeutic index.

These values in combination with the PK/
PD models are crucial in ranking com-
pounds from a chemical series, and they 
are helpful techniques in understanding the 
complex behavior of  specific drugs, espe-
cially with respect to estimation of  clinical 
dosing protocols and assessment of  thera-
peutic indices and safety margins based 
on preclinical in vitro and in vivo data. By 
appropriate use of  PK/PD modeling the 
EC50, MEC and safety margins are inter- or 
extrapolated and used to predict and deter-
mine whether a compound may proceed into 
further development, i.e., testing in higher 
species: dog, non-human primate, and even-
tually human clinical trials, or whether it 
will be stopped from further development. 
PK/PD modeling offers the greatest value if  
preclinical data can be modeled in combi-
nation with existing clinical data on related 
compounds (internal or competitors data) 
(Lesko et al. 2000).

In the later clinical stages of  drug develop-
ment, the PK/PD models are complemented 
with clinical efficacy, safety, and biomarker 
data in order to improve the model and 
enhance its predictive power. Recently, prom-
ising efforts emerge in which public domain 
medical knowledge about the relationship 
between biomarker responses and clinical 
outcomes for different diseases are used to 
build extensive PK/PD models (Pirisi 2003; 
Schlessinger and Eddy 2002). Large and 
structured databases with clinical findings 
are required for building such disease mod-
els and pooling patients’ data from different 
databases that exist across the pharmaceu-
tical industry would provide an invaluable 
source of  information for disease modeling. 
If  pharmaceutical companies were to col-
laborate on a precompetitive level to gener-
ate clinical databases and validate the disease 
models this would greatly benefit Phase 3 
design and target population selection across 
the industry.

In conclusion, PK/PD modeling and 
simulation is an invaluable tool aiding cru-
cial decision-making in drug development. 
Decisions on compound and dose selection, 
study design, or patient population, all of 
which can lead to a considerable reduction 
in cost of development. Thus, better imple-
mentation of PK/PD modeling throughout 
the drug discovery and development process 
could enhance translational success and result 
in less failed clinical trials and eventually bet-
ter drugs entering the market (Gabrielsson 
and Weiner 2006).

5.4	 �Discussion

In general, preclinical CNS models are most 
often highly simplified representations of 
clinical features that are common across mul-
tiple conditions, such as tactile allodynia for 
both diabetic neuropathy and chemotherapy-
induced pain or memory impairment for both 
Alzheimer’s disease and schizophrenia. Of 
note, any combination of model and readout 
reflects a limited set of these clinical signs and 
their underlying pathophysiological mecha-

Definition

The EC50 concentration stands for the aver-
age plasma concentration at which half  of 
the subjects show a pharmacological effect 
of  50%. NOAEL stands for the lowest 
dose/concentration at which the drug dem-
onstrated no adverse effects. The safety 
margin or therapeutic index describes the 
distance in order of  magnitude between 
wanted effects, i.e., efficacy and unwanted 
effects, i.e., aversive side effects.
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nisms, and therefore the choice of model and 
readout from the battery of available assays 
is an important consideration (Soderlund 
and Lindskog 2018). A single model should 
not be expected to represent all aspects of 
the clinical conditions, but data generated in 
preclinical efficacy models are nevertheless 
useful in predicting drug efficacy when used 
in conjunction with other methods, ranging 
from drug metabolism and pharmacokinetic 
analysis to electrophysiology and functional 
imaging, biomarkers, safety margins, and PK/
PD modeling.

However, recently, animal behavioral 
models have been increasingly scrutinized and 
criticized for their role in the poor transla-
tion of novel pharmacotherapies. Indeed the 
number of failed clinical trials and the paucity 
of novel market approvals for CNS disorders 
such as Alzheimer’s disease, pain, and major 
depressive disorder blatantly underscore this 
(Bazzari et  al. 2019; Mogil 2019; Soderlund 
and Lindskog 2018). What is important is that 
efforts are being made to improve the trans-
lation of preclinical findings into clinical effi-
cacy. Recently, several proposals were made to 
improve translation from animal models into 
human clinical situations.

First, of course, better translational mod-
els are required. Employing disease models in 
species more relevant to humans than rodents, 
such as non-human primates and the impli-
cation of new technologies such as Clustered 
Regularly Interspaced Short Palindromic 
Repeats (CRISPR) genome DNA manipula-
tion are progressing rapidly (See King (2018)) 
and may increase translational success of drug 
development in Alzheimer’s disease and other 
CNS indications. Second, issues of internal 
validity and reproducibility of animal models 
must be improved. Many preclinical studies 
suffer from poor methodological design, lack 
of statistical power, and bias induced by lack 
of blinding and randomization (see Knopp 
et al. (2015)). Ideally preclinical experiments 
should be conducted with the same experi-
mental rigidity and standardization as clinical 
studies, and strict guidelines (e.g., ARRIVE 
guidelines) for preclinical animal studies 
must always be implemented and enforced 
(Kilkenny et  al. 2010; Rice et  al. 2013). 

Additionally, more efforts should be made to 
standardize models and readouts to allow for 
comparison and meta-analysis of preclinical 
data (See Wodarski et al. (2016)).

Third, to enhance the interaction between 
the clinic and neurobiology, the National 
Institute of Health has proposed to use 
Research Domain Criteria (RDoC) as a 
novel approach to categorizing psychiatric 
conditions (see 7  http://www.nimh.nih.gov/
research-priorities/rdoc/constructs/rdoc-
matrix.shtml, 7  Chap. 14) as opposed to clas-
sic diagnostic classification systems such as 
DSM or ICD. As such, future diagnostic sys-
tems cannot reflect ongoing advances in genet-
ics, neuroscience, and cognitive science until a 
literature organized around these disciplines 
is available. The goal of the RDoC project is 
to provide a framework for research to trans-
form the approach to the nosology of mental 
disorders (Cuthbert and Insel 2013). Thus, a 
system based on well-defined neurobiological 
constructs that will facilitate better communi-
cation between research and clinic should be 
created (Soderlund and Lindskog 2018). This 
could be useful not only for mental disorders 
but also other CNS disorders, such as pain.

Fourth, the industry has typically worked 
on a target and then tried to fit it to a patient 
population (often the prescribed regulatory 
patient groups). As such, conventional drug 
therapy typically considers large patient pop-
ulations to be relatively homogeneous (the 
one-drug-fits-all approach). Only recently 
genetically based differences in response to 
a single-drug or multiple-drug treatment 
have been adopted and accepted (Vogenberg 
et al. 2010). Personalized medicine approaches 
stipulate that any given drug can be therapeu-
tic in some individuals but ineffective in oth-
ers, and some individuals experience adverse 
drug effects whereas others are unaffected. 
These findings should be back-translated 
into preclinical responder and non-responder 
analysis that could be helpful in better under-
standing efficacy.

Finally, an important step toward bet-
ter translation is to create networks to learn 
from each other and collaborate on a non-
competitive level. To be more successful in 
drug discovery, pharmaceutical industry, 

	 K. Rutten

http://www.nimh.nih.gov/research-priorities/rdoc/constructs/rdoc-matrix.shtml
http://www.nimh.nih.gov/research-priorities/rdoc/constructs/rdoc-matrix.shtml
http://www.nimh.nih.gov/research-priorities/rdoc/constructs/rdoc-matrix.shtml


89 5

academic institutions, and healthcare prac-
titioners need to accept failures and learn 
from them to find new solutions for the 
many patients suffering from diseases of 
the CNS.  Initiatives such as the innovative 
medicines initiative (IMI) Europain (7  www.
imieuropain.org) and IMI Paincare (7  www.
imi-paincare.eu) connect scientists from clinic 
and preclinic as well as from academia and 
industry to jointly improve their research and 
strive for better translation and analgesic drug 
development. Similar initiatives exist for other 
disease indications of the CNS (see 7  www.
imi.europa.eu).

>> Conclusion
In conclusion, this chapter has focused on 
conventional behavioral (animal) models 
and their usefulness and shortcomings in 
the drug discovery process. The need for 
greater understanding of the fundamen-
tal physiology underlying CNS diseases 
will persist at least as long as treatment 
of patients suffering from these diseases 
remains suboptimal. From a scientific per-
spective, there are no short-to-medium term 
solutions that would lead to true advances in 
drug discovery, which would render animal 
studies obsolete. Nevertheless, the combina-
tion of human phMRI imaging (and other 
human) studies along with appropriate PK/
PD modeling and more valid, robust, reliable 
animal studies will lead to far more effec-
tive and translatable science and ultimately 
novel drugs than has been the case thus 
far. Furthermore, what used to be termed 
pharmacology is increasingly being labeled 
translational medicine and there are hope-
ful signs that some universities and medi-
cal schools are beginning to rethink how 
biomedical scientists ought to be trained 
(Webb 2014). Applying the sound princi-
ples of classical pharmacology to problems 
of translational medicine will aid us all in 
improving the way we think about and use 
animal models based on the careful cross 
fertilization from clinical, pathological, and 
pharmacological research.
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The attrition rate of  new chemical entities 
(NCEs) for CNS drugs is relatively high, mak-
ing the development of  new CNS drugs a chal-
lenge. A significant cause of  this is related to 
safety issues arising either during animal tox-
icity testing or in the human clinical test 
phases. To reduce these risks, and increase 
approval rates by regulatory agencies, by imple-
menting sophisticated human-cell based exper-
imental models, e.g. organoids or stem-cells 
based models, in safety testing strategy of 
potential candidate drugs will result in an 
improved understanding and prevent safety 
issues in humans. Especially when these 
approaches are combined with omics tools in 
order to better understand the biological 
mechanisms involved, discovery of  additional 
adverse health effects of  existing and newly 
developed CNS drugs in the clinical test phase 
will be lowered.

nn Learning Objectives
55 The high attrition rate of new chemical 

entities (NCEs) in preclinical and clini-
cal phases is due to insufficient efficacy, 
bioavailability, safety, toxicological 
issues, and economic reasons. A signifi-
cant cause of attrition is due to safety 
issues arising either during animal tox-
icity testing or in the human clinical test 
phases.

55 For CNS drugs, other more sophisti-
cated approaches are necessary to assess 
the physicochemical properties of lead 
molecules for new candidate drugs.

55 Although regulatory toxicology still 
relies on observational toxicology tests 
in animals, incorporation or complete 
replacement by in vitro and other non-
animal tests that enable understanding 
of human toxicity mechanisms is 
expected.

55 Applying omics approaches on sophis-
ticated in vitro models will help to bet-
ter understand and prevent the adverse 
effects of existing and newly developed 
CNS drugs.

6.1	 �Introduction: Human Drug 
Safety of Psychoactive 
Compounds: The Challenges

The discovery of new drugs that target the 
central nervous system (CNS) is extremely 
challenging. This was clearly illustrated by 
numbers indicating that the success rates 
for CNS drugs, defined as final market-
ing approval by the US Food and Drug 
Administration (FDA), were less than half  of 
the approval rates for non-CNS drugs for the 
period 1995 until 2007 (6.2% vs. 13.3%, respec-
tively) (Gribkoff and Kaczmarek 2017). Also 
for CNS drugs the time to approval following 
submission of an application for marketing 
approval was about 30% longer than for non-
CNS drugs (19.3  months vs. 14.7  months, 
respectively). Relative to non-CNS drugs, the 
mean development time of CNS drugs was 
longer, and the number of CNS drugs given 
priority review by the FDA was significantly 
lower.

The attrition rate also depends on the dis-
covery stage and the therapeutic area. In the 
areas of CNS and oncology, it seems that com-
pounds tend to fail more than in other thera-
peutic areas. Drug discovery and development 
are inherently risky, with figures indicating 
that less than 11% of new pharmaceutical 
agents entering clinical development reach the 
marketplace across all therapeutic areas. But 
the success rates vary considerably between 
the different therapeutic areas: for instance, 
cardiovascular disorders have a ∼20% success 
rate, whereas oncology and central nervous 
system (CNS) disorders have ∼5% and ∼8% 
success rates, respectively (Kola and Landis 
2004). For disease-modifying treatments of 
chronic neurodegenerative disorders, the 
failure rate has been 100%, with the excep-
tion of multiple sclerosis (MS) (Gribkoff and 
Kaczmarek 2017). The high attrition rate of 
new chemical entities (NCEs) in preclinical 
and clinical phases can be due to many factors 
(Kola and Landis 2004). NCEs fail mainly due 
to insufficient efficacy, bioavailability, safety, 

	 J. J. Briedé



95 6

toxicological issues, and economic reasons. A 
significant cause of attrition is due to safety 
issues arising either during animal toxicity 
testing or in the human clinical test phases 
(Walker 2004).

6.2	 �Drug Design and Safety 
Regulations

Different regulatory agencies per continent, 
like the FDA in the USA, and the European 
Medicines Agency (EMA) in the EU, are 
involved in advising and reviewing the process 
for ensuring the safety and efficacy of new 
drugs. Therefore, pharmaceutical companies, 
research institutions, and other organizations 
that are responsible for developing a new drug 
must show the results of preclinical testing in 
toxicity testing and what they propose to do for 
human testing in order to receive approval to 
continue to phase I clinical testing in humans.

In 1997, “the rule of five” (RO5) was cre-
ated to help medicinal chemists to design drugs 
with improved physicochemical properties 
(Lipinski et  al. 2001). It is based on a data-
base of clinical candidates that had reached 
phase II trials or further. It defined end points 
for a set of four physicochemical properties 
that described 90% of orally active drugs that 
achieved phase II clinical status: (i) molecular 
weight, MW <500  Da; (ii) lipophilicity, log 
P or the calculate of 1-octanol−water parti-
tion coefficient, ClogP <5; (iii) number of 
hydrogen-bond donors, OH plus NH count, 
<5; and (iv) number of hydrogen-bond accep-
tors, O plus N atoms, <10. These four physico-
chemical parameters and their criteria describe 
the fundamental attributes that are associated 
with acceptable aqueous solubility and intesti-
nal permeability, key factors for the first step 
of oral bioavailability. However, specifically 
for CNS drug, these parameters only describe 
oral availability in a very simple way, and other 
more sophisticated approaches (Wager et  al. 
2010) are necessary to assess the physicochemi-
cal properties of lead molecules for new candi-
date drugs.

6.3	 �Testing for Human 
Neurotoxicity: From Animals 
to In Vitro Models

In general, when a new drug is taken, this 
will be dealt with just like a potential toxi-
cant that enters the body. So this will limit 
absorption, prevent distribution and quickly 
starts to metabolize this into a form that can 
be secreted in urine and/or feces. In order to 
reduce attrition rates due to human toxic-
ity, getting a complete picture of the human 
drug toxicity profile in the pre-clinical phase 
of drug development is vital. Strategies to 
assess the complete pharmacokinetic profile 
which includes understanding the absorp-
tion, distribution, metabolism, and elimina-
tion (ADME) of the compound and its toxic 
metabolites (ADME-Tox or ADMET) in 
humans are very important.

In order to test parameters that potentially 
predict toxic effects in humans, multiple 
model systems are available, ranging from 
specific isolated proteins and receptors to iso-
lated cell organelles, monoculture cell lines, 
complex multicellular cellular systems (organ-
oids), organs-on-a-chip up to different animal 
models. New drugs are routinely screened for 
toxicity by first applying a battery of in vitro 
models to assess, for example, target binding 
and metabolization, followed by in vivo con-
firmation using an appropriate animal model. 
Although regulatory toxicology still relies 
on observational toxicology tests in animals, 
increased attention for in vitro and other non-
animal tests enable a better understanding 
of toxicity mechanisms (Malloy et  al. 2017; 
Scholz et  al. 2013). Multiple additional rea-
sons support this transition, such as the fol-
lowing facts: i) the translation of results from 

Definition

Toxicokinetics describes how the human 
body handles the drugs and their metabo-
lites.
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animal testing into prediction of human 
safety is poor, ii) more realistic than the stan-
dard high dose applied in animals can be used, 
iii) high throughput testing in animals for a 
low costs is complex, and iv) there are many 
ethical reasons to reduce and replace animal 
experiments.

If  we focus on model systems for perform-
ing predictive neurotoxicity of CNS drugs in 
humans, there are several features that are spe-
cifically related to the nervous system only if  
compared to other organs: (i) the blood–brain 
barrier (BBB) forms a very selective outer 
layer, (ii) the brain and nerves are lipid dense, 
(iii) it uses high energy and is a metabolically 
active system, (iv) it involves in highly specific 
intracellular signaling via neurotransmitters, 
(v) nerve cells have a very specific morphology 
and biochemistry, and (vi) dysfunctionality 
of only a small number of cells a has a major 
impact.

Once more information about relevant 
doses are available, toxicity of compounds of 
interest can be tested for (neuro)toxicity in dif-
ferent model systems in order to obtain infor-
mation about the potential hazardous effect 
of a compound in the human body. Initially, 
information about a potential new neurodrug 
will be gathered based on in vitro tests. These 
can, for example, be explored in different cel-
lular tests using in vitro cell models.

Examples of different cellular test systems 
are as follows:
	1.	 Non-human cell lines and primary neuro-

nal cells

Neuronal-like cell lines prevent that cells have 
to be taken from animals every time. Cell lines 
derived from, for example, rat or murine ori-
gins are available. For example, immortalized 
mouse neuronal cells (M4b) were derived from 
the spinal cord of a fetal mouse (Cardenas 
et al. 2002). M4b is useful in high-throughput 
neuronal cytotoxicity studies. Primary cul-
tures of cortical neurons and of cerebellar 
granule cells are also used in neurotoxicity 
studies. Primary cultures of cortical neurons 
are constituted by around 40% of GABAergic 

neurons, whereas primary cultures of cerebel-
lar granule cells are mainly constituted by glu-
tamatergic neurons (Sunol et al. 2008).
	2.	 Human cell lines and primary neural cells

The most popular applied neuronal cell lines 
in toxicity tests are the SH-SY5Y human 
neuroblastoma cell lines. Originally these 
are derived from a metastatic bone tumor 
biopsy. SH-SY5Y cells can be differentiated 
into a more mature neuron-like phenotype 
characterized by neuronal markers. Several 
methods exist to differentiate SH-SY5Y cells 
of which retinoic acid is the most commonly 
used (Kovalevich and Langford 2013). Access 
to human primary cell lines is limited, since 
these cells are difficult to acquire from aborted 
fetuses or brain surgery materials. From these 
sources, specific cells like neurons, microglia, 
oligodendrocytes, and astrocytes can be iso-
lated (Jana et al. 2007).
	3.	 Non-human embryonic stem cells

Embryonic stem cells (ESCs) are stem cells 
derived from the undifferentiated inner mass 
cells of  an embryo. Embryonic stem cells are 
pluripotent, meaning they are able to grow 
and differentiate into different cells of  the 
body or animal. These ESCs can be differ-
entiated into each of the more than 220 cell 
types in the adult body and therefore repre-
sent a valuable platform for neurotoxicity 
screening of drugs. Embryonic stem cells are 
distinguished by two distinctive properties: 
their pluripotency and their ability to repli-
cate indefinitely. Pluripotency distinguishes 
embryonic stem cells from adult stem cells 
found in adults – while embryonic stem cells 
can generate all cell types in the body, adult 
stem cells are multipotent and can produce 
only a limited number of cell types. Murine 
ESCs (mESCs) have been widely applied in 
developmental neurotoxicity testing (Kuegler 
et al. 2010). Human ESCs (hESCs) can be dif-
ferentiated into a range of different types of 
neurons, e.g., glutaminergic and dopaminer-
gic. Because of their human characteristics, 
these hESCs can be used for new drug toxic-
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ity screening, e.g., the screening of novel anes-
thetics (Bosnjak 2012).
	4.	 Human-induced pluripotent stem cells

Induced pluripotent stem cell which share 
the advantage that in contrast to ESCs, these 
can be directly generated from adult cells. In 
addition, these can also be made in a patient-
matched manner, so that each individual 
could be represented by their own pluripotent 
stem cell line.

Also the in vitro culturing methods went 
through constant developments towards 
models that better mimic the in  vivo situ-
ation. Cell culture lines that are routinely 
used for toxicity screening are conventional 
2D cell monolayers. These simplistic cell cul-
tures are lacking the complex multicellular 
type of  interactions including the complex 
physiological architecture and functional-
ities. 2D culture models also miss the signal-
ing cues (mechanical, autocrine, paracrine, 
and endocrine) via microvessel structures, 
as occurs in native tissues, which direct the 
cultured cells to form multilayer (3D) tissue 
phenotype. So 2D cellular cell models do not 
display functional maturity, exhibit a short 
lifespan, and respond to pharmacological 
and toxicological challenges differently from 
their native counterparts and, therefore, data 
from 2D cell studies on drug candidates 
may not provide adequate human safety 
data. Therefore, development of  improved 
cell models focuses on different 3D models, 
which include the development of  spheroids, 
organoids, mini-organs, and organs-on-a-
microfluidic chip (Breslin 2013; Cavero et al. 
2019).

>> For a better understanding of  neurotoxic-
ity of  NCEs and existing compounds, 
challenges lie in improving stem cell-
derived models and organoid-like cell 
models for the brain and CNS, so that 
these can at least partly replace animal 
models with the advantage that the predic-
tion of  human safety will be improved, 
costs will be reduced, results will be rap-
idly available, and the number of  animal 
experiments will be reduced.

6.4	 �Pharmacokinetics: Relevant 
Dose Selection for In Vitro Tests

Generally the drug concentration parameters 
used are based on blood plasma concentra-
tions because this is the routinely sampled 
body fluid in clinical practice. However, these 
plasma concentrations do not reflect the tissue 
levels in different organs, so the different tis-
sue levels of these drugs and their metabolites 
might significantly differ in different organs 
compared to blood levels, which is due to 
differences in the physicochemistry and bio-
logical properties. One possibility to better 
model actual tissue concentrations is by mak-
ing use of the so-called physiologically based 
pharmacokinetics (PBPK) models (Kuepfer 
et al. 2018) to account for the role of different 
organs in drug-related ADME.

Specifically for the brain these models have been 
built taking also into account specific-brain-
related parameters, such as blood brain barrier 
(BBB) permeability, plasma protein binding, 
and brain tissue binding for assessing the time 
to reach brain equilibrium for different model 
compounds like caffeine, CP-141938 [methoxy-
3-[(2-phenyl-piperadinyl-3-amino)-methyl]-
phenyl-N-methyl-methane-sulfonamide], 
fluoxetine, NFPS [N[3-(4-fluorophenyl)-3-(4-
phenylphenoxy)propyl]sarcosine], proprano-
lol, theobromine, and theophylline (Liu et al. 
2005).

In general the brain is hard to access by 
drugs due to its protection by an extensive  
network of proteins that forms collectively the 
BBB. This layer provides selective passage of 
nutrients, hormones, and waste products, while 
restricting passage of toxins, pathogens, and 
xenobiotics. Disruption or dysfunction of the 
BBB has been linked to numerous neurologi-

Definition

In PBPK models, the fate of  drug concen-
trations is estimated in physiologically 
realistic compartmental structure, e.g. 
organs, by using sets of  equations based 
on blood flow, metabolism, etc.
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cal disorders, including brain tumors, epilepsy, 
ischemic stroke, Alzheimer’s disease, and mul-
tiple sclerosis. Before reaching a brain cell to 
exert its effect, a compound first has to pass 
through endothelial cells forming the wall of 
capillaries, the basement membrane, and the 
brain extracellular fluid. In this kinetic trans-
port process, many interactions with cellular 
receptors and intracellular organelles can be 
involved. Only unbound compounds can exert 
their pharmacodynamics actions. Of the anti-
psychotic drugs for example, chloropromazine 
binds 99.8% to brain tissue, while only 0.2% 
binds to brain receptors in order to induce its 
pharmacological effect (Watson et  al. 2009). 
Overall, it is irrelevant to consider total con-
centrations without taking these kinds of 
effects into account.

Different in vitro models are used for gain-
ing knowledge about compound-induced 
changes in the physiology of the blood–brain 
barrier. The most commonly used in  vitro 
model is the transwell model, in which one 
or more cell types are cultured on semi-
permeable microporous inserts, allowing for 
separate culture compartments within the 
same well. In these co-culture models, usu-
ally endothelial cells are cultured on the upper 
side to form luminal layer. Other cells, such 
as astrocytes and/or pericytes, are cultured on 
the lower compartment. But transwell mod-
els do not include the complex architecture 
of the blood–brain barrier because these are 
simplified co-culture systems and also lack 
fluid flow. In recent years, models have been 
developed that lack this caveat. These include 
the so-called fiber-based dynamic in  vitro 
blood–brain barrier models and microfluidic 
chips, especially the latter has become increas-
ingly popular. Fiber-based dynamic in  vitro 
blood–brain barrier models consist of co-cul-
tured endothelial cells and other cells on the 

inner and outer walls of hollow fibers. Culture 
medium is pulsated through the tube, gener-
ating shear stress on the surface of the endo-
thelial cells, causing an increased expression 
of tight junction proteins. Microfluidic chips 
consist of channels, chambers, and valves on 
the sub-micrometer scale on a platform. The 
channels in microfluidic chips are of compa-
rable size to biological systems, such as cells 
and transport vessels. On these chips, (3D) 
cell co-culture devices and organs-on-a-chip 
can be designed. Also this can be combined 
with new technologies as bio-printing which 
can be used to create 3D models layer by layer 
on these chips. Compared with conventional 
microfluidic chip fabrication methods, bio-
printing can create more complex, uniform, 
and reproducible model structures. Many dif-
ferent designs are available for modeling the 
blood–brain barrier on microfluidic chips 
(Jiang et  al. 2019). These models have been 
used to study the function of blood–brain 
barrier, screen the safety of novel drug can-
didates, and predict the clearance of pharma-
ceuticals.

>> When considering relevant concentrations 
of NCEs, it must be taken into account that 
the brain is protected by a functional BBB 
which is normally difficult to pass through 
by drugs, although this barrier can become 
less effective in neurological disorders.

6.5	 �Metabolism of Neuroactive 
Compounds

Although the brain has a large meta-
bolic capacity, the liver is the main organ 
involved in the elimination and detoxifi-
cation in the body. An important class of 
enzymes involved in the metabolism of 
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drugs and xenobiotics are cytochromes 
P450 (CYPs). CYP-mediated metabolism 
can lead to the detoxification of  drugs ren-
dering them pharmacologically inactive, or, 
on the other hand, bioactivation can take 
place wherein a drug can be metabolized 
to pharmacologically active metabolite(s) 
that may have longer or shorter half-life 
compared to parent drug. CYP enzymes are 
present and active in the brain, despite that 
the total brain CYP expression being a frac-
tion of  hepatic CYP expression (McMillan 
and Tyndale 2018). But unique human 
CYPs are present in the brain and these 
can metabolize xenobiotics including drugs 
to active/inactive metabolites through bio-
transformation pathways that are different 
from the well-characterized ones in the liver 
(Ravindranath et  al. 2006). For example, 
alprazolam, an extensively used anti-anxi-
ety drug, is activated by different CYPs into 
pharmacologically more active metabolites 
both in the liver and brain (Pai et al. 2002). 
Another example is psilocybin, a psyche-
delic tryptamine, which following oral or 
parenteral administration is rapidly dephos-
phorylated to its active metabolite psilocin 
(Brown et al. 2017) in the gut, which can be 
further metabolized into another metabo-
lite, psilocin-glucuronide.

6.6	 �From Toxicogenomics 
to Systems Biology

An important contribution for improving and 
obtaining better toxicity profiles and responses 
is the rapid development of the new, so-called 

omics technologies, in combination with bio-
informatics approaches for data analysis.

These omics tools can assess changes in the 
cellular biomolecules at various levels, e.g., 
transcriptomics for changes in RNA, pro-
teomics for proteins, lipidomics for lipids, and 
metabolomics for metabolites. These tools 
will enable to establish responses at differ-
ent molecular levels with higher sensitivity 
than most classical effect markers, provid-
ing information on the involved molecular 
mechanisms of action. As such, toxicogenom-
ics research combines toxicology with omics 
approaches in order to obtain more accurate 
understanding of toxicological processes. The 
future challenges lie within systems biology 
approaches that combine the data from dif-
ferent omics technologies (Zhang et al. 2018) 
(see .  Fig.  6.1) and the translation of this 
data into mechanisms that will support the 
improved understanding of the complex bio-
logical and toxicological processes. Insight 
into this can also be improved by applying 
single-cell omics technologies (Qi et al. 2018), 
for example, in brain cells for gaining insight 
into cellular processes that lead to toxicity, 
dysfunction, or neurodegenerative responses.

Definition

Omics technologies measure some charac-
teristics of  a large family of  cellular mol-
ecules, such as genes, proteins, or small 
metabolites, to explore the roles, relation-
ships, and actions of  various types of 
molecules that make up the cells of  an 
organism.
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>> Conclusions
New CNS drugs seem to fail more than 
non-CNS drugs. Especially drugs intended 
to treat chronic neurodegenerative disor-
ders fail in preclinical and clinical phases 
during animal toxicity testing or in the 
human clinical test phases. Regulatory 
toxicology still relies on observational 
toxicology tests in animals, while design-
ing and application of novel in vitro models 
enabling a better understanding of toxicity 
mechanisms are necessary. Also design of 
in vitro test systems can be improved based 
on the information of relevant doses, e.g. 
based on pharmacokinetics, and a better 
understanding of compound metabolism. 

Applying omics approaches in sophisti-
cated in  vitro models will help to better 
understand the reasons for high attrition 
rates caused by toxic responses in humans 
and will prevent adverse effects of exist-
ing and newly developed CNS drugs in the 
clinical test phase.
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As one of  the promising upcoming alterna-
tives to traditional drug therapy in central ner-
vous system disorders and psychiatric disease, 
medical devices for neuromodulation have 
received a lot of  attention. In addition to the 
invasive neural implant technologies used for 
deep-brain stimulation, a range of  non-inva-
sive brain stimulation (NIBS) techniques have 
recently been at the center of  interest in 
research and therapy. Here, we provide an 
overview of  the ever-growing family of  NIBS 
methodologies, their clinical applications, and 
mechanisms of  action involved. We suggest 
that NIBS technologies can be classified based 
on (1) the underlying technique (magnetic: 
transcranial magnetic stimulation, or electri-
cal: transcranial electrical stimulation), (2) the 
targeted neurobiological process (ongoing 
processing, excitability/plasticity, oscillatory 
entrainment), or (3) the clinical domain of 
application (treatment, diagnosis, or progno-
sis). The current overview should prove valu-
able in understanding along which dimensions 
NIBS can be compared with traditional or 
alternative upcoming CNS modulation tech-
nologies.

nn Learning Objectives
55 Gain an overview of the most com-

monly used NIBS techniques and pro-
tocols, including transcranial magnetic 
stimulation (TMS) and transcranial 
electrical stimulation (TES).

55 Understand the physical and physiolog-
ical mechanisms of action of TMS and 
TES.

55 Understand NIBS through three differ-
ent classification schemes: (1) mecha-
nisms of action, (2) targeted brain 
process, and (3) clinical application.

7.1	 �Introduction

We are now two decades from the “decade 
of the brain” (1990–2000), but progress in 
neuroscience has continued unabated. With 
no end in sight as of yet, the numbers of 

meaningful breakthroughs and neuroscience 
publications have only grown. In the wake of 
these developments, the last decade has seen 
an increase in more applied research as well 
as commercialization of brain-based treat-
ment and products. For instance, treatment of 
depression with commercially available brain 
stimulation devices is now established, and the 
question is no longer whether such treatment 
is effective, but rather whether it should be 
considered as a first-line or even first-choice 
treatment. Such rapid progress was perhaps 
no surprise, as better understanding of the 
central nervous system (CNS) naturally led 
to developments of a range of techniques and 
tools that allow CNS interventions/modula-
tion. Developments aiming both to facili-
tate ever more sophisticated research, and to 
measure (diagnosis, prognosis) and directly 
modulate (treatment) CNS activity in clinical 
applications.

Besides the invasive neural implant tech-
nologies used for deep-brain-stimulation, 
“non-invasive brain stimulation” (NIBS) has 
been referred to as one of the most promis-
ing families of devices/techniques. These tools 
have been around for a few decades now, but 
some of their recent incarnations and appli-
cations have exploded onto the clinical and 
research landscape only recently. Some of the 
newer applications are outlined in the com-
panion chapter 8, where we also critically dis-
cuss limitations and unknowns. But roughly 
speaking, NIBS has in recent years demon-
strated equivalent or even superior effects rel-
ative to alternative (e.g., drug) treatments of 
certain brain-based disorders, such as major 
depression disorder, with only minimal side 
effects. So, it seems useful to provide an over-
view of the NIBS toolkit in this chapter and 
then discuss the applications and limitations 
in the next chapter.

NIBS differs from other neuromodulation 
techniques in several key aspects. Firstly, it is 
non-invasive, in the sense that it does not pen-
etrate (the skin remains intact) or introduce 
external substances into (e.g., drugs, neural 
implants, or electrodes) the body.
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Definition

Non-invasive brain stimulation (NIBS): 
Altering neural activity through the (con-
current or preceding) application of  a 
stimulus, such as electrical or magnetic, 
non-invasively through the intact skull.

This sets it apart from otherwise conceptu-
ally overlapping techniques such as deep 
brain stimulation (Aum and Tierney 2018), 
electroconvulsive therapy (ECT) (Lisanby 
2007), optogenetics (Kim et  al. 2017; Hen-
derson et al. 2009), or chemical neuromodu-
lation (Robbins 2000). Secondly, NIBS is 
considered a local (brain) neuromodulation 
approach, for instance able to target a corti-
cal site of around a centimeter squared (Deng 
et al. 2013), as opposed to neuromodulation 
with chemicals that flood the system or sys-
tem-level approaches such as neurofeedback 
(Sitaram et al. 2017). Thirdly, NIBS involves 
direct neuromodulation (stimulation), in the 
sense that it actively induces action potentials 
or modulates membrane potentials (Romero 
et  al. 2019; Jackson et  al. 2016). As such, 
NIBS directly affects activity in the building 
blocks of the CNS: neuronal firing.

Yet, even if  NIBS is a more restrictive term 
than “neuromodulation,” it still encompasses 
a wide, and rapidly growing, family of tech-
niques and approaches. In fact, the range of 
NIBS techniques and applications has grown 
to the point where it is not trivial to decide 
what sort of taxonomy (classification scheme) 
makes most sense. At the same time, it is cru-
cial to maintain a meaningful overview and to 
allow evaluations and comparisons of NIBS 
techniques relative to other options for both 
research and clinical application within the 
dynamic landscape of CNS medical devices 
and approaches. Depending on one’s ques-
tion, it might be useful to classify NIBS tech-
niques according to the underlying physical 
mechanisms. This is a good starting point and 
perhaps the classical approach to categoriz-
ing the various techniques. Alternatively, it 
might actually be more valuable to classify 
NIBS techniques according to the biological 
mechanism they target/modulate. Indeed, it 

turns out that very different NIBS approaches 
might be interchangeable for certain inter-
ventions, at least conceptually (Dunlop et al. 
2017; Blumberger et  al. 2013). Lastly, it 
makes sense to evaluate the contributions of 
NIBS in different clinical settings, discuss-
ing NIBS approaches in the context of diag-
nosis, prognosis, or treatment. All three of 
these taxonomy schemes have merit, they are 
largely orthogonal, and together they offer a 
complete picture of the physical mechanisms 
underlying the modulation, the biological 
mechanisms modulated, and the range of 
resulting applications of NIBS in the lab and 
the clinic.

7.1.1	 �NIBS Techniques (.  Table 7.1)

From the perspective of mechanisms of action, 
NIBS can be divided into magnetic and elec-
trical techniques. Transcranial magnetic stimu-
lation (TMS) allows magnetic stimulation 
(Barker et al. 1985).

TMS hardware includes a generally non-
portable stimulation device positioned on a 
table or trolley, with a port to which different 
TMS coils can be connected. Inside the device, 
a large capacitor can charge up to high volt-
age, leading to a strong electrical current if a 
TMS coil is connected and an internal switch 
is flipped to close the circuit. The current flows 
through the TMS coil, which consists of one 
(circular coil) or two neighboring (butterfly or 
figure-8 coil) windings, housed in a synthetic 
protective casing which is placed on the skull of 
the patient (or over peripheral nervous system). 
Due to well-established physical principles 
of electromagnetic induction, the following 
sequence of events occurs: (1) the electric cur-

Definition

TMS: transcranial magnetic stimulation. 
TMS involves the non-invasive delivery of 
a magnetic pulse to a brain region. This 
pulse can induce electric field/current 
that, if  sufficiently strong, can depolarize 
neurons to induce action potentials.
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rent through the TMS coil gives rise to a per-
pendicular magnetic field. Since the electric 
current is rapidly changing, the magnetic field 
is rapidly changing in proportion, becoming 
a magnetic “pulse.” (2) The magnetic pulse 
crosses the scalp and skull unhindered, nonin-
vasively. (3) In the conductive neuronal tissue 
reached by the magnetic field, electrical activ-
ity is again induced (Polson et al. 1982; Walsh 
and Rushworth 1999; Jalinous 1991; Hallett 
2007; Rossini et al. 2015; Kammer et al. 2001). 

The strength of the induced electric field and 
electric currents is proportional to the rate of 
change of the magnetic field, rather than the 
strength of the magnetic field directly (which, 
incidentally, is why an MRI scan does not 
stimulate the neurons) (Jalinous 1991; Barker 
1991). This is also why different “waveforms” 
of the electric currents through the TMS coil 
can have different effects on the affected neu-
rons (Kammer et al. 2001; Groppa et al. 2012). 
Irrespectively, the mechanism of TMS is that 

.      . Table 7.1  NIBS techniques (simplified)

Technique Protocol Stimulation parameters Effects Applications 
(conceptual)

Repetitive 
transcranial 
magnetic 
stimulation 
(rTMS)

1 Hz 1 pulse per second Inhibitory 
(LTD-like)

“Virtual lesion”; 
research clinical 
treatment

10 Hz 10 pulses per second Excitatory 
(LTP-like)

“Neuro-
enhancement”; 
research clinical 
treatment

cTBS 3 pulses at 50 Hz, 
repeated at 5 Hz. 
Continuous for 600 pulses

Inhibitory 
(LTD-like)

Same as 1 Hz rTMS

iTBS 3 pulses at 50 Hz, 
repeated at 5 Hz for 2 
seconds on, 8 seconds off  
600 pulses

Excitatory 
(LTP-like)

Same as 10 Hz 
rTMS

Transcranial 
magnetic 
stimulation (TMS)

Single 
pulse

1 pulse, delivered 
manually every 5–7 sec-
onds

Excitation Diagnosis/prognosis

Paired 
pulse

2 pulses, different 
inter-pulse intervals

CNS interactions Diagnosis/prognosis

Transcranial 
electrical stimula-
tion (TES)

Anodal 
tDCS

Continuous, direct 
current stimulation

Depolarize 
membrane 
potential (also, 
LTP-like)

Increase regional 
excitability, similar 
as 10 Hz rTMS

Cathodal 
tDCS

Continuous, direct 
current stimulation

Hyperpolarize 
membrane 
potential (also, 
LTD-like)

Decrease regional 
excitability, similar 
as 1 Hz rTMS

tACS User-defined frequency. 
Polarity alternates 
between electrodes

Sinusoidally affects 
membrane 
potentials

Align/amplify/
impose neuronal 
oscillations

tRNS Random high-frequency, 
polarity alternates 
between electrodes

May increase 
neuronal  
excitability

May increase 
regional excitability
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the magnetic pulse and associated induced elec-
tric field are sufficient to depolarize (most likely 
the axons of cortico-cortical inter-) neurons to 
achieve action potentials with each TMS pulse 
(Romero et al. 2019; Pashut et al. 2011).

>> Single suprathreshold TMS pulse and 
associated electric field are sufficient to 
depolarize neurons.

As outlined below, even such single TMS 
pulses can be used both in research and clini-
cally. However, much of the excitement sur-
rounding TMS as a research and treatment 
tool is based on repetitive application of sin-
gle pulses. Repetitive TMS (rTMS) involves 
multiple pulses applied rhythmically in pat-
terns of single or even multiple frequencies. 
Classical rTMS protocols such as 1 Hz rTMS 
and 10  Hz rTMS were soon found to affect 
targeted brain regions even beyond the period 
of stimulation (Pascual-Leone et  al. 1994; 
Muellbacher et  al. 2000). Recent patterned 
protocols, such as the 40-second continu-
ous theta burst stimulation (cTBS) and the 
3-minute intermittent theta burst stimulation 
(iTBS) protocols, were shown to have much 
longer after-effects on cortical excitability 
than the protocol duration; for cTBS up to an 
hour after the end of the stimulation (Huang 
et al. 2005). The cTBS protocol involves trip-
lets of single pulses at 50  Hz, which them-
selves are presented in a 5  Hz rhythm, until 
600 pulses are delivered. The iTBS proto-
col adds another pattern, that is, 2  seconds 
of such theta burst stimulation followed by 
8  seconds of rest, until again 600 pulses are 
administered in total. Importantly, effects on 
excitability are (on average) inhibitory (1 Hz 
rTMS, cTBS) or excitatory (10  Hz rTMS, 
iTBS), depending on the precise parameters 
of the rTMS protocols. It has been suggested 
that both classical and patterned rTMS pro-
tocols engage synaptic plasticity mechanisms, 
such as long-term potentiation (LTP) and 
long-term depression (LTD), to achieve these 
impressive modulations of neuronal activity 
(Huang et  al. 2007; Teo et  al. 2007; Cirillo 
et  al. 2017). However, the precise mecha-
nisms involved remain unclear and may differ 
between rTMS protocols.

>> rTMS protocols are capable of  affecting 
targeted brain regions beyond the period 
of  stimulation. Depending on stimulation 
parameters, effects on excitability can be 
(on average) inhibitory (1 Hz rTMS, cTBS) 
or excitatory (10 Hz rTMS, iTBS).

The second family of NIBS applications 
involves transcranial electrical stimulation 
(TES).

TES requires a, usually portable, stimulation 
device that primarily includes a battery and 
contact points for two connected electrodes. 
The latter come in different shapes and sizes, 
which directly affect the spatial configura-
tion and intensity of stimulation in the brain 
(Woods et  al. 2016). Low-intensity electric 
current flows between both electrodes, from 
the “anodal” electrode to the “cathodal” 
electrode (Paulus 2011). If  continuous, these 
are referred to as anodal or cathodal tran-
scranial direct current stimulation (tDCS) 
(Nitsche et al. 2008). Electric current can also 
be directed back and forth between both elec-
trodes, which rhythmically switch polarity at 
a user-defined frequency, in transcranial alter-
nating current stimulation (tACS) (Paulus 
2011). A different setting on these machines 
causes current to switch direction much more 
often and at differing frequencies, which is 
called “transcranial random noise stimula-
tion” (tRNS) (Terney et al. 2008). No matter 
which of these protocols are applied, in con-
trast to TMS (and also to electroconvulsive 
therapy (ECT), for example), TES primarily 
does not actually excite neurons to the point 

Definition

TES: Transcranial electrical stimulation. 
Also referred to as low-intensity transcra-
nial current stimulation, among other 
labels. Low-intensity current is adminis-
tered to a brain region, not sufficiently 
strong to cause pain or to induce action 
potentials, yet sufficiently strong to modu-
late membrane potentials to change excit-
ability. It can also have after-effects on 
excitability.
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of action potentials. Instead, it achieves neu-
romodulation by changing the resting mem-
brane potentials of affected neurons (Jackson 
et al. 2016; Radman et al. 2009). For instance, 
anodal tDCS depolarizes neurons slightly, 
bringing them “closer to threshold,” which 
means fewer excitatory inputs will be required 
to induce action potentials (Liebetanz et  al. 
2002). Cathodal tDCS instead hyperpolar-
izes, achieving the opposite effect on excit-
ability. tRNS may increase excitability, but by 
less straightforward mechanisms (Antal and 
Herrmann 2016). tACS sinusoidally changes 
membrane potentials, mimicking naturally 
occurring neuronal oscillations (Krause et al. 
2019). Interestingly, all of these modulations 
of cortical excitability seem to last beyond the 
period of stimulation, just as in rTMS (Bind-
man et al. 1964).

>> TES primarily does not actually excite 
neurons to the point of  action potentials. 
Instead, it achieves neuromodulation by 
changing the resting membrane potentials 
of  affected neurons.

There are ongoing developments in both 
these families of NIBS methodologies. For 
instance, TES is becoming more sophisticated 
by the use of more focal electrode montages 
(e.g., a small center electrode surrounded by 
a ring electrode or several small surrounding 
electrodes) (Sehm et  al. 2013) and research 
in computational modeling to better under-
stand the achieved distributions of induced 
electric fields for different electrode mon-
tages (Saturnino et al. 2018; Thielscher et al. 
2015). In TMS, research to better understand 
the precise biological mechanisms affected 
by different protocols; how to tailor rTMS 
protocols to individual physiology; and how 
best to design coils and waveforms to achieve 
reliable or deeper (subcortical) modulation 
is underway (Deng et al. 2013; Romero et al. 
2019; Cirillo et al. 2017; Cuypers et al. 2014; 
Banerjee et  al. 2017; Medaglia et  al. 2019). 
Fundamentally different tools that do not 
involve TMS or TES are arising as well. Still 
under investigation is “static magnetic stimu-
lation” which involves a strong local static 
magnet (Oliviero et  al. 2011), and recently 

“focused ultrasound” stimulation (Legon 
et  al. 2014) has been receiving attention as 
a new alternative to TMS/TES with similar 
potential applications and a new set of pros 
and cons. Here, ultrasound at particular fre-
quencies is directed toward particular brain 
regions, possibly mechanically causing neu-
rites to “vibrate” and depolarize through 
entirely different mechanisms as compared 
to TMS (Krasovitski et al. 2011). While not 
yet as mainstream as TMS or TES, this ultra-
sound approach is an interesting avenue to fol-
low going forward. We will restrict our further 
discussion to TMS and TES technologies.

7.1.2	 �The Biological Mechanisms 
in the CNS Targeted by NIBS

We provided an overview of NIBS approaches, 
mainly TMS and TES with various specifica-
tions, based on how these techniques work: 
the underlying physics. A very different per-
spective, and indeed different classification 
scheme, arises when we focus on their effects 
in the brain. In other words, we can also clas-
sify NIBS technologies according to the bio-
logical mechanism affected. We find it useful 
to delineate three targeted biological mecha-
nisms, or three neuromodulation targets, to 
capture most NIBS applications.

Non-repetitive TMS is often referred to as 
“single-pulse TMS” or “event-related TMS,” 
but this seems a bit restrictive. The point is that 
NIBS is used to excite neurons briefly. Every 
such administration of NIBS is momentary 
and delivers a datapoint. In research, event-
related TMS can be used for “chronometric 
studies” for example, where a particular event 
(e.g., the presentation of a visual image on 
screen) is time-locked to TMS pulses (e.g., a 
single pulse 100 milliseconds after image pre-
sentation) to evaluate the causal role of the 
targeted cortical region (e.g., occipital cortex) 
for a particular function (e.g., image discrimi-
nation: an occipital pulse around 100 ms will 
impair discrimination or even make the image 
invisible) (de Graaf et al. 2011). Clinically, sin-
gle TMS pulses can be applied to motor cor-
tex to elicit motor-evoked potentials (MEPs) 
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that can be measured with electromyography 
(EMG) (Rothwell et al. 1999). The amplitude 
of the MEP, which is simply a quantification 
of a TMS-induced motor twitch, has clinical 
implications. As we discuss below, this can 
be in diagnosis and prognosis, in isolation 
or coupled with neuroimaging techniques. 
Also under this category, one might consider 
paired-pulse TMS, which involves two TMS 
pulses administered in quick succession (Valls-
Sole et al. 1992). When applied to the motor 
cortex, a subthreshold TMS pulse preceding 
a suprathreshold TMS pulse by around 2–7 
milliseconds will reduce the MEP elicited by 
the latter pulse (Valls-Sole et al. 1992; Kujirai 
et  al. 1993). This reduction is called short-
interval cortical inhibition (SICI) and has clin-
ical implications, as do long-interval cortical 
inhibition (LICI) and intracortical facilitation 
(ICF), all of which involve paired TMS pulses 
applied to motor cortex in different configura-
tions of TMS intensity and inter-pulse inter-
vals (Berardelli et al. 2008; McClintock et al. 
2011; Rossini et al. 1994). By using two TMS 
coils, one over motor cortex and the other over 
anatomically/functionally connected regions, 
it is possible to quantify similar modulations 
of MEP by prior excitation of other motor 
network nodes (Hampson and Hoffman 2010). 
Interesting work has taken similar approaches 
beyond the motor system to understand cor-
tical information flows (Pascual-Leone and 
Walsh 2001). Ultimately, these are all instances 
of momentary NIBS excitation of neurons to 
achieve different goals.

Plasticity targeted NIBS refers to the col-
lection of NIBS tools and protocols that 
likely engage either LTD or LTP to transiently 
decrease or increase cortical excitability, 
respectively. To decrease cortical excitability, 
there are cathodal tDCS, classical inhibitory 
rTMS (1 Hz), and cTBS. To increase excitabil-
ity, there are anodal tDCS, tRNS, classical 
excitatory rTMS (10 Hz), and iTBS (Rossini 
et  al. 2015). It is not unequivocally estab-
lished that all these protocols indeed similarly 
engage LTD and LTP, or that they rely on 
the same mechanisms of action in the brain, 
but that is not what is relevant here. What is 
relevant is that they all can serve the same 

functional purpose. If  one wishes to increase 
excitability beyond the period of stimulation, 
or decrease it, there are these various  – in 
many ways very different – options. One can 
weigh the pros and cons according to the use 
case, or the patient. In research, temporarily 
changing cortical excitability in a local brain 
region allows assessment of the causal con-
tribution that region makes to various tasks 
(e.g., decreasing excitability might induce a 
task impairment). In clinical applications, 
treatment with NIBS builds on this founda-
tion, though an additional mechanism of 
plasticity is somehow involved which remains 
imperfectly understood. After all, the effects 
of these NIBS protocols are in the range of 
minutes to hours, not weeks to years (Cirillo 
et al. 2017). Yet, the clinical efficacy of repeat-
ing such protocols over weeks has indeed been 
reported to last for such extended periods of 
time (Dunlop et al. 2017; Sonmez et al. 2019; 
Blumberger et al. 2018).

Entrainment is the final NIBS application 
to mention here. The human brain operates 
in large part by means of naturally occurring 
oscillations. The power and phase of these 
oscillations, in different frequency bands, have 
been related to various sorts of motor, cogni-
tive, and perceptual functions (Ward 2003). In 
turn, neuromodulation of these oscillations is 
possible. Especially for research, short bursts 
of TMS pulses can briefly increase the power 
of oscillations in a particular frequency band 
in a particular region to evaluate the causal 
contribution of these oscillations to a task of 
interest (Thut et al. 2011). tACS can achieve 
the same for a longer period of time (Polania 
et  al. 2012; Pogosyan et  al. 2009). In fact, 
alpha power was increased even beyond the 
period of alpha-frequency tACS (Helfrich 
et al. 2014). Both methods allow the investi-
gation and modulation of both oscillatory 
power and phase. Since many psychiatric 
disorders have been related to oscillatory/
connectivity dysfunction, the direct NIBS-
targeting of oscillations has the potential to 
make unique neuromodulatory contributions 
not only to the lab but also to the clinic (Hong 
et  al. 2010; Michelini et  al. 2018; Schnitzler 
and Gross 2005).
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7.1.3	 �Clinical Applications of NIBS

In our companion Chapter 8, we place NIBS 
in the context of traditional clinical tools. 
Here, we would like to delineate the three 
core clinical applications of NIBS, providing 
a classification scheme along a third, more 
applied, dimension. These applications are 
diagnosis, prognosis, and treatment.

Diagnosis and prognosis currently primar-
ily involve non-repetitive TMS, that is, either 
single-pulse TMS or paired-pulse paradigms 
as outlined above. In all cases, the principal 
idea is to assess responses to TMS pulses to 
obtain information about the current brain 
state (diagnosis) which may also have predic-
tive value regarding the further development 
of a disorder/disease (prognosis). To illustrate, 
single-pulse TMS applied over primary motor 
cortex can typically elicit muscle twitches 
(motor-evoked potentials; MEP). However, 
damage to the corticospinal tract can cause 
subtle changes of MEP amplitudes and laten-
cies, or even a complete absence of motor 
responses (Kobayashi and Pascual-Leone 
2003). TMS thus allows probing the integ-
rity of the motor system, which is a critical 
diagnostic step in the acute phase after stroke, 
a useful tool for monitoring changes during 
stroke rehabilitation, and even of prognos-
tic value as the presence/absence of MEPs is 
indicative of the potential for long-term func-
tional recovery (Di Pino et al. 2014).

Similarly, the minimum intensity required 
to observe a TMS-induced motor response 
(motor threshold) is an established measure 
of cortical excitability. While inter-individual 
variability of cortical excitability currently 
poses some limits in terms of specificity, 
there are promising applications of TMS as 
a diagnostic marker in epilepsy (Kimiskidis 
et  al. 2014), and monitoring excitability 
changes over time can help in determining 
which particular antiepileptic drug effectively 
decreases cortical excitability without relying 
on the occurrence of seizures as a marker of 
treatment success (Badawy et al. 2012).

Lastly, the vast majority of studies have 
focused on diagnostic and prognostic applica-

tions of TMS in the motor system because of 
the simplicity of MEP recordings. However, 
the potential of TMS dramatically increases 
when combined with neuroimaging. In recent 
years, EEG has become very popular to assess 
brain responses to TMS pulses outside the 
motor system. In a pioneering research line, the 
simultaneous combination of TMS and EEG 
has been used to reveal how TMS-induced 
activity spreads throughout the brain in vari-
ous disorders of consciousness. Strikingly, 
the complexity of the brain network response 
was sufficient to allow researchers to accu-
rately classify individual patients as being in 
unresponsive wakefulness syndrome, a mini-
mally conscious state, or locked-in syndrome 
(Sarasso et al. 2014). Admittedly, the technical 
complexities of such multimodal approaches 
currently constrain their application in clini-
cal practice, but fully integrated systems to 
record TMS-induced changes in EEG activity 
are already emerging on the market.

Not only can NIBS be used to help estab-
lish a diagnosis, or inform a prognosis, it is 
perhaps most well-known for its application 
as actual brain-based treatment, in neurore-
habilitation but especially also for psychiatric 
disorders. This application relies on the last-
ing effects on plasticity described above. In 
its currently most widespread clinical appli-
cation, NIBS is applied to either increase 
cortical excitability in left frontal cortex or 
decrease cortical excitability in right fron-
tal cortex to treat depression (Santre et  al. 
1995; O’Reardon et al. 2007; Hoppner et al. 
2003). The evidence for efficacy is stron-
gest for high-frequency left frontal rTMS 
(O’Reardon et al. 2007). As discussed above, 
anodal tDCS may have similar effects, since 
it should achieve the same thing: an increase 
in excitability (Brennan et al. 2017). This par-
ticular example at the same time exemplifies 
that things are never as straightforward as 
they seem: left frontal rTMS works well for 
treatment-resistant depression patients, while 
left frontal anodal tDCS actually receives 
more evidence for efficacy in non-treatment-
resistant patients (Blumberger et  al. 2013). 
This, as well as NIBS treatment efficacy in 
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a range of other disorders, is under intense 
investigation. It seems NIBS might be helpful 
in the treatment of not only mood disorders 
but also neuropathic pain, motor disorders, 
anxiety disorders, and a range of other brain-
based malfunctions (Chen et al. 2017; Chalah 
and Ayache 2019). Excellent, and at the same 
time exhaustive, reviews on the precise level 
of evidence for both rTMS and tDCS can 
be found in overview articles by Lefaucheur 
et  al. (Lefaucheur et  al. 2017; Lefaucheur 
et al. 2014) for rTMS and by O’Reardon et al. 
(2007) for tDCS. In fact, as elaborated in the 
companion chapter, an updated overview was 
recently published by an overlapping group of 
experts (Lefaucheur et al. 2020).

>> Conclusion
Non-invasive brain stimulation (NIBS) is an 
umbrella term for a wide and growing range 
of techniques and applications. There are so 
many techniques, and in fact we have pre-
sented three different classification schemes 
to create an overview of NIBS. NIBS appli-
cations were classified according to their 
physical principles, the biological mecha-
nisms they targeted, and clinical applications. 
The value of NIBS in research is established. 
Its value in clinical applications is becom-
ing increasingly clear and has received suffi-
cient empirical support that implementation 
is widespread. But such rapid growth and 
acknowledgment come with a risk. NIBS 
to “improve” the healthy human brain (neu-
roenhancement) and as a sort of mental 
panacea (to cure all brain problems) has cap-
tured the public imagination, while at least 
some clinicians remain more wary. NIBS is a 
technique with such wide applications, at low 
cost, with minimal side effects, with minimal 
risks involved – does it not sound too good 
to be true? We address this question in the 
companion Chapter 8.
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Mental health is a growing concern, with 
increases in diagnosed psychopathologies and 
associated costs. Traditionally, psychopathol-
ogy has been treated with psychotherapy, drug 
therapy, or combinations of  both. But recent 
years have seen the development of  new 
approaches to directly target the biological 
basis for mental illness. For a range of  disor-
ders, neuromodulation using non-invasive 
brain stimulation (NIBS) constitutes a prom-
ising avenue to direct, comfortable, and 
focused CNS-targeted treatment (central ner-
vous system). At the same time, neuromodula-
tion using direct brain stimulation is 
sometimes touted as a tool with almost unlim-
ited future and range of  applications. We here 
discuss to what extent NIBS can indeed con-
tribute to brain-based medicine, particularly 
clinical treatment. Is NIBS a passing trend? 
Or is NIBS the low-hanging fruit?

nn Learning Objectives
55 Gain an overview of the promise and 

value of repetitive transcranial mag-
netic stimulation (rTMS) as a clinical 
treatment option.

55 Know the method and efficacy of rTMS 
treatment of depression.

55 Contrast along several dimensions 
rTMS treatment of depression with 
other depression treatments.

55 Gain an impression of the rate of prog-
ress in clinical rTMS research and 
applications.

8.1	 �Introduction

Non-invasive brain stimulation (NIBS) is a 
family of neuromodulation tools including 
primarily transcranial magnetic stimulation 
(TMS) and transcranial electric stimulation 
(TES). In a preceding companion chapter, we 
provided no less than three classification 
schemes to capture the increasingly wide and 
sophisticated range of tools and applications 
in the NIBS arsenal. Depending on the stimu-
lation parameters, NIBS can momentarily 
activate, disrupt, or for a longer period of time 
inhibit or facilitate local brain regions by 
decreasing or increasing cortical excitability, 

respectively. One classification scheme evalu-
ated NIBS in terms of their physical and phys-
iological mechanisms, such as magnetic versus 
electrical stimulation tools. A second taxon-
omy focused on the modulated neuronal/func-
tional process, such as instantaneous neuronal 
excitation versus lasting excitability changes. 
The third discussed how NIBS can be clini-
cally applied, for diagnosis, prognosis, and 
treatment. Especially with respect to the latter, 
treatment of brain-based disorders with 
NIBS, this chapter will go in some more depth.

With such diverse applications, offering dis-
tinct possibilities and opportunities, it is no 
wonder that excitement about NIBS runs high 
not only among researchers and clinicians but 
even among the general public. In recent years, 
a new neurotechnology market has boomed, 
leading to a wealth of direct-to-consumer offer-
ings including wearable brain stimulation 
devices whose efficacy and marketing 
approaches have been called into question 
(Coates McCall et al. 2019). Noting such trends, 
we previously addressed questions, including 
ethical considerations, about commercial and 
even home-made brain stimulation devices 
(Duecker et al. 2014). We pointed out that one 
should separately assess the promise and effi-
cacy of NIBS in a research setting (definitely 
valuable), in a clinical setting (definitely valuable 
for some applications, not yet clear for others), 
and in a commercial, consumer, public setting 
(see (Duecker et al. 2014) and (Coates McCall 
et al. 2019) for discussion). But for each of these 
domains, it is important to ask what the short- 
and long-term value of NIBS is. It is unlikely to 
be a panacea, but sometimes new technologies 
really can have a transformative impact. So, is 
NIBS the low-hanging fruit? How justified are 
the sometimes amazing promises, publicly imag-
ined wide range of applications, and exciting 
painted pictures of a neuromodulated future?

This is a broad question, and one that 
could and should be asked about the wider 
range of neuromodulation tools and 
approaches, as well as other central nervous 
system (CNS) medical devices including inva-
sive options. In this chapter, we ask it specifi-
cally for NIBS, and primarily for clinical 
applications of NIBS.  To be explicit, this 
refers only to professionally supervised NIBS 
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treatment of diagnosed (brain-based) disor-
ders. Later in this chapter, we will shortly 
review evidence and developments of TES 
and TMS as clinical treatment options for a 
wider range of disorders. But as a case study, 
we first focus on the currently most estab-
lished NIBS treatment approach; repetitive 
TMS (rTMS) treatment of (major, unipolar) 
depression. Conventional depression treat-
ments include psychotherapeutic and phar-
macological intervention, as well as 
electro-convulsive therapy (ECT). What is the 
state-of-the-art understanding and evidence 
for rTMS as an alternative treatment option? 
Is it a viable alternative? Could it become a 
superior, possibly preferred, alternative?

Definition

TMS: transcranial magnetic stimulation. 
The non-invasive delivery of  magnetic 
pulses to a brain region, inducing electric 
field/current that can depolarize neurons 
and induce action potentials.

Definition

rTMS: repetitive transcranial magnetic 
stimulation. This technique involves the 
rhythmic delivery of  magnetic pulses, 
often at either 10 Hertz or 1 Hertz, to 
respectively enhance or suppress the excit-
ability of  the targeted region. Repeated 
rTMS can have longer-lasting and clini-
cally meaningful effects on the targeted, 
as well as connected, regions in the brain.

8.2	 �Focus: Major Depression

NIBS is effective in the treatment of depres-
sion. As a matter of fact, NIBS, and particu-
larly rTMS, has in the last three decades 
slowly but surely worked its way into the 
established range of treatment options for 
depression, with TMS clinics sprouting glob-
ally and TMS machines finding their way into 
the offices of experienced psychologists and 
psychiatrists. Mostly, clinical research to 
establish its efficacy has focused on unipolar 

major depression, initially primarily testing 
efficacy in treatment-resistant patients. Below, 
we briefly summarize the primary NIBS treat-
ment protocol and procedure. For this exam-
ple of its application, NIBS could only be 
considered low-hanging fruit if  it compares 
favorably to established/alternative treatment 
options on a few relevant dimensions, includ-
ing (1) efficacy (e.g., response, remission, 
relapse rates), (2) tolerability (e.g., comfort, 
risk, side effects), and (3) room for growth. To 
allow comparison, we will evaluate estab-
lished depression treatment options along 
these same dimensions. As mentioned briefly 
below, there are certainly additional consider-
ations, including cost, availability, and ease of 
use, which are not focused on in this chapter.

8.2.1	 �rTMS Depression Treatment

Depression has been linked to a variety of 
biological underpinnings, but several of these 
point to frontal cortex, its connections to the 
limbic system, and an (im)balance in baseline 
activity between left and right frontal cortex. 
Currently, the primary NIBS approach to 
treat depression, which received Food and 
Drug Administration (FDA) approval in the 
United States in 2008, and health insurance 
coverage in increasingly many countries 
worldwide, is daily high-frequency repetitive 
TMS (HF-rTMS) applied to left dorsolateral 
prefrontal cortex (DLPFC) for several weeks 
(Lefaucheur et al. 2020).

The traditional protocol and procedure 
are as follows: (1) localize the scalp position at 
which a TMS pulse elicits a measurable/
observable response in the first dorsal interos-
seous (FDI) muscle of the right hand, and 
determine the TMS intensity required to elicit 
such a response on half  of the trials (motor 
threshold), (2) move the TMS coil forward 5 
cm, (3) and apply 4 seconds of 10-Hertz rTMS 
at 120% of the motor threshold, followed by 
26 seconds of rest, repeated until 3000 pulses 
have been administered (~37  minutes). An 
rTMS depression treatment administers such 
a session 5  days per week (weekdays), for 
4–6  weeks. .  Figure  8.1 visualizes this con-
ventional depression treatment protocol.

Is Non-invasive Brain Stimulation the Low-Hanging Fruit?



118

8
There have been many excellent studies 

evaluating the efficacy of left frontal rTMS 
for depression treatment, and we refer to 
Lefaucheur et al. (2014, 2020) for exhaustive 
overviews. These same authors presented a 
classification scheme, identifying studies as 
Class I, II, III, or IV, with decreasing value of 
evidence based on a list of criteria including 
randomization concealment, sample size, and 
other relevant considerations broadly consid-
ered to contribute to scientific rigor. Since 
Class I studies in this scheme should provide 
the most informative results, .  Table  8.1 
presents details of 10 Class I studies of excit-
atory left frontal TMS in depression. Note 
that, even in this small selection of studies, 
there are quite some methodological varia-
tions in the administered protocol.

This protocol should “stimulate” the left 
frontal cortex, but another promising 
approach is the inverse on right frontal cortex, 
using low-frequency repetitive TMS on this 
contralateral hemisphere. One rTMS session 
increases cortical excitability (see companion 
chapter) in left frontal cortex (or decreases 
excitability in the right frontal cortex), but 
efficacious modulation of depression may 
have multiple potential (not mutually exclu-
sive) underlying mechanisms of action. After 
all, depression has been linked to a hypometa-
bolic left frontal cortex, and/or hypermeta-
bolic right frontal cortex (Grimm et al. 2008). 
But the DLPFC is also connected to limbic 
system regions (Ferrarelli et al. 2004; Li et al. 
2004; Tik et al. 2017). And empirical evidence 

suggests that the left frontal rTMS protocol 
moreover affects multiple neurotransmitter 
systems, neurotrophic factors, blood flow, etc. 
(see (Lefaucheur et  al. 2014), p.  29). Future 
research will undoubtedly shed more light on 
the precise mechanisms of action, for differ-
ent TMS protocols and different patients.

There have been several variations and 
developments of the left frontal excitatory 
rTMS protocol, as is also evident from 
.  Table  8.1. A recent version of this treat-
ment protocol simply shortens the 26-second 
break between 4-second rTMS trains to 
11 seconds, essentially halving the duration of 
each session without changing the relevant 
stimulation parameters. A form of “patterned 
rTMS,” called intermittent theta burst stimu-
lation (iTBS) (Huang et  al. 2005), presents 
600 pulses as 50-Hertz triplets in a 5-Hertz 
rhythm for 2 seconds, followed by an 8-second 
break, which means a single session takes only 
just over 3  minutes. A non-inferiority study 
revealed similar efficacy as compared to “clas-
sical” HF-rTMS (Blumberger et al. 2018), and 
iTBS has been FDA approved since 2018 
(Lefaucheur et al. 2020).

In terms of where to place the coil, there 
have been reports that the 5-centimeter land-
mark approach to locating left DLPFC from 
the cortical FDI-representation is not always 
optimal (Herwig et al. 2001; Herbsman et al. 
2009; Nauczyciel et  al. 2011). Alternative 
approaches include simply changing this rule 
to a 6- or even 7-centimeter rule (Fitzgerald 
et  al. 2009b; Ahdab et  al. 2010), using elec-

0.1 sec

40 pulses per train

4 sec 26 sec

75 trains per session

= 1 TMS pulse

Time
 . . . . .

3000 pulses per session
5 sessions per week
several weeks

.      . Fig. 8.1  Conventional rTMS protocol for depres-
sion treatment. TMS is applied to left dorsolateral pre-
frontal cortex, often (but not exclusively) located relative 
to the left “motor hotspot” (“5 centimeter rule”). 

10-Hertz rTMS is administered in trains of  4  seconds, 
separated by 26 seconds; 75 trains per session, and 5 ses-
sions per week for often (but not exclusively) 4–6 weeks
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trode location “F3” in the international 10–20 
coordinate system originally developed for 
EEG (Herwig et al. 2003), the related “Beam 
F3” method (Beam et  al. 2009; Mir-
Moghtadaei et al. 2015), and even individual 
stereotactic navigation (‘neuronavigation’) to 
anatomically defined regions based on an 
MRI scan (Fitzgerald et  al. 2009a; Peleman 
et  al. 2010; Rusjan et  al. 2010; Wall et  al. 
2016). Finally, other cortical targets and pro-
tocols have been explored, including the 
aforementioned low-frequency rTMS on the 
right frontal cortex, bilateral rTMS, rTMS to 
parietal cortex (Schutter and van Honk 2005; 
Schutter et al. 2009), as well as TES protocols 
(Fregni et  al. 2006). Some of these are even 
implemented routinely. Yet, for this chapter 
we continue to focus on the most established, 
left frontal HF-rTMS, depression treatment 
protocol. It remains unclear exactly how and 
to what extent the mechanisms of action and 
treatment effects differ between some of these 
protocols. As discussed below, research is 
ongoing on an increasingly large scale, but 
many questions remain.

8.2.2	 �Conventional Depression 
Treatments

The standard conventional depression treat-
ments, against which rTMS should be evalu-
ated, primarily include psychotherapy (an 
umbrella term to refer to cognitive-behavioral 
therapy, psychoanalysis therapy, etc.), phar-
macology (antidepressant drugs), and ECT.

Pharmacological treatment offers many 
options. Cipriani et  al. (2018) compared 21 
drugs versus placebo in a meta-analysis, 
assessing response rates (a minimally 50% 
reduction in symptoms on a depression mea-
sure) and acceptability (drop-out rates). A 
useful measure is the odds ratio, which con-
trasts an observed outcome measure (e.g., 
response rate) for both the intervention (i.e., 
drug) and placebo directly, as a relative mea-
sure. For response rate, for example, a positive 
odds ratio would indicate that response rate 
was higher for the active intervention, while a 
negative odds ratio would indicate that 
response rate was higher for the placebo. Odds 

ratios (95% confidence interval) for the 21 
assessed drugs ranged from 1.37 (1.16–1.63) 
to 2.13 (1.89–2.41) in favor of the active inter-
vention, and this response was statistically 
significant for all tested drugs, indicating that 
they all “worked,” on the group level. 
Unfortunately, only two had a significantly 
positive odds ratio on the measure of accept-
ability, as captured by drop-out rates. Side 
effects for antidepressants are diverse, depend-
ing on the drug in question as well as the 
patient, including among others nausea, 
weight gain, fatigue, insomnia, constipation, 
anxiety, etc. (Bet et al. 2013). An antidepres-
sant cannot, at least not in conventional treat-
ment, be taken locally. This means that the 
active chemical ingredient affects relevant, but 
also irrelevant brain regions and systems and 
even physical systems outside the brain.

Psychotherapy again includes multiple 
forms, such as cognitive-behavioral therapy 
(CBT), psychodynamic therapy, supportive 
counseling, etc. This makes it difficult to 
assign single “scores” to the efficacy of psy-
chotherapy. Nevertheless, Cuijpers et  al. 
(2014) performed a meta-analysis of psycho-
therapy, and Barth et  al. (2013) a network 
meta-analysis. In these analyses, efficacy did 
not seem to differ much, if  at all, between the 
main psychotherapy approaches. All main 
approaches outperform waitlist, or care-as-
usual, control groups. But in these analyses, 
both control groups and intervention groups 
show rather impressive improvements. To pro-
vide one example, staying with the outcome 
measure of odds ratio of response rate 
between intervention and control, a recent 
meta-analysis on CBT by Santoft et al. (2019) 
reported an odds ratio of 2.47 (95% CI: 1.60–
3.80) in favor of CBT. This seems not too far 
removed from the highest odds ratio of 2.13 
that Cipriani et  al. (2018) reported for their 
list of reviewed antidepressants.

8.2.3	 �The (Difficult) Comparison

So how does rTMS perform, in comparison? 
Although it was acknowledged as an estab-
lished conventional treatment, we here do not 
focus much on ECT. This is not because ECT is 
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a less viable option, in fact it may be the most 
efficacious. Indeed, one direct comparison of 
rTMS versus ECT efficacy confirmed that 
ECT was more effective, especially in psychotic 
depression (Ren et al. 2014). Yet, rTMS is more 
often compared to psychotherapy and espe-
cially antidepressants, perhaps because these 
are all considered good candidates for first-line, 
or at least early, treatment. Still, also the com-
parison between rTMS and psycho- or phar-
macological therapy is not easy, since only a 
limited number of direct clinical comparison 
studies have been performed (e.g., as in Bares 
(2009), who compared right frontal rTMS to 
venlafaxine and found no difference). The odds 
ratio of response rate for the standard left fron-
tal rTMS protocol was 3.3 (95% CI: 2.35–4.64), 
in a meta-analysis of 29 randomized sham-
controlled trial (RCT) studies by Berlim et al. 
(2014). On this measure, rTMS comes out 
favorably as compared to the previously men-
tioned 2.47 for psychotherapy and 2.13 for 
antidepressants. But this is just one measure 
(odds ratio of response rate), which we here 
selected randomly from many outcome mea-
sures that might be compared (e.g., remission 
rates, relapse rates, drop-out rates, absolute 
response/remission rates rather than odds 
ratios). What is the best way to compare rTMS 
efficacy with that of the conventional treat-
ments? Which is the most relevant measure? 
Different choices here might provide different 
insights. A second problem with any of these 
comparisons is that rTMS is still the newcomer. 
Understandably, early clinical trials, and indeed 
still most clinical applications, included 
“treatment-resistant” patients, who had not 
responded to conventional treatment such as 
common antidepressants. To what extent are 
the patient samples in current clinical trial lit-
erature, for rTMS and for conventional treat-
ment, comparable groups of patients? If the 
patient samples are not comparable, absolute 
efficacy rates from separate clinical trials are 
difficult to meaningfully compare also.

While we should keep in mind these limita-
tions, rTMS seems to fare rather well in com-
parisons. Response rates and remission rates 
vary between clinical trials, but for instance in 
the meta-analysis previously referred to, Berlim 
et al. (2014) reported 29.3% (versus 10.4% for 

placebo) response rate and 18.6% (versus 5% 
for placebo) remission rate. Again keeping in 
mind the difficulties, Baeken et  al. (2019) 
selected “the largest studies and datasets avail-
able” to attempt a direct comparison of response 
and remission rates in (1) psychotherapy mono-
therapy, (2) psychotherapy + antidepressants, 
(3) antidepressants, as reported in the large 
STAR*D trial (Rush et al. 2006), and rTMS in 
(4) monotherapy, or (5) combined with psycho-
therapy. For details, please refer Figure 1 of 
Baeken et al. (2019), but their overview suggests 
that rTMS efficacy is not clearly inferior to con-
ventional treatments (leaving out ECT here), 
and possibly superior to antidepressants par-
ticularly after failed pharmacological treat-
ment. Generally speaking, rTMS appears to 
compare very favorably to at least some antide-
pressants for at least some patients, in the rela-
tive mildness of side effects. The most common 
reported side effect is headaches, which are alle-
viated with common painkillers, and the most 
serious adverse effect often mentioned is the 
potential seizure. However, a recent estimate of 
the rate of occurrence of such rTMS-induced 
seizures when operating within published safety 
guidelines was about 1 in 60.000 TMS sessions 
(Lerner et al. 2019), which we would consider 
acceptable in nearly any cost-benefit analysis.

8.2.4	 �Room for Growth, 
in the Example of Depression 
Treatment

In our example of depression, we have so far 
concluded that rTMS treatment compares 
relatively well to other available treatments, in 
terms of efficacy and tolerability. But it is at 
least possible, if  not certain, that there is still 
room for growth.

55 Many clinical trials used coil targeting 
approaches that were reported to be sub-
optimal (e.g., 5 cm rule versus 6 or 7 cm, or 
versus F3, F3 Beam, or neuronavigation 
approaches (Herwig et al. 2001; Fitzgerald 
et al. 2009b; Herbsman et al. 2009).

55 We have only scratched the surface of all 
possible rTMS protocols. Future options 
include “accelerated” rTMS protocols 
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(Holtzheimer et  al. 2010; Baeken et  al. 
2014; McGirr et  al. 2015; Duprat et  al. 
2016; Baeken 2018; Fitzgerald et al. 2018), 
real-time EEG-driven rTMS (Zrenner 
et  al. 2019, 2020), or multi-region rTMS 
(Prasser et  al. 2015; Lefaucheur et  al. 
2020), primed protocols (Fitzgerald et al. 
2008, 2013), and many more possible 
tweaks or reconfigurations of the current 
treatment.

55 The hot topic at the moment is personal-
ized medicine, and it applies to rTMS 
treatment as well. Research is ongoing to 
classify patients into sub-groups, find bio-
markers, or adapt protocols based on mea-
sured individual brain activity. Recent 
reports even suggest that treatment 
response might be predicted based on 
quantifiable TMS-induced heart rate mod-
ulations (Iseger et al. 2017, 2019, 2020).

55 There are few published accounts of rTMS 
combined with psychotherapy. But at least 
one naturalistic study to which we contrib-
uted reported that, in their patient sample, 
rTMS combined with psychotherapy (psy-
chotherapy during rTMS administration) 
led to an impressive 66% response rate and 
56% remission rate, with 60% sustained 
remission at follow-up (Donse et al. 2018).

These are just examples of where current 
research focuses its efforts. Added to these 
should be the exciting possibility of rTMS as 
a first-line treatment, which might result in 
still higher response and remissions rates than 
previously found in large clinical trials.

8.2.5	 �rTMS for Treatment of Other 
Conditions: Rapid 
Developments

In 2014, a group of European experts on clin-
ical TMS presented an exhaustive overview of 
rTMS efficacy as a treatment approach for 
nearly all explored avenues of application 
(Lefaucheur et al. 2014). As mentioned above, 
based on systematic literature search on the 
Pubmed database, with each result screened 
and reviewed by multiple authors, clinical tri-
als were classified as Class I, II, III, IV, reflect-

ing the strength of evidence. But in a second 
step, per rTMS application (a specific rTMS 
protocol to a specific cortical target site for a 
specific brain-based disorder), the number 
and combination of Class I, II, III studies 
with positive or negative results was summa-
rized as constituting “Level A, B, or C evi-
dence” for efficacy. Level A classification 
means “definitively effective,” or the inverse 
“definitely ineffective.” Level B means “prob-
ably (in)effective,” and Level C “possibly (in)
effective.”

Definition

Levels of  Evidence: Lefaucheur et  al. 
(2014, 2020) introduced Level A, B, C 
classifications to particular rTMS treat-
ments/protocols, to indicate the (at the 
time) strength of  empirical evidence that a 
particular rTMS treatment is effective or 
ineffective. Level A: definitely (in)effec-
tive. Level B: probably (in)effective. Level 
C: possibly (in)effective.

For the exhaustive list of these classifications 
and details, we refer to the original publica-
tion. But to present some of the highlights: 
based on all clinical rTMS studies fulfilling 
inclusion criteria published until March 2014, 
Level A evidence was awarded to rTMS treat-
ment of treatment-resistant major depression 
(high-frequency TMS, left DLPFC). But 
Level A evidence was also found for efficacy 
of high-frequency rTMS treatment of neuro-
pathic pain, targeting primary motor cortex 
of the hemisphere contralateral to the pain. 
Furthermore, there was Level B evidence 
(probably effective) for right-hemisphere low-
frequency rTMS treatment efficacy of depres-
sion, and a longer list of Level C evidence for 
treatment of disorders including motor stroke, 
tinnitus, obsessive-compulsive disorder, 
schizophrenia, addiction, and craving.

The point here is not to list all possible 
applications. The point is that largely the same 
group of experts recently published an update, 
including new evidence from 2014 to 2018 
(Lefaucheur et  al. 2020). In just those few 
years, the additional body of published clini-
cal trials changed the level of evidence for 
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several of these rTMS treatments consider-
ably. .  Figure  8.2 shows side-by-side bar 
graphs of the number of rTMS protocols 
receiving Level A, B, or C evidence for proto-
col (in)efficacy, as suggested in the 2014 review 
and the 2020 review by Lefaucheur and col-
leagues. Note that an “rTMS protocol” here 
includes the combination of stimulation 
parameters, neural target site, and treatable 
disorder, meaning that rTMS treatment for 
depression can be included more than once if  
different rTMS treatment approaches received 
a Level A, B, C classification (e.g., high-
frequency rTMS left and low-frequency rTMS 
right). This figure is mostly intended to con-
vey the impressive accumulation of new data 
in recent years, since the 2014 overview 
included all the evidence from all previous 
years, and the 2020 update reflects insights 
collected in just the few years since. Note also 
that this figure does not include many addi-
tional rTMS treatments/protocols studied 
and receiving positive or negative reports, 
because they simply did not (yet) receive mini-
mally Level C classification from Lefaucheur 
et al. (2014, 2020).

Again, it is simply not possible in this chap-
ter to exhaustively present all the information, 
for which we refer to the cited publications. 
But we can share a few subjective highlights. 
As of 2020, there is also Level A evidence for 
neurorehabilitation in post-acute motor 
stroke, as well as deep high-frequency rTMS 
over left frontal cortex in depression. As of 
2020, there is now Level B evidence for rTMS 
treatment efficacy for quality-of-life improve-
ment in fibromyalgia and analgesic effects in 
fibromyalgia, motor symptoms in Parkinson’s 
disease, post-stroke aphasia recovery, lower 
limb plasticity in multiple sclerosis, and post-
traumatic stress disorder. Furthermore, sev-
eral new treatment applications have reached 
Level C status. This suggests that rTMS for 
depression treatment really was just an exam-
ple. It is not possible to do justice to the state 
of the art in this field in just these few para-
graphs. But clearly, some of the early promises 
of NIBS are coming to fruition. Non-invasive 
neuromodulation with real, meaningful clini-
cal efficacy, seems here to stay. And moreover, 
development in this field has proceeded at an 
impressive pace. TMS in its current form was 

16

14

12

10

8

6

4

2

0

Evidence base for rTMS treatment protocols

Co
un

t o
f r

TM
S 

tr
ea

tm
en

t p
ro

to
co

ls

A

3 4 8 14 12 14

B

2014 2020

C
Level of evidence

.      . Fig. 8.2  Rapid pace of  clinical research. Lefaucheur 
and colleagues presented an exhaustive overview of 
rTMS treatment efficacy, across a wide range of  brain-
based disorders, rTMS stimulation parameters, and 
rTMS target sites. Depending on the results and the sci-
entific rigor of  underlying clinical trials, rTMS treat-
ments/protocols could receive a “level of  evidence” 
rating of  A (definitely (in)effective), B (probably (in)

effective), C (possibly (in)effective). In 2020, an update 
was published including new evidence, along the same 
criteria. This figure shows bar graphs of  the numbers of 
rTMS treatments/protocols receiving Level A, B, C rat-
ings for (in)efficacy, in 2014 and in the 2020 update. 
Judging by these developments, in just a few years our 
state of  knowledge of  rTMS efficacy across the range of 
clinical applications was much enhanced

	 T. A. de Graaf et al.



125 8

introduced 35 years ago. The list of evidence-
based applications has expanded impressively 
in just the last several years.

>> Conclusion
NIBS fills a clinical niche, with its com-
bination of localized, targeted modula-
tion of intrinsic brain mechanisms, wide 
range of potential applications, coupled 
with only minimal adverse/side effects and 
generally high tolerability, and of course 
its inherently non-invasive nature. It does 
have its limitations, which we did not focus 
on in this chapter. TMS machines are not 
cheap, and in contrast to antidepressants, 
they cannot (yet) be taken home. More 
generally, it remains important to be care-
ful. Developments of such pace can pique 
excitement to unreasonable levels, and 
extrapolation of development in previous 
years offers no guarantees for future suc-
cess. There is “only” Level A evidence for 
a, as of yet, small range of rTMS appli-
cations. These, surely, should be widely 
implemented if  it makes ethical, medical, 
and financial sense in comparison to or 
in concert with conventional pharmaco-
logical and psychotherapeutic treatment 
options. The Level B classifications are 
promising, but “promising” does not mean 
established. Moreover, this all concerns 
rTMS.  A second large branch of NIBS 
is transcranial electric brain stimulation 
(TES), and here the current maximal classi-
fication by a partially overlapping group of 
European experts is Level B evidence, again 
for treatment of depression (Lefaucheur 
et al. 2017). Interestingly, there is actually 
Level B evidence against tDCS efficacy for 
treatment-resistant depression, showing at 
once that tDCS and rTMS may be comple-
mentary tools in the mental medicine rep-
ertoire, and that we still have much to learn 
in understanding the mechanisms of action 
underlying clinical NIBS effects.

All in all, from the overview in this 
chapter, one might conclude that, perhaps, 
clinical NIBS is indeed low-hanging fruit. 

For some applications, Level A evidence 
for efficacy suggests the fruit is ripe for the 
plucking. The pace of development sug-
gests that it hangs low, still. How good it 
really tastes, time will tell.
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Electrophysiology is the field of  study that 
examines physiological signals of  the brain. It 
ranges from assessment of  molecular activity 
using patch clamp techniques to population 
measurements such as electroencephalogra-
phy (EEG). This chapter deals with those 
methods and their role in drug discovery. The 
on-cell patch is the most widely used patch 
clamp technique, which measures the activity 
of  one ion in a community of  intracellular 
ions. Single-cell recordings are done to assess 
changes in action potentials, the output of  a 
system. Intracranial electrodes can also be 
used to detect activity from multiple or popu-
lations of  neurons. Depending on how the sig-
nal is filtered, indirect action potentials (i.e., 
output from a region) or postsynaptic signals 
(i.e., input to a region) are detected. A final 
type of  measurement described in this chapter 
is EEG. The measured signal, obtained from 
the scalp, is similar to that obtained from local 
field potentials that are recorded intracrani-
ally. EEG measured in humans has frequently 
been compared to local field potentials 
recorded from living animals, showing a num-
ber of  similarities between species. However, 
due to genetic or anatomical differences, in 
combination with differing electrode loca-
tions, it is still unclear how comparable the 

signals are. Future research should try to opti-
mize animal methodology to increase the 
translational potential.

nn Learning Objectives
55 To understand the various electrophysi-

ological techniques available in humans 
and animals

55 To analyze the translational potential 
of electrophysiology

55 To use knowledge of electrophysiology 
in developing a (pre)clinical trial that 
uses an electrophysiological technique

9.1	 �Introduction

Neurons communicate with electrical and 
chemical signals. Ion channels inside and out-
side the neuron are responsible for the electri-
cal activity as they move within the 
intracellular and extracellular fluid and move 
across the membrane. This causes a variation 
of physiological signals. Electrophysiology is 
the field in which we assess those physiologi-
cal signals.

Electrophysiology encompasses a large field 
of research, ranging from molecular activity 
using patch clamp techniques to population 
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measurements using electroencephalography 
(EEG, for an overview, see .  Table 9.1). When 
used in animal research, electrophysiology is 
always invasive, with the need to measure activ-
ity in vitro or to implant electrodes into living 
animals. In humans, most electrophysiological 
measures are noninvasive, like the measure-
ment of an EEG. However, situations in which 
highly invasive measurements are needed may 
occur in patients with, for example, epilepsy. In 
this case, it may be necessary to look into the 
activity of a specific population of neurons 
using electrocortigography (ECoG) (e.g., 
Motoi et al. 2019), or even single neurons. In 
the latter case, patients with pharmacologically 
intractable epilepsy often take part in more 
fundamental research targeted toward learning 
more about the role of particular neurons of 
specific brain regions in cognition or behavior. 
A particularly interesting example is that of 
Quian Quiroga et al. (2005), who discovered a 
subset of medial temporal lobe neurons that 
are selectively activated by strikingly different 
pictures of well-known individuals, in this case 
the actors Jennifer Aniston and Halle Berry.

Electrophysiological measures offer an 
insight into the exact timing of neural activ-
ity, as activity is measured in milliseconds. 
However, the spatial resolution, in other 
words the ability to link a particular response 
to a particular brain area, is far from optimal 
and can much better be recorded using neuro-

imaging methods such as functional magnetic 
resonance imaging (fMRI). The more inva-
sive methods like ECoG, however, measure 
the best of  everything, as they can measure 
intracortical activity with a millisecond time 
resolution at specific target areas in the brain 
(Rizzolatti et  al. 2018). Other opportunities 
to obtain fairly good temporal and spatial 
resolution are by combining electrophysiolog-
ical recordings with noninvasive brain stimu-
lation (NIBS) such as transcranial magnetic 
stimulation (TMS; see de Graaf et al. 2012). 
In this case, specific target sites in the brain 
are stimulated and their change in activity is 
recorded with, for instance, EEG. When aim-
ing to define the underlying pathophysiology 
of neuropsychiatric disorders, this combina-
tion of methods seems particularly promising 
(Noda 2020).

In this chapter, a variety of measures will 
be introduced. In addition, for each of these 
methods, I will tap into the role they may play 
in drug development or assessment. Next, I 
discuss the translational potential of the vari-
ous electrophysiological techniques from ani-
mal to human. Finally, schizophrenia will 
serve as an example to demonstrate which 
electrophysiological techniques can be used to 
characterize the disorder and how this may 
guide the drug discovery process.

9.2	 �Electrophysiology: 
From Molecule to Network 
Activity

9.2.1	 �Patch-Clamp Techniques

Patch-clamp PC can be used to measure the 
neuronal ion flow. Four different types of 
patch-clamp exist (see .  Fig.  9.1), of which 
the on-cell patch is one of the most often used 
in pharmacology. With this method, by seal-
ing a micropipette to the membrane and 
applying some gentle suction, ions are isolated 
from the neuron while keeping the cell intact. 
The micropipette, being filled with a saline 
solution that resembles the extracellular fluid, 
also called electrolyte, can be injected with a 
drug of choice. By doing so, the external cell 

.      . Table 9.1  Electrophysiological techniques 
and their outcome measures

Technique Outcome measure

Patch-clamp Ionic currents/spikes

Single-unit 
recording

Spikes

Multi-unit 
recording

Spikes of several neurons

Local field 
potentials

Postsynaptic activity

EEG Various frequencies (e.g., theta 
and alpha)
Event-related potentials
Event-related (de)synchroniza-
tion

Electrophysiology: From Molecule to Cognition, from Animal to Human
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surface is challenged, which may change the 
electrical currents. These currents can be mea-
sured with an electrode that is placed in the 
micropipette. An advantage of this technique 
is that interactions of drugs can be measured 
from single ions that act in a community of 
ions. However, drug concentrations often can-
not be changed in a single patch, as exact drug 
concentrations cannot be determined when 
different doses are combined due to dialyzing 
taking place. Therefore, several patches are 
needed in order to determine a dose-response 
curve.

Definition

Patch-clamp recording. A method used to 
assess ionic currents in individual isolated 
patches of  a cell membrane in order to 
characterize the electrical properties of  a 
membrane.

If  the on-cell configuration has been estab-
lished, and if  you quickly withdraw the micro-
pipette from the neuron, part of the membrane 
will be torn off  and an inside-out patch is 
established. In this situation, one single ion 
can be manipulated by exposing the previ-
ously intracellular surface of the membrane 
(see .  Fig. 9.1). In other words, the intracel-
lular (inside) surface now is on the outside 
(out). This measurement is relevant if  the 

experimenter wants to learn about ions that 
are normally influenced by molecules inside 
the neuron.

When in the on-cell configuration, and 
when applying much suction at once, the 
membrane of the cell breaks and electrical 
changes inside the neuron can be measured. 
This provides us with a whole-cell patch that 
can be used to measure the entire cell. But we 
can go one step further. If  the micropipette is 
slowly removed from the neuron, part of the 
membrane will be pulled away until it sepa-
rates from the cell. It will automatically make 
a new seal, forming a mini neuron. In this 
configuration, what was previously outside 
stays outside, consequently calling this an 
outside-out patch. If  this newly formed vesicle 
is small enough and only contains one ion 
channel, true activity of this single ion can be 
measured, making this the largest difference 
compared to the on-cell patch, where ions are 
measured in interaction with the other neuro-
nal ions. Another difference is that, because 
of the recording electrode being on the inside, 
drugs can be applied on the outside. This can 
be controlled much better, providing opportu-
nity to measure the same patch with different 
dosages. This way, an entire dose-response 
curve can be established.

Traditionally, patch-clamp techniques have 
been technically demanding and low through-
put, which prevented the method from being 
valuable in drug discovery (Wickenden 2014). 

.      . Fig. 9.1  The four patch-clamp methods used in elec-
trophysiology. An on-cell patch enables you to measure 
activity of  one ion in relation to others in the neuron, 
the inside-out patch is used to manipulate an ion from 

the inside of  the membrane, the whole-cell patch mea-
sures activity from the entire cell, and the outside-out 
patch offers the opportunity to measure one single ion 
in isolation
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Namely, these methods relied heavily on the 
skills of independent researchers. More 
recently, however, automated procedures were 
developed, such as the planar patch-clamp 
electrode (Liu et  al. 2019). Using the newest 
techniques, hundreds to thousands of samples 
can be acquired daily as compared to a few 
when clamping was done manually. For exam-
ple, using the IonFlux, it was shown that 
effects of agonists and antagonists of nicotinic 
acetylcholine receptors can reliably be 
recorded (Yehia and Wei 2020). This opens 
new avenues for drug discovery. For example, 
automated patch clamp methods now allow 
for higher throughput functional screening 
campaigns to find new drugs that target ion 
channels.

>> To summarize, the on-cell patch is the 
most widely used patch clamp technique 
for drug discovery, which has become even 
more promising with the development of 
automated patch clamp methodology.

9.2.2	 �Single-Cell Recordings

Various techniques exist to measure the activ-
ity of one single neuron. First of all, sharp-
electrode recordings can be done to measure 
the (changes in) membrane potential inside a 
neuron. Micropipettes similar to those of the 
patch clamp recordings are commonly used. 
In fact, the whole-cell patch described before 
also measures the membrane potential of the 
entire cell. The key difference between the two 
methods is that the opening of the tip is larger 
for the whole-cell patch as compared to the 
sharp-electrode recording. The advantage of 
the whole-cell patch, therefore, is that better 
electrical access to the cell is guaranteed. This 
occurs because the resistance is relatively low. 
However, the cell will be dialyzed rather 
quickly, as the electrolyte in the micropipette 
will replace the intracellular fluid due to vol-
ume conduction.

Whole-cell patch and sharp-electrode 
recordings may be used to measure minor 
changes in potentials, also called subthreshold 
potentials. These are potentials that are rela-
tively small and will not lead to the generation 

of an action potential. Sharp-electrode record-
ings can also be used to measure action poten-
tials (i.e., spikes), the signals that downstream 
lead to the release of neurotransmitters. If pos-
itively charged sodium ions cross the mem-
brane (or dilute from the micropipette for that 
matter) and enter the neuron, the membrane 
potential rises. Once a certain threshold is 
reached at the axon hillock, an action potential 
occurs and propagates toward the axon termi-
nal, where in turn neurotransmitters can be 
released. The amplitude and duration of an 
action potential may influence the neurotrans-
mitter release. For example, when injecting dor-
sal root ganglion neurons with interleukin 1β, 
amplitude and duration of the neuronal action 
potentials increased (Noh et  al. 2019), which 
affected calcium influx. Given the role of inter-
leukin 1β, Noh and colleagues argued that this 
may be the process that induces pain. In other 
words, changes in action potentials may play a 
role in the development of pain symptoms.

Calcium also plays a role in other neuronal 
processes. Whole-cell patch clamp was used to 
determine the role of calcium deficiencies in 
the hippocampal region in symptoms seen in 
Alzheimer’s disease (Pourbadie et  al. 2017). 
The researchers first injected amyloid beta for 
six days into the entorhinal cortex of living 
rats. Next, hippocampal slices were prepared 
and whole-cell recordings were done from 
single neurons in a slice. Pourbadie and col-
leagues (2017) found that calcium currents 
were reduced in the dentate gyrus after inject-
ing amyloid beta into the entorhinal cortex. 
This led to the conclusion that amyloid beta 
triggers electrophysiological alterations in 
cells relevant for learning and memory.

Definition

Single-unit/multi-unit recording. A record-
ing from an electrode tip nearby one or 
more neuronal membranes and which 
records action potentials indirectly.

Another method to record activity of one sin-
gle neuron is a single-unit recording, which 
can be obtained by implanting a microelec-
trode into a living brain and measuring activ-

Electrophysiology: From Molecule to Cognition, from Animal to Human



136

9

ity from neurons close to the electrode tip. 
When using such a setup, indirect action 
potentials are measured. They are indirect, 
because the actual action potential takes place 
inside the neuron, being represented by a steep 
depolarization of the membrane. Simultane-
ously, because the positively charged ions flow 
from the extracellular fluid toward the intra-
cellular fluid, a negative charge is left behind, 
also called a current sink. This negative charge 
is measured by the single-unit electrode and is 
somewhat smaller in amplitude as compared 
to the intracellular positive charge. Once the 
action potential has decayed, positively 
charged ions move out of the cell again, caus-
ing a current source near the recording site.

An advantage of a single-unit recording 
over the sharp-electrode recording or whole-
cell patch-clamp is the fact that measurements 
can be done in the brain of living, although 
usually anesthetized, animals. As intracellular 
action potentials eventually lead to the release 
of neurotransmitters, measuring the indirect 
action potentials with a single unit is highly rel-
evant for drug research. Here are some exam-
ples. It was shown that injection of the 
nor-adrenaline and dopamine inhibitor bupro-
pion into the ventral tegmental area (VTA) 
highly decreased the firing rate (Amirabadi et 
al. 2014). Thus, it reduced the number of 
action potentials, an effect that could be related 
to the sides effects found when treating patients 
with antidepressants (Amirabadi et al. 2014). 
For example, the VTA is part of the brain’s 
reward system and its manipulation could lead 
to drug dependence or tolerance. Firing rate 
was also recorded in the study by Wang and 
co-workers (2019), who showed that injection 
of orexin-A and orexin-B into the globus palli-
dus of parkinsonian mice significantly 
increased spontaneous firing rates of their neu-
rons, which suggests that orexins may decrease 
Parkinson’s disease-related motor deficits.

>> In sum, when assessing action potentials, 
single-unit recordings are preferred over 
the sharp-electrode recording or whole-
cell patch-clamp as they can be done in the 
brain of  living animals.

9.2.3	 �Multi-Unit Recordings 
and Local Field Potentials

Multi-unit recordings are those in which activity 
from various neurons near the electrode tip is 
measured. They are not only obtained from 
unconscious animals but can also be measured 
in awake animals, providing an opportunity to 
assess changes in electrical signals while an ani-
mal is performing a certain activity. Awake ani-
mals can be recorded this way, because the 
electrode is somewhat larger as compared to that 
for the single-unit recordings, making it less frag-
ile and sensitive to movement of the animal. The 
output of such a recording is the sum of activi-
ties of each single neuron that is close to the elec-
trode tip. In other words, a mixture of spikes 
from all the neurons is shown in one graph. 
These spikes represent the output from the area.

In order to know which of the recorded 
signals comes from which neuron, a method 
called spike sorting is used. The idea here is 
that each class of neurons elicits unique action 
potentials. For instance, one neuron type 
should more or less always reach the same 
amplitude after action potential generation, 
which makes spike amplitude the most com-
mon feature in spike sorting (Heinricher 2004). 
Another key characteristic is the shape of a 
spike, which may differ from neuron to neuron 
(Buzsaki 2004). A third feature is the inter-
spike interval, so the time between two action 
potentials (Leblois and Pouzat 2017). For 
example, your electrode tip sees three different 
neurons, two of class I and one of class II. It is 
unlikely that all those neurons are equally 
close to the tip. The more distant the neuron is 
from the electrode, the smaller the amplitude 
becomes. This means that a variation in ampli-
tude can be used for the sorting. After all, the 
spikes of the neurons from class I should differ 
based on that. Variation in the shape of the 
spike or inter-spike interval can further be 
used to detect the class II neuron.

Neuron classification using spike sorting 
sounds easy, but may turn out difficult when 
only using one electrode. After all, if  neurons 
are at the same distance from the electrode, it 
may be difficult to correctly sort them. 
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Therefore, often an array of four electrodes is 
used, a so-called tetrode. Arranging the four 
electrodes three dimensionally will lead to 
optimal spike sorting (Buzsaki 2004) and thus 
enable us to record activity from multiple neu-
rons simultaneously with good precision, 
which is highly advantageous compared to the 
single-unit recording.

As described above, multi-unit recordings 
provide the opportunity to measure action 
potentials. A similar electrode, or even the 
same one (e.g., Burns et  al. 2010), can also 
record local field potentials. How is this possi-
ble? When doing a single-unit or a multi-unit 
recording, the specific aim is to record an 
action potential, an activity that has a fre-
quency of 200–300 Hz (i.e., 200–300 spikes per 
second). In order to detect a spike, data includ-
ing signals up to 10 KHz are generally recorded. 
In comparison, local field potentials have far 
lower frequencies. Therefore, filters typically 
exclude frequencies higher than 100–200  Hz, 
so that the spikes are not part of the output.

As opposed to the multi-unit recordings 
that display the output of a brain region, local 
field potentials assess the input to this same 
region. They represent the slow local current 
sinks (negative charges) and sources (positive 
charges) that are generated by the synchro-
nous activity of a population of neurons 
(Wickenden 2014). Those sinks and sources 

are due to ions crossing cellular membranes 
via the ion channels. If, for instance, nega-
tively charged ions move into the neuron, a 
net positivity, the current source, is left behind 
outside, which is picked up by the electrode 
tip. Because the filter settings in a local field 
recording only include frequencies up to 100–
200 Hz, the electrode tip will pick up the post-
synaptic signals.

If all neurons close to the electrode have 
the same orientation, and thus geometric con-
figuration, they consist of an open field elicit-
ing relatively strong signals close to the 
electrode tip. For example, the sinks and 
sources will be similarly aligned, far enough 
apart, and will be summed and conducted to 
the electrode. If  the neurons are not nicely ori-
ented in parallel, the sinks and sources of vari-
ous neurons are much closer, which will cancel 
activity from the various neurons out. In other 
words, no clear signal reaches the electrode tip. 
An example of an open and closed field can be 
seen in .  Fig.  9.2. In reality, neurons in the 
various brain areas are not as neatly oriented 
as in the figure, yielding different variations in 
summation and cancellation of signals.

Multi-unit recordings are relevant for 
research similarly to the single-unit recordings 
described above, with the advantage of assess-
ing action potentials from several neurons at 
once. It was, for instance, using such setups 

Open field configuration Closed field configuration

+ +

+ +

+

–

–

–

–

–

.      . Fig. 9.2  Layout of  an open and a closed field con-
figuration. The + shows the positive sources, the  – 
depicts negative sinks. The arrow points to the direction 

of  the signal, going from the soma (circle) to the axon 
terminals (lines)
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that Nobel Prize winner John O’Keefe and his 
colleagues were able to discover place cells, a 
type of neurons in the hippocampus that can 
memorize particular environmental locations 
for a longer period of time (e.g., Lever et al. 
2002; O’Keefe 1976). Later, they found that 
the experience-dependent increase in hippo-
campal activity depends on the autophos-
phorylation of the alpha-isoform of the 
calcium/calmodulin-dependent protein kinase 
II (Cacucci et al. 2007), a molecular process 
crucial for spatial memory formation.

Like multi-unit recordings, local field 
potentials also can be recorded while an ani-
mal is performing a certain activity. We 
(Sambeth et  al. 2007) injected rats with the 
cholinergic antagonist scopolamine and 
assessed their memory performance using an 
object-recognition task. While the animals’ 
memory was impaired, theta activity (see 
more about this type of output in the next sec-
tion) was increased in the dorsal hippocam-
pus. Next, we examined whether nicotine and 
the acetylcholinesterase inhibitor, donepezil, 
were able to reverse these effects. On the 
behavioral level, this did occur, with animals 
showing normal memory again. However, 
only nicotine was able to reverse the theta 
change, whereas donepezil did not decrease 
the power back to baseline. This means that 
the link between the behavior and electro-
physiology is sometimes difficult to determine. 
What we do know is that activity in the theta 
band recorded from the rat hippocampus is 
related to novelty (e.g., Sambeth et al. 2009) 
and subsequent memory performance (for a 
review, see Colgin 2016).

>> In sum, multi-unit local field potential 
recordings can be performed with the same 
electrode, the first measuring output, and 
the latter input into the system. It is the 
filter used that determines which activity is 
picked up by the electrode tip.

9.2.4	 �Electroencephalography

Electroencephalography, or EEG, records 
slow postsynaptic signals, similarly to the 
local field potential. One key difference is that 

EEG is measured from the scalp, making it 
noninvasive. Another difference lies in the fact 
that the specificity of the signal is less com-
pared to local field potentials. While the latter 
are recorded from electrodes in particular 
regions of the brain, EEG is only able to 
record activity from thousands of postsynap-
tic currents of cortical structures. Thirdly, due 
to the positioning of the electrode, only sig-
nals from cells that are oriented perpendicu-
larly, so vertically, to the electrode can be 
detected. To visualize, when assuming the 
scalp being on top of the neurons in 
.  Fig. 9.2, the ones in the open field are ori-
ented optimally to be picked up by the elec-
trode. Of those neurons in the closed field, 
only activity of two of them can be picked up, 
the ones oriented vertically. For the two hori-
zontal ones, the positive and negative charges 
will cancel each other out.

When recording EEG, a large variety of 
output signals can be detected. First of all, by 
filtering the signal using particular band-pass 
filters, we can observe neural oscillations in 
different frequency bands. Delta activity, the 
activity between 1 and 4 Hz, is of the slowest 
frequency and most prominent when some-
body is in deep sleep or resting state. Theta 
activity, the signal between 4 and 7 Hz, has in 
humans been related to various cognitive pro-
cesses, among attention (Hong et  al. 2020; 
Meyer et  al. 2019) and working memory 
(Alekseichuk et al. 2017). As described above, 
the animal theta frequency in the hippocam-
pus has been linked to memory performance 
(see also Buzsaki and Moser 2013). The fre-
quency between 8 and 13 Hz is called alpha 
and can in humans best be detected if  some-
body closes their eyes. It is also seen as a mea-
sure of rest, and alpha desynchronization is 
commonly seen post-stimulus when a task is 
executed (Klimesch 2012). Beta oscillations 
have a frequency between 13 and 30  Hz, 
whereas gamma oscillations represent the 
activity between 30 and 80 Hz. Gamma oscil-
lations have often been linked to cognitive 
processes, with stronger gamma responses 
being related to attention or memory (Bosman 
et al. 2014), similarly to the role of theta.

Given the overlap in activities being related 
to certain frequency bands, much research has 
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been done on the coupling of frequency bands. 
This showed, for instance, that the ratio 
between theta and beta activities is highly rel-
evant to the reduced cognitive processing 
capacity seen in attention deficit hyperactivity 
disorder (Picken et al. 2020). Cross-frequency 
coupling also takes place, a situation in which 
one frequency is phase-locked to the occur-
rence of the other frequency. For instance, it 
was shown that this coupling takes place 
between gamma and theta activities in rats 
that are exploring their environment (Buzsaki 
and Wang 2012) or navigating in a memorized 
space (Buzsaki and Moser 2013).

EEG frequency bands may be abnormal in 
various psychiatric disorders such as depres-
sion, anxiety, or schizophrenia (see Newson 
and Thiagarajan 2019 for review). For drug 
research, this is highly relevant, as the normal-
ization of a particular frequency band by a 
certain drug could mean that symptoms are 
decreasing. For example, Leuchter et  al. 
(2017) treated 146 depressed patients with the 
selective serotonin re-uptake inhibitor (SSRI) 
escitalopram and recorded EEG prior to and 
after one week of treatment. Delta-theta 
power (i.e., the squared amplitude of delta 
and theta activity) increased and alpha power 
decreased in the patients treated with escitalo-
pram as compared to those who were admin-
istered with placebo (48 other patients). 
Moreover, the delta-theta/alpha ratio specifi-
cally predicted the likelihood of remission 
after seven weeks of treatment. Leuchter et al. 
(2017) concluded that this ratio might func-
tion as biomarker for remission of major 
depressive disorder. Similarly, it was shown 
that EEG-arousal regulation was able to dif-
ferentiate responders from non-responders to 
SSRI treatment of obsessive compulsive dis-
order (Dohrmann et al. 2017).

Definition

Event-related potential (ERP). The ERP 
characterizes changes in the EEG signal 
in response to a definable event such as a 
sensory stimulus or a self-paced motor 
response. An ERP consists of  a number 
of  components with a particular ampli-
tude and latency.

EEG records the spontaneous fluctuations 
in electrical activity of the brain, visualized as 
different neuronal oscillations described 
above. However, when a particular stimulus is 
presented, a direct response to that stimulus is 
added on top of the spontaneous background 
EEG. If  this same stimulus, or a very similar 
one, is presented many times, and if  the seg-
ments of EEG in response to this stimulus are 
averaged, the spontaneous EEG responses 
will be cancelled out and the one to the stimu-
lus remains. A number of distinct positively 
and negatively charged components are then 
visible and together they are what we call an 
event-related potential (ERP). A large num-
ber of different ERP components exist, of 
which I will only present a few as example.

One of the most widely examined ERP 
components is the P300, which is a positive 
deflection occurring around 300  ms after 
stimulus onset and which is found when pre-
senting both auditory and visual stimuli. It 
can be divided into a somewhat earlier P3a 
and later P3b deflection. Generally, the P3a is 
said to reflect the detection of a novel stimu-
lus and early attention toward this stimulus 
(Polich 2007). Exactly which cognitive process 
the P3b relates to is still a matter of debate, 
but as early as 1981, Donchin suggested that 
the P3b reflects the process whereby mental 
schemas are revisited and contexts updated. 
Johnson (1986) proposed that information 
transmission, subjective probability of a par-
ticular stimulus, and the meaning a stimulus 
has for the participant. Polich (2007), on the 
other hand, suggested that the P3b is associ-
ated with attention and subsequent memory 
processing. What is clear is that stimulus 
probability and expectance, task relevance, 
and task difficulty affect attention and work-
ing memory (Kok 2001), which will help to 
categorize one stimulus among the train of 
other stimuli. This may all affect the P3b 
amplitude (Sambeth 2004).

Huang and co-workers (2015) posed the 
dual transmitter hypothesis of the P300, stat-
ing that the P3a is related to frontal focal 
attention and mediated by the dopaminergic 
system. P3b, on the other hand, is a 
temporally-parietally generated component 
where dense noradrenaline inputs are found. 
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However, this is a too simplistic view on the 
matter, as changes in, for instance, cholinergic 
levels also affect P3a and P3b amplitudes 
(Caldenhove et  al. 2017; Evans et  al. 2013; 
Kenemans and Kähkönen 2011).

Another vastly examined ERP component 
is the P50, a component representing basic 
auditory processing. The P50 is the compo-
nent of interest in sensory gating, which is 
normally recorded in double-click paradigms. 
In such a paradigm, two auditory stimuli are 
presented within 500  ms. Both stimuli elicit 
the P50, but the P50 amplitude is dramatically 
decreased to the second stimulus. Reduced 
P50 gating, thus less suppression to the sec-
ond stimulus in comparison to the first, is one 
of the key ERP deficiencies seen in patients 
with schizophrenia and has therefore been 
used as biomarker for psychosis (see also sep-
arate box). However, this phenomenon can, 
for instance, also be seen in patients with 
Alzheimer’s disease (Cancelli et  al. 2006) or 
bipolar disorder (Cheng et  al. 2016). This 
seems logical, as a variety of neurotransmit-
ters have been shown to play a role in this pro-
cess, among dopamine, noradrenaline, 
serotonin, and acetylcholine (Kenemans and 
Kähkonen 2011).

The final ERP component I would like to 
introduce is another one receiving much inter-
est in schizophrenia research, namely the mis-
match negativity (MMN). This component is 
typically elicited in a passive oddball para-
digm, in which irrelevant standard stimuli are 
interspersed with relevant deviants that differ 
from the standards in pitch, duration, loud-
ness, or perceived location. The deviants elicit 
a negative wave around 100–150  ms after 
stimulus onset, the MMN.  MMN is some-
what reduced to pitch and more so to dura-
tion deviants in chronic schizophrenia 
patients, which might pose this component to 
also serve as biomarker (Umbricht and Krljes 
2005). However, a meta-analysis showed that 
the picture looks different in first episode 
patients, in whom only a small-to-medium 
reduction was found to duration deviants, but 
not to pitch deviants (Haigh et  al. 2017). 
Similarly to the P50 gating deficiency, the 
MMN impairments are also not specific for 
schizophrenia, as abnormalities were, for 

instance, shown in Alzheimer’s disease 
(Horvath et al. 2018), depression (Bissonnette 
et  al. 2020), and autism (Chen et  al. 2020). 
One key difference to P50 gating abnormali-
ties, though, is that MMN can be detected 
with many more different types of stimuli and 
some patients may show abnormalities in one 
stimulus type, whereas others have reduced 
MMN to another. Once the differentiation in 
abnormalities between disorders is clearer, 
MMN might be used as biomarker or surro-
gate marker in the future.

The NMDA glutamate receptor has been 
said to play a major role in the generation of 
the MMN. Moreover, due to the various find-
ings using glutamatergic drugs, it has even 
been proposed that the MMN serves as index 
of the integrity of the NMDA receptor sys-
tem (Michie et al. 2016). Dopamine and sero-
tonin do not seem to be relevant for the MMN 
generation (Todd et  al. 2013), neither has 
manipulation of the cholinergic system shown 
reliable results (Klinkenberg et  al. 2013a, b; 
Caldenhove et al. 2017).

Definition

Event-related (de)synchronization (ERD/
ERS). A decrease (ERD) or increase (ERS) 
in amplitude of a neural oscillation in 
response to the presentation of a stimulus.

ERPs reflect time- and phase-locked changes 
to the onset of distinct stimuli. The key 
assumption here is that a stimulus, and each 
of them when being repeatedly presented, 
resets the phase of neural oscillations, in other 
words locks the phase. However, time-locked, 
yet non-phased locked, responses also occur 
in which the resetting of the phase does not 
take place. Those responses will cancel out if  
the regular ERPs are calculated. Event-related 
(de)synchronization (ERD/ERS) is the 
method by which those non-phased locked 
signals are visualized. Classically, first all 
event-related trials are band-pass filtered. 
Next, the amplitudes are squared to obtain 
the power of each sample, after which an aver-
age of power samples across trials is made. 
Finally, averaging over time samples takes 
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place to smooth the data and reduce variabil-
ity (Pfurtscheller 2001). The result is a time-
line of power fluctuations for a particular 
frequency band in response to the stimulus.

Abnormalities in one or more frequencies 
have been found in various disorders using the 
ERD/ERS methodology. For instance, 
impaired theta oscillations generated in the 
right frontal lobe have shown to be correlated 
to autistic symptoms (Larrain-Valenzuela 
et  al. 2017). An abnormal increase in phase 
synchronization in beta oscillations in a 
fronto-parietal network during working mem-
ory performance might indicate a compensa-
tory mechanism for impaired cognitive 
function in major depression (Li et al. 2017). 
A final example relates to Parkinson’s disease, 
in which mu-rhythms are commonly studied. 
Those are rhythms falling in the 7–12  Hz 
range, similarly to the alpha wave. The dis-
tinction between the two is the brain area gen-
erating the wave. Whereas the alpha wave is 
produced in the occipital lobe, thus the visual 
system, the mu-rhythm is generated in the 
motor cortex. Heida et al. (2014) found that 
impaired motor learning in patients with 
Parkinson’s disease could be related to a defi-
cit in mu-rhythm desynchronization that is 
normally found when participants are per-
forming actions with their hands.

As compared to recording of basic EEG 
frequencies or calculating ERPs, the use of 
ERD/ERS in pharmacology has been rela-
tively scarce so far. Given that this latter 
method provides detailed information on the 
exact changes in EEG signal that take place 
when a subject performs a particular task, 
future research should look into the useful-
ness of ERD and ERS in the field of drug 
discovery.

>> To conclude, an EEG recording offers the 
opportunity to assess various EEG fre-
quencies, event-related potentials, and 
ERD/ERS. These three types of  measure-
ments may guide early drug development, 
as deficiencies found in brain disorders 
often lead to particular deficits in one or 
more of  these output signals.

9.3	 �Electrophysiology in Humans 
and Animals

In the previous sections, I discussed the differ-
ent types of electrical output signals gener-
ated by the brain. Part of these recordings is 
only possible using slices of the mouse or rat 
hippocampus. Some measurements, though, 
can be done in living animals and, conse-
quently, also in humans. In this section, I will 
try to compare animal to human electrophysi-
ology in order to shed more light on the trans-
lational potential of certain measures.

Almost all studies in humans record EEG, 
as this is a noninvasive and easily implemented 
measurement. In comparison, there is no sin-
gle measurement in animals that is noninva-
sive, as electrodes always need to be implanted 
into the brain. This difference has an effect on 
the assessment of brain regions of interest. 
While in humans only cortical structures can 
be targeted, we can assess any brain structure 
we like in animals. This also has an influence 
on the amplitude of the signal being detected. 
As the electrode tip in a rodent study is much 
closer to the individual neurons, the signal 
detected is much larger. After all, the menin-
ges, skull, and scalp form a safe barrier, and 
thus cause a reduced amplitude, in humans. 
For comparison, ERP components have 
amplitudes up to around 15  μV in humans, 
although components can easily reach 100–
200 μV in rodent recordings.

Some differences in the manner in which 
recordings are done mainly relate to drug 
studies. For instance, one dissimilarity per-
tains to the state of consciousness while per-
forming a recording. Many researchers 
interested in the rodent brain acquire their 
data while the animal is anesthetized, although 
by default humans are awake. Anesthetizing is 
often done in animals to prevent excessive 
movement that may disturb the signal or to 
provide the opportunity of injecting the drug 
directly into a target tissue. If  not injected 
directly into the brain, the route of adminis-
tration still differs between humans and ani-
mals, as intraperitoneal or subcutaneous 
injections are commonly given in animals, 
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while drugs are administered orally in humans. 
All these differences in recordings in animals 
vs humans should be taken into account when 
trying to compare their results.

Comparability of the human and animal 
ERP has received much attention in the last 
few decades. A first example is the signal 
found in sensory gating, the P50 component. 
This positive component, in humans occur-
ring around 50  ms after stimulus onset, is 
heavily reduced in response to the second as 
compared to the first click in the double click 
paradigm, as described previously. In a review 
on the translational utility of rodent hippo-
campal gating, Smucny et  al. (2015) argued 
that rodent hippocampal gating comes closest 
to human P50 gating measured on the scalp, 
the rodent P20-N40 wave being highly predic-
tive of human effects. Indeed, we also found 
hippocampal gating in components with simi-
lar latencies in our drug studies examining the 
role of the cholinergic system (Klinkenberg 
et  al. 2013a, b) and of PDE signaling path-
ways (Reneerkens et al. 2013) in gating.

The earlier, sensory-related ERP compo-
nents seem to behave in an analogous way in 
humans and animals, even though the laten-
cies of those early components occur 1.8 times 
earlier in rats than in humans (Sambeth et al. 
2003). They habituate, thus their amplitudes 
decreases due to learning taking place in the 
brain, similarly when simple auditory or visual 
stimuli are presented (Sambeth et  al. 2004; 
Hauser et  al. 2019), respond to task-related 
stimuli in comparable ways (Sambeth et  al. 
2003), and as hypothesized by Smucny et  al. 
(2015), drug effects are also related. Later, 
more cognitively related ERP components, 
though, share far less overlap. While P3-like 
components may in some rat studies be found 
that behave similarly to the human P3b com-
ponent (Sambeth et  al. 2003), also regarding 
drug effects (Ahnaou et al. 2018), other cogni-
tive paradigms failed to elicit such components 
all together (Sambeth and Maes 2006). This 
might be related to the fact that the cognitive 

components are elicited by sophistically orga-
nized cortical structures in humans in combi-
nation with the fact that rodents have a smooth 
cortex, thus far less cortical surface. For drug 
research, therefore, it is wise to administer 
basic sensory paradigms that have shown suf-
ficient analogy between humans and rodents.

Drug effects on EEG frequencies have 
often been recorded in both humans and 
rodents. Similarly to the ERP recordings, a 
straightforward comparison is difficult to 
make. For instance, alpha, the “resting” fre-
quency in humans, is not detectable clearly in 
rodents. Furthermore, whereas theta seems to 
be the most prominent hippocampal fre-
quency eliciting clearly visible oscillations in 
rats and mice, these oscillations usually only 
become detectable after analysis on the signal 
was performed in humans. This, in combina-
tion with the obvious differences in human vs 
animal electrophysiology as mentioned above, 
led Blokland et al. (2015) to conclude that the 
most suitable comparison between humans 
and rodents seems to be that of resting 
EEG.  When actually comparing studies on 
the cholinergic system, a high variability in 
effects was not only found between humans 
and animals but also within species (Blokland 
et al. 2015). The translational validity of ani-
mal EEG seems to depend on the psychoac-
tivity and/or neural substrates examined 
(Drinkenburg et  al. 2015). To conclude, this 
asks for caution when using EEG frequencies 
as translational factor, until research has elu-
cidated the cause of large differences between 
studies.

>> In sum, even though the various species 
highly differ in anatomy, genetics, and the 
manner in which recordings can be done, 
some important overlap in electrophysio-
logical activity has been found in various 
paradigms. For drug research, it is wise to 
administer basic sensory paradigms as 
they showed the best analogy between 
humans and rodents.
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�Case Study

�Example: Electrophysiology in Schizophrenia

Schizophrenia is a brain disorder that is accom-
panied by a variety of symptoms, including 
positive symptoms such as the occurrence of 
hallucinations, negative symptoms like being 
unable to plan, and cognitive symptoms such as 
a deficit in working memory. It is well known 
that at least some of the symptoms, such as hal-
lucinations, are caused by an overactivation of 
the dopaminergic system. In more recent years, 
the role of the glutamate system has started to 
receive more attention as well, and as in schizo-
phrenic patients, problems may exist in the 
function of the NMDA receptors (Snyder and 
Gao 2019). Much effort has been paid to devel-
oping biomarkers or surrogate markers of 
schizophrenia in order to more effectively test 
newly developed antipsychotic drugs. A num-
ber of electrophysiological markers will be dis-
cussed below.

The sensory systems of  schizophrenic 
patients are impaired, especially the atten-
tional and informational components (Javitt 
and Freedman 2015). This may explain certain 
ERP deficits that have previously been found. 
For instance, it has long been clear that abnor-
malities in P50 gating exist in schizophrenic 
patients (Light and Braff  1998). The inhibi-
tion in response to the second click in the dou-
ble-click paradigm that should occur in 
healthy individuals is almost absent in schizo-
phrenic individuals. This is usually explained 
as an inability to inhibit redundant sensory 
input.

Likewise, an imbalance between excitation 
and inhibition can also be shown using the 
auditory steady-state response (ASSR). The 
ASSR is a response entrained to both the fre-
quency and phase of rapidly presented audi-
tory stimuli. In the EEG, it elicits gamma 
oscillations if  the frequency in which the stim-
uli are presented is in the gamma range; usually 
30–50 Hz is used. ASSR is significantly reduced 

in schizophrenia, likely reflecting an inhibitory 
deficit (Tada et al. 2020).

Not only inhibition of irrelevant informa-
tion is disturbed but also attention toward 
what matters may be disrupted. MMN is a 
measure of sensory memory, and in the ERP 
section, it was already described that the MMN 
is disrupted in schizophrenia. However, how 
the MMN exactly behaves in this disorder is 
complex, probably due to the complexity of the 
disorder. Responses to changes in duration and 
pitch of a stimulus reliably reduce the MMN in 
chronic patients, but only duration deviants 
cause this reliable effect in first-episode patients 
(Umbricht and Krljes 2005; Haigh et al. 2017). 
Responses to other stimulus types like the 
loudness of a tone do not seem to be impaired 
in these patients. Research has shown that sib-
lings of schizophrenic patients also share some 
of the disturbances (Sevik et  al. 2011), as do 
individuals at ultra-high risk for the develop-
ment of schizophrenia (Lavoie et  al. 2018). 
Given that the MMN is said to reflect NMDA 
receptor activity, the disturbances seen in 
MMN amplitude in schizophrenia can be seen 
as evidence for the glutamate hypothesis of 
schizophrenia (see also Nagai et al. 2017).

Although the entrained gamma oscillations 
are decreased in schizophrenia (Tada et  al. 
2020), spontaneous gamma waves recorded in 
resting state seem to be increased. It has been 
suggested that this abnormality relates to 
impaired GABAergic (McNally and McCarley 
2016) and glutamatergic (Uhlhaas and Singer 
2015) neurotransmission seen in schizophrenia.

In sum, various EEG markers of impair-
ment in schizophrenia can be found. Future 
research should combine various methodolo-
gies to provide a more detailed view on which 
particular stimulus (for instance, the MMN 
paradigm) elicits which disturbance in which 
situation. This way, EEG may become a key 
biomarker for schizophrenia.
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>> Conclusions
In this chapter, I tried to provide an over-
view of the most commonly utilized elec-
trophysiological techniques in science in 
general, and how these may be used in 
drug discovery. Given that in early stages 
of drug development, animal models are 
highly important, but in later stages, human 
clinical trials are needed, I also looked into 
the translational potential of some of the 
measurements.

Patch-clamp techniques are especially 
valuable for studies on the mechanism of 
action of drugs in the early stages of devel-
opment and are done in vitro. When using 
this technique, the influence of drugs on 
individual ion channels or on how ions 
change their behavior within a neuron may 
be examined. In light of the recent techno-
logical advances that now offer the oppor-
tunity to record more than a thousand 
patches per day, this technique is becoming 
more relevant in the future. The IonFlux 
was already introduced previously, which 
has shown stable recordings of the cholin-
ergic system (Yehia and Wei 2020). Another 
system is the Patchliner, one of the small-
est patch-clamp workstations that simplifies 
experimental procedures (Farre et al. 2009), 
a key asset for scientists. One of the reasons 
why these (medium-throughput) systems are 
so relevant for early stages of drug discov-
ery is that they are used to “filter out” false 
positive hits from primary screening cam-
paigns (using, for example, high throughput 
voltage-gated dyes) and to select confirmed 
hits that can be further processed.

Next, single- and multiple-unit record-
ings were introduced, which reliably assess 
indirect action potentials. This is relevant 
when one is interested in drug-induced 
changes in neuronal output. An advantage 
of this measure as opposed to a whole-cell 
patch-clamp recording, which also mea-
sures ionic flow of an entire neuron and 
could thus detect an action potential, is a 
single-unit recording can be done in living 
animals, though often under anesthesia. 
The combination of single- or multi-unit 
recordings with the measurement of local 
field potentials, which on the other hand 

record the input into neurons, provides a 
clear picture of drug effects on neuronal 
communication. The key contribution in 
drug discovery so far has been the charac-
terization of functional effects or potential 
efficacy of drugs not only to examine phar-
macodynamic properties such as sedation 
but also to study toxicity (Drinkenburg 
et al. 2015).

Finally, the use of EEG and the various 
output parameters that may be determined 
from it were discussed. Not only the fre-
quency oscillations and ERPs were intro-
duced, but also ERD and ERS. The latter 
combines the stimulus-related changes tra-
ditionally examined using ERPs with non-
phase locked changes in different frequency 
bands. These three types of measurements 
may guide early drug development, as 
deficiencies found in brain disorders often 
lead to particular deficits in EEG activity. 
The potential of newly discovered drugs 
to reverse these EEG deficits is relevant 
to explain improved behavioral outcomes 
or to clarify why certain symptoms are 
reduced and others remain when being 
treated with a substance.

In the second part of this chapter, I dis-
cussed the translational potential of animal 
electrophysiological findings to human out-
comes. Recorded local fields potentials in 
animals share many similarities with human 
EEG.  However, due to certain method-
ological constraints, experiments identical 
between humans and, for instance, rodents 
cannot be developed. This could be just 
one of the reasons why large variations in 
responding have often been found between 
the different species. Other factors limiting 
translational value may be anatomical and 
genetic differences between the various spe-
cies of interest. Nevertheless, due to overlap 
in some key electrophysiological responses 
such as theta frequency or the animal P20-
N40 components, suggested to be equiva-
lent of the human P50, future research 
should continue to use rodents in early drug 
development. In parallel, however, more 
effort must be put into optimizing the ani-
mal methodology so that the translational 
value increases.
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There are three ways in which magnetic reso-
nance imaging is typically used in drug devel-
opment: to validate the role of  drugs and 
neuropharmacological systems in terms of 
their effects on the brain, the development of 
brain markers to evaluate drugs by  – these 
can be associated with particular disorders or 
symptoms  – and the evaluation of  com-
pounds with neuroimaging markers. MRI is 
effectively multimodal. Markers of  brain 
function are sensitive to drug modulation and 
include perfusion and blood flow, functional 
imaging with tasks, brain connectivity, track-
ing of  activity with rapidly changing blood 
levels from drug administration and spectros-
copy for brain metabolite levels. Fast phar-
macokinetics can be tracked, and drugs with 
slower pharmacokinetics can be assessed for 
context-dependent effects and quantitative 
effects on blood flow and brain metabolite 
levels. These methods can be applied to 
healthy volunteers, combined with models of 
dysfunction, or in patients to translate evi-
dence in experimental animals, validate the-
ory and provide early indicators of  potential 
efficacy. Significant challenges exist with MRI 
methodology such as the limited evaluation 
of  reliability, the modelling of  confounds, 
stratification of  individuals to understand 
response and non-response and bridging the 
gap between the modulation of  brain systems 
and clinical outcome. Numerous examples 
exist to demonstrate the success and future 
potential of  MRI methodologies in the drug 
development process, which, if  correctly 
applied, can provide a principled basis for 
some treatment options over others, acceler-
ating the delivery of  novel therapeutics for 
those in need.

nn Learning Objectives
55 To understand the relevant brain func-

tion assessments available for assess-
ment of drugs with MRI

55 To understand the basics of the MRI 
methodology for each main method

55 To appreciate the utility of functional 
MRI methodology

55 To understand the use of models com-
bined with MRI

55 To appreciate limitations and challenges
55 To be aware of future prospects for 

MRI methodology in drug development

10.1	 �Introduction

Magnetic resonance imaging is a non-invasive 
methodology. Modern scanners can show sen-
sitivity to different tissue properties by the 
implementation of different acquisition 
sequences. When applied to the brain, the broad 
categories describing these different sequences 
are structural, functional and neurochemical 
imaging. Neurochemical imaging is used to 
determine the concentration of metabolites of 
neuronal function, metabolic activity and neu-
rotransmission and is usually limited to small 
brain regions (voxels) with spectroscopy, but 
can be applied to larger regions such as slices or 
even the whole brain. Structural neuroimaging 
includes T1-weighted and T2-weighted scans 
sensitive to the contrast between grey and white 
matter and cerebrospinal fluid, diffusion-
weighted imaging, used for the construction of 
white matter pathways. Functional neuroimag-
ing refers to acquisition sequences that fluctu-
ate according to intrinsic (e.g. thought) or 
extrinsic (e.g. stimulus) variations. Functional 
neuroimaging is realised almost exclusively 
with blood oxygen-dependent level (BOLD) 
sensitive methods, but also includes perfusion 
imaging (our chapter) and methods with emerg-
ing evidence of sensitivity such as diffusion 
imaging (Hofstetter et al. 2013).

Definition

T1-weighted imaging is scanning method-
ology that relies on longitudinal relax-
ation of  proton spins (spin-lattice 
relaxation). The spins align to the external 
field of  the scanner, and they are put into 
a different plane by a radiofrequency 
pulse. The ‘relaxation’ back to the back-
ground field occurs over a different time 
for different tissues. By taking a snapshot 
at a fixed time, then different tissues can 
be contrasted.
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Definition

Blood Oxygen-Level Dependent (BOLD) 
contrast is the standard method used in 
functional magnetic resonance imaging. 
Local distortions in the magnetic field 
through changes in the concentration of 
the paramagnetic deoxyhaemoglobin and 
the effects on the MRI signal are used to 
register changes in brain activity.

Definition

Voxel: A three-dimensional pixel forming 
the element of  images produced by MRI.

Magnetic resonance imaging differs from 
invasive techniques such as single photon 
emission computerised tomography (SPECT) 
and positron emission tomography (PET; ref-
erence to 7  Chap. 11) which require the injec-
tion of radiotracers. MRI has better spatial 
resolution than surface-based methods such 
as electroencephalography and near infrared 
spectroscopy, and MRI is able to measure 
from both deep and superficial structures, 
which nonetheless may have a role.

There are a number of roles for MRI in 
drug development:
	1.	 The role of neuropharmacological systems 

can be validated and further understood in 
terms of their impact on brain structure 
and function.

	2.	 The development and validation of mark-
ers associated with brain dysfunction as 
targets for the evaluation of drugs.

	3.	 Pharmacodynamic investigations of novel 
compounds with neuroimaging markers as 
outcomes.

MRI can be applied at any stage of the 
drug development pathway. Pre-clinical imag-
ing has been used to understand the nature of 
drug effects on brain structure (Vernon et al. 
2014) and function (Bifone and Gozzi 2012), 
and has particular strengths when used in 
combination with animal models of dysfunc-
tion. There are some clear benefits of pre-
clinical evaluation, including the testing of 
multiple doses of drugs into exposure ranges 

that may not be safe in human studies. The 
development of drug models linking pharma-
cokinetics and pharmacodynamics (PK-PD 
models) may reveal non-linear patterns such 
as inverted-U-shaped functions defining an 
optimum dose range. Pre-clinical MRI can 
also be combined with other measurements 
such as intracortical recording, gene editing, 
DREADDS and others to provide compre-
hensive assessments and control for potential 
confounds (Coimbra et  al. 2013; Jonckers 
et al. 2015). Despite these strengths, examples 
of translational viability of pre-clinical MRI 
with animal models into successful human tri-
als are limited.

Definition

Pre-clinical imaging is usually used to 
refer to imaging in non-human primates 
and rodents. The term can sometimes be 
confusing because pre-clinical research 
includes research where the subjects are 
not a clinical population and can include 
healthy volunteers.

In humans, drugs can be tested very early in 
the developmental pathway. Proof of princi-
ple studies during phase I, when safety and 
tolerability are assessed, can be used to pro-
vide translational validation of the principles 
of drug use  – so-called proof of principle 
studies (Browning et al. 2019). While healthy 
volunteers are the typical population tested in 
phase I for CNS drugs, small patient studies 
can be included (often referred to as phase IIa 
when validation in the target population is ini-
tiated). Testing a drug in an impaired system 
may be required to provide the necessary evi-
dence of the modulation of the system 
towards normalisation (Reed et al. 2019).

Testing a compound aimed at improving a 
function, such as emotional processing, mod-
ulates the brain regions, and circuits involved 
in the target function gives an early indicator 
of potential efficacy prior to the drug being 
tested in trials with patients. Other examples 
during these early development phases include 
testing that a compound reverses the effects of 
a drug known to model a component of a dis-
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order, therefore providing evidence of a spe-
cific pharmacological mechanism in vivo and 
testing the effects on specific brain circuits in 
patients with known impairment in such sys-
tems to provide an early indicator of the 
potential for efficacy in the target population.

If  neuroimaging markers demonstrate 
utility in stratification of patients more likely 
to be responders, it may be applied at later 
stages of development, but as yet there are no 
examples of this. With PET imaging there is a 
clear case for stratification with markers of 
neurodegenerative disease such as beta-
amyloid and tau (Beaurain et  al. 2019; 
Jelistratova et  al. 2020), whereas with MRI 
there is substantial work required to produce 
valid stratification markers, particularly for 
functional imaging.

>> MRI can be used to assess drugs across the 
developmental pathway from basic science 
experimental to test theories and translate 
evidence from experimental animals to 
humans, as well as testing drug treatment 
to reveal their mechanisms of  action.

10.2	 �Functional Markers of Drug 
Development with MRI

.  Figure 10.1 depicts the five major methods 
used to evaluate drug action in the brain with 
MRI.  Theoretically these methods can be 

deployed in single study sessions effectively 
offering multimodal capabilities with a single 
method of assessment. Typically, an imaging 
session is tailored to the specific hypotheses 
under investigation and may be influenced by 
features of the drugs such as the pharmacoki-
netic profile. For example, an injected com-
pound which reaches peak plasma levels 
within minutes and rapidly clears from the 
brain will not be suitable to methods requiring 
averaging over several minutes such as task-
based functional MRI (fMRI). These meth-
ods can also be timed to capture the desired 
window within the pharmacokinetic profile 
(De Simoni et al. 2013; Paloyelis et al. 2016). 
There are notable limitations. For spectros-
copy the major method is MRS. While MRS  
is usually limited to individual brain regions, 
the application of newer methods such as 
chemical exchange saturation transfer (CEST) 
allow more widespread evaluation (Knutsson 
et al. 2018; Luna et al. 2018), although they 
require high-field MRI, which is not widely 
available and presents additional challenges 
(Ladd et  al. 2018). These challenges are not 
fully resolved for high-throughput evaluation 
of drugs. All the other methods in .  Fig. 10.1 
are based on successful neurovascular cou-
pling (Mathias et al. 2018), which is the pro-
cess through which brain regions more 
metabolically and electrically active (e.g. glu-
tamate signalling) are accompanied by a cas-
cade of changes which result in more blood 

Perfusion PhMRI Spectroscopy Resting StateTask fMRI

- Context-
dependent
- Slow PK

- Context-
independent
- Slow PK?

- Context-
(in)dependent
- Slow PK?

- Context-
independent
- Fast PK

- Context-
(in)dependent
- Slow PK

.      . Fig. 10.1  Five principal MRI sequences used to 
measure drug action in the brain. The images are chosen 
to illustrate the methods only. Context-dependent refers 
to whether a specific cognitive task or behavioural para-
digm to provide context. For task-based fMRI, the con-

text is the task. Tasks can also be used with perfusion 
imaging, but this is uncommon due to the poor sensitiv-
ity. MRS can be used with tasks to examine brain 
metabolites during different task conditions, although 
its utility in drug development has not been determined
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flow being delivered to the active area. Thus, 
compounds affecting neurovascular coupling 
may give false signals for these MRI markers 
of drug effect (Wise and Preston 2010). 
Possible solutions are included in the sum-
mary of each method below.

10.2.1	 �Perfusion Imaging

The principle of perfusion imaging is based 
on measurement of the effect of a contrast 
agent diffusible in blood. Exogenous contrast 
agents can be utilised such as gadolinium, but 
the endogenous contrast agent allows fully 
non-invasive data acquisition, and it is this 
approach that has yielded numerous pharma-
cological imaging studies (Zelaya et al. 2015).

Arterial spin labelling (ASL) uses water in 
the blood as the endogenous contrast agent. 
Two types of images are acquired, label and 
control. The label image is acquired after ‘tag-
ging’ or encoding the inflowing blood, and the 
control image has different encoding and the 
blood is effectively untagged. The differences 
between these two images is regionally 
weighted by the perfusion in the brain tissue, 
often referred to as the regional cerebral blood 
flow (rCBF). A separate image with the same 
acquisition parameters but sensitive to the 
proton density (an Mzero image) is required 
for quantification (Wong et al. 1997). The two 
main forms of ASL are pulsed and continu-
ously labelled. Pulsed ASL (or pASL) requires 
the labelling of arterial blood by inverting sig-
nal over a relatively wide volume (~100 mm) 
below the area of data acquisition, typically in 
the vicinity of the carotid arteries. This is 
achieved with tailored pulses (Wong et  al. 
1997). After a short delay, the imaging data are 
collected. If  this is implemented with a single-
shot acquisition (where data from each vol-
ume are rapidly acquired), such as echo-planar 
imaging, then the time for volume acquisition 
can be similar to functional magnetic reso-
nance imaging. The control image can be col-
lected using double inversion of the arterial 
blood and collected interleaved with the label 
images. Robust perfusion maps require many 
pairs of control-label images to provide a 

robust calculation of rCBF.  These control-
label pairs can theoretically be treated as a 
timeseries and thus be used to measure the 
effects of compounds with a rapid PK profile 
(minutes). In reality, single pairs are insuffi-
cient to provide a robust and reliable perfusion 
map to track drug effects with second-level 
temporal resolution (Zelaya et al. 2012).

Continuously labelled ASL has different 
implementations referred to as continuously 
labelled ASL (CASL) or ‘pseudo-
continuously’ or ‘pulsed-continuously’ 
labelled ASL (pCASL). This method has the 
advantage over pASL of superior labelling 
efficiency, but at the loss of the potential to 
create a time series of second resolution 
(although this has been noted to be of poor 
robustness). This is achieved by arterial blood 
being labelled by flow-driven inversion of 
arterial blood in the presence of a magnetic 
field gradient, applied in the direction of 
blood flow into the brain. A labelling plane is 
used which leads to a rotation of the longitu-
dinal magnetisation vector (the magnetisation 
of the blood in line with the background field 
produced by the scanner) about the effective 
field, which in turn changes the orientation of 
the proton spins by 180 degrees as they cross 
the labelling plane (Dai et al. 2008). The sig-
nal carried by the inverted proton spins 
degrades over time and is thus detected in the 
acquisition volume after a short delay. This 
method is extremely effective at labelling a 
substantial amount of arterial blood, which 
allows for the collection of image data using 
multi-shot acquisition techniques allowing 
whole brain coverage.

The main advantage of ASL is that is pro-
vides quantification of rCBF allowing direct 
comparisons across sessions. This is therefore 
suitable for the evaluation of the context-
independent drug effects (i.e. not during a 
task) for acute and prolonged treatment as 
well as dose-response effects. Because the use 
of control-label pairs markedly reduces sensi-
tivity to the sources of low frequency noise 
(e.g. scanner temperature fluctuations), it can 
be used to mark brain states such as affective 
states and pain states which may be pro-
longed.
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In addition, CBF mapping can be com-
bined with BOLD imaging, the most common 
technique for functional brain imaging to ‘cal-
ibrate’ BOLD imaging. This is because BOLD 
is non-quantitative and dependent on the 
cerebral metabolic rate of oxygen utilisation, 
blood flow and volume.

Importantly, ASL has very good test-retest 
reliability (intra-class correlation coefficients 
>0.80) (Li et al. 2018) making a stable mea-
surement, useful for within-subjects studies, 
where a drug can be compared to placebo or 
other active controls. There have been 
attempts to harmonise ASL methods across 
scanner manufacturers with recommenda-
tions for multi-site studies (Alsop et al. 2015), 
and data sharing is beginning to demonstrate 
the potential to study shared and distinct 
mechanisms for the functional effects of drugs 
(Duff et al. 2015).

>> Arterial spin labelling is a non-invasive 
method to quantify regional cerebral flow 
with excellent test-retest reliability and 
known sensitivity to drug modulation. 
Harmonisation across different scanner 
manufacturers is required to combine data 
across multiple sites.

10.2.2	 �Task-Based fMRI

MRI is a powerful methodology to identify 
brain regions and networks associated with 
specific functions. These functions could be a 
simple to implement as visual stimulation or 
hand movements or complex functions such 
as decision-making. Functional imaging of 
tasks is almost exclusively applied using blood 
oxygen-level dependent imaging or BOLD 
(Huettel et  al. 2014). Alternative methods 
include ASL as described above, although the 
signal-to-noise ratio is lower than that of 
BOLD (Berard et al. 2020). If  the impacts of 
the drug intervention are predicted to cause 
remodelling of synapses, as predicted for the 
novel antidepressants ketamine and psilocy-
bin (Witkin et al. 2019), then novel approaches 
to detect the effects of altered synaptic func-
tion will be required (e.g. Hofstetter et  al. 
2013).

Functional MRI with BOLD remains the 
dominant methodology and this method relies 
on functional hyperaemia, whereby the arte-
rial delivery of oxygenated blood at a level 
that exceeds the need in the target region. The 
result of this is that the venous outflow from 
an active region will have a higher level of 
deoxygenated haemoglobin, but because of 
the hyperaemia leads to a paradoxical decrease 
in the relative concentration of deoxyhaemo-
globin. The effect of this is to increase the 
fMRI or BOLD contrast. This is because 
deoxyhaemoglobin is paramagnetic leading to 
local distortions in the magnetic field, but 
with a reduction in its concentration in an 
active region, there will be a reduced effect of 
the local distortions. Specifically, MRI signal 
that is sensitive to spin-spin relaxation times 
(T2* and T2*-weighted signal) is increased. 
T2*-weighted imaging is usually combined 
with a fast readout giving a typical temporal 
resolution of ~2  s for the whole brain with 
voxels of approximately 3 mm isotropic.

The advantages of the BOLD method are 
as follows:

55 The rapid acquisition of whole brain 
images.

55 Sensitivity to deep brain structures (com-
pare to surface-based techniques such as 
magnetoencephaolography or EEG).

55 Standardised processing pipelines that are 
publicly available (Esteban et al. 2020).

55 A range of pre-existing tasks validated for 
the assessment of a variety of functions.

The challenges of the BOLD contrast are 
as follows:

55 Following neuronal activity, the signal 
change peaks a number of seconds later 
before slowly returning to baseline. This is 
known as the haemodynamic response 
function and needs to be factored into any 
data modelling for task-based fMRI.

55 fMRI with BOLD is non-quantitative. 
That is, there are properties of the signal 
which means that the units are arbitrary 
including low frequency signal drift of the 
signal. The impact of this is that task-
based fMRI with BOLD requires a con-
trast with another comparison or control 
condition for each task.
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55 The influence of movement can be com-
plex and unpredictable and must be 
accounted for in the analysis pipeline.

55 Susceptibility artefacts result from areas 
of the imaging field of view that alter the 
local gradients in the magnetic field lead-
ing to loss of contrast. Air-tissue bound-
aries produce loss of contrast in 
orbitofrontal cortex and the temporal 
pole, often extending into the basal fore-
brain. This can result in additional loss of 
signal in the ventral portions of the stria-
tum and the amygdala.

This potential for artefacts and data loss 
emphasises the need for excellent quality con-
trol processes in the data processing pipeline 
to account for scans with loss of contrast, or 
problematic movement. In some cases, scan 
volumes or entire scan runs will need to be 
removed from the analysis. Building such con-
trols into the analysis pipeline is crucial to 
ensure decisions about data quality, and inclu-
sion is made independent of the actual analy-
sis (Schwarz et al. 2011).

>> BOLD imaging is based on the concentra-
tion of  deoxyhaemoglobin in the venous 
blood. BOLD imaging is non-quantitative 
and thus requires internal comparators. 
This is usually achieved through different 
time periods being associated with differ-
ent cognitive components which are then 
contrasted. BOLD imaging signal can also 
be correlated across brain regions to index 
connectivity.

10.2.3	 �Timeseries Correlations 
and Resting State BOLD

The acquisition of BOLD timeseries without 
the use of task seemed to go against the 
principles of BOLD imaging, where the signal 
is non-quantitative and requires a contrast 
with other condition(s). When BOLD acquisi-
tion is acquired without a task, it is known as 
‘resting state’ BOLD.  Participants typically 
are asked to lie still in the scanner with their 
eyes open or closed and not to engage in any 
particular cognitive activity. When a time-

series of many hundreds of data points over 
tens of thousands of voxels is collected, there 
is a multitude of processing and analysis 
options (Chen et  al. 2020). Most commonly 
connectivity metrics are derived from the data 
which describe the correlation or coherence of 
signal variation across brain regions. 
Correlated regions are considered to be func-
tionally connected. The connectivity described 
can be simple metrics between each region 
and every other region, can be a summary of 
the entire shared timeseries across defined 
regions, or index dynamic variations in con-
nectivity over time. An advantage of resting 
state methods is the simplicity with which 
they can be implemented, requiring little or 
no training of the subject or experimenters. A 
challenge is the potential for artefacts in the 
correlation of timeseries, such as from noise 
in the BOLD contrast timeseries from the 
scanner (e.g. low frequency fluctuations) or 
from the subject (e.g. physiological noise from 
respiration or the pulsatile nature of blood 
flow). A method to account for these artefacts 
must be included in the data analysis.

Connectivity analysis can also be applied 
during the performance of cognitive tasks. 
The correlation of the timeseries BOLD data 
can be hypothesised to alter during changes in 
cognitive demands (Friston et  al. 1997) and 
may be a viable marker of context dependent 
brain dysfunction.

Resting state methods have shown sensi-
tivity to different diagnoses and to different 
drugs the variety of methodologies. For 
example, schizophrenia has been associated 
with impaired hippocampal connectivity 
(Samudra et al. 2015; Artigas et al. 2017), and 
hippocampal connectivity is also altered in 
neurochemical models of psychosis in rodents 
and humans (Artigas et al. 2017). Thus, these 
same circuits can act as a target for analysis of 
putative therapeutics. Despite this clear util-
ity, defining the precise nature of connectivity 
difference in a disorder or change due to a 
drug can be problematic as it is difficult to 
compare findings and combine results across 
studies. This is principally due to the variety 
of acquisition and analysis methods employed. 
Harmonisation of acquisition methods and 
data sharing will be important to ensure repli-
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cability and robustness of effects and the 
development of connectivity-based markers 
of brain dysfunction and treatment response 
(Hong et al. 2020).

>> The collection of  a timeseries of  data from 
across the whole brain can be used to cal-
culate the associated signal across brain 
regions. This metric is used to index con-
nectivity, and it is open to different meth-
ods of  analysis to describe connections 
and network properties.

10.2.4	 �Magnetic Resonance 
Spectroscopy (MRS)

Spectroscopy is the method by which the 
chemical make-up of the target (which could 
be as varied as brain tissue or distant galaxies) 
can be revealed. In brain tissue, spectroscopy 
methods include CEST and MRS. CEST is a 
more recent technique (Mueller et  al. 2020), 
the potential of which is yet to be realised in 
drug development. MRS is used to study 
metabolite levels in brain tissue (for review, 
see Buonocore and Maddock 2015). While 
protons can align along the applied magnetic 
field, 31P and 13C MRS can also utilised, and 
23Na and 19F are options for MRS investiga-
tion, but additional equipment may be needed. 
At the core of MRS is the fact that the mag-
netic field a particular atom experience is 
affected by its local chemical environment, 
specifically the magnetic field from nearby 
motion of electrons. The consequence of 
experiencing slightly different applied fields 
due to the varied chemical environment is that 
the atoms resonate at slightly different fre-
quencies. This ‘chemical shift’ effect can be 
used to detect different environments of 
relevant nuclei. It is the chemical shift that 
gives rise to a MR frequency spectrum con-
sisting of nuclei which resonate at different 
frequencies, depending on their local environ-
ment. The frequencies are not related to the 
exact concentration of nuclei and depend on 
the exact magnetic field strength. Therefore, 
MRS peaks are usually expressed in dimen-

sionless units (parts per million, ppm), with 
reference to a specific molecule. For proton 
MRS (1H-MRS), water is commonly used as 
a reference at 4.7 ppm. Proton MRS is of par-
ticular interest in neuroscience because it can 
be used to measure the important central ner-
vous system amino acids glutamate and gly-
cine with good reliability (van Veenendaal 
et al. 2018). The main inhibitory neurotrans-
mitter GABA can also be assessed with more 
elaborate acquisition and analysis and reason-
able reliability (van Veenendaal et al. 2018).

>> MRS is the principle measure used to 
index brain metabolites. The largest sig-
nals are from neuronal markers, but the 
neurotransmitters glutamate and GABA 
can be resolved using specialised sequences.

10.2.5	 �PhMRI and the Constraints 
of Fast and Slow 
Pharmacokinetics

Drugs with fast pharmacokinetics (e.g. rapid 
distribution and clearance), typical of intrave-
nously injected compounds, are difficult to 
study with the MRI techniques described thus 
far, that is, those requiring any form of aver-
aging of response over time. For example, 
task-based fMRI can involve the averaging of 
BOLD acquisition over many minutes to 
obtain sufficient samples of brain activity 
during the task in order to construct a robust 
and reliable map. If  drug levels are changing 
rapidly during such acquisition, then the 
meaning of such averaging is questionable.

Drugs with faster pharmacokinetics have 
been studied using a method referred to as 
pharmacological or phMRI, where changes in 
the fMRI timeseries are analysed following 
drug administration (Breiter et al. 1997; Stein 
et  al. 1998). Any timeseries data acquisition 
method can be combined with compound 
administration in phMRI. In rodents, the use 
of a blood-pool contrast agents such as super-
paramagnetic iron oxide particles can be used 
to collect cerebral blood volume timeseries 
data (Mandeville 2012). These use the same 
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T2*-imaging sequences and fast acquisition 
as BOLD imaging. In humans, the application 
of phMRI has almost exclusively used BOLD 
contrast. The method first acquires imaging 
data when the participants are at rest prior to 
any drug delivery and data acquisition contin-
ues after drug delivery until sufficient volumes 
have been acquired to define a post-drug 
response. There is no break in the data acqui-
sition. The expectation of phMRI is that fol-
lowing drug administration a rapid change in 
MRI signal can be detected. Due to practical 
considerations with pharmacokinetics and 
difficulties with multiple administrations of a 
drug in quick succession, this technique is 
only used for describing one timeseries per 
participant per session.

The description of the drug effect on the 
signal can be the simple difference pre- and 
post-drug or it can utilise an input function. 
This can be derived from the profile of the 

drug plasma levels (assuming these match 
brain levels), or a subjective or behavioural 
response to the drug (measured during the 
scan or in a separate cohort). These methods 
will identify brain areas where the temporal 
profile of the neuroimaging signal matches 
that of the plasma drug level over many min-
utes, or the temporal profile of the subjective/
behavioural effects. Mathematical models of 
the profile of predicted drug effect derived 
from pilot or independent investigations are 
useful when other input functions are not 
available or considered inappropriate (De 
Simoni et al. 2013).

>> PhMRI tracks the rapid (seconds to min-
utes) signal change during the injection or 
infusion of  a drug. The signal change can 
be compared between drugs, be blocked 
and be related to temporal profiles in drug 
levels or subjective experience/behaviour.

�PhMRI of Ketamine Applied to Drug 
Development in Schizophrenia

Dysfunctional neurotransmission of gluta-
mate has long been hypothesised to have a role 
in schizophrenia (see Javitt et al. (2018) in rela-
tion to this case study). One crucial piece of 
evidence was the demonstration that antago-
nists of  the glutamate NMDA receptor exacer-
bated symptoms of schizophrenia in patients 
and produced symptoms which were schizo-
phrenia-like (psychotomimetic) in healthy vol-
unteers. Ketamine can be safely used to study 
the effects of  an acute hyperglutamatergic state 
in volunteers with neuroimaging. The estab-
lishment of  a robust and reliable signature 
using phMRI (De Simoni et al. 2013) allowed 
the design of  studies to attenuate the effects of 
ketamine. Imaging was preferred over behav-
ioural signals. Despite proving to be reliable 

they were less robust, with different partici-
pants experiencing different symptoms and 
thus creating a clear drug response that was 
sparse over some participants and symptoms. 
PhMRI provided continuous signatures of  ket-
amine responses for each participant. Initially, 
we used two compounds which were expected 
to attenuate the effects of  ketamine by virtue 
of  their known mechanisms of action, and 
these studies constituted a validation of the 
approach (Doyle et  al. 2013a, b; Joules et  al. 
2015). We subsequently used the same method 
to validate drug activity of  two novel gluta-
mate-modulating compounds against ket-
amine (Mehta et al. 2018). This study was able 
to provide evidence that the proposed mecha-
nisms of the novel compounds translated to 
human dosing and also suggested effective 
doses of  each drug in humans.

�Case Study
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10.3	 �The Development 
of Neuroimaging Biomarkers 
for Treatment Response

The sensitivity of MRI neuroimaging to drugs 
is established, even though the process of 
developing specific markers of drug effects is 
an ongoing process. Exactly which markers 
are utilised will depend on numerous factors, 
such as the drug pharmacokinetics, the rele-
vant context(s), dose ranging and neurophysi-
ological considerations. These choices are 
constrained by relevant pharmacological fac-
tors but need to be cognisant of the transla-
tional application of any discoveries. That is, 
what is the deficit being addressed in the brain 
of patients. Ever since neuroimaging with 
MRI became available, it has been employed 
as a tool of discovery for the brain regions 
and systems that mark disorders. These mark-
ers may be the level of particular metabolites 
in a specific brain region, a task-related acti-
vation, or connectivity change, or a localised 
difference in perfusion. For example, gluta-
mate is elevated in patients with schizophrenia 
(Schwerk et al. 2014; Merritt et al. 2016), and 
MRS would be a viable methodology to test 
compounds for their ability to reduce gluta-
mate levels in vivo. Hyperperfusion has been 
noted and replicated in patients at risk of psy-
chosis (Allen et  al. 2016) and is therefore a 
candidate target for interventions to reduce 
such risks. Amygdala reactivity to negative 
affective stimuli is elevated in studies of 
patients with depression and a reduction in 
this response has been used as a target to 
study antidepressants (Godlewska et al. 2012). 
This work is crucial to the use of neuroimag-
ing in drug development as it establishes the 
specific neuroimaging targets for assessing a 
treatment and the target effect sizes required 
to ‘normalise’ such impairments. However, 
examples of the shifts in these signals being 
accompanied by a shift in clinical presenta-
tion are limited (an indication of the potential 
is given by Godlewska et al. 2016). While this 
is very useful and is applied to MRI in studies 
for drug development, such a conclusion hides 
an array of complexities that represent real 

challenges extending beyond just MRI meth-
odology.

First, the clinical diagnoses are formed 
from the presentations in patients and are 
thus probabilistic – a terms often used in neu-
rology – or made independent of underlying 
biological models, which themselves may not 
be known. Indeed, the definition of a patient 
is a well-established challenge (Insel and 
Cuthbert 2015). Undoubtedly the functioning 
of the brain will be associated with the presen-
tation of symptoms, but we must be mindful 
of the roles of other factors, such as social 
and societal factors in the expression or exac-
erbation of symptoms, which may limit the 
use of brain measurement in isolation.

Second, the presentation of multiple 
symptoms may be due to multiple manifesta-
tions of a ‘core’ deficit or multiple deficits. For 
example, the presentation of various motor 
symptoms in Parkinson’s disease is due to 
dopaminergic pathology. However, dopami-
nergic pathology is not unitary and there is a 
gradient of pathology as well as interactions 
with other brain systems affected by the pro-
gressive nature of the disease. In schizophre-
nia, a ‘core’ deficit in the glutamatergic system 
and the dopaminergic systems have been pro-
posed, but how these can lead to the multitude 
of symptoms is yet to be determined.

Third, the presentation of symptoms 
shared across disorders may represent a single 
transdiagnostic target for treatment or be a 
manifestation of different underlying deficits. 
Cognitive deficits, for example, in a particular 
domain such as working memory (holding 
information online for an action proximal in 
time) may be related to altered brain activity 
within specific regions of the brain (Owen 
et  al. 2005; Holiga et  al. 2018), connections 
between these regions, connections between 
these areas and other areas outside of the core 
working memory network, or even the inputs 
into the network (from sensory areas or inter-
nal brain systems). A drug treatment may be 
directed at dysfunction in one system may not 
ameliorate deficits across all cause impair-
ments.

Fourth, the deficits examined cross-
sectionally may be insufficient to understand 
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a dysfunction which has developed over time 
and the manifestation of which may, in turn, 
affect brain dysfunction further. These are 
critical issues exemplified by developmental 
disorders. The treatment of children with 
stimulant drugs and antidepressants are 
known to be effective and produce measurable 
changes in brain circuits associated with their 
symptoms. Critical questions here include 
how these drug effects interact with develop-
ment or these same brain systems? How do 
the drug effects alter the environment of the 
individual which may well be impacting on 
the symptoms and experiences of the same 
individual? These are examples where tech-
nologies such as neuroimaging alone cannot 
provide a clear answer, even if  we rise to the 
challenge of asking the right questions.

>> Neuroimaging biomarkers for treatments 
depend on knowledge of  the manifestation 
of  dysfunction in these markers. There are 
complexities in defining being a patient, 
but symptoms can also be used to define 
individuals, sometimes across diagnostic 
categories. These are potential targets for 
modulation by drugs.

10.4	 �Limitations and Challenges

10.4.1	 �The Reliability of MRI 
Methodologies Is 
Under-studied

Reliable measurement is of importance in 
neuroimaging for two main reasons. First, if  
we wish to establish a link between an external 
measure (such as symptoms) and brain imag-
ing, both assessments need to be reliable. 
Second, reliable measurements of function 
are required for pragmatically powered stud-
ies aimed at assessing the change in measures 
of function. Some studies do demonstrate 
good reliability of functional MRI measure-
ment. ASL performs excellently when used to 
quantify blood flow at rest (Hodkinson et al. 
2013; Yang et  al. 2019). Functional imaging 
with ASL performs poorly (Yang et al. 2019), 
and for fMRI with BOLD some studies indi-

cate good reliability measures for tasks such 
as the n-back (Caceres et  al. 2009; Plichta 
et  al. 2012; Holiga et  al. 2018), but recent 
work has cast doubt on using these measures 
for individual-differences research (Elliott 
et al. 2020). Even less studied is the reliability 
of drug effects on the MRI signal. This is par-
ticularly relevant for models of drug attenua-
tion to validate mechanisms where a reliable 
effect of drug enhances sensitivity to its mod-
ulation, and phMRI where it is the drug effect 
itself  which is modelled. Where the reliability 
of drug effects has been studied moderate reli-
ability has been demonstrated, but it can vary 
across brain regions (Zelaya et  al. 2012; De 
Simoni et al. 2013).

>> Reliability refers to the stability of  a 
response across multiple timepoints of 
assessment. Reproducibility is the ability 
to demonstrate findings in a study again.

10.4.2	 �The Challenge 
of Haemodynamic 
Outcomes to Index Brain 
Activity

The principal functional neuroimaging mark-
ers of BOLD contrast and ASL indexed per-
fusion are complicated in drug studies as the 
drug could be influencing one or more of the 
elements within the neurovascular coupling 
cascade. A drug could induce a change in 
baseline blood flow, vascular signalling or vas-
cular responsiveness, which could lead to a 
change in BOLD signal or ASL indexed per-
fusion in the absence of underlying neural 
activity, or even lead to a neural response 
being attenuated or undetected by reducing, 
for instance, vascular reactivity (Iannetti and 
Wise 2007). This is exemplified by the effects 
of the methylxanthine, caffeine which 
increases blood flow and reduces BOLD 
(Pelligrino et al. 2010), one of the reasons it is 
withdrawn in pharmacological neuroimaging 
studies. Solutions include the measurement of 
the effects on blood flow to ‘correct’ the 
BOLD contrast, measurement of the vascular 
reactivity. These methods require careful vali-
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dation across multiple drug mechanisms and 
within experimental models of changes in 
neurovascular coupling, blood flow and vas-
cular reactivity.

10.4.3	 �What Is the Best Way 
to Characterise Non-specific 
Effects of Drugs

Another solution to the potential direct hae-
modynamic effects of drug is to characterise 
the effects of drugs on a ‘low-level’ baseline 
condition. For example, the effects of a drug 
on fMRI can be tested on simple visual and 
motor paradigm (Harvey et  al. 2018). Such 
approaches can be useful to characterise drug 
effects on the shape and timing of responses, 
and may even be important for defining base-
line abnormalities in patient groups (Smith 
et  al. 2008). How any effects relate to brain 
systems outside of those involved in ‘low-
level’ processes and precisely how these meth-
ods are implemented remain to be fully 
determined.

10.4.4	 �Is It Too Soon to Use MRI 
as a Stratification Tool?

While the testing of  treatment effects is typi-
cally a primary goal of  clinical trials, there is 
variability of  response. MRI can be utilised 
to characterise the variability of  the cohort 
and the associated response, although chal-
lenges remain in understanding the key 
dimensions of  stratification and their general-
isability across cohorts (Berard et  al. 2020). 
In generalised anxiety disorder and major 
depressive disorder, patients may have an 
attentional bias towards threat – a potential 
treatment target to reduce symptoms. 
Bijsterbosch et  al. (2018) demonstrated 
potential stratification markers with fMRI 
across both diagnoses. Higher connectivity 
was linked to depression scores within the 

limbic network and patients with GAD or 
MDD with lower limbic connectivity per-
formed poorly on an attention-to-threat task 
and no such effect was shown for healthy con-
trol participants. While this finding must be 
seen as preliminary, it clearly demonstrates 
the potential utility of  fMRI to select patients 
to inform intervention studies and this may 
even cut across diagnostic boundaries. Those 
whose fMRI-related abnormalities are far-
thest away from that in healthy controls may 
also be the ones who have greatest degree of 
normalisation potential. Whether this trans-
lates to predicting the degree of  treatment 
response remains to be seen.

10.4.5	 �There Is a Gap Between 
Modulation of Brain Systems 
and Clinical Outcome

While there are many studies showing rela-
tionships between brain imaging measures 
and clinical diagnosis, symptoms and even 
prediction of outcome, there is less evidence 
that reversing, attenuating or normalising 
such imaging measures is directly causal in 
improvement in patients. Though such studies 
are in their infancy, examples are beginning to 
emerge, including elevation of hippocampal 
activity with antiepileptics improving cogni-
tion (Bakker et  al. 2012) and alterations in 
emotional processing after short-term use of 
antidepressants predicting later clinical 
response (Godlewska et al. 2016).

>> Challenges in the use of  MRI in drug 
development include better understanding 
of  the reliability of  the method and the 
reliability and reproducibility of  drug 
effects, the ability to resolve neuronal and 
haemodynamic effects, the use of  MRI to 
select those most likely to benefit from a 
drug and understand how changes in MRI 
signals translates to improvements in 
symptoms and everyday life.
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>> Conclusion
Neuroimaging with MRI can be used to 
investigate different aspects of illnesses and 
diseases, and the differences described can 
be used as outcome measures to evaluate 
potential therapeutic interventions. The 
versatility of MRI allows for assessment of 
different aspects of pharmacological mod-
ulation in the brain, including changes in 
task-related activation, functional connec-
tivity between brain regions and network 
topology, metabolite levels, drug-related 
activation as assessed using phMRI and 
quantitative perfusion.

These powerful techniques present with 
some important challenges when utilised 
for use in drug development. These include 
the need to fully understand the reliability 
of measurement which varies from poor 
to very good across studies; the choice 
and definition of the target population, or 
subpopulation; the limitations of measure-
ment dependent on the pharmacokinetic 
profile of the drug (e.g. phMRI for fast-
acting drugs, versus ASL for slower-acting 
drugs); the influence of direct haemody-
namic effects of drugs and how to measure 
and control for them; characterising non-
specific effects of drugs; and the necessary 

tension between using optimally suited 
tools for the question versus optimally vali-
dated tools as these are often not the same 
measurements in an evolving area such as 
neuroimaging.

Despite these challenges, there are 
examples of robust, evidence-based neu-
roimaging markers in use for testing drug 
effects with MRI.  As examples, many 
patients with schizophrenia show altered 
brain connectivity during working mem-
ory tasks, and differential activity during 
reward processing (Leroy et al. 2020); many 
patients diagnosed with major depression 
show hyper-reactivity in the amygdala and 
altered activity in the anterior cingulate 
and frontal cortex that may be predictive of 
treatment response (Leppänen 2006), and 
ketamine phMRI has been validated for 
use in testing novel compounds for poten-
tial efficacy (Javitt et al. 2018; Mehta et al. 
2018).

Overall, the MRI methods described in 
this chapter can be deployed to index drug 
effects by themselves, or together within the 
same imaging sessions, to address the nature 
of impairment in patient groups, at risk 
groups, subgroups and those with shared 
symptomatology. These methods can be 

�Case Study

�Leviracetam Treatment Normalises 
Hippocampal Dysfunction and Improves 
Cognition

In a group of 17 individuals presenting with 
mild cognitive impairment, neuroimaging sup-
ported impaired function (Bakker et al. 2012). 
During an fMRI paradigm, participants were 
presented with pictures of everyday objects, 
some of which were new (not presented before), 
some were old (presented before) and some 
were lures (similar to a picture already pre-
sented). These lures were critical for the study 
as they served to assess the function of the den-

tate gyrus, part of the hippocampus, in pattern 
separation. The MCI individuals showed exces-
sive hippocampal activity in the dentate gyrus 
region as predicted by the authors. An antiepi-
leptic drug which lowers excessive hippocampal 
activity normalised dentate gyrus activity in the 
MCI group and improved detection of lures, 
although the correlation between these two 
effects was weak in this small group.

This study demonstrates the importance of 
identifying a precise neuroimaging marker of 
function to measure after an intervention and 
represents a promising approach.
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Central nervous system (CNS) drug develop-
ment poses some unique challenges for drug 
developers in terms of  drug delivery, assess-
ment of  target engagement, and observation 
of  drug’s pharmacological effects. These chal-
lenges are reflected in the huge costs and the 
high attrition rate of  CNS drugs. Positron 
emission tomography (PET) has become an 
indispensable tool in the development of 
drugs for CNS disorders. PET imaging allows 
developers to measure tissue exposure, target 
engagement, and pharmacological activity, 
providing development teams with a clear 
strategy to establish the “three pillars of  sur-
vival” and allowing them to make crucial deci-
sions about their drug’s progression. This 
chapter will focus on each of  the three “pil-
lars” and how PET imaging can support CNS 
drug development.

nn Learning Objectives
55 Understanding the principles of PET 

imaging
55 Understanding key requirements for 

radiotracers
55 Understanding the concept of biodis-

tribution in PET imaging
55 Understanding the concept of target 

engagement in PET imaging
55 Using PET imaging in assessing phar-

macological activity

11.1   �Introduction

The concept of emission and transmission 
tomography, as proposed by Kuhl, Chapman, 
and Edwards in the late 1950s, evolved into 
what we know today as positron emission 
tomography (PET). PET is, and remains, the 
premier tool for imaging neurochemistry in 
living humans, has become one of the key 
enabling technologies in translational medi-
cine, and is an invaluable tool in the drug 
development process.

As our knowledge and understanding of 
CNS pathologies grow, we are able to identify 
new targets for therapeutic intervention. 
However, only 15% of central nervous system 
(CNS) drug candidates progress from phase 1 

to market approval. When coupled with a 
mean research and development investment of 
$1336 million per drug (Wouters et al. 2020), it 
should come as no surprise that pharmaceuti-
cal companies are increasingly looking at ways 
to optimize decision-making processes in drug 
development. Drug development in the CNS 
faces inherent challenges due to the presence of 
the blood–brain barrier, which limits drug 
access to the CNS. In addition, measuring drug 
presence in the brain and observing the bio-
chemical/physiological consequences of that 
presence are considerably more complex than 
for other systems. PET imaging is uniquely 
positioned to inform us about the underlying 
mechanisms of CNS disease and identify new 
targets for therapeutic intervention, as well as 
characterize the pharmacokinetics (PK) of 
CNS drugs (drug biodistribution) and their 
molecular selectivity. PET can provide accurate 
quantification of drug-target engagement and 
pharmacological activity of CNS drugs in the 
living human brain. These capabilities make 
PET imaging indispensable in the early triage 
of candidate molecules, minimizing late-stage 
attrition in CNS drug development.

11.2   �Principles of PET

PET is a noninvasive imaging technique that 
allows for true molecular imaging. PET pro-
vides the visualization and quantification of 
specific molecular targets, enabling the moni-
toring of physiological processes by utilizing 
high-affinity and high-selectivity radioactively 
labeled compounds, administered in tracer 
concentrations (i.e., at doses that do not pro-
duce any meaningful pharmacological activ-
ity). These radiotracers must possess the 
physiochemical characteristics that enable 
them to be labeled with a short-lived positron 
emitting isotope (or radionuclide). 11C, with a 
half-life of 20.38 min, and 18F, with a half-life 
of 109.8  min, are the most commonly used 
radionuclides, though shorter- and longer-
lived ones (15O, half-life of 2 min; 89Zr, half-
life of 78.5  h) are utilized for specific 
indications (see .  Table 11.1 for a list of com-
mon PET radionuclides).
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PET imaging usually involves injection of 
the radiotracer into a peripheral vein, fol-
lowed by its distribution across the body. The 
decay of a PET radionuclide leads to an emis-
sion of a positron (effectively a positively 
charged electron). On emission, the positron 
will encounter an electron (this typically hap-
pens within a few millimeters in the body), 
and this resultant matter–anti-matter “annihi-
lation event” generates two collinear photons 
(i.e., the photons travel at 180 degrees to each 
other) with an energy of 511 keV each. These 
photons are detected almost simultaneously 
by the ring of detectors of the PET camera 

(coincident detection) allowing great accuracy 
in the location of the initial photon-electron 
annihilation event. A 3D image is recon-
structed from all the coincident events (after 
correction for signal scatter and attenuation), 
providing for an accurate quantification of 
the radioactivity (and hence radionuclide con-
centration) in a given volume of tissue (typi-
cally reported as kBq/ml of tissue). The whole 
process is depicted in .  Fig. 11.1. PET images 
vary over time as the distribution of radio-
tracer, and hence the concentration of annihi-
lation events, changes and can therefore often 
have limited anatomical definition. For this 
reason, PET data are often combined with a 
companion image of high anatomical resolu-
tion (magnetic resonance imaging, MRI, or 
computed tomography, CT). The resulting 
images show the quantitative distribution of 
radioactivity in the body over time, mapped 
onto the anatomy. It is important to note that 
it is the distribution of the radionuclide, not 
the radiotracer molecule that is directly mea-
sured in a PET scanner, while the biological 
interpretation of the scan results is based on 
the distribution of the radiotracer. Therefore, 
useful interpretation of the results of a PET 
study requires a thorough understanding of 
the metabolic fate of the labeled radiotracer, 
and the contribution of the parent radio-
tracer, as well as that of any radiolabelled 
metabolites, to the total radioactivity concen-
tration measured at any particular time in any 
particular tissue.

.      . Table 11.1  Radionuclides (Anand et al. 
2009)

Isotope Half life Positron energy (MeV)

C-11 20 min 0.385

N-13 10 min 0.492

O-15 2 min 0.735

F-18 110 min 0.250

K-38 8 min 1.216

Cu-62 10 min 1.315

Cu-64 12.7 h 0.278

Ga-68 68.1 h 0.836, 0.352

Rb-82 1.3 min 1.523, 1.157

I-124 4.2 days 1.691, 7.228,1.509,1.376

.      . Fig. 11.1  PET scanner – obtaining an image
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PET imaging is an exquisitely sensitive 
technique and modern-day PET scanners are 
able to detect picomolar (10−12) and even 
femtomolar (10−15) concentrations of  the 
radiotracer, providing a sensitivity nine orders 
of  magnitude higher than MRI.  However, 
PET suffers in comparison to MRI in terms 
of spatial and temporal resolution. Whereas 
an MRI scan can yield a spatial resolution of 
<1 mm, the best current PET scanners offer 
resolution of 1–2  mm, in the center of  the 
field of  view that effectively translates to a 
general resolution of 4–5 mm. The hard limit 
of  PET spatial resolution is the so-called 
“positron range” (the distance a positron 
travels following emission, before encounter-
ing an electron). While the positron range 
varies for different radionuclides, being 
inversely related to the energy of  the emitted 
positron, the smallest average positron range 
is ~ 1  mm (0.8  mm for 18F and 1.3  mm for 
11C), providing the theoretical limit to effec-
tive spatial resolution for PET. PET also has 
very low temporal resolution, this being 
determined by the physiological distribution 
and pharmacokinetics of  the labeled radio-
tracer. As such, the biological information 
derived from PET data is of  the order of  tens 
of  seconds (for blood flow and blood volume 
measurements) to tens of  minutes for the 
quantification of the density of  specific 
molecular targets (such as neuroreceptors). 
PET can thus be best conceptualized as a 
high-sensitivity molecular imaging tool that 
allows the accurate quantification of a con-
centration of a specific molecule over a period 
of ~ 1–2 h.

Other practical limitations in PET imaging 
include the need for complex technology, the 
high cost involved, and the need for a sophis-
ticated research team to perform and interpret 
the imaging data.

>> In summary, PET provides the ability to 
determine, noninvasively, the concentra-
tion of  a molecule in a volume of  tissue to 
femtomolar concentrations. Such informa-
tion provides the basis for biological appli-
cations of  PET imaging.

11.3   �CNS Radiotracer Development

A molecule (such as an investigational drug) 
can be radiolabeled and its distribution in the 
body can be monitored over time. Such a radio-
tracer can provide information on the concen-
tration of the molecule itself, over a particular 
time-span, but typically cannot provide any 
information on the molecular targets it is inter-
acting with, as its signal is dependent almost 
entirely on the “free” radiotracer concentration 
and a low-affinity/high-capacity “non-specific” 
interaction with the body tissues.

A small subset of radiotracers (known as 
radioligands) provide a signal from which a dis-
placeable component (reporting on the high-
affinity/low-capacity interaction with specific 
molecular targets, such as neurotransmitters 
and enzymes of transporters) can be extracted 
and separated from the “free” and “non-spe-
cific” components. These radioligands can pro-
vide quantitative information on the 
concentration of molecules of interest and as 
such can be used to track such concentrations 
over time (e.g., measure the concentration of a 
neuroreceptor over the course of a disease) or 
measure the binding of unlabeled drugs to such 
targets (e.g., relating the dose of a novel drug to 
the blockade of its target enzyme), in order to 
estimate the drug dose required to provide 
meaningful occupancy of its molecular target.

PET imaging is entirely dependent on the 
availability of suitable tracer compounds, and 
the low number of suitable tracers remains a 
bottleneck in the use of PET in CNS research, 
in general, and drug development process, in 
particular. The radiolabeling of a particular 
molecule to evaluate its biodistribution can 
provide useful information for the drug devel-
oper, but it is not as useful as that obtained 
with a proper radioligand (see examples in the 
sections below); however, it is technically eas-
ier, as the molecule needs to only fulfill the 
structural requirements in .  Table 11.2.

On the other hand, development of a 
radioligand is significantly more complex, 
leading to a high attrition rate due to the 
many properties such a molecule has to satisfy 
(.  Table 11.2).
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The National Institute of Mental Health 
(NIMH) (NIMH – Approved CNS radiotrac-
ers n.d.) currently lists about 160 CNS radio-
tracers that have been advanced for human use, 
covering a range of neuroreceptor targets 
including metabotropic (i.e., adenosine A1, D1/
D2), ionotropic (NMDA, P2X7), transporters 
(DAT, SERT), synaptic proteins (SV2A), chan-
nel like targets (TSPO), enzymes (AChE, Cox-
1), and aggregated proteins (β-amyloid, Tau, 
α-synuclein). There remain, however, thou-
sands of proteins in the CNS that may be used 
as biomarkers for disease detection, progres-
sion monitoring, and patient phenotyping and 
constitute viable targets for drug developers. 
The discovery and development of CNS tracers 
to utilize this wealth of targets continue to be a 
time-consuming and costly undertaking.

The key challenge that faces CNS PET 
radioligand development is creating a mole-
cule with an adequate signal-to-noise ratio 
(SNR). The SNR will be a function of the 
displaceable-to-NSB ratio (see .  Table 11.2) 
as well as the within-subject variability of this 
ratio. Adequate quantification of the density of 
the molecular target of the radioligand requires 
the evaluation of both the accumulation and 
washout of the radioligand from the brain 
(with a few notable exceptions). An important 
parameter is therefore the reversibility of the 
radioligand tissue kinetics within the time-scale 
of the PET scan (typically 90–120 min).

In order to reach CNS targets, the radioli-
gand should be able to cross the blood–brain 
barrier (BBB). While compounds with higher 
lipophilicity will generally have better BBB 
penetration, the magnitude of NSB is often 
proportional to the lipophilicity. Empirically, 
an optimal window for lipophilicity appears 
to be between LogD of 1 and 4, though suc-
cessful radioligands with LogD outside this 
window are available.

Developing a radioligand for novel targets 
is therefore a complicated endeavor and may 
take 1–2 years from start to successful human 
characterization, even when no significant 
hurdles are encountered. With significant 
effort and resources required for such devel-
opment and the high rate of failure, optimiza-
tion of the radioligand development process 
is highly desirable. Past efforts have focused 
on the characteristics of the candidate mole-
cule; however, as we saw above, factors inher-
ent in the molecular target (such as target 
density and anatomical distribution) play an 
important role in the success of any radioli-
gand. Biomathematical approaches, that uti-
lize known ligand and target parameters, 
allow the triage of potential radioligand can-
didates and reduce the risk of failure (Guo 
et  al. 2009, 2012). A choice of better ligand 
candidates, combined with a well-defined iter-
ative development pathway pipeline (see 
.  Fig.  11.2 for an example), provides a sig-
nificant improvement in the chances of suc-
cessful novel radioligand development.

Small animal PET is increasingly being 
used to study drug PK and PD, before con-
ducting human studies (Chatziioannou 2002). 

.      . Table 11.2  Desired attributes for successful 
CNS PET ligands (Zhang and Villalobos 2016)

Structural requirements PK properties

  �Structural handle for 
18F or 11C labeling

  �Brain permeable

  �Amenable for late-stage 
radiolabeling

  �No brain perme-
able radiolabeled 
metabolites

Pharmacology

  �Low non-specific 
binding (NSB)a

  �High affinityb

  �High selectivity versus 
competing targetsc

aThe acceptable levels of  NSB are going to 
depend on the levels of  displaceable binding. 
Typically, the ratio of  displaceable signal-to-NSB 
should be >1.5, with ratios between 3 and 5 con-
sidered to be optimal
bThe affinity required for a usable signal is a func-
tion of  target density, as the PET signal will be 
proportional to the ratio of  target density and 
ligand affinity for the target (Bmax/Kd). Typically, 
low single-digit nM to sub-nM affinity is required 
as a minimum
cThe required affinity ratio between any compet-
ing targets will be dependent on the ratio of  the 
densities of  the targets in a region of  interest 
(ROI), as the PET signal is dependent on both 
factors (see note b above)
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Relevant animal models provide valuable 
information concerning the absorption, dis-
tribution, metabolism, and elimination 
(ADME) of candidate compounds. Small 
animal PET also allows us to obtain tissue 
biopsy samples to determine if  radiolabeled 
metabolites contribute to the PET signal in 
tissue, a procedure that is not possible in 
human PET studies (Hicks et al. 2006). The 
caveat to drawing conclusions based on small 
animal PET data is that despite genetic simi-
larities, animal models do not always repre-
sent the full phenotype of human physiology, 
and they may not necessarily provide the 
same information nor necessarily reflect the 
process that they purport to evaluate (Hicks 
et al. 2006). However, the ability to extrapo-
late from animals to human studies makes 
PET imaging a logical technique for both pre-
clinical testing of new drugs and for the vali-
dation of new tracers.

>> The quantification of  radiotracer concen-
tration by PET, when combined with a 
suitable biomathematical model, provides 
information on the kinetics of  the mole-
cule in human tissue. Some radiotracers 
that possess suitable physiochemical and 
pharmacological qualities can be used to 
provide meaningful information on the 
concentration of  endogenous molecules 
(receptors/enzymes/transporters) that can 
be used to index biological processes 
in vivo.

11.4   �Building the “Three Pillars”: 
Imaging in Early-Phase Drug 
Development

PET imaging in early drug development 
obtains information that is critical in triaging 
drug candidates to ensure that molecules with 
the best chance of success are advanced to 
proof-of-concept stage. These characteristics, 
collectively referred to as the “three pillars of 
survival” (Morgan et  al. 2012), provide an 
integrated understanding of a drug candi-
date’s pharmacokinetic/pharmacodynamic 
characteristics, namely, drug exposure at the 
target site, quantitative information on the 
relationship between drug exposure and tar-
get binding, and confirmation of relevant 
pharmacological activity related to drug bind-
ing to its molecular target.

11.4.1   �Pillar 1: Drug Exposure 
at Target Site – 
Biodistribution

The pharmacological activity of any CNS 
drug depends directly on the free drug concen-
tration in brain tissue, which in turn depends 
on the drug’s ability to cross the blood–brain 
barrier (BBB). While various approaches are 
used to predict BBB permeability based on 
drug physiochemical characteristics (Zhao 
et  al. 2003; Vilar et  al. 2010), and in  vitro 

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7

Acquire
mathematical

modelling

Radiolabelling
feasibility

Typically~18 months from start to end if no problems encountered

Radiolabelling
proof of principle

Evaluation in
preclinical species

Translation Human
evaluationin-silico /

in-vitro data

in-silico bio-

Extract existing data
from chemical

databases

Perform
biomathematical
analysis to rank

candidates

Structural analysis to
determine

radiolabelling routes

Laboratory
radiolabelling of

compound

Evaluation of Tissue
penetration and

Target Signal

Evaluation of tissue
penetration and

Target Signal

GMP
implementation,

radiation dosimetry

.      . Fig. 11.2  An illustration of a well-defined development pathway pipeline. Copyright Invicro, used with permission
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assays, ultimately in vivo tests are required to 
provide reliable estimates. PET can provide 
an accurate measure of BBB penetration, and 
higher species tend to be very good predictors 
of humans. The BBB functions as a filter, with 
hydrophilic drugs generally having low BBB 
penetration by passive diffusion, and therefore 
tend to be excluded from the CNS unless spe-
cific transport mechanisms are present. The 
BBB also contains efflux transporters (such 
as the P-glycoprotein (PGP)) that actively 
remove drugs from the CNS. Establishing the 
free drug concentration in the brain is often a 
critical step in early-phase drug development 
and is often difficult to establish with conven-
tional methods that predict BBB permeability 
and liability to efflux transporters based on the 
drug’s physicochemical properties. PET imag-
ing is the only practical method that enables 

direct measurement of drug kinetics across the 
human BBB.

Where possible, drug exposure in the brain 
would be determined indirectly, during a tar-
get occupancy study designed to evaluate 
direct drug-target interactions (see section 
below). However, such a study requires the 
availability of a suitable radioligand for the 
molecular target in question. Where such a 
radioligand is not available, the drug molecule 
may be labeled with a PET radionuclide, and 
information about its brain exposure obtained 
in the course of a biodistribution study. See 
.  Fig.  11.3 below for a summary of differ-
ences between useful radioligands and other 
radiolabeled molecules.

When a prospective drug molecule can be 
labeled with a PET radioisotope without 
changing the molecule’s structure, PET pro-

.      . Fig. 11.3  Components of  a PET signal: This figure 
represents the components of  the measurable PET sig-
nal. While the acquired signal cannot be broken down to 
its components due to limitations in the anatomical 
resolution of  the PET camera, a combination of  PET 
and ancillary data within a suitable biomathematical 
model allows the determination of  the components of 
the total PET signal. VND represents the non-displace-

able binding component, VS represents the specific bind-
ing component, Vf represents the free fraction, and VB 
represents the fractional blood volume component. The 
distinction between a radioligand and a radiotracer lies 
in the presence of  a quantifiable displaceable compo-
nent in the case of  a radioligand. Copyright Invicro, 
used with permission
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vides a means to directly follow the drug mol-
ecule’s delivery, distribution and clearance in 
the living body, and retention and kinetics in 
the tissue of interest over time. These biodis-
tribution studies can provide data on the 
delivery of drugs to the brain, influx and efflux 
rates, and free drug concentration (CFT) in 
brain. Such studies often employ only tracer 
or microdoses of a compound and can, in the-
ory, take place before phase 1 studies (they are 
sometimes known as phase 0 studies), giving 
developers the opportunity to gain early 
insights into their drug’s characteristics and to 
discontinue development in the case of nega-
tive findings (e.g., poor BBB permeability).

Small molecules are typically labeled 
directly with 11C or 18F (if  a fluorine is pres-
ent in the structure), while large molecules 
may be labeled directly with 89Zr or other lon-
ger lived isotopes, or pre-targeted with 18F; 
however, large molecules are not usual in 
CNS drug development and will not be dis-
cussed further here. During the radiolabelling 
process, it is important to maintain the 
authenticity of  the compound, as any chemi-
cal modification may alter the behavior of  the 
molecule. In the past, such studies may have 
just evaluated the accumulated radioactivity 
in the brain at a given time-point following 
intravenous administration. Such a study 
design may provide a qualitative estimate of  a 
particular molecule’s tendency to cross the 
BBB, but it is susceptible to several confound-
ing factors. The measured PET signal would 
represent the total accumulation of radiola-
beled species at a particular time point, but 
would not provide any information about the 
nature of  the molecules accumulating (i.e., 
parent molecule and/or any radiolabeled 
metabolites). In addition, little information 
on the transport rates of  the molecule would 
be available, and only the total drug concen-
tration would be estimated (a sum of the free, 
the non-specifically bound, a small specifi-
cally bound component, as well as the drug 
within the vascular lumen in the brain).

A more sophisticated design (see 
.  Table  11.3) would involve radiolabeling 

an appropriate candidate drug and admin-
istrating a tracer dose intravenously (usually 
<10 micrograms) to a healthy subject. The 
radiotracer’s distribution would be examined 
over time (typically ~1-2 h post-injection) by 
collecting dynamic PET data. Serial blood 
samples would be obtained from the radial 
artery, allowing the quantification of the 
time-course of total radioactivity in blood 
and plasma, as well as the fraction of unme-
tabolized drug in plasma. Combining the PET 
data and the arterial blood data in an appro-
priate kinetic model, a number of parameters 
can be derived, including total concentration 
of radioactivity in the brain over time, the 
rate of drug entry from the blood across the 
BBB (K1), and the equilibrium partition coef-
ficient of the free and non-specifically-bound 
drug between brain and plasma (volume of 
distribution of the non-displaceable compart-
ment – VND).

While the parameters above can be useful 
in assessing the kinetics of a compound in the 
brain, further information can be obtained by 
combining the VND with the free fraction of the 
drug in plasma (fp, defined as the fraction of the 
total drug concentration not bound to plasma 
proteins, in the absence of any specific binding) 
and the free fraction of the drug in tissue (fND, 
defined as the fraction of the free + non-dis-
placeable drug concentration in the brain). VND 
is defined as the ratio (at equilibrium) of the 

.      . Table 11.3  CNS biodistribution study design 
parameters (Suridjan et al. 2019)

Four to six healthy subjects

T1-weighted MRI scan to provide a structural 
image (and exclude confounding pathology)

Unlabeled oral dose of study drug (optional)

Dynamic PET acquisition following injection of a 
microdose of 11C or 18F labeled drug

Arterial blood samples to correct for radiolabeled 
metabolites

Tracer kinetics analysis including blood volume 
correction
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total drug concentration in tissue (CT) to that 
in plasma (CP):

V
C

CND
T

P

=

It can also be shown that under the conditions 
of passive diffusion, the free drug concentra-
tion (i.e., unbound drug) will be the same on 
both sides of the BBB at equilibrium. 
Therefore,

C f C fP p T ND=

and

V
f

fND
p

ND

=

This relationship between VND, fp, and fND has 
been demonstrated to hold for a large number 
of molecules that cross the BBB by passive 
diffusion (Gunn et al. 2012), and conversely, a 
significant deviation from this relationship 
indicates a concentration gradient across the 
BBB at equilibrium. Where VND  <  fp/fND, an 
interaction of a drug with an efflux trans-
porter, such as P-glycoprotein (PGP), is pres-
ent, and conversely VND > fp/fND indicates the 
effects of an influx transporter. While VND 
and fp can be obtained during the course of a 
PET study, fND has to be obtained from a sep-
arate in vitro experiment. Equilibrium dialysis 
is a widely available method to estimate tissue-
free fractions, and when combined with PET 
data can provide valuable information on 
whether the drug is subject to any transporter 
limitations with regard to its BBB penetration 
(Ridler et al. 2014).

A further extension of data obtained in 
the course of a biodistribution PET study is 
the use of the free tissue concentration (CFT) 
to estimate dose-related target occupancy. 
Using the measured plasma concentration 
and controlling for VND and fND, CFT can be 
calculated.

C f V CFT ND ND p=

Target occupancy may then be estimated by 
combining CFT with the known drug affinity 
(Kd)

Fractional occupancy FT

FT d

=
+

C

C K

The approach above can provide extensive 
information on drug brain penetration and 
target interaction; however, it has a number of 
caveats. First, this approach is relatively inef-
ficient when applied to a development pro-
gram, as the process of radiolabeling and 
setup of manufacturing to GMP requirements 
will be needed for every new candidate. Sec-
ond, the estimation of target occupancy will 
depend significantly on the Kd estimate used. 
As this will be derived from in  vitro experi-
ments, and/or conducted in different species, 
significant differences can occur from the true 
human in vivo Kd. For these reasons, biodis-
tribution studies are not recommended as the 
approach of choice in early-phase drug devel-
opment, when a true radioligand for a partic-
ular target is available. When such a ligand is 
available, a target engagement or a “target 
occupancy study” is recommended, and the 
next section will describe these.

11.4.2   �Pillar 2: Target Engagement

The fundamental principle in play here is that 
target engagement (or target occupancy) is a 
prerequisite for pharmacological activity. The 
ability to demonstrate drug molecule interac-
tion with its intended target (usually a recep-
tor, enzyme, or transporter) provides evidence 
of drug distribution into that tissue, and in 
the case of CNS drugs, confirms BBB pene-
tration. Occupancy studies provide direct 
information on, and enable the quantification 
of, the magnitude of target engagement. 
These studies can thus provide valuable dos-
ing information, and the relationship between 
drug dose level and the percentage of receptor 
occupancy achieved is information critical to 
the development of any CNS drug candidate. 
Once a suitable PET ligand for a target is 
available, it can be used to evaluate and com-
pare multiple alternative candidate molecules 
without further extensive radiochemistry, 
making this approach very efficient and cost-
effective.
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Target occupancy studies require the 
existence or development of a PET ligand 
appropriate for the molecular target. The 
characteristics of such a radioligand were 
discussed in the previous section, so the only 
additional point worth mentioning here is that 
in case of a de novo ligand development being 
required, this process should be planned well 
in advance, so that the ligand is ready for use 
as part of the First-Time-In-Human (FIH) 
study (the process can take 12–24  months). 
Radioligand development often utilizes simi-
lar molecules to the drug candidate and, there-
fore, can be done efficiently in parallel with the 
drug discovery program.

A target engagement (or an occupancy) 
study typically involves the administration 
of a baseline PET scan designed to quantify 
the density of available target molecules in 
the brain, followed by dosing of the study 
drug and repeated PET scans to quantify the 

reduction in the available target density due 
to occupancy of the target by the drug. Due 
to the relatively high cost of PET studies and 
the ethical imperative to minimize human 
exposure to novel chemical entities and addi-
tional ionizing radiation, drug developers 
are encouraged to use adaptive study designs 
when designing a target occupancy study. 
Adaptive study designs (.  Fig.  11.4) allow 
drug developers to measure the occupancy 
of a particular dose of a drug in the first few 
individuals and adjust the doses used in sub-
sequent cohorts based on the results obtained 
(Zhang and Fox 2012; Zamuner et al. 2010). 
Such a design means that the information 
acquired from each scan is used optimally 
and study size and duration are minimized. A 
mathematical model is then used to combine 
occupancy and plasma concentration of the 
drug to understand the relationship between 
plasma exposure and target occupancy.

Dose level 1

Baseline PET Post-drug PET

Test drug

Tracer TracerWashout

Dose level 2

Baseline PET Post-drug PET

Test drug

Tracer TracerWashout

Dose level n

Dose
 Esc

alatio
n

Baseline PET Post-drug PET

Test drug

Tracer TracerWashout

.      . Fig. 11.4  Design of  receptor occupancy studies using positron emission tomography imaging to evaluate a test 
drug (Zhang and Fox 2012)
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The value of information derived from an 
occupancy study is highest at the very begin-
ning of the development program. Knowledge 
from this kind of study can be used to for-
mulate key decisions in drug development 
such as refining the clinically relevant doses 
for later-phase efficacy studies. For example, 
the efficacious levels of dopamine D2 recep-
tor occupancy for antipsychotics (Farde et al. 
1989) and relationship of D2 receptor occu-
pancy to incidence of adverse events (Kapur 
et  al. 2000), can be used to determine the 
desired dose range of novel antipsychotic 
medication (te Beek et  al. 2012), thereby 
reducing the size, cost, and complexity of 
phase II efficacy trials. Therefore, occupancy 
studies are best performed during or just after 
the first time in human single ascending dose 
(FTIH SAD) studies.

A question that is often raised is whether 
the occupancy study should be conducted fol-
lowing a single or repeat dosing of the study 
drug? In addition, should such studies be con-
ducted in healthy volunteers or patients from 
the target disease population? As the aim of 
such studies is to estimate the clinically mean-
ingful doses to be used in patients, who would 
be receiving repeat doses of the drug, it would 
seem natural to perform occupancy studies in 
patients following repeat dose administration. 
However, such a conclusion would be false for 
a number of reasons. While the use of patients 
may seem to be a natural option, it is com-
plicated logistically and ethically. We recom-
mend that occupancy studies be conducted 
as early as possible, ideally concurrently with 
the FTIH SAD studies. However, at this early 
stage, the available safety information is gen-
erally not sufficient for repeat dose studies in 
patients and, therefore, such an occupancy 
study would be delayed to the later stages of 
the development program, reducing its value. 
In addition, studies in patient populations are 
more complicated logistically (both in terms 
of subject recruitment and study design) and 
may require the washout of patients’ standard 
medication, which may be ethically difficult. 
Finally, there are very few situations, where a 
study in patients will provide differing infor-
mation from that in healthy volunteers. The 
fractional occupancy of a drug depends on 

two parameters only – the free concentration 
of the drug and the affinity of the drug for 
its target. While patients may have differences 
from healthy volunteers in the total density 
of a target, this parameter is not relevant for 
the determination of fractional occupancy. 
Similarly, the brain access of a drug and its 
distribution in the brain are typically unaf-
fected by a particular disease status, and hence 
the relationship between measured plasma 
exposure and free brain concentration is gen-
erally similar in patients and healthy indi-
viduals. For these reasons, occupancy studies 
conducted in healthy volunteers will generally 
provide the same information as those con-
ducted in patients. The exceptions would be 
disease conditions where (1) the molecular 
target is not expressed in healthy individuals, 
(2) the molecular target is structurally dif-
ferent in patients, leading to a difference in 
affinity between patients and healthy controls, 
and (3) the brain entry of a drug is different 
in patients (e.g., due to an active transporter 
being present, that is significantly affected by 
the disease process).

Similarly, the use of repeat-dosing designs 
would seem to be indicated if  we want to esti-
mate the doses required for clinical applica-
tion. Here again though, a combination of 
logistic and scientific considerations combine 
to propose a different conclusion. The use of 
repeat-dose design is not possible during a 
SAD study due to safety considerations and 
would necessitate a delay in obtaining occu-
pancy information, reducing its value. A more 
serious objection is based on the fact that tar-
get up- or downregulation following repeated 
dosing of a drug is a common feature of phar-
macology. As occupancy studies rely on the 
knowledge of the total number of available 
targets (obtained in a baseline PET scan) to 
estimate fractional occupancy, a change in this 
density will lead to a bias in the measured 
occupancy. As information on the repeat-dose 
effects of a new drug on its molecular target is 
generally not available, this is a risk that can-
not be easily discharged. A solution that has 
been developed is to conduct an occupancy 
study that examines target occupancy over an 
extended time period following a single dose 
of the drug, evaluating occupancy and drug 
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plasma concentration on at least two occa-
sions post-dose (Abanades et  al. 2011). The 
relationship between plasma concentration 
and target occupancy will be either “direct 
(i.e., the same plasma concentration will lead 
to the same target occupancy) or “indirect” 
(i.e., the relationship between plasma concen-
tration and target occupancy will depend on 
the time post-dose). In the case of “direct” 
kinetics, the occupancy relationship estimated 
in a single-dose study will hold true for a 
repeat-dose study – something true for > 80% 
of drugs in our experience. “Indirect” kinetics, 
where there is a hysteresis between plasma 
drug concentration, typically arises in cases of 
slow drug target kinetics (e.g., irreversible 
binding being the extreme case) or slow clear-
ance of free drug from the brain due to a BBB 
transport limitation. An example of the differ-
ent types of kinetics can be seen in data 
obtained when comparing the well-known 
μ-opioid receptor inhibitor naltrexone, with 
the experimental compound GSK1521498, 
conducted using the μ-opioid receptor radioli-
gand [11C]carfentanil (Rabiner et al. 2011) (see 
.  Fig. 11.5).

Occupancy studies conducted as part of a 
phase I program and employing optimized 
adaptive study designs have become an essen-
tial component of CNS drug development, 
reducing the size and duration of early-phase 

clinical trials, as well as allowing the discon-
tinuation of poor drug candidates, leading to 
a significant saving in resources.

11.4.3   �Pillar 3: Pharmacologic 
Activity

The use of PET imaging in estimating the activ-
ity of pharmacological agents as part of the 
drug development process is not well estab-
lished. The relative lack of specificity in linking 
drug administration and changes in target activ-
ity has limited the use of pharmacodynamic 
PET imaging for critical go-no-go decision-
making. However, the value of pharmacody-
namic imaging in certain clinical settings must 
not be underestimated. Imaging can help to 
detect early disease, monitor disease progres-
sion, and distinguish between responders and 
non-responders in patients undergoing thera-
peutic intervention. The use of PET to detect 
pharmacological activity of an administered 
drug can be divided into these broad categories:

55 Change in brain activity and/or metabolism
55 Change in molecular target expression
55 Change in molecular target affinity (allo-

steric modulation)
55 Change in neurotransmitter release
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.      . Fig. 11.5  Relationship between μ-opioid receptor 
occupancy and plasma concentration for two antago-
nists examined using [11C]carfentanil PET (Rabiner 

et al. 2011). GSK1521498 is an example of  direct kinet-
ics, whereas naltrexone represents indirect kinetics
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Today, [18F]-flurodeoxyglucose (FDG) is 
the oldest radiotracer that is being used in the 
brain, and it has been used to index brain 
metabolic activity in Alzheimer’s disease 
(AD) patients. FDG PET may be useful in 
evaluating treatments for AD (Cummings 
et al. 2013), or it may act as a viable surrogate 
endpoint in the evaluation of potential 
disease-modifying therapy. The use of  FDG 
PET in drug development, however, remains 
limited due to the relative lack of  selectivity 
of  the change in FDG PET signal. More 
recently, PET occupancy studies have suc-
cessfully incorporated functional MRI to 
provide a pharmacodynamic response linked 
to target occupancy by a drug. A demonstra-
tion of differences in the functional effects of 
μ-opioid receptor occupancy by two μ-opioid 
receptor antagonists, linked to their occu-
pancy of the target, is demonstrated in 
.  Fig. 11.6 (Rabiner et al. 2011). The utiliza-
tion of MRI in drug development lies outside 
the scope of  this chapter and will be discussed 
elsewhere.

Change in molecular target expression, 
either as a consequence of the disease process 
or as a result of therapeutic intervention, is 
well suited for evaluation using PET.  The 

accumulation of misfolded protein species 
such as beta-amyloid (βA), tau protein 
(τ-protein), alpha-synuclein (α-SYN), and 
others has become recognized to be a key 
characteristic of neurodegenerative disorders. 
A number of PET radioligands for the quan-
tification of βA deposits have been well char-
acterized (e.g., the 18F labeled Amyvid and 
Neuraceq). The use of these ligands in the 
diagnosis of AD, and selection of subjects 
with AD or, more importantly, mild-cognitive 
disorder (MCI) for clinical trials, has become 
standard practice. PET has also been used to 
quantify the clearing of βA by novel therapies 
such as aducanumab and gantenerumab 
(Sevigny et al. 2016, 2017; Klein et al. 2019) 
(.  Fig. 11.7).

More recently, research into tauopathies, a 
class of neurodegenerative diseases involving 
the aggregation of tau protein (τ) into neuro-
fibrillary or gliofibrillary tangles (NFTs) in 
the human brain, has evolved rapidly, with no 
fewer than 12 putative tau radiotracers pro-
gressing into human studies in the last 7 years 
(McCluskey et al. 2020). As of now, no tau-
based therapy is available, but the ability to 
track the tau load and assess the potential 
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.      . Fig. 11.6  Plots of  blood oxygenation level-
dependent (BOLD) activity from a functional MRI 
evaluation as function of  μ-opioid receptor occupancy 

(Rabiner et  al. 2011). Open circles represent baseline 
evaluation and filled circles represent post-dose evalua-
tion. Lines link evaluations for the same individual
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therapeutic effect would be invaluable for 
drug developers.

The total signal detected following the 
injection of a PET radioligand depends on 
the affinity of the radioligand for the target as 
much as target density (indeed it is propor-
tional to the product of density and affinity). 
Therefore, drug effects that produce changes 
in the affinity of the molecular target for the 
radioligand can be detected. Such change in 

affinity can occur when the radioligand bind-
ing site affinity of phosphodiesterase 10 
(PDE10) is increased following the binding of 
cyclic nucleotides AMP and GMP (cAMP 
and cGMP) to allosteric binding sites. A 
blockade of other PDE species (in this case 
PDE2 and PDE4) increases the concentration 
of cyclic nucleotides in the striatum and leads 
to an increase in the signal of a PDE10-
specific radioligand (Ooms et al. 2016). PET 
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evaluating PDE10-specific signal can there-
fore serve as a biomarker of pharmacody-
namic effects of medications that alter cyclic 
nucleotide concentrations in the human brain.

PET allows the measurement of changes 
in certain neurotransmitter concentrations in 
the human brain. This has been best estab-
lished for dopamine using D2 receptor antag-
onist ligands such as [11C]raclopride (reviewed 
by Laruelle 2000), although the small signal 
change elicited by even powerful dopamine 
releasers such as dex-amphetamine did not 
encourage the evaluation of a modulation 
of this effect by novel drugs. More recently, 
agonist radioligands such as [11C]PHNO 
and [11C]NPA have been shown to be signifi-
cantly more sensitive to dopamine fluctua-
tions than antagonists such as [11C]raclopride 
(Narendran et al. 2004; Shotbolt et al. 2012). 
This higher signal enabled the quantifica-
tion of dose-dependent modulation of dex-
amphetamine-induced dopamine release, by 
the novel GPR139 agonist TAK-041, in the 
human brain (Tauscher et  al. 2018). More 
recently, developments have enabled similar 
studies for the detection of changes in opioid, 
acetylcholine, and serotonin concentrations 
(Colasanti et  al. 2012; Gallezot et  al. 2014; 
Erritzoe et al. 2020), opening new avenues in 
detecting pharmacodynamic effects of CNS 
medication.

The application of PET imaging in drug 
development has primarily been concen-
trated in CNS and oncology therapeutics. 
As our knowledge of PET imaging and suit-
able targets evolve, there is an exciting poten-
tial to widen the scope of PET applications. 
Inflammatory disease is one such promising 
area with researchers keen to explore the role 
inflammation plays in the pathophysiology 
of neuropsychiatric conditions such as neu-
rodegenerative and mood disorders. The best 
characterized radioligand target has been 
the 18  kDa translocator protein (TSPO), 
which is upregulated on activated microglia 
(Tronel et al. 2017). Earlier results with first-
generation radioligands such as 11C-PK11195 
were difficult to interpret due to the low signal 
to noise ratio of this radioligand (Marques 
et  al. 2019). The development of second-
generation radioligands (such as [11C]PBR28, 

[18F]DPA-713, and [18F]FEPPA) with signifi-
cantly higher signal to noise ratios was ini-
tially hampered by unexplained variability in 
the signal between individuals. The identifica-
tion of the rs6971 single-nucleotide polymor-
phism in the TSPO gene, as the cause of this 
variability, has enabled a simple genetic test to 
control for such variability across the popu-
lation (Owen et al. 2012). Nevertheless, prob-
lems in the interpretation of changes in TSPO 
availability are due to the presence of TSPO 
on astroglia and endothelial cells, low concen-
tration of TSPO in certain disease states, and 
lack of selectivity between pro-inflammatory 
M1 microglia and anti-inflammatory M2 
microglia (Tronel et  al. 2017), which means 
that TSPO PET has not been widely utilized in 
drug development. The identification of novel 
inflammatory targets and the development of 
radioligands to quantify them promise great 
benefits in the development of modulators of 
neuroinflammation.

The advent of fully integrated human PET/
MRI systems (Heiss 2009) provided research-
ers the opportunity to integrate data from PET 
occupancy studies and MRI methods such as 
functional MRI (fMRI) and MR spectros-
copy (MRS). While PET and MR have been 
very successfully integrated in the past, using 
dedicated cameras, the simultaneous acquisi-
tion of molecular (PET) and functional (MRI) 
parameters may provide insights into the effect 
diseases have on the brain.

>> The “three pillars of  drug development” 
envisage the confirmation of  a molecule 
entering the tissue of  interest to interact 
with the desired molecular target and pro-
duce a pharmacological effect at doses 
that are clinically meaningful. The pres-
ence of  such information in early-phase 
drug development significantly increases 
the probability of  success in late phases, 
reducing the overall burden and cost of 
drug development.

>> Conclusion
PET imaging allows for precision pharma-
cology and is an indispensable tool in the 
development of drugs for CNS disorders. 
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It enables drug developers to directly quan-
tify drug concentration, the level of target 
engagement, and assess pharmacodynamic 
effects of drug treatment in the living brain. 
These three “pillars of survival” provide 
development teams with a clear strategy to 
enable critical decision-making in the dif-
ficult and expensive world of drug devel-
opment. Applied appropriately, it can lead 
to early identification of non-viable com-
pounds or refine subsequent later-phase 
studies, saving both money and time, com-
modities crucial in drug development.
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Cognitive tests are objective measures of  task 
performance providing insights into the 
potential of  drug treatments to impact patient 
function/activities of  daily living. Such tests 
can be useful tools in all phases of  clinical tri-
als in humans. In early development, prior to 
phase 3 trials, they can be used to assess phar-
macodynamics and identify potential efficacy 
and/or safety and tolerability signals. These 
data can be informative for go/no-go decision-
making as part of  a package of  evidence that 
the drug is well tolerated, in support of  a pro-
posed mechanism of  action, or for early sig-
nals of  efficacy. In phase 3 pivotal trials, 
cognitive tests can be employed as clinical 
outcome assessments (COAs) to confirm evi-
dence of  clinical benefit. For each of  these 
contexts of  use, it is important to establish 
their practicality/utility, validity, reliability, 
and ability to detect change and to ensure 
they are fit-for-purpose.

nn Learning Objectives
55 Objective, performance-based assess-

ments of cognition are useful drug 
development tools, which can be used 
to evaluate questions of pharmacody-
namics, tolerability, and efficacy.

55 Cognitive tests should be established to 
be fit-for-purpose, i.e., valid, reliable, 
able to detect change, and practical for 
use.

55 Different evidence of their fitness-for-
purpose may be needed for each context 
in which they are used, e.g., stage of 
drug development and study popula-
tion.

55 Cognitive tests may be included in 
phase 1 clinical trials whose primary 
aim is safety and pharmacokinetics, 
may be a critical component of a drug 
development model (such as the scopol-
amine challenge model of cognitive 
impairment), or be selected as a pri-
mary outcome for efficacy in a pivotal 
phase 3 clinical trial.

12.1  �Introduction

The terms “cognition,” and “cognitive func-
tion” are commonly used to describes those 
functions of the brain that support our daily 
behaviors and actions. These brain processes, 
including our abilities to concentrate, to learn 
and remember, and to plan and execute 
actions, are essential to function in daily life. 
Assessment of cognitive function using cogni-
tive tests is an important way of evaluating 
functional status and brain health more 
broadly. While such abilities may be assessed 
by self-report, observation, or interview, in 
drug development they are more commonly 
evaluated by objective tests. Cognitive tests or 
tasks are assessments that require the perfor-
mance of a well-defined and standardized 
activity by an individual, with the intent of 
measuring some underlying cognitive process 
or set of processes. These tests are distin-
guished from motor function and sensory 
tests that may assess grip strength, coordina-
tion, and visual or auditory acuity, but the 
potential overlap between them is an impor-
tant consideration. Such assessments have a 
long history as tools to further the scientific 
understanding of brain and behavior and 
have been central to the fields of neuropsy-
chology, experimental psychology, and psy-
chopharmacology (Wasserman and Kaufman 
2016). In drug development, cognitive assess-
ments have long been used in both preclinical 
and clinical phases to answer a range of 
important questions about the effect of drugs 
on behavior and inform us as to their safety/
tolerability, potential for further develop-
ment, and efficacy (Hall et al. 1990).

A theme throughout this chapter will be 
that cognitive tests should be valid, reliable, 
and able to detect relevant changes. These 
properties need to be established for the 
intended context of use within clinical drug 
development including, but not limited to, the 
type of endpoint which is being defined (i.e., 
pharmacodynamic, efficacy, or safety/tolera-
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bility), the study population, the trial design, 
and the nature of the intervention. Here, 
validity will be used to refer primarily to evi-
dence that the assessment approach measures 
the relevant concepts of interest (content 
validity) and that the outcome measure 
assesses those aspects or domains of cogni-
tion it purports to (construct validity). Such 
properties can be context dependent and so 
may change, for example, in healthy volun-
teers versus a cognitively impaired patient 
population. This is important since cognitive 
tests themselves may be applicable to multiple 
use cases, applications, and contexts of use. A 
range of cognitive ability exists even in healthy 
individuals and many cognitive tests have 
been developed to discriminate performance 
in the normal range from impairment, for the 
purpose of neuropsychological evaluation. 
Thus, a cognitive test may be applicable to a 
range of ability (e.g., healthy to cognitively 
impaired), a range of ages (e.g., children to 
older adults), and a range of applications. 
This may be contrasted with other concepts 
of interest for measurement in clinical trials, 
where certain signs and symptoms are evident 
only in the clinical population, e.g., tumors, 
seizures, and viral load. A consequence then is 
that cognitive tests may be incorporated into 
clinical trial protocols for reasons of efficacy 
and safety, or with no (single) objective 
specified.

In the following sections, considerations 
for the development and selection of cognitive 
assessments, related trial design, and practical 
examples are given to cover their use in three 
distinct applications:

55 As pharmacodynamic or exploratory effi-
cacy assessments in early clinical drug 
development

55 As safety/tolerability assessments through-
out a clinical drug development program

55 As efficacy assessments to determine clini-
cal benefit

12.2  �Use of Cognition 
as a Pharmacodynamic/
Exploratory Efficacy Outcome 
in Early Drug Development

12.2.1	 �Overview and Rationale

In early clinical drug development (trials in 
humans), e.g., phases 1a, 1b, 2a, and 2b, cog-
nitive assessments can be applied to detect 
potential pharmacodynamic and early effi-
cacy signals. Such signals, which could consti-
tute both improved and worsened cognitive 
test performances, may help in the generation 
of information regarding questions of “ability 
of the drug to cross the blood–brain barrier,” 
“ability of the drug to interact with and mod-
ulate central nervous system (CNS) function,” 
“association between drug pharmacokinetics 
and pharmacodynamics (PK/PD),” and 
“presence of efficacy signals.” The develop-
ment of CNS-penetrant drugs may or may 
not be intended for treatment of disorders of 
the CNS, e.g., neurological, neuropsychiatric, 
and neurodevelopmental indications. For 
example, many sedative/hypnotic and pain 
medications may be used in populations with-
out marked CNS disease or dysfunction, such 
as the use of zolpidem or other “z-drugs” in 
the treatment of short-term insomnia (Roth 
et  al. 1995). Importantly, the presence of 
worsened cognition in early development and/
or healthy volunteers may be a useful signal, 
since it may, for example, be important evi-
dence of CNS penetrance and target engage-
ment, be a manageable side effect in clinical 
use, and/or not ultimately be present in the 
intended population and with the approved 
dose regimen.

Early clinical development, including first-
in-human (FIH) studies, e.g., single ascending 
dose (SAD) and multiple ascending dose 
(MAD) studies, designed to gather data on 
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safety and tolerability, general pharmacoki-
netic (PK) and pharmacodynamic (PD) char-
acteristics, and identify the maximum 
tolerated dose (MTD), will typically be con-
ducted in heathy volunteers. Thus, the context 
in which cognitive assessments are applied is 
often in clinical trials in healthy individuals 
and busy trial designs, primarily intended to 
assess safety and PK. Therefore, it is impor-
tant that cognitive assessments (tests and test 
batteries) are brief, multiply repeatable to 
detect on-set, off-set of drug action and peak 
effect over the course of hours and/or days, 
and bidirectionally sensitive to improved and 
worsen performance in healthy individuals 
(Wesnes 2002). In respect of the cognitive 
domains and processes of interest, this will 
primarily be guided by considerations around 
the hypothesized mechanism of action (MoA) 
of the drug, preclinical data from various ani-
mal models, and potentially any expectations 
related to the target indication(s), the so-
called target product profile (TPP) (Potter 
2015).

>> Key facts: Cognitive tests can be useful 
tools in early clinical drug development to 
evaluate pharmacodynamics and identify 
potential efficacy and/or safety and toler-
ability signals. The tests with the greatest 
utility will be those which are objective, 
brief, repeatable, stable, and with demon-
strated bidirectional sensitivity to change, 
even in healthy adults.

12.2.2	 �MoA and Preclinical Data 
to Guide Test Selection

It is important to be cautious with respect to 
the potential for overinterpretation of preclin-
ical data and the extent to which such data 
can inform expectations regarding target cog-
nitive domains and tests in humans. Cognitive 
domains and processes may differ in impor-
tant ways between species, and between spe-
cies test analogues may not  be exactly 
comparable, or other factors e.g., around 

reward and motivation could influence out-
comes (Al Dahhan et al. 2019). Even within 
species, our assumptions regarding cognitive 
domains may fail to account for the chal-
lenges in developing unique probes of single 
processes and domains, the many interactions 
between cognitive processes and brain regions, 
the ways in which such relationships might 
change with disordered cognition, and more 
basic considerations of test difficulty/cogni-
tive load and fatigue/test position within a 
broader battery. While the translatability of 
animal models to human cognition has been 
challenged and trial failure rates are undoubt-
edly high, there are many reasons such as tar-
get engagement and dose selection that drive 
failure rates. There are several examples of 
drugs with well-established preclinical mod-
els, reliable effects in healthy volunteers, and 
demonstrable efficacy in the clinic, including 
for example, amphetamines in attention defi-
cit hyper activity disorder (ADHD) 
(Sagvolden 2000; Heal et al. 2013), and acetyl-
cholinesterase inhibitors in Alzheimer’s dis-
ease (AD) (Brinkman and Gershon 1983).

12.2.3	 �Interpretation of Trial Data: 
Go/No-Go Decision-Making

An important challenge arises in the interpre-
tation and evaluation of early clinical trial 
data and how to make go/no-go decisions, 
i.e., whether to continue studies of  the drug 
into later phases of  development. The detec-
tion of pharmacodynamic and early efficacy 
signals, while encouraging, is not a guarantee 
of  success in later-phase clinical drug devel-
opment. In the field of  AD drug develop-
ment, for example, failure rates have been 
notoriously high. AD may be contrasted with 
other fields of  drug development, with 28% 
of drugs approved in 2017 being oncology 
therapies, but 0% AD therapies (Cummings 
et  al. 2019). Although negative trials may 
have resulted from multiple reasons including 
lack of efficacy, poor safety, or tolerability 
concerns, the appropriate use of  cognitive 
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tests as part of  the go/no-go decision-making 
process is critical. Key factors include the 
identification of converging lines of  evidence 
and setting a threshold for a required magni-
tude of  clinical effect size related to the likely 
clinical relevance of  findings for later-stage 
development.

The presence of a signal on a single cogni-
tive assessment outcome or parameter may 
provide only weak support for a go decision. 
Typically, batteries of cognitive tests are 
employed in studies and there are multiple 
parameters derived and analyzed, so some 
findings may be due to chance. Furthermore, 
given the possible lack of domain/process 
specificity of cognitive tests, combined with 
the importance of functional brain networks, 
an effect on a single parameter may be a rela-
tively unlikely hypothesis. Therefore, the set-
ting of a go criterion might deliberately 
include a need for an effect to be identified on 
two or more related parameters, which might 
be cognitive test outcomes, or different modal-
ities. Quantitative electroencephalography 
(qEEG) has been used to characterize electro-
physiologic features of cognition and of neu-
ropathologic aging. qEEG recordings of AD 
patients show patterns of slowing, with exces-
sive theta (slow wave) activity in early stages 
of the disease and reduced alpha and beta 
(fast wave) activities in later stages. Established 
treatments for AD (the acetylcholinesterase 
inhibitors – see 7 Sect. 2.2) have been shown 
to shift qEEG activity patterns toward a more 
normal profile and such changes have been 
proposed as indicative of likely treatment 
response (Lanctôt et al. 2003). Thus, the com-
bination of cognitive tests and qEEG can be 
used to increase confidence in go decision-
making. For example, the experimental drug 
PQ912, an inhibitor of the glutaminyl cyclase 
enzyme, has shown evidence for both a signifi-
cant reduction in theta power in the EEG fre-
quency analysis and a significant improvement 
in a N-back working memory test in a phase 
2a study. Along with evidence for target occu-
pancy and effects on exploratory biomarkers, 
a go decision was made for a phase 2b study 
(Scheltens et al. 2018).

Another means of increasing confidence 
may be via the setting of an effect size thresh-
old. It is now well understood that the use of 
p-values alone is an insufficient means of 
understanding clinical trial data and that met-
rics that inform us of the relative size of an 
effect are also important (Lytsy 2018). 
Ultimately, drugs are not approved on the basis 
of statistical significance alone; they must also 
demonstrate a sufficiently large effect, which 
confers a clinical benefit for patients. The con-
cept of the minimally clinically important dif-
ference (MCID) has been extensively discussed 
(Coon and Cappelleri 2016). In general, this 
has been defined as the smallest difference that 
patients or clinicians are aware of, often mak-
ing use of anchor scales such as Patient or 
Clinician Global Impression of Change to 
define relevant change on a target outcome 
measure. In practice, such approaches have 
rarely been used for cognitive test outcomes 
since there are questions around the use of and 
suitability of anchor scales in this context, par-
ticularly global impressions of change, since 
important cognitive changes may be difficult to 
self-report and observe. Comparisons of effect 
size between groups have been an important 
means of evaluating trial outcomes, used in 
comparative and meta-analytic studies, and 
also suggested as method to estimate MCIDs 
(Angst et al. 2017). Using the common mea-
sure of effect size Cohen’s d, Cohen proposed 
that effect sizes may be interpreted as “small” 
(0.2), “medium” (0.5), and “large” (0.8) effect 
size (Cohen 1988). Cohen immediately quali-
fied this by highlighting that effect size is a rela-
tive metric and thus in some circumstances 
smaller effect sizes may increase in importance 
and vice versa. In reviewing various MCIDs, 
Angst et al. 2017 identified a range of 6–10% 
of the total score of a given outcome, corre-
sponding to an effect size of 0.3–0.5 (standard 
deviations). They state that this effect size 
range could be used as a general estimate for 
different outcome measures and settings and 
applied across different trials. In the review of 
Leucht et  al. 2012, psychiatry drugs were 
shown to have effect sizes in the range 0.3 
(fluoxetine in major depressive disorder) to 1.0 
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(amphetamine in attention deficit hyperactiv-
ity disorder), when considering continuous 
clinical outcome assessments (Leucht et  al. 
2012). Effect size is easily applied to different 
types of outcome measure including cognitive 
tests. Several lines evidence converge on the use 
of an effect size at the level >/=0.3 as a thresh-
old for relevant effects on cognitive/behavioral 
assessments. Effects at or above this level might 
be considered as potentially clinically mean-
ingful and worthy of further investigation, 
while effects below this might be irrelevant. 
Such a threshold can then be applied as a go/
no-go criterion.

>> Go/no-go decision-making is a critical 
component of  the drug development 
process and describes the use of  criteria to 
evaluate clinical trial outcomes across PK/
PD, safety and tolerability, and potential 
efficacy of  an investigational drug. Data 
from cognitive tests can be employed to 
provide convergent evidence in support of 
this decision-making process and go/no-go 
criteria should be established for the 
strength of  evidence in terms of  the con-
sistency and size of  an effect, as well as its 
statistical reliability.

�Practical Example: Use of the Scopolamine 
Challenge Model in the Development 
of an H3 Antagonist for Cognitive 
Impairment

The scopolamine challenge model refers to the 
use of scopolamine to induce a cognitive 
impairment either in animals or in humans, 
through the blockade of central muscarinic 
receptors. Muscarinic receptor blockade, for 
example, via atropine and scopolamine, has 
long been known to produce memory impair-
ment and scopolamine has been established as 
a safe and reproducible model of cognitive 
deficits such as those seen in AD. The potential 
efficacy of drugs for the treatment of AD and 
other forms of cognitive impairment can then 
be evaluated in animals and healthy adults by 
their ability to prevent or reverse the 
scopolamine-induced deficits, using cognitive 
tests to measure these changes, typically in a 
crossover study design (Buccafusco 2008).

In order to explore the potential of 
enhancement of histaminergic neurotransmis-
sion, or histaminergic plus cholinergic neuro-
transmission for improving cognition in 

Alzheimer’s disease, the novel histamine H3 
receptor inverse agonist (MK-3134) was stud-
ied along with donepezil, an acetylcholinester-
ase inhibitor (AChE-I), with established 
efficacy in the scopolamine challenge model 
(Cho et  al. 2011). The study was a double-
blind, placebo-controlled, five-period, cross-
over study carried out in 31 healthy adult male 
subjects. Cognition was assessed using a bat-
tery of cognitive tests, including a hidden path-
way maze learning test designed to assess 
executive function. The study demonstrated a 
robust effect of scopolamine, for example, 
errors on the maze learning test increased fol-
lowing administration of scopolamine alone, 
peaking at 2-hours post-dose, with a very large 
effect size (Cohen’s d >2). This effect was atten-
uated by both MK-3134 and donepezil, sup-
porting the ability of H3 and AChE-I to reverse 
cognitive effects of central cholinergic block-
ade. While MK-3134 has not continued in 
development, the H3 antagonist pitolisant is 
now in use for the treatment of excessive day-
time sleepiness in narcolepsy (Kollb-Sielecka 
et al. 2017) (.  Fig. 12.1).

�Case Study
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12.3  �Use of Cognition to Guide 
Decision-Making About Safety 
and Tolerability

12.3.1	 �Overview and Rationale

Multiple regulatory guidance documents 
stress the need to evaluate cognition through-
out drug development, and cognition is men-
tioned across both early and late clinical 
development in the context of safety/tolera-
bility; for example:

55 EMA
–– Extrapolation of efficacy and safety in 

pediatric medicine development
–– “5.5.4. Examples where extrapolation 
is not recommended in diseases 
where there are differences in terms 
of neurodevelopment stages, includ-
ing growth, sexual and cognitive 
development”

–– Guideline on clinical investigation of 
medicinal products in the treatment of 
hypertension – Revision 4
–– Safety aspects “8.1.5. Effects on 
target organ damage… Special 
emphasis should be placed on 
cognitive functions and central 
nervous system (CNS)-effects… 
especially in the elderly.”

–– Adequacy of guidance on the elderly 
regarding medicinal products for 
human use
–– “Irritable bowel syndrome CPMP/
EWP/785/97 (Mar 03). Because of the 
fact that IBS is not a life-threatening 
condition and some of the drugs for 
its treatment may cause adverse 
reactions among the elderly (e.g. 
cognitive symptoms), depending on 
the pharmacology of the product, 
safety studies, which specifically target 
the elderly, might be of interest.”

(see 7  https://www.ema.europa.eu/en/human-
regulatory/research-development/scientific-
guidelines)

55 FDA
–– Evaluating Drug Effects on the Ability 

to Operate a Motor Vehicle
–– “Driving is a complex activity involv-
ing a wide range of cognitive, percep-
tual, and motor activities. Reducing 
the incidence of motor vehicle 
accidents (MVAs) that occur because 
of drug-impaired driving is a public 
health priority. A systematic effort to 
identify drugs that increase the risk of 
MVAs is a critical component of 
assessing drug risk and designing 
strategies to reduce this risk.”
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(±SE) over 12  h for Maze Learning Total Errors. 
Errors were multiplied by −1 for display purposes 

so that downward inflections from baseline reflect 
cognitive impairment. Scop, scopolamine; Dnpzil, 
donepezil; MK, MK-3134 (Cho et al. 2011)
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–– Assessment of Abuse Potential of 
Drugs
–– “Clinical studies that evaluate 
cognition and performance can 
provide additional safety information 
regarding the psychoactive effects of 
drugs that may have abuse potential.”

–– Migraine: Developing Drugs for Acute 
Treatment
–– “A 1-year long-term pediatric safety 
study should be conducted. That 
study should evaluate the effect of 
treatment on growth, cognition, and 
endocrine development.”

(see 7  https://www.fda.gov/regulatory-infor-
mation/search-fda-guidance-documents)

The use of spontaneous adverse events 
as well as self-report instruments, e.g., ques-
tionnaires and visual analogues scales, 
can be informative regarding the presence 
and severity of cognitive impairment. The 
Medical Dictionary for Regulatory Activities 
(MedDRA) has been used in conjunction 
with FDAs guidance regarding abuse poten-
tial and evaluating drug effects on the abil-
ity to operate a motor vehicle to create a list 
of  preferred terms that represent possible 
effects on mental ability, e.g., “distractibility,” 
“disturbance in attention,” “somnolence,” 
and “sedation.” Several instruments such 
as the “Bond and Lader Visual Analogues 
Scales” and the “Addiction Research Center 
Inventory – 49 item” have been used for many 
years as self-ratings of drug effects (Bond and 
Lader 1974; Martin et al. 1971). Self-report, 
though important, is recognized to be insuf-
ficient for understanding drug effects due to 
the inability of individuals to reliably recog-
nize relevant impairment. The FDA states 
that “In general, patient self-perception is 
not adequate for evaluating the presence or 
degree of driving impairment or for miti-
gating risk.” Prior studies have shown the 
presence of effects on performance-based 
cognitive assessments that are not evident in 
self-ratings. For example, impairments to tests 
of  attention (simple and choice reaction time, 
vigilance), tracking, and word recognition 
were identified at 48 hours following 4 days of 
dosing with haloperidol in healthy volunteers 

(Beuzen et  al. 1999). This impairment was 
marked, such that six of the volunteers were 
advised not to drive or operate dangerous 
equipment. However, no corresponding effect 
was seen to the “Alertness” rating the from 
the Bond and Lader Visual Analogues Scales. 
In another experiment, in subjects receiving 
5.25 mg of the CNS-sedating benzodiazepine 
midazolam, 66.7% of subjects who did not 
report sedation-related adverse effects (AEs) 
still displayed substantial cognitive dysfunc-
tion (Collie et al. 2006).

Several conceptual models of cognition 
have been proposed that might be applicable 
to the selection of cognitive domains and 
assessments for safety evaluation. The FDA 
states that the functional domains of alert-
ness/arousal/wakefulness, attention and pro-
cessing speed, reaction time/psychomotor 
functions, sensory-perceptual functioning, 
and executive functions are important for 
driving ability. Alternatively, an input, stor-
age, and control model has been proposed as 
a “taxonomy of cognition” relevant for safety/
tolerability, where input refers to perception, 
attention/concentration, and wakefulness; 
storage to working memory, long-term mem-
ory, and forgetting; and control to decision-
making, planning, flexibility, and impulse 
control (Roiser et al. 2016). Other models that 
might be used to guide the selection of assess-
ment domains include the DSM-V cognitive 
domains for identification of neurocognitive 
disorders (complex attention, executive func-
tion, learning and memory, language, percep-
tual-motor, social cognition) and 
NIH-Toolbox cognition subdomains for iden-
tification of health, success in school and 
work, and independence in daily functioning 
(executive function, episodic memory, lan-
guage, processing speed, working memory, 
and attention (Sachdev et al. 2009; Weintraub 
et al. 2013).

A stepwise approach to cognitive safety/
tolerability can be incorporated from FIH 
studies onward. This will include initial con-
siderations around whether there is a plausible 
mechanism for CNS impairing effects in the 
MoA and/or emerging evidence in AE data 
that might necessitate targeted performance-
based assessment. Following this, emerging 
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evidence for CNS impairing effects in SAD/
MAD studies could prompt more detailed 
investigations. Investigation in these early tri-
als can be critical as they often include higher 
doses than will be used in later efficacy tri-
als and allow exploration of CNS impairing 
effects at higher exposures. However, there are 
many careful considerations in the design of 
such studies, as the presence and timing of 
effects can be hard to predict. CNS effects 
are intended to occur at night and cannot 
be assumed to be absent the following day, 
especially in the morning (“next-day, residual 
effects”); drugs or active metabolites with a 
long half-life can result in higher blood levels 
after multiple doses than after a single dose, 
causing greater impairment with chronic ver-
sus initial use; initial exposure may be more 
impairing than chronic exposure because of 
the development of pharmacological tolerance 
or habituation over time. Evaluations might 
also include drug-drug and drug-alcohol 
interaction crossover design trials with single 
or repeat dosing, including ethanol, sedat-
ing antihistamines, and benzodiazepine-like 

drugs, since interactions can lead to higher 
blood levels or increased pharmacodynamic 
effects of drugs. Additionally, the use of a 
positive control more generally can be impor-
tant for the interpretability of any observed 
effects. Further on in development, the explo-
ration of effects in potentially vulnerable 
populations, for example, elderly, pediatric, 
or target patient population(s); exploration of 
effects following chronic exposure; and devel-
opmental trajectory in pediatric populations 
can become important.

>> Self-report and spontaneous adverse 
events are insufficient for the detection of 
cognitive impairment, since individuals 
may lack awareness of  the presence and 
degree of  impairment. Objective cognitive 
tests should be used to evaluate the poten-
tial for adverse cognitive effects of  CNS 
drugs, making use of  the step-wise drug 
development process to evaluate the 
impact of  PK/PD, dose, exposure, popula-
tion characteristics, and other relevant 
factors.

�Practical Example: An Early-Phase Cognitive 
Test Battery to Evaluate Ability to Operate a 
Motor Vehicle

Many classes of drug designed to act on the 
CNS will also disrupt cognition. One important 
consequence of this cognitive disruption, and a 
public health priority, is the potential to impair 
ability to operate a motor vehicle. Driving is a 
complex activity involving cognitive, percep-
tual, and motor functions. It is also well estab-
lished that self-perception of impairment and 
ability (e.g., via patient report, interview, or 
spontaneous adverse event reports) is inade-
quate to evaluate such risks. The FDA recom-
mend evaluating impaired driving using a tiered 
approach including clinical/standardized behav-
ioral assessments with high sensitivity for 
detecting impairment early in development and 
designed to characterize clinical relevance later 
in development (FDA 2017). The following 

functional domains are considered important 
for driving ability by the FDA: alertness/
arousal/wakefulness; attention and processing 
speed; reaction time/psychomotor functions; 
sensory-perceptual functioning; executive func-
tions. The proposed early-phase battery consists 
of four tests designed as sensitive assessments 
of these functional domains with well-charac-
terized clinical relevance against established 
cognitive impairment and has been proposed 
for use in early drug development. Key proper-
ties include its brevity (approximately 15 min-
utes in duration), repeatability, stability, 
construct validity, test-retest reliability, and 
ability to detect relevant changes. Construct 
validity, the extent to which a given test out-
come measures the intended domain, has been 
established by correlation with established tests 
of the same domains (Pietrzak et  al. 2009; 
Maruff et  al. 2009). Test-retest reliability, the 

�Case Study

Application of Cognitive Test Outcomes for Clinical Drug Development



192

12

agreement between the results of repeated mea-
surements, is indicative of a measure’s “repro-
ducibility” (FDA 2009). The tests in the 
early-phase battery have previously demon-
strated adequate (>0.7) to excellent reliability 
over various different time intervals (Falleti 
et al. 2006; Lim et al. 2013; Louey et al. 2014; 
Darby et al. 2014). Multiple studies have dem-
onstrated the sensitivity of the early-phase bat-
tery to interventions known to impair driving 
ability such as fatigue, alcohol, and benzodiaz-
epines (.  Table 12.1). This includes both highly 
sensitive characterization of clinical pharma-

cology in a dose- and time-dependent manner, 
as well as establishing effect size benchmarks for 
clinically relevant impairment (Falleti et  al. 
2003; Snyder et al. 2005; Morrison et al. 2018). 
In their practical application, such tests can 
then characterize deleterious effects on cogni-
tion of various drugs, including their magnitude 
and time course (.  Fig. 12.2). This information 
can then be used to inform considerations 
regarding both further development of the 
drug, for example, specific driving studies, and 
their safe use, for example, precautions regard-
ing driving and operating heavy machinery.

.      . Table 12.1  An “early-phase” battery

Primary cognitive 
domains

Test paradigm Construct validity Ability to detect change 
(alprazolam 1 mg)

Reaction time/
psychomotor functions

Simple reaction 
time

Grooved Pegboard 
Dominant Hand (r = 0.81)

d = 0.80

Attention and 
processing speed

Choice reaction 
time

Trail making test part A 
(r = 0.76)

d = 0.94

Attention and 
processing speed

N-back working 
memory

Symbol digit modalities 
Test (r = 0.81)

d = 0.40

Executive functions Hidden-pathway 
maze learning

NAB mazes (r = 0.56) d = 0.63
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.      . Fig. 12.2  Worsening and recovery of  cognitive test performance (hidden-pathway maze learning) fol-
lowing lorazepam and esketamine (Maruff  2019)
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12.4  �Use of Cognition to Assess 
Clinical Benefit of Treatment 
Interventions

12.4.1	 �Overview and Rationale

To establish clinical benefit for new thera-
peutic interventions, it is critical that treat-
ment outcomes reflect those aspects of health 
which are clinically important and mean-
ingful to patients. The US Food and Drug 
Administration (FDA)–National Institutes of 
Health (NIH) BEST Resource Glossary define 
clinical benefit as “A positive clinically mean-
ingful effect of an intervention, i.e., a positive 
effect on how an individual feels, functions, or 
survives.” As stated by Walton et  al. (2015), 
“When clinical assessments are used as clini-
cal trial outcomes, they are called clinical 
outcome assessments (COAs).” The FDA cat-
egorize COAs used for assessing clinical bene-
fit based on the source of the data, i.e., patient 
(patient-reported outcome [PRO] assess-
ments), clinician (clinician-reported outcome 
[ClinRO] assessments), non-clinician observer 
(observer-reported outcome [ObsRO] assess-
ments], and performance by the patient of 
standardized, quantifiable tasks not requiring 
judgment by clinicians or others (performance 
outcome [PerfO] assessments) (Walton et  al. 
2015; FDA-NIH Biomarker Working Group 
2018).

A PerfO assessment is a type of clinical 
outcome assessment (COA) that is “…based 
on standardized task(s) performed by a 
patient that is administered and evaluated by 
an appropriately trained individual or is inde-
pendently completed.” PerfO assessments 
include measures of physical function (e.g., 
mobility), sensory function (e.g., visual acu-
ity), and cognitive function (e.g., working 
memory). At the time of writing, the FDA is 
developing a series of patient-focused drug 
development (PFDD) guidance documents 
addressing methodological approaches to 
facilitate and enhance the incorporation of 
the patient’s voice in medical product develop-
ment and regulatory decision-making 
(7  https://www.fda.gov/drugs/development-

approval-process-drugs/fda-patient-focused-
d r u g - d eve l o p m e n t - g u i d a n c e - s e r i e s -
enhancing-incorporation-patients-voice-
medical). Thus, good practices are emerging 
in this area, but they are yet to be fully defined. 
Cognitive tests then fall into the category of 
PerfO assessments, and when applied to estab-
lishing clinical benefit for new therapeutic 
interventions, i.e., as primary endpoints and/
or in product labeling, they must be meaning-
ful to patients, valid, reliable, and responsive 
to treatment. In addition, PerfO assessments 
should have a detailed manual that clearly 
describes the way they are to be performed 
and scored.

>> Cognitive tests when used as a clinical out-
come assessment (COA) to confirm evi-
dence of  clinical benefit fall into the 
category of  PerfO assessments. Although 
good practice for their development and 
validation is not well established, validity, 
reliability, and ability to detect change as 
well as patient relevance are important 
considerations common to all COAs.

Cognitive PerfO assessments have been 
accepted as primary or co-primary endpoints 
in several pivotal phase 3 programs or included 
in product labeling for indications including 
Alzheimer’s disease, cognitive impairment 
associated with schizophrenia, attention defi-
cit hyperactivity disorder, heart failure, and 
major depressive disorder. In practice, regula-
tory acceptance has typically followed from 
the regulatory interactions that occur during 
protocol development and the progress from 
one phase of development to another. Criti-
cally, in the past 10 years or so, much greater 
scrutiny has been given to the extent to which 
COA are suited to the intended context of use 
(.  Fig.  12.3), and the perception of accept-
ability through prior use has begun to be chal-
lenged and viewed as potentially contributing 
to the continued use of assessments that are not 
fit-for-purpose, while at the same time slowing 
the development of revised or novel outcomes. 
What is deemed acceptable to the regulator 
has also changed markedly, with the introduc-
tion of a qualification pathway, the 2009 PRO 
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guidance, development of the Division of 
Clinical Outcome Assessment (DCOA), and 
the ongoing development of new guidance. 

Thus, significant changes and developments in 
the acceptability and application of cognitive 
PerfO can be expected in the coming years.

Division of neurology products (DNP)

Disease/condition Concept C0A tool & type COA context of use Drug name & approval date

NamendaAdult patients with moderate
to severe AD

Severe impairment battery
(SIB): Perf0
Clinical global impression
(CGI-C): ClinR0

Day-to-day function

Cognitive function

Global impression

Alzheimer’s disease (AD) Modified Alzheimer’s dis-
ease cooperative study–Ac-
tivities of daily living: ClinR0

(memantine hydrochloried)
October 16, 2003

.      . Fig. 12.3  FDA COA compendium excerpt (7  https://www.fda.gov/drugs/development-resources/clinical-
outcome-assessment-compendium, April 2020)

�Practical Example: The MATRICS Consensus 
Cognitive Battery as a Co-primary Endpoint 
for Cognitive Impairment Associated 
with Schizophrenia

Extensive evidence has shown cognitive impair-
ment to be a core symptom of schizophrenia that 
has a negative impact on function. The April 2004 
MATRICS/FDA/NIMH workshop was held in 
order to begin to develop guidelines for the design 
of clinical trials of cognitive-enhancing drugs 
for people with schizophrenia. One important 
consequence arising from this and subsequent 
development work was a proposed battery of 
performance-based outcome (PerfO) assessments 
(cognitive tests), the “MCCB” to assess cognitive 
treatment effects in people with schizophrenia 
(Green et  al. 2004). The use of the MATRICS 
Consensus Cognitive Battery (MCCB) as a co-pri-
mary endpoint for efficacy has been accepted by 
the FDA for previous pivotal clinical trials assess-
ing cognition in schizophrenia (e.g., EVP-6124/ 
Encenicline: NCT01716975 and NCT01714661). 
However, no formal FDA guidelines exist in this 
area. EMA describes the battery as “acceptable 
but other, comparable, test batteries may also 
be used provided their validity is demonstrated” 
(EMA 2012). Inclusion of the MCCB is fre-
quent but not universal in such clinical trials, with 
other neurocognitive test batteries such as BACS, 
CANTAB and Cogstate also commonly included 
(Keefe et al. 2013). Importantly, since no pivotal 
program using the MCCB has yet been successful, 
no approval has yet been granted on the basis of a 
cognitive test battery. The conceptual framework 

for the MCCB incorporates the assessment of 
seven cognitive domains, selected on the basis of 
a review of the literature and input from experts. 
These domains are: working memory, attention/
vigilance, verbal learning and memory, visual 
learning and memory, reasoning and problem-
solving, speed of processing, and social cognition 
(Kern et al. 2004). Well-established neuropsycho-
logical tests of these domains were then selected 
based on their test-retest reliability, utility as 
a repeated measure, relationship to functional 
outcome, potential response to pharmacologic 
agents, and practicality/tolerability.

Following the development of the MCCB 
and its use in clinical trials, significant concerns 
have been raised regarding patient and trial 
burden, particularly related to the duration of 
the battery at around 90 minutes, the process to 
select the tests themselves, and the use of sur-
vey methodologies. Recognition of the issue of 
assessment burden in trials is increasing and 
development of shorter assessments is widely 
viewed as important. The FDA has directly 
highlighted this issue in COA development 
funding: “COAs and endpoints for use in 
schizophrenia trials, including but not limited 
to, shortened versions of current instruments, 
as appropriate” (7  https://grants.nih.gov/
g r a n t s / g u i d e / 
rfa-files/RFA-FD-19-006.html). In addition, 
researchers involved in the MATRICS initia-
tive have stated that the evaluation of comput-
erized/digital tests was largely discounted at the 
time but would be a critical consideration now.

�Case Study
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>> Conclusions
Cognition underpins human behavior and 
our ability to perform functions in every-
day life. Drug treatments have the potential 
to impair cognitive function, e.g., impact-
ing our ability to drive, and to improve 
cognitive function, e.g., the ability of an 
Alzheimer’s treatment to improve patient’s 
capacity to perform activities of daily liv-
ing. Therefore, understanding the impact 
of a drug treatment on cognition may be 
particularly important. Objective cognitive 
tests provide insights into human behav-
ior beyond what can be learnt from self-
report and observation and can be useful 
tools throughout all phases of clinical drug 
development.

In early human trials, they can help 
understand and evaluate pharmacodynam-
ics and identify potential efficacy and/or 
safety and tolerability signals. Here the tests 
with the greatest utility will be those which 
are objective, brief, repeatable, stable, and 
with demonstrable bidirectional sensitiv-
ity to change, even in healthy adults. This 
information can be used to support go/
no-go decision-making from one phase of 
development of an investigational drug to 
the next. Data from cognitive tests may pro-
vide convergent evidence in support of this 
decision-making process and go/no-go crite-
ria should be established for the strength of 
evidence in terms of consistency and size of 
an effect, as well as its statistical reliability.

When used as a clinical outcome assess-
ment (COA) to confirm evidence of clinical 
benefit in a pivotal phase 3 trial, cognitive 
tests fall into the category of PerfO assess-
ments. Although good practice for their 
development and validation is not well 
established, validity, reliability, and ability 
to detect change and patient relevance must 
be understood in order to draw valid con-
clusions regarding clinical benefit.
In conclusion, cognitive tests are useful and 
flexible drug development tools with many 
applications. Given this diversity of uses, 
careful planning and consideration are 
needed to define the research question(s) 

being addressed, the context within which 
the tests will be used, and how the differ-
ent possible outcomes from a trial should 
be interpreted. A lack of thoroughness 
and care, may lead to the selection of tests 
which are not fit-for-purpose and/or an 
inability to fully interpret trial data.
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In this chapter, the use of  pharmacogenetics 
will be clarified, with a focus on sexual psy-
chopharmacology in men and women. 
Multidisciplinary collaboration is crucial in 
sexual psychopharmacological research. As 
with many disciplines, the boundaries of  sex-
ual psychopharmacology are not sharply lim-
ited. Knowledge of  the phenotype is essential 
when conducting research, applying genetics, 
and using psychopharmaceuticals, whereby a 
clearly defined (endo)phenotype and careful 
methodology are crucial. Furthermore, this 
approach reduces the ultimate risk of  pharma-
cotherapeutic overtreatment within a certain 
indication and can reduce pharmacotherapeu-
tic failure. Biological variation makes a theo-
retical “one-size-fits-all” strategy illogical. 
Practical experience so far shows that the use 
of  psychotropic drugs within a total popula-
tion results in a low success rate. Current prac-
tice is characterized by trial and error in which 
of  the many psychotropic drugs that can be 
used for an indication, it is not clear in advance 
what will determine the chance of  success at 
an individual level (Sinyor et al. 2010).

Recent developments show that it is possi-
ble to use pharmacotherapy at an individual 
level using additional phenotypic and geno-
typic information (Tuiten et  al. 2018). The 
purpose of  this chapter is to provide insight 
into this new approach using recent develop-
ments in sexual psychopharmacology.

nn Learning Objectives
55 Insight into the field of sexual psycho-

pharmacology
55 Use new insights to optimize and per-

sonalize psychopharmacological inter-
ventions

55 Use of companion diagnostics
55 Insight into the predictive value of 

pharmacogenetics

13.1   �General Introduction

From the 1980s to the present, hundreds of 
publications have been published describing 
pharmacogenetics within the field of psycho-
pharmacology. These publications mainly 
describe the relationship between cytochrome 

P450 enzyme system (CYP450) and drug 
metabolism. Despite over 30 years of experi-
ence, there is an ongoing discussion about the 
burden of proof, and uniform clinical imple-
mentation is lacking.

In relation to the use of selective serotonin 
reuptake inhibitor (SSRIs) (and tricyclic anti-
depressants (TCAs)), the results, new insights, 
and applicability are limited after the intro-
duction of pharmacogenetics. An important 
cause of the still limited applicability and pre-
dictability is the current focus on pharmaco-
kinetics. The predictive value therefore mainly 
relates to the concentration due to the metab-
olism of the drug. Furthermore, the question 
is whether the effect of agents without a con-
centration–effect relationship can be pre-
dicted with a pharmacogenetic test that 
provides insight into the pharmacokinetics. 
Toxicity and adherence can be an additional 
argument for determining CYP metabolism.

Within other medical professions such as 
oncology, the focus is on pharmacodynam-
ics, and it has been accepted in recent years 
that associated diagnostics are being devel-
oped.

The idea of combining drugs and diagnos-
tics is not new. When tamoxifen was developed 
in 1970s for the treatment of breast cancer, data 
on estrogen-receptor status were correlated with 
the treatment outcome. Based on the phase II 
study, published in 1976, the investigators con-
cluded a high degree of correlation between 
response and positive estrogen receptor assay 
suggesting the value of the diagnostic test as 
a means to select patients for tamoxifen treat-
ment. Despite the fact that this conclusion was 
drawn more than 40 years ago, the adaptation 
of the drug-diagnostic co-development has 
been slow and it is only within the last years that 
it has gained acceptance in oncology. A more 
recent example of CDx is screening for the 
presence of the human epidermal growth fac-
tor receptor (HER)-2 prior to the use of trastu-
zumab (Herceptin®) in patients with metastatic 
breast cancer (Spector and Blackwell 2009). 
Trastuzumab treatment is effective in patients 
with HER-2-positive breast cancer. HER2 FISH 
PharmDx™ and HER2 FISH PharmDx™ kits 
are both FDA-approved companion diagnostics 
for trastuzumab (Herceptin®).
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Definition

Companion Diagnostic: A companion 
diagnostic (CDx) is a diagnostic test used 
as a companion to a therapeutic drug to 
determine its applicability to a specific 
person.

Shifting the focus to pharmacodynamics pro-
vides new insights that can be used in person-
alized medicine with psychotropic drugs. With 
regard to psychopharmacology, first steps of 
companion diagnostics are introduced in 2018 
within the field of sexual psychopharmacol-
ogy (Tuiten et al. 2018).

13.2   �Sexual Psychopharmacology

The development of sexual psychopharmacol-
ogy can be roughly divided into three periods.

The first period lasted from 1919 to 1933, 
the period of the medical specialists.

The second period lasted from 1970 to 
2000, the period of the neuroscientists.

We are now living in the third period, 
which started around 2000, the period of the 
pharmaceutical industry (.  Fig. 13.1).

A case of  premature ejaculation has 
already been described in Greek mythology. 
In this case Athena visited Hephaestus desir-
ous to get arms. He, being forsaken by 
Aphrodite, fell in love with Athena and 
began to pursue her; but she fled. When he 
got near her with much ado (for he was 
lame), he attempted to embrace her; but she 
being a chaste virgin, would not submit to 
him, and he dropped his seed on the leg of 
the goddess. In disgust, she wiped off  the 
seed with wool and threw it on the ground. 
Erichthonius, a mythical king of  Athens was 
conceived when the seed of  Hephaestus fell 
on Gaea, the goddess of  earth. Ehrentheil 
published this case in 1974 entitled “A case 
of  premature ejaculation in Greek mythol-
ogy.” This case was the inspiration for the 
famous Italian painter Paris Bordone for his 
painting “Athena Scorning the Advances of 
Hephaestus.”

At the beginning of the last century, the 
seed of sexual psychopharmacology was 
sown at the Institut für Sexualwissenschaft 
in Berlin. The endocrinologist Bernhard 
Schapiro and Magnus Hirschfeld developed 
the drug “Testifortan” for the treatment of 
erectile dysfunction and the drug “Präjaculin” 
for the treatment of hypersexuality (Dose and 
Herrn 2006; Hirschfeld and Testifortan 1927; 
Schapiro 1932). Both products were manufac-
tured by the Hamburg-based pharmaceutical 
company Promonta. In 1933, these studies 
within the Institut fur Sexualwissenschaft 
came to an end. From this time until the 
1970s, no fundamental research has been car-
ried out in sexual psychopharmacology.

The second period begins in the 1970s with 
some publications by medical specialists, now 
mainly from psychiatrists, on the successful 
use of tricyclic antidepressants and other psy-
chotropic drugs in premature ejaculation 
(Baldwin et  al. 2015; Clayton et  al. 2014; 
Eaton 1973). Attempts have also been made 
to treat erectile dysfunction during this time 
(Virag 1982).

Fundamental research also started to take 
off  in the late 1980s (Ahlenius et  al. 1980). 
Some psychopharmacologists will study the 
sexual behavior of the laboratory rat and 
show that the neurotransmitter serotonin 
plays a role in ejaculation. In the Netherlands 
in the late 1980s and early 1990s, this funda-
mental research was carried out by neurosci-
entists such as Prof. dr. Berend Olivier, Prof 
Dr. ir. Chose Slob, Dr. Jan Mos, Dr. Hemmie 
Berendsen, and Dr. Rik Broekkamp (Coolen 
et al. 1996; de Jong et al. 2005, 2006a; Gower 
et al. 1986; Haensel et al. 1991). Also neuro-
anatomical studies, as performed by Dr. Jan 
Veening, provided new insights into the neu-
ronal circuits and neurotransmitters that play 
a role in the sexual functioning of the rat (de 
Jong et al. 2006b).

In the early 1990s, sexual psychopharma-
cology received a tremendous boost after the 
introduction of the selective serotonin reup-
take inhibitors, the SSRIs, and the accidental 
discovery that this new class of antidepres-
sants significantly delays ejaculation (Baldwin 
et al. 2015; Clayton et al. 2014).
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Since 1992, Prof. Dr. Marcel Waldinger 
has conducted a great deal of research into 
the ejaculation-delaying effect of SSRIs and 
in particular that of paroxetine (Waldinger 
et  al. 1994, 1998a, b, 2002, 2007; Waldinger 
and Olivier 1998). With the findings of stud-
ies, Waldinger left a clear mark on the sexual 
psychopharmacological developments during 
this period. This period is a special period in 
history. Special, because during this period, 
an evidence-based design and methodology 
for drug studies were devised and carried 
out by independent researchers, without the 
intervention of the pharmaceutical industry 
(Waldinger et al. 2004; Waldinger 2003).

In order to measure the delay in ejacula-
tion exactly, Waldinger asked the participat-
ing men in his studies to do this with a 
stopwatch. The time to measure was called the 
IELT, the intravaginal ejaculation latency 
time, i.e., the time that elapses from the start 
of vaginal penetration to the start of intra-
vaginal ejaculation.

The systematic application of this simple 
measurement method enabled the clinical 
study of premature ejaculation and the study 
of the ejaculation-delaying effect of antide-
pressants to take off  (Serretti and Chiesa 

2009; Waldinger 2002). Without the use of 
this precise and therefore more objective mea-
surement method, several new ejaculation 
phenomena would have been difficult to 
uncover.

For example, Waldinger et  al. discovered 
that the ejaculation time in a cohort of men 
with premature ejaculation and in the general 
population is not divided according to a 
Gaussian curve (Waldinger et al. 2005a, 2009). 
Waldinger et al. also found evidence of endo-
phenotypes in laboratory rats and Waldinger. 
found time and time again that SSRIs differ in 
the degree to which they delay ejaculation. It 
has been conclusively established in human 
and animal experiments that paroxetine 
causes the strongest delay in ejaculation of all 
antidepressants. The antidepressant fluvox-
amine causes little delay in men. Animal stud-
ies have also shown that the antidepressant 
fluvoxamine causes little delay.

The animal experimental research of Dr. 
Trynke de Jong has provided indications that 
these differences between the SSRIs are 
caused by a different effect of the SSRIs on 
desensitization of the 5-HT1A receptor.

The studies with SSRIs and other antide-
pressants were done in men with the primary 

.      . Fig. 13.1  Timeline with some important developments in sexual psychopharmacology
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form of premature ejaculation, also known as 
lifelong premature ejaculation (LPE). These 
are men who have a rapid ejaculation with 
every woman, with every sexual contact and 
from the first sexual contacts in puberty or 
adolescence.

The stopwatch studies showed that 90% of 
men with a primary premature ejaculation 
experience ejaculation within 1 minute of pen-
etration. Of this group of men, 80% ejaculates 
within 30–40  seconds, and 50% even within 
15 seconds.

In the DSM-IV-TR and the American 
Psychiatric Association’s classification sys-
tem (APA), premature ejaculation is defined 
as ejaculation that occurs “shortly before, 
during, or shortly after” vaginal penetration 
(McMahon et al. 2008). For years, however, 
the question was what was actually meant by 
the two words “shortly after.” According to 
patients’ stopwatch measurements, this was 
approx. 1  minute. This figure of  approxi-
mately 1 minute was included in the new defi-
nition of  Lifelong Premature Ejaculation by 
the International Society for Sexual Medicine 
(ISSM) in 2008. The time criterion found by 
Waldinger has also been included in the 
newly published DSM-V (American Psychi-
atric Association 2000; McMahon et al. 2008; 
Waldinger et al. 1998c, 2005b; Waldinger and 
Schweitzer 2006a, b, 2008; Waldinger 2006, 
2007).

13.3   �Endophenotypes in the Rat

Another important finding was the existence 
of endophenotypes with regard to ejaculation 
time, the IELT.  The existence of this is by 
Prof. dr. Dr. Berend Olivier and Prof Dr. ir. 
Waldinger postulated in the mid-1990s based 
on sexual behavior studies in laboratory rats. 
As an example of translational research, 
Oliver and Waldinger translated this finding 
into the humane situation (Chan et al. 2008). 
They argued that ejaculation time is likely to 
be distributed along a continuum in the gen-
eral male population. That is, there is a grad-
ual transition from men who are ejaculating 
very quickly, on average, or with difficulty. 

These endophenotypes are determined by 
neurobiological and genetic, and thus biologi-
cal, factors.

This hypothesis was first investigated in 
male rats by Dr. Tommy Pattij. In studies, 
various parameters of the sexual behavior of 
the rat are objectively measured (Mos et  al. 
1991; Olivier et  al. 1998, 2006; Pattij et  al. 
2005b).

These parameters are the frequency of 
ejaculations, the number of ascents, and intro-
missions in the female, and the latency time 
before ejaculation occurs. In each group of 
rats, it appears that the ejaculation time is 
continuously divided with a fixed percentage 
of approx. 10% that ejaculates very quickly 
and approx. 10% that ejaculates only after a 
lot of effort. In short, a continuum of ejacula-
tion time actually appeared to exist in rats 
(Pattij et al. 2005a).

In a pooled population of male Wistar 
rats (total N > 1300), obtained from 15 sub-
sequent mating test experiments, male rats on 
either side of the Gaussian distribution were 
defined as “slugging” (0–1 ejaculation), “nor-
mal” (2–3 ejaculations), and “rapid” ejacula-
tors (4–5 ejaculations).

These studies showed that rats can also 
suffer from “premature ejaculation.”

The work of Tommy Pattij is mainly 
focused on male sexual function. Different 
groups are active in the field of sexual psycho-
pharmacology. A group led by Jim Pfauss also 
examines animal models of female sexual 
functioning. Jim Pfauss has done a lot of ani-
mal experimental research into sexual behav-
ior (Pfaus 2009).

13.4   �Endophenotypes in Humans

Two large-scale stopwatch studies were con-
ducted in an unselected cohort from the gen-
eral male population in four European 
countries and in the United States. Both stud-
ies showed that ejaculation time (IELT) did 
not behave according to a Gaussian curve but 
had a skewed distribution from which a 
median IELT of 5.4 and 6.0 minutes could be 
calculated, respectively. By setting the IELT 
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values ​​below the 0.5 and 2.5 percentile relative 
to the male population, it was found that men 
with an IELT of 1–1.5 minutes had a statisti-
cally different value from the rest of the male 
population. Both cohort studies confirmed 
our hypothesis from the study with laboratory 
rats that the ejaculation time manifests itself  in 
a non-Gaussian continuum in humans and 
rats with which the biological character of the 
ejaculation time can also be solidified. The 
phenotype distribution described by Waldinger 
was confirmed years later in large-scale popu-
lation studies by Guliano and Patrick.

Within Caucasian populations, the pheno-
type distribution is reproducible and can be 
expressed with a population density formula 
(Janssen and Waldinger 2016, 2019a, 2019b) 
(.  Fig. 13.2).

Various population studies show that 
approximately 1% of the male population has 
an IELT of <1 min and can be defined as LPE 
according to the definition of Waldinger et al. 
The population frequency distribution of 
LPE men is statistically significantly different 
from the IELT distribution in the overall 
population.

>> The phenotype distribution of the IELT in 
the general male population described by 
Waldinger was confirmed in different large-
scale population studies and can be expressed 
using a probability density formula.

Approximately 1% of the male popu-
lation has an IELT of <1 min and can be 
defined as LPE according to the definition 
of Waldinger et al.

13.5   �Genetic Research of the 
Intravaginal Ejaculation 
Latency Time

In 1998, Waldinger postulated that the pri-
mary ejaculatio praecox, and in particular the 
duration of the IELT, is partly genetically 
determined. In a study, 237 men with lifelong 
PE were asked whether they were willing to 
ask family members about the occurrence of 
PE. Due to embarrassment, only 14 of them 
consented to ask male relatives about their 
ejaculation time. These 14 men found a total 
of 11 first-degree male relatives’ available 
information for direct personal interview. 
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Indeed, ten of them also ejaculated within 
1  minute or less. The calculated risk in this 
small selected group of men to have a first-
degree relative with PE was 91%. The odds of 
family occurrence are therefore much higher 
compared to a suggested population preva-
lence rate of 2–39%. Moreover the high odds 
indicate a familial occurrence of the syndrome 
far higher than by chance alone (Waldinger 
et al. 1998d).

In 2006, genetic research was started in 
men with primary ejaculation praecox. In the 
first study of 89 men, ejaculation time, IELT, 
was measured at home with the stopwatch. 
Laboratory research showed that genetic 
polymorphism of the 5-HT transporter has 
an influence on ejaculation time (Janssen et al. 
2009). The activity of the serotonin trans-
porter determines how much serotonin is 
present in the synapse and thus has a role in 
serotonergic neurotransmission. Purely and 
only by the very accurate measurements of 
the stopwatch, it could be shown that in the 
group of men who ejaculate within 1 minute, 
men with an LL genotype have a 100% faster 
ejaculation than men with an SS genotype. 
Without the use of the stopwatch, which 
made it possible to take measurements with 
precision, the difference in ejaculation time 
between the LL and SS genotypes would most 
likely have been difficult.

With regard to treatment outcome of LPE 
to paroxetine treatment, a study in 2014 found 
that there was no association between parox-
etine serum concentration and paroxetine-

induced fold increase (IELT after treatment 
divided by IELT before treatment) of the geo-
metric mean IELT (Janssen et al. 2014d). In 
.  Fig.  13.3, the response expressed as fold 
increase as a function of concentration and 
dose is shown. It was found that serum con-
centrations of paroxetine are higher in men 
with CYP2D6 *3 and*4 variations, but as 
there is no serum paroxetine concentration 
and IELT effect relationship, this genotype for 
paroxetine metabolism is not relevant for 
paroxetine-induced ejaculation delay. With 
regard to treatment outcome, genetic research 
demonstrated that all non-responders to par-
oxetine treatment were heterozygote (GC gen-
otype) for the 5-HT1A receptor C-1019G 
variation. In contrast, all paroxetine respond-
ers had the wild-type (CC) genotype for the 
5-HT1A receptor C-1019 G variation.

Further it was found that paroxetine 
induced serum prolactin concentration 
changes in men with lifelong PE. In the parox-
etine non-responders, prolactin concentra-
tions tend to become reduced, whereas in 
paroxetine responders, prolactin concentra-
tions increased. The SmPC of paroxetine 
describes elevation of prolactin. The study 
shows that prolactin change can be differenti-
ated based on response. Without differentia-
tion, an increase in prolactin is seen in the 
total population.

These findings show that precise method-
ological clinical outcome definition is needed 
in this field of research (Janssen et al. 2014a, 
b, c, e). In future, precise clinical definition 
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.      . Fig. 13.3  Fold increase of  the IELT as a function of 
the paroxeine plasma concentration a and paroxetine 
dose b. Within the concentration and dose data, devia-
tion is shown based on the C-1019G polymorphism of 
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2. Response is related to the 5-HT1A receptor C1019G 
polymorphism and is not related to the paroxetine con-
centration and/or paroxetine dose
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and additional diagnostics can improve clini-
cal outcome and at the same time prevent 
redundant pharmacotherapeutical treatment.

It is clear that a man who always acciden-
tally ejaculates within 15 seconds actually has 
a rapid ejaculation. Waldinger’s studies have 
made it plausible that such rapid ejaculation is 
very likely to have a biological cause.

However, there are also men who complain 
about rapid ejaculation when the ejaculation 
time is not fast objectively. In 2006, Waldinger 
addressed this issue in several publications. 
Waldinger has proposed to distinguish this 
group as a separate subtype of premature 
ejaculation. Rather, this is a problem in the 
perception of sexuality. Psychoeducation and 
possibly psychotherapy are more indicated 
in these men. Pharmacotherapy with orally 
taken SSRIs or TCAs is not indicated in these 
men.

�>E	� Paroxetine has a strong effect on the 
delay of ejaculation.

55 There is no relation between paroxetin 
concentration and delay of ejaculation.

55 Paroxetin-induced ejaculation delay is 
influenced by genetic factors.

13.6   �The Influence of Viagra (the 
Pharmaceutical Industry)

In 1998, oral drug sildenafil was first used to 
treat erectile dysfunction. In a few years, this 
has led to enormous changes in thinking 
about sexuality and the erection disorder in 
particular. It has also led to a new medical 
field, which has become known as sexual med-
icine (Goldstein et al. 1998). In this field, the 
medical approach and the pharmacological 
treatment of sexual dysfunctions are central, 
but attention is also paid to psychological, 
social, and cultural factors that play a role in 
most sexual dysfunctions. Partly due to the 
success of sildenafil, several small and large 
pharmaceutical companies have become 
interested in developing drugs to treat both 
male and female sexual dysfunctions over the 
past decade.

Definition

Sexual medicine: In this field, the medical 
approach and the pharmacological treat-
ment of  sexual dysfunctions are central.

13.7   �Sexual Dysfunctions in Women

Low sexual desire and/or arousal are the most 
common sex-related complaints reported by 
women (West et al. 2008). They often result in 
sexual dissatisfaction, which in turn impacts 
psychological well-being and can result in 
severe personal distress (Brotto et  al. 2016; 
Davison et al. 2009; Shifren et al. 2008). These 
complaints are classified in the Diagnostic 
and Statistical Manual for Mental Disorders, 
edition 5 (DSM-5), as female sexual interest/
arousal disorder (FSIAD). The disorder is 
likely caused by a complex interaction of psy-
chological and neurobiological factors and is 
prevalent among women of all ages and eth-
nicities (Kingsberg et al. 2015).

The researchers Jos Bloemers and Kim 
van Rooij describe that there are at least two 
HSDD/FSIAD subgroups, namely one sub-
group in which the patients are treated due to 
their low sensitivity to sexual stimuli and one 
subgroup in which the patients are treated due 
to their excessive activity of sexual-inhibiting 
mechanisms – this gives not one but two ther-
apeutic indication areas.

With this knowledge, more selective phar-
macotherapeutic or psychological interven-
tions can then be developed, instead of a 
“one-size-fits-all” approach. This was one of 
the foundations of Emotional Brain’s drug 
development program, which has led to two 
drug on-demand treatments for HSDD/
FSIAD.

The first is the combined administration 
of sublingual testosterone (0.5 mg) with silde-
nafil (50 mg) for women with HSDD/FSIAD 
with low sensitivity to sexual stimuli and, sec-
ond, the combined administration of sublin-
gual testosterone (0.5  mg) with buspirone 
(10 mg) for women with HSDD/FSIAD with 
increased activity of sexual inhibition.
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According to the model, HSDD is cor-
related with low sensitivity to sexual cues or 
by overactivation of  sexual inhibitory mech-
anisms. Subjects with high sensitivity for 
sexual cues will be more sensitive for posi-
tive sexual stimuli and experiences, which 
can lead to a hedonic sex life. However, 
high-sensitivity subjects are also more vul-
nerable to negative sexual experiences, and 
as a result more susceptible for learning a 
negative association with sex. Exposure to 
stimuli that make an appeal to the sexual 
motivational system can then automatically 
elicit an inhibitory response (e.g., a phasic 
increase in serotonin activity in the dorso-
lateral prefrontal cortex [PFC]) to diminish 
conscious or subconscious negative affective 
state induced by the undesired sexual moti-
vational state. The strength of  the inhibitory 
response might be a function of  the sensitiv-
ity of  the sexual brain system and the dura-
tion and severity of  negative sexual 
experiences. Low sensitivity for sexual cues 
might be the result of  a low sensitive andro-
genic receptor system in the brain, and/or a 
low level of  intracellular androgenic activ-
ity, and/or tonic high serotonergic activity 
in particular areas in the PFC (which may 
function as a filter for emotional positive 
and negative stimuli). Subjects with a low 
sensitive system will have decreased levels of 
activation of  sexual excitatory mechanisms, 
resulting in low sexual desire. This state of 
low sensitivity can be interpreted as a bio-
logical trait and is unlikely to be caused by 
sexual experiences. Different combinations 
of  various levels of  sensitivity and inhibi-
tion are possible, but high inhibition is more 
likely to occur in sexually high sensitive sub-
jects (resulting in HSDD). Subjects with 
HSDD and a low sensitive sexual brain are 
less likely to suffer from high inhibition 
because they already have low propensity to 
respond to sexual stimuli; they have less 
need to inhibit their sexual response.

A method to distinguish the subgroups 
from each other has been published (Tuiten 
et al. 2018). This method should also be easy 
and manageable for the clinician, who should 
ultimately determine which of the two drugs 
to prescribe.

The published method describes scores to 
predict drug efficacy in subtypes of female 
sexual interest/arousal disorder. The resulting 
prediction score was validated and shown to 
effectively and reliably predict which women 
would benefit from which on-demand drug. 
The 16 single-nucleotide polymorphisms 
(SNPs) used in the model all 16 affect phar-
macodynamics. The genotype scores predict 
drug efficacy in subtypes of female sexual 
interest/arousal disorder. The SNPs predict-
ing kinetics including CYP did not influence 
the predictive value of the model.

In the end, the phenotype prediction score 
demarcation formula had the following char-
acteristics: accuracy, sensitivity, specificity, 
positive predictive value, and negative predic-
tive value were all near 0,8.

>> Companion diagnostics can improve phar-
macotherapeutical treatment outcome of 
FSIAD.

13.8   �Discussion

The shift from “trial and error” to personal-
ized medicine requires additional efforts. 
Despite the fact that many psychotropic drugs 
have been on the market for decades, the effect 
of many drugs is hardly known. Furthermore, 
with the current use of psychotropic drugs, it 
is still almost unclear in which patient a 
desired effect will occur. The approach 
described in this chapter may contribute in the 
future to a more personalized approach with 
predictive value (Tuiten et  al. 2018; Belsky 
and Israel 2014; Demirkan et al. 2011; Yang 
et al. 2011). A possible bottleneck within psy-
chopharmacology is the low pricing of the 
different psychotropics. In the case of the very 
cheap psychotropic drugs, a companion diag-
nostic will result in additional costs. In the 
case of expensive medicines such as oncolyt-
ics, immediate financial gains can be made by 
using a companion diagnostic. When using 
psychotropic drugs, other costs and social 
considerations not directly related to the drug 
should also play a role in deploying additional 
diagnostics. In addition, a personalized 
approach can help prevent overprescription.
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>> Conclusion
Human sexual behavior is regulated by very 
complex, and often difficult to investigate, 
biological mechanisms in the central and 
peripheral nervous systems. Moreover, this 
area of ​​research is still surrounded by vari-
ous taboos. Recent years have shown that 
sexual psychopharmacological research 
also needs new, sometimes uncommon, 
objectifying research methods. Partly 
because of all these factors, this type of 
research is a thrilling and an exciting affair.

Translational research provides an 
opportunity to gain a better understanding 
of the underlying neurobiological mecha-
nisms of sexual functions and dysfunctions. 
Translational research contributes to an 
ever better understanding of the patho-
genesis of sexual dysfunction and, on the 
other hand, to better treatment strategies 
for patients.

Combination of animal experimental 
and human sexual psychopharmacological 
research makes it possible to develop psy-
chotropic drugs without sexual side effects 
as well as (sex-promoting) pro-sexual drugs.

It is clear that at the very beginning of 
the scientific study of sexuality, i.e., at the 
beginning of the twentieth century, efforts 
have been made with medicines to treat 
sexual dysfunctions. Developing this type 
of medicine is therefore certainly not new.
The recent developments presented in this 
chapter show that it is possible to make use 
of personalized psychopharmacological 
pharmacotherapy in the future.
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The development of  new therapeutics for 
mental disorders has lagged for a decade or 
more, associated with a marked decrease in 
the number of  large companies working in 
this space. This lag reflects the difficulty of 
identifying new targets that have a likelihood 
of  leading to marketable treatments, espe-
cially for broadly defined syndromes that are 
characterized by extensive heterogeneity and 
co-morbidity. Further, disorders are defined 
by presenting symptoms and signs rather 
than specific biological or behavioral tests. 
To address these obstacles, the US National 
Institute of Mental Health (NIMH) instituted 
two related programs. The first is the Research 
Domain Criteria (RDoC) initiative. RDoC is 
a research framework intended to focus on 
fundamental behavioral dimensions such as 
reward-related activity or cognitive control, 
studied in tandem with their implementing 
neural circuitry. The second is the imple-
mentation of  precision-medicine approaches 
that employ fast-fail, target-engagement trial 
designs; these focus on demonstrations that 
compounds engage their hypothesized tar-
gets and result in predicted, specific change in 
CNS activity and/or behavior, thus optimizing 
translation from animal models of  function. 
This chapter summarizes these two initiatives 
and provides two case-study examples that 
illustrate the issues involved with these new 
strategies. Many specific elements need to be 
further developed, such as more informative 
biomarkers and outcome measures. However, 
the focus on functions that are more directly 
related to the relevant neural circuitry and cut 
across current disorders offers many advan-
tages for the next generation of  translational 
research and drug development.

nn Learning Objectives
The reader should be able to respond to the 
following questions after reading this chap-
ter:

55 Discuss the reasons why development 
of new therapeutics for psychiatric dis-
orders has stalled over the last 
10–15  years, with particular emphasis 
on the characteristics of current diag-
nostic nosologies

55 Show familiarity with the Research 
Domain Criteria (RDoC) initiated by 
the US National Institute of Mental 
Health (NIMH) and what role RDoC 
concepts address in drug development

55 Discuss proposed new strategies and 
procedures for approaching all phases 
of new drug development and outline 
the rationale for the “fast-fail” approach 
to evaluating new compounds

55 Discuss examples of recent or current 
clinical studies and trials that illustrate 
new approaches to drug development, 
including demonstration of target 
engagement and optimal translation of 
animal studies to human trials

14.1   �Introduction

Pharmaceutical agents have been a mainstay 
for the treatment of mental disorders since 
their first systematic use in the 1950s. The 
appearance of blockbuster new classes such as 
selective serotonin reuptake inhibitors (SSRIs) 
and second-generation antipsychotics in suc-
ceeding decades led to a further burgeoning of 
the market for psychotropic drugs. Beginning 
around the turn of the century, however, devel-
opment of new therapeutic drugs began to 
drop and pharmaceutical companies began to 
withdraw from the CNS drug space (Abbott 
2010; Miller 2010). There are multiple reasons 
for this relatively rapid decline. First, the cost 
of large phase III clinical trials has become 
much more expensive, with costly failures. 
Second, extensive pharmacological research 
indicated that the molecular receptors involved 
in first-generation psychotropic drugs, discov-
ered almost entirely by serendipity, were not 
particularly compelling as mechanisms for dis-
ease biology (Fibiger 2012). In fact, a major 
reason cited by pharmaceutical companies in 
exiting CNS disorder research was the lack of 
promising targets for neuropsychiatric disor-
ders, particularly as compared to other areas 
of medicine such as cancer (Wong et al. 2010).

These difficulties with respect to disease 
biology played a major role in efforts to 
revisit the fundamental nature of psychiat-
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ric disorders and the ways in which they are 
diagnosed. Inconclusive studies in the early 
twentieth century that attempted to relate the 
structure and function of the nervous system 
to clinical observations resulted in a continued 
reliance upon presenting symptoms and signs 
for assigning a diagnosis, with subsequent 
tracking of course and outcome as confir-
mation. The promulgation of the Diagnostic 
and Statistical Manual  – III (DSM-III) in 
1980 rendered the previously subjective pro-
cess into a systematic and quasi-quantitative 
manual, which greatly enhanced the reliability 
of diagnosis and played a major role in usher-
ing in the modern era of psychiatric research. 
Unfortunately, an unanticipated adverse effect 
was the reification of the disorder categories, 
which became perceived as specific disease 
entities in spite of the manual’s disclaimers to 
the contrary (Hyman 2010).

The assumption that putative biological dis-
eases could be identified by symptom reports 
resulted in a number of problems over time. 
First, it was presumed that biomarkers could 
be identified through appropriate clinical 
studies that would distinguish diagnosed 
patients versus controls. Second, clinical trials 
designs were structured and powered in terms 
of overall main effects for active treatment 
arms versus control conditions, under the 
supposition that the large majority of patients 
would respond to treatment in similar ways.

The results of  such diagnostic hege-
mony have become clear over the subsequent 
decades. New technologies (such as genetics, 
neuroimaging, and sophisticated behavioral 
science) have contributed to an emerging 
Zeitgeist that mental disorders are broad and 
heterogeneous syndromes rather than specific 
disease entities (Hyman 2010); further, disor-
ders can be regarded as dimensional phenom-
ena as opposed to a binary, “sick-healthy” 
infectious disease model (Patel 2019). These 
factors are now regarded as a major reason 
that virtually no diagnostic tests are avail-
able for mental illnesses (Kapur et al. 2012). 
There are scant quantitative data to support 
the decision to assign a particular diagnosis 
on the basis of  presenting dysfunction and/
or distress, and after a diagnosis is established 
there are minimal empirical data to guide cli-
nicians in deciding upon a modality (drugs, 
devices, cognitive/behavior therapies) or a 
specific treatment within a modality. Further, 
similarly sparse data are available to pro-
vide treatment guidelines at increasing levels 
of  disorder severity. Overall, while effective 
treatments are available, they are generally 
efficacious in only around 50% of patients 
(Wong et al. 2010).

14.2   �The Research Domain Criteria 
Project

A key factor in all of  these problems is that 
the entire clinical research system became 
fixed around the DSM system (now in its 
fifth edition, having changed in details but 
not in essence), such that alternative con-
ceptions of  psychopathology or diagnosis 
were excluded from consideration – notably 
including grant review committees consider-
ing research applications. In an attempt to 
alleviate this problem, NIMH initiated in 
2009 a new project to provide an alternative 
framework for reviewing grant applications 
about psychopathology. The basic strategy 
was to incorporate the considerable research 
literatures that had accumulated over the 
past decades from behavioral neuroscience, 
explicating neural and behavioral aspects of 

Definition

The Diagnostic and Statistical Manual of 
Mental Disorders (DSM) is one of  the 
two major manuals for listing and defin-
ing psychiatric disorders, published by the 
American Psychiatric Association. The 
other is the Mental, Behavioural, and 
Neurodevelopmental Disorders chapter 
of  the International Classification of  Dis-
eases (ICD), published by the World 
Health Organization. The two manuals 
contain nearly identical lists of  disorders, 
but differ in how the disorders are charac-
terized and formally defined.
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such functions as fear (Davis 2006), reward 
(Berridge and Robinson 2003), and behav-
ioral regulation (Cole et al. 2014).

Clinical studies had already begun to include 
such measures, but conducted from the tradi-
tional view that aberrations would prove to be 
accurate biomarkers for virtually all patients 
in a particular diagnostic class (e.g., amygdala 
dysfunction in Post-Traumatic Stress Disorder 
(PTSD) or anterior cingulate abnormalities in 
ADHD, or, similarly, that genetic markers could 
be found for schizophrenia). However, the lack 
of success with such investigations was key in 
prompting the concerns that diagnostic catego-
ries did not align well with genetic, biological, 
or behavioral data. From the current perspec-
tive, several aspects were responsible for such 
failures. First, it is clear that current disorders 
are heterogeneous syndromes, so only a subset 
of patients in any category are likely to share 
any given dysfunction. Second, it is now appar-
ent that any particular abnormality is likely to 
be found in patients across several different dis-
order classes, so that any given biomarker is not 
likely to be specific even to a subset of one dis-
order. Further, co-morbidity of disorders has 
proven to be quite common in patient popula-
tions, further muddying the search for specific 
diagnostic tests. Finally, there is now general 

agreement that psychopathology is dimensional 
in nature, so that the use of biomarkers must 
rest upon a quantitative basis for making treat-
ment decisions (as found in hypertension, cho-
lesterol levels, and other areas of medicine).

The NIMH project represented an attempt 
to translate burgeoning basic neuroscience data 
to patient samples in a direct way, as specified in 
Goal 1.4 of the 2008 NIMH Strategic Plan (see 
Cuthbert and Insel 2013). There were several 
marked departures from typical clinical studies. 
First, the emphasis was on the study of funda-
mental functional dimensions rather than clini-
cal categories. Second, an important goal was 
to determine the full range of functional varia-
tion from normal to abnormal, so as to better 
explicate the transitions from normal-range 
functioning to various degrees of dysfunction.

Third, an important aim was to pursue 
multi-measure studies from a perspective of 
empirically examining the nature of relation-
ships among various biological, behavioral, 
and self-report measures to seek an integra-
tive understanding – as opposed to the typical 
reductionistic practice. This aim was directly 
intended to address the mind-body problems 
that have chronically plagued mental disor-
ders research. The crux of the issue has been 
that data and concepts are typically derived 
separately for mental states (whether disorder 
classes or specific symptoms such as halluci-
nations) and for biological variables, with an 
expectation (most often disappointed) that a 
tight correspondence should be found with 
the other domain. The new project addressed 
this problem by calling for the compilation 
of a set of functional constructs that require 
two simultaneous requirements in order to 
be included: data for a valid psychological or 
behavioral construct (such as working mem-
ory or reactions to threat) and evidence for a 
neural circuit or system that plays a major role 
in implementing the function.

The new project was instantiated by a series 
of workshops in which experts from various 
fields evaluated the evidence for potential con-
structs according to the two criteria above. 
The constructs were grouped into superor-
dinate domains based on the current state of 
the animal and human behavioral neurosci-
ence literature. At the current time, there are 

Definition

The Research Domain Criteria (RDoC) 
project is a program initiated by NIMH in 
2009 to provide alternative approaches to 
the DSM for reviewing grant applications 
in psychopathology. Rather than the 
DSM’s symptom-based syndromes, the 
criteria for selecting participants in RDoC 
studies involve functional dimensions of 
behavior or cognition (e.g., working mem-
ory, fear, reward learning) that may cut 
across multiple diagnostic groups. The 
goal is to build a literature based on 
understanding psychopathology from the 
perspective of  dysregulation in normal 
functional systems, which can lead to pre-
cision diagnosis, treatment, and preven-
tion for mental illness.
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six such domains (each containing three to six 
constructs): negative valence, positive valence, 
cognitive systems, systems for social processes, 
arousal/regulatory systems, and sensorimo-
tor systems (NIMH 2019). It is important to 
emphasize that the constructs and domains 
so established are considered as useful exem-
plars for the general principles of the RDoC 
approach – not as a delimited set – and new 
or modified constructs/domains are strongly 
encouraged on a continual basis as new data 
emerge. The new project was named the 
Research Domain Criteria project to reflect the 
framework’s organization and emphasize on 
empirically derived domains and constructs.

In implementing RDoC studies, the usual 
clinical design was inverted: rather than recruit-
ing patients based on presenting symptoms 
and seeking correlative biomarkers, the focus 
was upon functional dimensions as the inde-
pendent variables. Patients could be recruited 
from one or multiple diagnostic classes that 
seemed generally relevant to the function of 
interest (e.g., threat reactivity for fear/anxiety 
disorders, working memory for psychotic dis-
orders), and the experimental design was then 
oriented around the gradations in functioning 
as studied across multiple measures that might 
include circuit activity, behavioral/cognitive 
functioning, and symptom reports.

>> The RDoC paradigm was developed to 
enable research that could provide direct 
translation of  knowledge about normal 
behavioral-brain operations to an under-
standing of  the varying degrees of  dysreg-
ulation in these functions that comprise 
mental disorders, thus supporting novel 
ideas about the nature and etiology of  psy-
chopathology that can lead to advances in 
diagnosis and interventions.

14.3   �RDoC in Pharmaceutical 
Development

RDoC was originally conceived as an experi-
mental framework for psychopathology research 
that was needed to transcend the exclusive focus 
on DSM disorders in clinical and translational 

research that had evolved as de facto require-
ments in NIH/NIMH study sections. However, 
as noted above, the pharmaceutical industry 
began to withdraw from CNS drug develop-
ment shortly before RDoC was developed, and a 
major reason cited for this departure was the lack 
of promising drug targets, given the increasing 
recognition that DSM and ICD disorders were 
heterogeneous syndromes rather than specific 
disease entities (Wong et al. 2010). As a result, 
attention turned to RDoC as one way to conduct 
research into specific functions and mechanisms 
that could offer new target possibilities.

These developments also coincided with 
the move by NIMH toward a fast-fail, experi-
mental medicine approach to clinical tri-
als (Insel 2012; Insel and Gogtay 2014). The 
key to this approach was to emphasize early 
trials that involved proof of mechanism in 
acknowledgment of the fact that the large 
majority of new compounds will fail, and so 
the goal is to “fail fast” in order to minimize 
lost resources and move on to the next candi-
dates (Paul et al. 2010). The aim of the new 
trials was to establish a path from engaging a 
biological target to demonstrating a decrease 
in symptoms and/or an increase in perfor-
mance with respect to a particular function 
associated with the target. The ideal sequence 
(which admittedly could not be followed in all 
cases) for such a development program was to 
pass the following steps one at a time:
	1.	 Demonstrate target engagement of the 

compound, ideally with a PET (positron 
emission tomography) imaging ligand 
demonstrating occupancy of the receptors 
of interest

	2.	 Demonstrate that successful target engage-
ment resulted in some type of relevant 
physiological activity, such as changes in 
EEG or resting-state MRI (magnetic reso-
nance imaging)

	3.	 Show that drug administration resulted in 
some change in functioning in the hypoth-
esized direction, whether on some type of 
behavioral task or relevant circuit activity 
during the task (or both)

	4.	 Demonstrate that clinical improvement 
was related to the changes in functioning 
in step 3
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If  a failure occurred at any step, then the 
effort was deemed a failure and the proj-
ect was shelved. The idea was to avoid false 
conclusions along the way; for example, a 
promising clinical outcome in the absence of 
demonstrating target engagement might be 
due to other mechanisms or to spurious influ-
ences on the results, thus eventuating in a sub-
sequent, more expensive and time-consuming 
failure. A success, of course, provided a more 
solid basis from which to invest in further 
development.

The RDoC concept aligns with the experi-
mental medicine approach to study promising 
targets based on specific aspects of nervous 
system activity or behavior. Further, the 
emphasis on focused constructs or endophe-
notypes, along with the normal-to-abnormal 
dimensional approach, interfaces much more 
directly with animal models in terms of rel-
evant concepts of abnormal functioning 
(Young et al. 2017). Central to such transla-
tion is the idea that, while far from perfect, 
the homology from animals to humans can be 
evaluated much more precisely with this kind 
of approach (Anderzhanova et al. 2017).

A number of projects reflect this new type 
of translational paradigm in moving toward 
new targets or compounds. For instance, col-
laborative efforts in the EU such as the IMI-
NEWMEDS project (Artigas et al. 2017) have 
been developed to relate circuit activity to 
drugs and behaviors across species, entailing 
an iterative bidirectional translational effort. 
Such large collaborative efforts require choos-

ing standard ways of measuring, for instance, 
behavioral/cognitive functioning and cir-
cuit activity across laboratories and clinical 
research sites. Similarly, to further advance 
the RDoC approach, efforts are underway 
to provide a set of common tools for each of 
the originally articulated domains with a path 
to refining these (NIMH 2016). In parallel to 
various initiatives to identify a set of common 
measures to be used in future clinical and 
translational research, there have been a num-
ber of focused efforts to include evidence of 
common brain effects in animals and humans 
as an essential component of validating novel 
molecular targets. Some examples of these 
follow as exemplifying what is entailed by 
applying RDoC principles to translational 
approaches for moving from the bench to 
bedside.

>> The emphasis on specific aspects of  func-
tioning (e.g., working memory) in RDoC 
is well aligned with new drug development 
paradigms that emphasize experimental-
medicine and fast-fail concepts, as shown 
by the use of  endophenotypes and the 
greatly enhanced potential for homolo-
gous measures between animals and 
humans that can speed the search for 
potential therapeutic effects of  novel 
agents.

14.4   �Examples of Translational 
Studies Using Brain Measures 
and Domains

It is now generally appreciated that since ani-
mals cannot provide verbal reports of what 
they are experiencing, they cannot be used as 
true models of those syndromal conditions 
which are diagnosed, at least in part, on the 
basis of verbal responses. Moreover, in the 
absence of knowing a disease’s pathophysi-
ology, it is impossible to have a valid disease 
model. To the extent, however, that brain pro-
cesses measurable across species have a con-
served relationship to a particular function, it 
is reasonable to test the predictive potential of 
observing drug effects on intact animal brains 

Definition

Endophenotype in psychiatry has come to 
mean any biomarker or functional mea-
sure that is associated with a clinical diag-
nosis but is quantitative and thought to 
reflect some discrete biological system 
with the additional property of  being rea-
sonably heritable. Endophenotypes have 
been identified and studied as likely more 
reflective of  some specific, core patho-
physiology than the range of  clinical 
symptoms that generate DSM diagnoses.

	 W. Potter and B. Cuthbert



217 14

for what will be observed in human brains. 
One can then link our growing knowledge of 
how brain processes relate to a range of quan-
tifiable human behaviors and functions, tak-
ing the domains described earlier as examples.

Over the last two decades, both academic 
and industry investigators have begun to pur-
sue the possibilities of approaching novel drug 
development not from the perspective of, for 
example, a “model of depression” in rodents 
such the Porsolt forced swim test (Porsolt 
et al. 1978) but from the perspective of having 
an effect on more domain-based constructs 
such as cognitive performance. The fact that 
many agents have been advanced to the clinic, 
at least in part dependent on some preclinical 
evidence for enhanced cognitive function, and 
failed to show effects in humans highlights a 
major limitation of relying on behaviors as 
an accurate reflection of, for instance, encod-
ing or retrieval of memories. This problem in 
translation has been noted for at least a decade 
(Shineman et al. 2011) and has given rise to 
many suggestions on how to improve trans-
latability to humans, most notably coupling 
behavioral and functional measures of neu-
ral substrates that are affected by compounds 
(Elmer et  al. 2016). If  one could better link 
effects of drugs on specific brain processes in 
the animal which have been established to be 
core to something like encoding of memories 
to the behavioral readouts of memory func-
tion, then predictions to humans might be 
increased since once could establish similar 
brain effects in both animals and humans.

A nearer term approach to, for instance, 
detection of drug effects on cognition has 
been to use a broader range of domain type 
measures in the context of a clinical trial to see 
if  subgroups of individuals characterized by 
a domain rather than diagnosis per se might 
show differential responses in terms of effects 
on different domains of cognition (Dawson 
2015). Indeed, in one elegant study compar-
ing otherwise healthy individuals in terms of 
high vs low schizotypy, low-dose amisulpiride 
improved N-back performance (a memory-
related measure) in the former while impair-
ing it in the latter group (Koychev et al. 2012).

Despite such examples of using more exten-
sive and refined ways of subgrouping clinical 

populations and their cognitive responses dat-
ing back more than a decade, we have yet to 
be able to select a group of subjects in whom 
a drug can be shown to enhance a specific cog-
nitive domain. Furthermore, even if  clinical 
domain measures prove of high utility, there 
is no reasonable back-translation pathway 
whereby one would divide, for instance, ani-
mals into high- and low-schizotypy popula-
tions. It is with this background that we focus 
on whether incorporating the demonstration 
of brain effects as well as performance mea-
sures will facilitate translation from the labo-
ratory to the clinic.

>> Since clinical symptoms of  syndromal psy-
chiatric diseases cannot be reliably mod-
eled in animals, focus is shifting to 
analogous relationships of  brain processes 
with performance measures across species 
in order to better translate drug effects in 
animals to humans. This now allows for 
the bidirectional translation of  the effects 
of  drugs on domains between humans and 
animals.

The biggest effort to date to put all of the ele-
ments together to further the translation from 
the lab to the clinic of novel agents with poten-
tial in major psychiatric disorders has been 
the IMI-NEWMEDS initiative which was 
launched in 2009 (Artigas et al. 2017). Two of 
the major areas of focus were utilization of 
electrophysiological approaches from animals 
to humans and “back translation” of func-
tional fMRI from humans into animals, both 
with the aim of having at least analogous, if  
not homologous, readouts of drug action in 
brain across species. Electrophysiology pro-
vides the simplest and clearest case of at least 
an aspect of brain function that can be linked 
to level of consciousness (as applied in anes-
thesiology), levels of wakefulness (hypnotics 
and agents used to counteract sleepiness), and 
aberrant firing of clusters of cells (epilepsies). 
Linking normal waking or resting-state EEG 
to circuit function that subserves, for instance, 
cognitive and emotional responses has to date 
proven elusive. The extent to which EEG mea-
sures translate well enough across species to 
serve such goals remains to be determined. 
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In contrast, the back translation of fMRI 
BOLD has already proven its value, show-
ing that similar patterns of activation can be 
observed in both rats and humans following 
acute administration of psychotomimetic 
agents such as ketamine (De Simoni et  al. 
2013) and phencyclidine (Gozzi et  al. 2008). 
These findings provided the basis for a series 
of studies both by industry and more recently 
by the NIMH to assess whether novel agents 
targeted to metabotropic glutamate receptors 
were indeed having their desired brain effects 
on humans. This example constitutes one of 
the case studies that will be presented later.

Linking circuit-based measures of func-
tional connectivity and their pharmacological 
modulation to specific behavioral paradigms 
and validating a circuit-based approach for 
evaluating established and novel compounds 
remains a work-in progress. The most robust 
preclinical examples have depended on para-
digms such as reversal of phencyclidine effects 
on brain circuits by clozapine or other anti-
psychotic drugs (Santana et al. 2011; Lladó-
Pelfort et al. 2016). To date, however, there is 
no example of which we are aware in which 
novel agents have been evaluated with respect 
to their ability to reverse disrupted oscilla-
tory activity in rodents followed by testing in 
humans with either drug-induced or disease-
associated disrupted oscillatory activity. As 
described below, much work is required to 
establish whether an induced abnormal state 
in humans can be reversed with a compound 
shown to reverse the same induced state in 
animals.

An ambitious new project with a signifi-
cant translational component, PRISM (Psy-
chiatric Ratings Using Intermediate Stratified 
Markers), has been developed subsequent to 
the IMI-NEWMEDS initiative and starts with 
a clinical symptom, social withdrawal, treated 
as a domain of interest which cuts across 
diagnoses. Schizophrenia and Alzheimer’s 
dementia are highlighted as two very differ-
ent diagnostic groups in which social with-
drawal can be a major symptom (7  https://
prism-project.eu). The PRISM project seeks 
to provide new classification tools “based pri-
marily on quantitative biological parameters, 
focusing on this psychiatric domain common 

to these two disorders” (Kas et al. 2019). As 
further outlined in an editorial describing 
the PRISM project that introduces papers 
describing many of the specific approaches, 
the plan is to characterize newly recruited 
subjects with measures of “social withdrawal, 
attention, sensory processing, and working 
memory utilizing digital, brain imaging, EEG 
and epigenetic biomarkers…. Furthermore, 
a preclinical platform will be implemented to 
allow backtranslation from human findings 
into rodents.” (Kas et al. 2019).

For PRISM, as described by Danjou et al. 
(2019), measures of brain function include 
a range of electrophysiological paradigms 
including resting-state EEG, auditory mis-
match negativity, auditory and visual-based 
oddball paradigms, facial emotion processing 
ERPs (event-related potentials), and auditory 
steady-state response. Given that the relation-
ship between measures of social withdrawal 
and these electrophysiological parameters has 
not previously been systematically explored, 
this constitutes a discovery effort. As dis-
cussed in another paper among the series on 
PRISM, there is considerable complementar-
ity between the approach to social withdrawal 
and the proposed RDoC domain of social 
communication (Cuthbert 2019) which is rec-
ognized as relatively unexplored in terms of 
brain circuitry and other measures. Notably, 
the PRISM project starts with a clinically 
defined functional impairment to see if  this is 
associated with quantifiable aspects of brain 
function, whereas in a translational case study 
described below, one starts with a clinical 
domain for which there is reasonable evidence 
linking it to quantifiable circuit function.

Interestingly, in the PRISM project, there 
is also a focus on attention and working mem-
ory, which may indeed be important for social 
communication but are more generally identi-
fied as representing components of cognition. 
The process and pros and cons of various 
measures are described in detail by Gilmour 
et  al. (2019), who emphasize the challenges 
involved in dissecting cognition in specific 
domains. We highlight this point since cogni-
tive domains in and of themselves are seen as 
potentially separable in terms of therapeutic 
interventions that might be developed. It has 
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long been known that attentional performance 
can be enhanced by drugs such as amphet-
amine and that so-called psycho-stimulants 
are effective treatments in ADHD, reducing, 
not stimulating, hyperactive behavior. Given 
this serendipitous success story, it seems likely 
that other aspects of cognition might also be 
improved with a pharmacologic intervention. 
Thus, the already referenced efforts to gener-
ate analogous tasks in animals and humans to 
assess the impact of drugs on one or another 
component of cognitive function informed the 
selection of measures being implemented by 
PRISM. Many of the investigators in PRISM 
had previously been involved in designing and 
carrying out “experimental medicine” studies 
in humans with a focus on a measure analo-
gous to one in animals rather than a tradi-
tional DSM disorder-related clinical severity 
measure (Dawson 2015), laying some of the 
groundwork for the current project.

One recently funded NIMH study to 
test the approach being pursued in the IMI-
NEWMEDS effort builds on preclinical find-
ings that D1 partial agonists can modulate 
a brain circuit that may be important in the 
control of working memory. Earlier studies 
looking for a drug effect on cognition in psy-
chiatric patients independent of clinical state 
or severity have utilized a range of cognitive 
measures that do not have precise analogues 
from rodent species (e.g., novel object recogni-
tion) to humans. Human studies utilize such 
measures as the Digit Symbol Substitution 
Test, as was done with the serotonergic anti-
depressant vortioxetine (Dawson 2015), with 
the question still open as to whether effects 
of vortioxetine can be linked to any specific 
cognitive domain or molecular attribute of 
the drug (Bennabi et al. 2019). In the current 
approach, to more precisely translate findings 
in non-human primates that D1 agonism can 
improve working memory (Goldman-Rakich 
et al. 2004; Arnsten et al. 2017), the primary 
measure becomes a BOLD signal in a spe-
cific brain region in response to a specially 
designed spatial working memory task in 
humans (Cho et al. 2018). This is more than a 
subtle difference in terms of what one priori-
tizes as a readout of drug action since it is ini-
tially agnostic to the relationship between the 

magnitude of the response one measures in 
the brain and how well one performs on a par-
ticular trial. In other words, for the first step, 
one does not worry about whether there is an 
established relationship between the magni-
tude of brain response and performance. One 
seeks to establish first that a brain measure 
can be altered and only subsequently explores 
the relationship of that effect to behavior, 
reported feelings, or performance of a task.

>> Large consortia efforts have been initiated 
and take a range of  approaches to see if  
effects of  a drug on some brain function 
are similar in animals and humans, in 
order to lay the groundwork for relating 
brain function to some clinically impor-
tant domain such as cognition across spe-
cies. Results from such approaches will 
become available over the 4 to 5 years from 
early 2020, the date of  this writing.

The clinical need and large potential market for 
compounds that substantially improve cogni-
tive performance have understandably stimu-
lated many studies to this end and continue to 
do so. Other examples of translational stud-
ies utilizing functional brain measures and/or 
domains of human behavior include resolving 
whether or not a compound produces either a 
targeted “resting state” brain effect or a brain 
effect coupled to a functional domain. The 
two examples which follow have been selected 
as translational case studies emerging out of a 
National Institute of Mental Health (NIMH) 
initiative to use a contract mechanism, coined 
“fast-fail,” to perform early-stage pharmaco-
dynamic (PD) trials of drugs with novel mech-
anisms. The drugs selected were ones that 
industry had advanced into humans but at 
least temporarily shelved for want of definitive 
dosage data and evidence of brain effects that 
might support future clinical trials. The two 
contracts were Fast-Fail Trials in Mood and 
Anxiety Spectrum Disorders (FAST-MAS), 
awarded to Duke University (principal inves-
tigator: Andrew Krystal), and Fast-Fail Trials 
in Psychotic Spectrum Disorders (FAST-PS), 
awarded to Research Foundation for Men-
tal Hygiene (principal investigator: Jeffrey 
Lieberman).
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�Case Study 1

�FAST-MAS
The study conducted under the Fast-Fail Trials 
in Mood and Anxiety Spectrum Disorders 
(FAST-MAS) contract provides the best exem-
plar to date of putting together all the compo-
nents of what were selected to be the criteria for 
a translational target validation approach from 
animals to humans. These criteria, derived from 
the ideal sequence of studies outlined in an ear-
lier section, included (1) a specific and testable 
hypothesis, (2) PET-imaging quantification of 
receptor occupancy, (3) brain functional target 
engagement measures, (4) a target-selective, 
CNS-penetrant, Investigational New Drug 
(IND)-ready compound, and (5) functional 
measure based on RDoC.

Thus, the FAST-MAS study (ClinicalTrials.
gov Identifier: NCT02218736) focused on a core 
symptom domain within the broad spectrum of 
mood and anxiety – anhedonia, the inability to 
experience pleasure – and introduced measures 
of reward circuitry as the “outcome.” From 
the perspective of taking RDoC principles 
into account, anhedonia falls under a range 
of reward-related RDoC constructs (“Reward 
Responsiveness,” “Reward Learning,” and 
“Reward Valuation”; NIMH 2018). Preclinical 
studies had shown that κ-opioid receptor 
(KOR) antagonism increases the activation of 
reward-related brain circuitry (the ventral stria-
tum) to improve reward-associated function 
and/or reverse anhedonic behaviors (Carlezon 
et al. 2006;, Bruinjnzeel 2009; Ebner et al. 2010, 
Rorick-Kehn et al. 2013). A KOR antagonist, 
JNJ-67953964 (formerly known as LY2456302 
and CERC-501), met the other criteria for 
target selection based on existing PET target 
engagement data showing close to full satura-
tion of the receptor using the specific KOR 
PET tracer [11C]PKAB (LY2879788 (Zheng 
et  al. 2013), evidence of human safety, and 
compound availability (Lowe et al. 2014).

The monetary incentive delay task (MID) 
was selected as a tool for exploring whether 
κ-antagonism in humans altered reward cir-

cuitry function, as this task reliably demon-
strates ventral striatal activation in anticipation 
of reward (Oldham et al. 2018).

The monetary incentive delay task 
(MID) consists of  a task which 
involves three possible outcomes  – 
monetary reward, monetary loss, or 
neither – that can be performed while 
undergoing fMRI visualization of 
brain activity. Versions of  this task 
have been widely employed for two 
decades to explore reward processing 
in human brain.

Although not explicitly built on how the role of 
κ-receptors was demonstrated in animal studies 
(e.g., cocaine and not money as a reward), the 
motivational aspects were deemed comparable. 
Given the many components of this paradigm 
allowing for post hoc ways of finding evidence 
of drug effect, the contract required specifica-
tion of an a priori outcome measure. Mean 
fMRI ventral striatal activation in the MID 
task in anticipation of gain, testing JNJ-
67953964 compared with placebo, was selected 
(Krystal et  al. 2018). Interestingly, another 
measure from the paradigm would have yielded 
an even larger drug effect size than the pre-
specified one.

Specifically, JNJ-67953964 compared with 
placebo enhanced the mean and maximum 
fMRI ventral striatal activation in the MID task 
in anticipation of gain. The degree of enhance-
ment, however, was almost double using a “sec-
ondary” outcome measure, ventral striatal 
activation to anticipation of loss (as opposed to 
gain) (Krystal et  al. 2020). In retrospect, one 
might argue that responses to anticipation of 
loss might be as much or more informative 
regarding how the brain processes the possibil-
ity of reward which is offered in the context of 
possible loss as opposed to situations in which 
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There is evidence that such translational stud-
ies as the one summarized above on KOR 
antagonism are having an effect on invest-
ment decision. Subsequent to the FAST-MAS 
study, we understand that there has been a rise 
in companies pursuing development of treat-
ments for anhedonia and exploring anhedonia 
or apathy as a potential indication. At least 
one company, Takeda, followed the precedent 
set by FAST-MAS by embarking upon a devel-
opment path which includes a small phase 2a 
proof of mechanism study using the MID 
test. The study seeks to determine if motiva-
tion/reward deficits observed in schizophrenia 
can be attenuated with the G-protein-coupled 
receptor 139 (GPR139) agonist, TAK-041 
(ClinicalTrials.gov Identifier: NCT03319953). 
Whether the CNS effect in the MID by itself, 
without some evidence of positive effects on a 
clinical measure such as the Snaith-Hamilton 
Pleasure Scale (SHAPS; Snaith et  al. 1995), 
would stimulate continued investment is an 
open question. In the FAST-MAS studies, 
modest positive effects on the SHAPS were 
observed after KOR antagonism, although not 
nearly as robust as the effects on the BOLD sig-
nal. Put another way, would knowing that one 
had an effect on a brain functional circuit take 
precedence over lack of a finding on a clinical 
measure at an early stage of development?

14.5   �Background for Case Study 2: 
NIMH FAST-Psychosis 
Spectrum (PS)

The other NIMH contracted study to be dis-
cussed here was focused exclusively on a trans-
lational approach to deciding whether the 
doses of a compound that failed in expensive 
phase 3 studies (Downing et al. 2014; Adams 

et al. 2014) were high enough to interpret the 
study as ruling out the molecular mechanism 
of the drug in the treatment of schizophrenia. 
The field had been excited when an mGluR2/3 
agonist, pomaglumetad (POMA/LY2140023), 
was reported to show efficacy in a phase 2 
proof of concept study in schizophrenia (Patil 
et al. 2007). It was not known at the time of 
the clinical trials whether the phase 3 doses had 
the hypothesized effect on brain function. Dose 
selection had been based solely on theoretical 
extrapolations as to brain effects if similar cere-
brospinal fluid (CSF) concentrations could be 
achieved that equaled those in rat CSF at phar-
macologically active doses (Lowe et al. 2016).

To date, there is still no PET ligand that 
would allow assessment of mGluR2/3 recep-
tor occupancy following either an agonist or 
antagonist in humans. And for agonists, even 
if  a PET ligand is available for the receptor 
in question, one might still achieve func-
tional effects at levels of occupancy too low 
to detect through displacement of a radiola-
beled ligand. In such instances, the field has 
looked for translatable functional readouts 
such as spectral power using EEG or, in the 
case of mGluR2/3 agonism, an fMRI phar-
macoBOLD signal paradigm.

The rationale for pursuing POMA in 
schizophrenia was based on rodent find-
ings that induction of glutamate release in 
the brain by psychotomimetic compounds 
such as phencyclidine (PCP) and ketamine 
could be blocked by prior treatment with an 
mGluR2/3 agonist (Moghaddam and Adams 
1998; Lorrain et al. 2003). The possibility was 
therefore explored that a translatable func-
tional readout could be developed if  the same 
dose of a compound associated with gluta-
mate release in rats produced a robust increase 
in the BOLD signal in the same species. Such 

there is only the possibility of reward without 
risk of loss. Alternatively, recent data increas-
ingly indicate that the striatum is part of a gen-
eral motivational system that plays an important 
role in anticipating either reward or loss, as 
opposed to the traditional view confined to 

reward (Oldham et  al. 2018). More generally, 
finding the most robust translational functional 
measures will continue to be an iterative process 
for the foreseeable future, given the complexities 
involved within as well as across species in the 
constructs being explored.
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PCP-induced increases were demonstrated in 
rats and then shown to be blocked by prior 
treatment with an mGlu2/3 agonist (as well 
as clozapine), providing a readout that could 
reasonably be inferred to represent an effect 
on glutamate release (Gozzi et al. 2008). The 
fact that clozapine also blocked the BOLD 
response to ketamine points to the potential 
of other mechanisms that may not involve 
reduction of glutamate release to block 
some of ketamine’s effects. The preclini-
cal characterization of the mGluR2/3 ago-
nist, however, appears to rule out any direct 
non-glutamatergic actions with only indirect 
actions on, for instance, measures of dopa-
mine turnover in CSF (Lowe et al. 2016).

Ideally one would have a more direct mea-
sure of glutamate release that was translatable 
but none have been developed to date. It is 
possible to measure analytes that reflect total 

glutamate in brain with MRS, but the contri-
bution of released glutamate to these measures 
remains to be determined. Nonetheless, as 
noted below, it was recently of interest to com-
pare fMRI and MRS responses in humans. 
When the paradigm employed in rats focus-
ing only on pharmacoBOLD was translated 
into an acute human healthy volunteer study, 
only the highest dose of POMA (160 mg) was 
able to attenuate the BOLD signal at the group 
level, with a high degree of variability whereby 
some subjects showed total blockade and oth-
ers none at all, with no observed relationship 
to blood concentrations (Mehta et  al. 2018). 
The maximum dose of POMA used in the neg-
ative phase 3 studies was 80 mg bid, so given 
the modest acute effect of 160 mg, it seemed 
unlikely that the clinical trial dose would have 
been sufficient to block the ketamine BOLD 
response in most subjects.

�Case Study 2

�FAST-PS Study
Given this background, a two-part FAST-PS 
multi-site study designed to compare 40 mg (the 
phase 2 positive study dose) and 160 mg (twice 
the phase 3 dose that failed) BID for 10 days 
was planned to address the question of whether 
high enough doses of POMA had been given in 
any of the efficacy studies to achieve sustained 
inhibition of the BOLD increase following ket-
amine. Even though no preclinical studies were 
available to establish that MRS could be used 
to detect acute effects of ketamine on gluta-
mate concentrations, the question was raised 
whether this might be demonstrable in humans. 
Therefore, prior to undertaking the study with 
POMA, a three-site study (ClinicalTrials.gov 
Identifier: NCT02134951) was designed not 
only to compare both BOLD and MRS signals 
after ketamine but also to establish that the par-
adigm could be implemented across sites with 
potential application to clinical trials in mind 
(Javitt et  al. 2018). The paradigm for detect-
ing ketamine-induced increases in the BOLD 
signal was selected to see if  the earlier pharma-
coBOLD findings (DeSimoni et al. 2013) could 
be replicated and, as a measure of glutamate, 
the MRS signal of glutamate + glutamine 

(MRS-Glx) was used. Following ketamine infu-
sion, a robust BOLD response to ketamine was 
observed at all sites, replicating the earlier single 
site study, while MRS-Glx revealed only a small 
but significant increase vs placebo at one time 
point (15  minutes) which returned to baseline 
by 30 minutes (Javitt et al. 2018).

With results from the methodologic stud-
ies in hand, effects of POMA (ClinicalTrials.
gov Identifier: NCT02919774; Kantrowitz et al. 
2020) following administration of 40  mg BID 
(used in the positive phase 2 trial) and 160 mg 
BID were assessed. Following 10 days of POMA 
administration, no effect at either dose on the 
ketamine BOLD response was detected. Thus, to 
the extent that reduction of the BOLD response 
is a valid means of detecting functional engage-
ment of mGluR2 receptors, the lack of efficacy 
of POMA in phase 3 trials cannot be used as clear 
evidence against the hypothesis that mGluR2 
agonism has therapeutic potential in schizophre-
nia since the functional readout shown in the rat 
was not achieved in humans. Put another way, 
the question remains open about the therapeu-
tic potential of the target since the doses tested 
to date do not, upon repeated administration, 
reduce the BOLD response to ketamine.
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If  we accept that the ketamine BOLD signal 
reversal paradigm is a valid translatable func-
tional measure of mGluR2/3 agonism, then 
the above findings argue for additional clini-
cal studies in schizophrenia if  a tolerable dose 
can be found that does block the ketamine 
response. To revisit a compound after it has 
failed in expensive phase 3 studies is not an 
easy decision and puts a high degree of reli-
ance on translation of a paradigm developed 
in rats. Translatable readouts of brain effects 
of drugs, however, can have very high degrees 
of reliability. The field accepts that if  one has 
a PET ligand for a receptor, then homologous 
receptor occupancy curves of an orthosteric 
antagonist provide equivalent information 
whether in rats, non-human primates, or 
humans. Similarly, for at least certain types 
of EEG power spectrum effects, animals and 
humans are not that different in terms of drug 
responses. And once the technical hurdles are 
addressed, one can translate drug-induced 
fMRI BOLD responses in rats into humans.

>> The FAST case studies show that technol-
ogies are now sufficiently robust to allow 
for quantitative translation between ani-
mals and humans with regard to drug 
effects on domain- and/or mechanism-
specific brain functions; only in the last 
decade has this capability become gener-
ally recognized and accepted.

There are obvious limits to translations from 
rats to human based on major differences in 
brain size and structural details which are 
only partly addressed when working from 
non-human primates to humans. But as tech-
nology advances with such undertakings as 
the brain initiative (Mott et al. 2018), we can 
expect that more and more sophisticated para-
digms will emerge for translating brain effects 
from animals to humans. Such studies may not 
predict precise human therapeutic effects but 
can be taken as reliable indicators of whether 
the molecular and functional brain effects one 
hopes to test are indeed being testing by the 
doses used in clinical efficacy studies.

Another finding from this translation of a 
paradigm worked out in rats to humans was 
that not all human subjects showed a ketamine 

response, even though the use of an infusion 
and determination of ketamine concentra-
tions showed equivalent exposure to that 
observed in the majority of individuals who 
did show a robust response. In the absence of 
understanding why no BOLD response was 
detectable in some individuals, the subsequent 
study involving administration of POMA 
included demonstration of BOLD response 
to ketamine as an entry criterion. We empha-
size this detail as an aspect of translating 
pharmacodynamic measures from animals 
to humans since one is often left with unex-
plainable variability in the latter. The strategy 
of selecting individuals based on demonstra-
tion of a similar effect in human brain to that 
observed in rat brain was chosen, in the exam-
ple presented here, as the best way forward to 
deal with the issue of interpretation of data 
at the individual rather than group level. The 
important more general methodologic lesson 
learned is that for functional measures involv-
ing responses, it is important to be sure that 
subjects show the expected response before 
trying to modify it.

14.6   �Summary

The intent of  this chapter has been to pro-
vide the reader with an overview of recent 
precision medicine approaches to drug devel-
opment for psychiatric disorders and to illus-
trate the kinds of  theoretical and practical 
issues that are encountered through a consid-
eration of some current studies. The need for 
new methods of  drug development has devel-
oped jointly from the realization that current 
psychiatric syndromes represent poor targets 
for compounds with novel mechanisms and 
from the resultant large-scale withdrawal of 
pharmaceutical companies from psychiatric 
projects.

One recent concept with particular rel-
evance for mental disorders has been the 
elaboration of “fast-fail” approaches that 
acknowledge at the outset the low success 
rates of bringing new compounds to mar-
ket. Rather than moving rapidly to expensive 
phase III trials on the basis of relatively mod-
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est phase II efficacy data, the idea is to start 
with the demonstration of target engagement 
and move successively through a series of 
steps that (if  successful) culminate in a solid 
chain of causation for the compound. On the 
other hand, failure at any one of the steps 
minimizes costs and lost time by discontinu-
ing the program at that point.

The heterogeneity and co-morbidity of 
current diagnostic categories compound the 
difficulty of implementing fast-fail efforts in 
psychiatric disorders, as only a modest per-
centage of patients with a given diagnosis may 
manifest a dysfunction in the mechanism that 
is targeted by a particular compound. (This 
fact, combined with variability in samples, 
seems likely to be one major reason why devel-
opment programs for so many drugs show 
inconsistent results from one trial to the next.) 
The NIMH RDoC program was developed 
to enable novel psychopathology research by 
encouraging studies focusing on functional 
dimensions of behavior for which the relevant 
neural circuits can be specified. Such a shift 
has the potential for better alignment of a 
particular clinical problem (e.g., anhedonia) 
with a more homogeneous patient sample and 
also provides more direct translation from 
animal to human studies.

The two case studies that were presented 
provide examples of the issues that can arise 
in the course of a translational study that 
is built on a strong foundation of animal 
research. The FAST-MAS project benefited 
on the pharmacological side from the ready 
availability of a compound and an appropri-
ate PET ligand to confirm dosage and target 
engagement, and on the functional side, from 
a specific hypothesis (regarding anhedonia) 
and tasks that were appropriate to the goals 
of the study. The study outcome was also pos-
itive, in that the main outcome measure was 
significant and a second measure showed a 
further promising result. While it would have 
been yet more encouraging if  some clinical 
significance had been established, the study 
was not powered to detect this eventual goal. 
The development program remains viable.

In contrast, the FAST-PS study was 
designed to address the setbacks that resulted 
from an unsuccessful phase III trial for which 
a suitable PET ligand was not available and 
the dosing level was estimated based on 
extrapolation from rodent models. To follow-
up whether the phase III doses were sufficient, 
it was necessary to adopt a target engagement 
measure that relied on a demonstration that 
the experimental compound could block the 
release of glutamate caused by a psychotomi-
metic drug (ketamine). In turn, this required a 
preliminary experiment to confirm that phar-
macoBOLD and MRS measures could accu-
rately measure glutamate release. When the 
experimental compound was finally tested, 
neither a low nor a high dose showed any 
effect of blocking the glutamate released by 
ketamine. As discussed above, this indetermi-
nate outcome poses a potentially expensive 
dilemma for a sponsor. Glutamate release 
was not blocked by a dose that was twice as 
high as that used in the phase III trial, so it 
remains possible that a yet higher dose might 
be successful; on the other hand, the failure to 
demonstrate any effects raises the question of 
whether an effective dose would be too high 
to be tolerated.

These two case studies indicate that para-
digms and methods translated from model 
paradigms in animals can be auspicious, but 
not always smooth sailing. However, the field 
is only at the beginning of  new approaches for 
pharmaceutical development. Projects such 
as PRISM (Kas et al. 2019) include assess-
ments of  how directly one can translate back 
and forth between animals and humans, tak-
ing into account that test batteries have been 
developed over the past decades that provide 
tasks as nearly identical as possible (e.g., 
Robbins et al. 1998). Moreover, tests based 
on cognitive neuroscience studies in humans 
are also appearing (e.g., Smucny et al. 2019). 
Further, computational psychiatry has been 
growing at a rapid pace, providing tasks that 
model precise relationships between brain 
operations and behavioral functions (Paulus 
et al. 2016). Thus, the transition to outcome 
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measures based on the tight translation from 
animals to humans, and to model-based 
tests that offer data-driven assessments of 
brain-behavior relationships, are advancing 
rapidly.

At the same time, fast-fail type projects are 
increasing in both academia and industry as 
investigators become more familiar with the 
distinct nature of such projects. Further, the 
NIH BRAIN project is rapidly developing 
innovative technologies for measuring brain 
activity with unprecedented scope in both 
animals and humans, including more precise 
MRI techniques (Mott et al. 2018). The use of 
such advanced measures to serve as biomark-
ers, combined with the growth of data-driven 
computational techniques to identify preci-
sion phenotypes, appear poised to pinpoint 
more homogeneous (and potentially trans-
diagnostic) groups of patients for clinical 
trials in the spirit of the RDoC framework. 
Given the expertise and resources required 
to implement studies of brain function in the 
context of translational pharmacology, team 
science is already imperative and will be more 
and more required. We believe this will prove 
a worthwhile effort in the pursuit of novel 
pharmacological treatments for neuropsychi-
atric disorders.

>> Conclusion
In the twentieth century, syndromal, 
symptom-based diagnostic classes exerted 
almost total hegemony over all aspects of 
psychiatric research. Drug development 
was thus dependent upon so-called animal 
models of diagnostic categories which were 
not linked to underlying biology. Major 
developments in transcending the limits of 
traditional psychiatric diagnoses and the 
maturation of methods for exploring liv-
ing human brain function have led to a new 
twenty-first-century approach. We can now 
focus on domains of function such as those 
specified by RDoC and relate them to brain 
processes that can be studied in both ani-
mals and humans. This allows for selection 
of novel drugs that we can rule in or out as 
having brain effects in humans that link to 

functions which we know to be important 
and are variably impaired in many DSM 
diagnosed conditions. It is predicted that 
this approach will provide a much more 
efficient and productive means of identify-
ing and developing drugs for abnormalities 
observed in psychiatric conditions.
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The section in this book on Clinical Devel-
opment is a mix of  achieving goals by means 
of  answering questions through scientific 
experimentation and following regulatory 
agreed guidelines. This is reflected by chapters 
describing the paths and guidelines for phase 
1 (7  Chap. 16), answering bottom-up ques-
tions by utilising biomarkers for peripheral 
target engagement to determine dose selec-
tion for clinical phase 2 studies (7  Chap. 17). 
Subsequently, the chapter on microdosing of 
psychedelics uses the top-down perspective to 
find underpinning of  a mechanism for data 
pointing to antidepressant effects of  drugs 
taken out of  the medical- or drug development 
context (7  Chap. 18). Finally, the chapter on 
interactions with FDA binds it altogether 
defining the best match for new data to medi-
cal needs and how to manage expectations in 
developers and regulators mutually and how 
to keep track of  it (7  Chap. 19).

nn Learning Objectives
55 Know typical challenges of neurosci-

ence drug development
55 Understand the difference between top-

down and bottom-up approach
55 Know that illicit drugs can be converted 

into investigational new drugs

15.1   �Clinical Development 
Challenges: Applied 
Translational Neuroscience

The example provided by Vargas is typi-
cal for Drug Development underpinned by 
scientific method in this case exemplified 
by passing the three pillars of  survival to 
answer the main questions: does the drug 
find its way to the target (PK/PD), does it 
bind and does it have functional effects (but 
see 7  Chap. 17 for details). This is a very 
good example of  applied translational neu-
roscience by a Pharma company in terms of 
hitting all the goalposts and achieving reg-
istration.

15.2   �Clinical Development 
Challenges: A Special Case 
of Repurposing Illicit Drugs?

Similar to the repurposing of a drug that is also 
used by many as an illicit drug, i.e. ketamine 
for treatment-resistant depression, the example 
provided by Kuypers Chap. 18 illustrates the 
seeking of a new application by microdosing 
of psychedelic drugs, within the broader but 
also relatively new framework of clinical and 
academic interest in psychedelic drugs for treat-
ing depression. Here clearly, the first and most 
important pillar of survival has yet to be passed: 
there seems to be no biomarker of depression 
and this will be the biggest hurdle on the way to 
success in this area where the last two hurdles 
seem to be already cleared before development 
began from a perspective of an illicit drug – psi-
locybin is the active ingredient in magic mush-
rooms – moving its way from the black to the 
white market. It is already known that it has an 
effect which is why many users claim to be tak-
ing it and there are already several imaging stud-
ies showing evidence of on target effects. Here 
it is however not important whether macro- or 
microdoses of psychedelics will work, it is the 
methods followed in clinical drug development 
using placebo conditions that are important 
to illustrate. Several small companies of vari-
ous signatures have picked this up: the non-
profit organisation MAPS (= Multidisciplinary 
Association for Psychedelic Studies; 7  https://
maps.org) has advocated the use of MDMA, 
ever since its scheduling in 1985, as MDMA-
assisted psychotherapy for PTSD and potential 
other therapeutic targets (Greer and Tolbert 
1998). Currently, they have phase 2 studies 
running in Europe as well as phase 3 studies 
in the USA.  Compass Pathways (7  https://
compasspathways.com) is a commercial bio-
tech company that prepares psilocybin for 
phase 3 development in treatment-resistant 
depression. In addition MindMed (7  https://
www.mindmed.co) and Usona (7  https://www.
usonainstitute.org/) are profit and non-profit 
companies, respectively, that have focused on 
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clinical development of microdoses of psilocy-
bin for depression and associated indications 
(see also: Ona and Bouso 2019).

15.3   �Clinical Development 
Challenges: Some General 
Methodological 
and Regulatory Issues

A number of general methodological and regu-
latory issues in clinical development especially 
in neurosciences deserve to be mentioned. 
Besides the challenges mentioned in the chap-
ter by Vargas (7  Chap. 17), i.e.: Unclear patho-
physiology, Difficulties in translating models, 
Inaccessibility of the target organ, Subjective 
endpoints and Lack of biomarkers & diagnos-
tics, I would like to add the following:

55 Proactive or receptive safety assessment
In phase 1 what we typically do is receptive 
safety assessment, i.e. the focus is on register-
ing what is spontaneously reported by healthy 
volunteer subjects. The method of always sys-
tematic probing of the same questions for side 
effects always, would be the more favorable 
method. It is even recommendable that sub-
jects should be trained into drug connoisseurs 
first (Riedel 2019).

55 Mechanistic study  – must-do or nice to 
have?

Mechanistic studies which used to be ‘nice-to-
have’ are ‘must-do’, provided the feasibility of 
biomarkers that can be discovered or a priori 
known (candidate-)biomarkers, yet these are 
scarce in Neuroscience (7  Chap. 17).

55 A bottleneck is the speed at which doctors 
can enroll patients.

Time is of the essence in clinical development 
studies; therefore, the more strict the in- and 
exclusion criteria are, the longer the clinical 
trials will last.

55 Maintaining adherence to patient inclu-
sion criteria

Another consequence of strict in- and exclu-
sion criteria in clinical development stud-
ies is non-adherence by those who select the 
patients. All too often, criteria are stretched 
as to allow patients to participate in clinical 
trials.

55 Placebo effects
Placebo effects occur both in patients as well 
as in observers, although in the latter they are 
mostly referred to as experimenter expectancy 
effects. For this reason, use of a truly non-
distinguishable placebo, thereby maintaining 
double-blind status, is essential (Rosnow and 
Rosenthal 1997).

55 The bottom-up versus top-down perspec-
tive

Rush et al. (2001) focused on how drug-naïve 
human volunteers experience or feel drug 
effects. Healthy volunteers received different 
doses of amphetamine, methylphenidate and 
placebo. These subjects were asked to rate if  
the drug that they had taken was a sedative/
downer, a stimulant/upper, or placebo. The 
most striking result is that 75% of healthy 
volunteers rated d-amphetamine and meth-
ylphenidate as sedative/downer and 25% as 
stimulant/upper; none thought it was pla-
cebo. Placebo was identified as a ‘placebo/
blank’ (63%) or ‘sedative/downer’ (37%); none 
thought it was a stimulant. Drug effects are 
most commonly misinterpreted in drug-naïve 
young men. There is an age effect: Experienc-
ing drug effects is a learning process. There 
is also a gender effect: Females are better at 
interpreting drug effects, probably because 
they are better at interpreting their own bodily 
signals. In brief, this is about the question 
whether a drug effect is purely determined by 
the biology of the drug (bottom-up) or also 
influenced by the brain (top-down): in terms 
of what a subject expects (Riedel 2019). This 
ultimately means that the Information for 
Volunteers on the Informed Consent Form 
co-determines therapeutic- and side effects of 
CNS drugs. Studies in phase 1 often recruit 
healthy young male volunteers who are often 
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drug-naive. It might be beneficial to recruit 
subjects with substantial experience in psy-
choactive drug use, medicinal and/or non-
medicinal (‘drug-connoisseurs’), although 
this obviously raises ethical issues.

>> Conclusion
Drug development for central nervous sys-
tem (CNS) indications remains highly chal-
lenging. Many investors have pulled out, 
especially when it concerns developing new 
drugs for psychiatric indications (rather 
than neurological indications). While the 
latter is more an area where drug develop-
ment can lean on the translational neurosci-
ence model, i.e. with defined neurochemical 
targets with associated biomarkers, psychi-
atric indications lack biomarkers, perhaps 
because they even lack biological substrates. 
Depression might not be a biological disease 
after all. However, this does not exclude the 
possibility that mood can be changed with 
biological manipulations such as is seen in 
illicit drug use. For depression, it means that 
re-purposing of ‘illicit’ drugs into meaning-
ful treatments for mood disorders may be 
an obtainable goal. Finally, Van Os (2016) 
states that schizophrenia is not a brain dis-
order, which in essence means there is no 
biological substrate either. Likewise this does 

not exclude the possibility of influencing the 
status of ‘psychosis susceptibility syndrome’ 
patients as Van Os (2016) calls it, with phar-
macological agents, but we may need to 
reconsider the feasibility of the translational 
neuroscience model in these indications and 
pay much more attention to the top-down 
approach in which there is an important 
place for the interaction between bottom-up 
drug effects and top-down expectancy effects.
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Phase 1 trials are an important step in drug 
development and are usually the first that 
involve human participants. Their main objec-
tive is most often to determine a safe and 
effective dose range for further clinical devel-
opment of  the drug. Specific guidelines and 
regulations apply to these type of  trials and 
have been laid down by health authorities. 
These guidelines are aimed at minimizing the 
risks and maximizing the benefits and concern 
the trial’s objective, design, methodology, and 
organization. To obtain approval for a clinical 
trial, a Clinical Trial Application, outlining 
how these guidelines are implemented, has to 
be reviewed and approved by competent 
authorities and an ethical committee.

In this chapter, an overview is given of  the 
unique features of  phase 1 trials, and the spe-
cific guidelines that apply to setting up, sub-
mitting, and conducting phase 1 trials in the 
European Union.

nn Learning Objectives
55 To learn what phase 1 trials are in the 

process of drug development.
55 To get familiar with the specific guide-

lines for submitting a phase 1 clinical 
trial application.

55 To learn which guidelines and rules of 
conduct apply to performing a phase 1 
study.

16.1   �Introduction

Clinical development, or drug development, 
refers to the whole process of bringing a new 
drug (or device) onto the market. That is, 
before a drug or device is suitable for patients, 
it has to go through an extensive process of 
research and development. The sponsor, usu-
ally the pharmaceutical company, will have 
to determine the safety and efficacy of the 
product, to receive a marketing authorization 
(“license”) from the relevant regulatory health 
authorities (EMA or FDA, see below). First, 
preclinical research conducted in animals will 
answer elementary questions about the drug’s 
safety. Next, clinical research in human partic-
ipants has the purpose of testing whether the 

drug is effective and safe in humans. Typically, 
these trials aim to test new drugs treating or 
preventing a disease or a condition. In order 
to bring a new compound to the market, 
clinical trials follow a typical series of stud-
ies starting from small-scale, phase 1 studies 
to post-marketing phase 4 studies (Friedman 
et  al. 2010; European Medicines Agency 
1998b; Derhaschnig and Jilma 2010).

Phase 1 trials are the first stage of testing an 
investigational medicinal product (IMP) in 
human participants. This phase involves test-
ing multiple doses in a relatively small sample 
(10–200 participants) of healthy volunteers. 
The primary aims are to determine effective 
dose range, safety and tolerability, pharmaco-
kinetics, and pharmacodynamics of the drug.

Phase 2 trials aim at evaluating the efficacy 
of the IMP in the target patient group. This is 
typically done in a much larger sample (100–
300 participants). This level of trial is usually 
randomized, double-blinded, and placebo-
controlled and is intended to identify further 
side effects. Approximately 30% of phase 2 
trials progress to the next phase (Thomas 
et al. 2016), which is in fact the lowest transi-
tion success rate of all four stages.

Phase 3 trials are subsequently set up to 
confirm effectiveness shown in the previous 

Definition

The term “drug” used in this chapter, is 
considered synonymous with “investiga-
tional medicinal product.”

Investigational medicinal product or 
IMP is “a pharmaceutical form of  an 
active substance or placebo being tested 
or used as a reference in a clinical trial, 
including products already having a mar-
keting authorization but used or assem-
bled (formulated or packaged) in a way 
different from the authorized form, or 
when used for an unauthorized indica-
tion, or when used to gain further infor-
mation about the authorized form.” 
(European Parliament and Council of  the 
European Union 2001).
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phase. In this stage, an even larger sample is 
used to augment statistical reliability and to 
identify less common side effects. In these 
trials, the IMP will often be compared to a 
known effective treatment (i.e., active com-
parator). Phase 3 trials are usually the longest 
and most expensive to conduct (Thomas et al. 
2016).

Phase 4 trials take place after a drug has 
been marketed for sale. These post-marketing 
studies concentrate on long-term safety and 
effectiveness following use of the drug in the 
real world. These studies provide additional 
information on the drug’s risks and benefits, 
and can identify any side effects resulting 
from long-term use or interactions with other 
drugs. Thousands of participants are typically 
included in phase 4 studies.

The European Medicines Agency (EMA) 
and the local Ethical Committee (EC) (or 
the Food and Drug Administration (FDA) 
and Investigational Review Boards (IRB) in 
the USA) ensure that drug experiments in 
humans are done in accordance with interna-
tionally agreed ethical standards and rules of 
conduct. Phase 1 trials are an important mile-
stone in the development of new medicines, as 
this is when they are administered to humans 
for the first time (hence also called a first-in-
humans trial, previously known as “first-in-
men” trial).

Specific guidelines that apply to setting 
up and conducting phase 1 trials will be dis-
cussed in this chapter. This chapter will pro-
vide a starting point to familiarize researchers 
with some of the most prominent aspects that 
have to be taken into account when setting up, 
submitting, and conducting a phase 1 study 
in the European Union. For complete and 
up-to-date guidelines and instructions, con-
sult the EMA or contact your local EC.

16.2   �Regulations and Guidelines

A trial needs to comply with the appropri-
ate national legislation and regulations of its 
country. Next to that, all clinical trials per-
formed in the EU have to comply with the 
guidelines of the Clinical Trials Directive 

(Directive 2001/20/EC). This concerns the 
implementation of the Good Clinical Practice 
(GCP). The purpose of the GCP guideline is 
to protect the rights of human participants 
taking part in clinical trials and to warrant 
the scientific validity and reliability of the col-
lected data. The rights, safety, and well-being 
of the trial participant, as formulated by the 
principles of the Declaration of Helsinki 
(World Medical Association 2001), are the 
most important considerations of this guide-
line and should prevail over the interests of 
science and society (Dixon 1999).

It is also essential that the quality and safety 
of medicines and drugs for human use is 
assured. Therefore, clinical trials also have to 
comply with the guidelines of Good Manufac-
turing Practice (GMP), which have been laid 
down by the Commission Directive 2003/94/
EC. These guidelines govern the production, 
distribution, and supply of a drug to make 
sure that the medicinal product is of consis-
tent and high quality, is appropriate for the 
intended use, and meets the requirements of 
the marketing authorization or clinical trial 
organization (Gouveia et al. 2015; European 
Commission 2003).

Definition

The Clinical Trials Directive 2001/20/EC 
is a European legal act, aimed at simplify-
ing and harmonizing the administrative 
requirements for clinical trials in Europe. 
It harmonizes the rules for the approval 
of  a clinical trial and sets rules on safety 
reporting in the context of  a clinical trial. 
Volume 10 of  Eudralex, the collection of 
rules and regulations governing medicinal 
products in the European Union, contains 
the guidelines and recommendations on 
the application of  the Clinical Trials 
Directive (European Parliament and 
Council of  the European Union 2001).

The Clinical Trials Directive will be 
replaced by the Clinical Trials Regulation 
in 2020 (Official Journal of  the European 
Union 2014).
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>> Declaration of Helsinki
The World Medical Association (WMA) 
developed a set of ethical principles for 
experiments with human participants. The 
Declaration was originally adopted in 
June 1964  in Helsinki, and has undergone 
7 major revisions, the most recent in 2013 
(Fortaleza). It was an answer in trying to 
find a balance between the need for knowl-
edge concerning the efficacy and safety 
of interventions on the one hand, and the 
risk of harming human participants with 
untested drugs on the other hand (World 
Medical Association 2001).

16.3   �Ethical Approval

To obtain approval to conduct a clinical trial, 
a Clinical Trial Application (CTA) has to be 
submitted to a competent authority (CA) and 
ethics committee (EC). The EC, also known 
as Institutional Review Board (IRB), reviews 
whether the clinical trial will be performed 
according to Good Clinical Practice (GCP) 
and the appropriate legal requirements. 
Besides submitting the application to the EC, 
a valid request for authorization also has to be 
submitted to the CA of the country in which 
the trial is planned. A trial may start only if  the 
ethics committee and the competent author-
ity conclude that the anticipated therapeutic 
benefits justify the risks. Compliance with 
this prerequisite should be monitored per-
manently. The requirements for the CTA are 
described in Directive 2001/20/EC, and addi-
tional documents may be required depending 
on the individual member state (European 
Parliament and Council of the European 
Union 2001). The main documents to be sub-
mitted are the trial protocol, the Investigator’s 
Brochure (IB), the Investigational Medicinal 
Product Dossier (IMPD), and the EudraCT 
application form.

Study protocol: A trial’s objective, design, 
methodology, statistical analyses, and organi-
zation are described in a study protocol.

Investigator’s Brochure: The IB summa-
rizes the information of  an investigational 

medicinal product. It contains background 
information on the properties and history of 
the IMP, information on the sponsor’s name, 
and the identity of  the product (e.g., trade 
and generic names), and a summary of  rele-
vant non-clinical and clinical data (European 
Parliament and Council of  the European 
Union 2001).

Investigational Medicinal Product Dossier 
(IMPD): The IMPD contains available infor-
mation about the IMP and includes sum-
maries of information related to the quality 
(chemistry, manufacturing, and controls), 
data from non-clinical studies and clinical tri-
als and experience, as well as an overall risk 
and benefit assessment (Wood 2009).

The preclinical and clinical information 
thus can be supplied in the IB but also in the 
IMPD. By cross referencing between the two 
documents, overlap can be avoided.

EudraCT form is the application form 
used for Clinical Trial Applications in the 
EU.  Information on the clinical trial, the 
investigational medicinal product, the study 
design, and the different parties involved 
(e.g., sponsor, applicant, investigators). 
For most clinical trials, the EudraCT form 
is uploaded to the EU clinical trials regis-
ter, making certain information on the trial 
available to the general public (European 
Commission n.d.).

Definition

Ethics committee (EC): an independent 
body in a Member State, consisting of 
healthcare professionals and nonmedical 
members, whose responsibility it is to pro-
tect the rights, safety, and wellbeing of 
human subjects involved in a trial and to 
provide public assurance of  that protec-
tion, by, among other things, expressing 
an opinion on the trial protocol, the suit-
ability of  the investigators and the ade-
quacy of  facilities, and on the methods 
and documents to be used to inform trial 
subjects and obtain their informed con-
sent (European Parliament and Council 
of  the European Union 2001).
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Definition

Competent Authority (CA): The compe-
tent authority of  each member state is 
responsible for the regulation of  human 
medicines and the authorization of  clini-
cal trials. The authorization and oversight 
of  a clinical trial is the responsibility of 
the competent authority of  the country 
where the trial is taking place. Each trial 
must be approved by the competent 
authority country where the protocol was 
submitted (European Medicines Agency 
n.d.).

16.3.1	 �Objectives

The primary objectives of any study should 
be clear and explicitly stated. Phase 1 trials 
typically involve one or a combination of the 
following objectives:

kSafety and Tolerability
The safety of a medical product concerns 
the medical risk to the participant, usu-
ally assessed by laboratory tests (e.g., clini-
cal chemistry and hematology), vital signs, 
adverse events, and other specific safety tests 
(e.g., ECGs). The tolerability of the medical 
product is the degree to which evident adverse 
effects are acceptable for the participant. 
Safety and tolerability are studied for the 
expected therapeutic dose range and are typi-
cally done by using both single and multiple 
dose administration (European Medicines 
Agency 1998a).

kPharmacokinetics (PK)
A drug’s pharmacokinetics (i.e., the drug’s 
absorption, distribution, metabolism, and 
excretion) provide a lot of information even 
when the study sample is still relatively small. 
These analyses provide valuable informa-
tion to determine the appropriate dose and 
dose intervals, which is essential for the next 
phase in the drug’s development. In addition, 
pharmacokinetics are important to be able to 

assess the clearance of the drug and to predict 
possible accumulation of the drug and poten-
tial drug-drug interactions (Dunnington et al. 
2018).

kPharmacodynamics (PD)
How the drug affects the body is studied in 
pharmacodynamics, providing information 
on the relationship between the concentration 
of the drug and biological and physiological 
effect. This knowledge on the activity, effi-
cacy, and potential side effects of the drug 
can subsequently be used in deciding on the 
therapeutic dosage and dose regimen (Pacey 
et al. 2011).

kTherapeutic Effect
In phase 1 studies, the therapeutic benefit, i.e., 
is the intended beneficial effect of the drug, 
is not the primary objective but can occa-
sionally be studied as a secondary objective. 
Whether or not it is possible to study the ther-
apeutic effect is dependent of the population 
and the drug target being studied (European 
Medicines Agency 1998b).

To achieve their objectives, research-
ers should first of all ask the relevant ques-
tions, and subsequently try to answer these 
by designing, conducting, and analyzing their 
clinical trial according to sound scientific 
principles.

>> Phase 1 clinical trials typically aim to 
determine safety and tolerability, pharma-
cokinetics, and pharmacodynamics of  the 
expected therapeutic dose range of  the 
drug, and occasionally also study the 
intended therapeutic effect.

16.3.2	 �Study Designs

The general rule for any study is that the trial 
is designed in such a way that it will provide 
the requested data, using as little participants 
as needed and ensuring the safety of these 
participants. This also means that all available 
information on PK, PD, level of risk, and the 
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number of doses of the IMP to be studied is 
taken into account in determining the appro-
priate study design (The Association of the 
British Pharmaceutical Industry 2018).

Some typical study designs in phase 1 tri-
als are as follows:

55 Sentinel dosing: To reduce the risk of 
exposing all participants in a cohort simul-
taneously, an important advice for phase 1 
studies is that the administration of the 
first dose is given to a limited number of 
participants (often only one with the active 
compound) at a time (European Medi-
cines Agency 2017).

55 Single ascending dose trials: These are tri-
als in which a single dose of the drug is 
given to a limited number of participants 
(usually three), in a sequential way, so one 
by one. After drug administration, partici-
pants are monitored and tested for a cer-
tain amount of time in order to investigate 
tolerability, safety, pharmacokinetics, and 
sometimes pharmacodynamics. If  there 
are no side effects and the outcome data 
are as predicted, a new batch of partici-
pants is subsequently given an increased 
dose.

55 Multiple Ascending Dose Studies: This 
type of  study is usually performed after 
successful completion of  single ascend-
ing dose trials. In these studies, each sub-
ject receives multiple doses of  the study 
drug. The goal of  these studies is to 
determine the pharmacokinetics and its 
metabolites at steady-state level, to iden-
tify if  drug accumulation occurs, and to 
determine maximum tolerated dose 
(Norfleet and Cox Gad 2010).

It has become also more common to com-
bine the single-dose and multiple-dose trials 
of an IMP, and even add a trial on the effect 
of food or age, in order to reduce the cost 
and time of drug development (European 
Medicines Agency 2017).

>> Phase 1 clinical trials typically use as little 
participants as needed. Therefore, they 
often apply sentinel dosing and choose a 
single or multiple ascending dose set-up.

16.3.3	 �Methodology

16.3.3.1	 �Participants
The sample size, or number of participants, 
should be determined and justified in the pro-
tocol. Whereas studies in later phases of drug 
development base their sample size on formal 
hypotheses and sample size calculations, the 
guidelines for phase 1 studies are less clear. As 
the focus of phase 1 studies lies on safety, the 
sample size should limit unneeded exposure 
to possible harmful treatments. Sample size 
will be dependent on PK and PD of the IMP, 
the study objectives as well as previous com-
parable studies (Shen et  al. 2019; European 
Medicines Agency 2017).

The type of participants should also be 
determined beforehand. Most phase 1 stud-
ies are conducted in healthy participants. This 
has the advantage that participants are easy 
to recruit, and it avoids difficulties interpret-
ing the results due to concomitant medica-
tion or interfering diseases. However, certain 
research questions can only be answered in a 
patient population, or it is more appropriate 
to include patients, due to the risk-benefit bal-
ance, e.g., with highly experimental drugs for 
life-threatening diseases or when an invasive 
administration route is essential (Shen et  al. 
2019; European Medicines Agency 2017; The 
Association of the British Pharmaceutical 
Industry 2018).

16.3.3.2	 �Determining the Dose
An important aspect in a phase 1 trial is 
deciding on the starting dose. Typically, the 
dose is determined by using all available 
preclinical data on pharmacology, toxicol-
ogy, PK and PD.  Data from clinical studies 
with a drug that has a similar mechanism of 
action can also be taken into account. For the 
starting dose, it is again important to find a 
balance between minimizing the risks (e.g., 
toxicity) and maximizing the benefits (elicit-
ing a pharmacological response). For deter-
mining the dose range studied in a trial, the 
protocol needs to justify and outline the dose 
range that will be used, the dose escalation 
steps, and the maximum exposure. Available 
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data from previous doses (e.g., from previ-
ous cohorts) should be carefully taken into 
account before deciding on increasing a dose 
and the magnitude of the increase (Shen et al. 
2019; European Medicines Agency 2017; The 
Association of the British Pharmaceutical 
Industry 2018).

16.3.3.3	 �Organization

zz Safety
Whether the study is done in healthy partici-
pants or in patients, safety of the participants 
has to be guaranteed (European Parliament 
and Council of the European Union 2001). To 
limit the risks and to minimize the variability in 
participants, clear in- and exclusion criteria have 
to be specified in the protocol and should be 
checked carefully when participants enter the 
study. In addition, the protocol should describe 
and define how and at what time points the 
participant’s health is assessed before, during, 
and after participation in the trial.

Before study inclusion, the investigator 
checks the eligibility of a participant by per-
forming a screening. This includes checking 
medical history (including use of medication 
and drugs of abuse), a physical examina-
tion (including an electrocardiogram), safety 
tests in blood and urine samples (hematol-
ogy, blood chemistry, and urinalysis), and 
including drug and pregnancy screening (The 
Association of the British Pharmaceutical 
Industry 2018).

During a trial, the participant’s health and 
safety is monitored via routine assessments, 
such as checking for adverse events, physi-
cal exam, vital signs, safety tests of blood 
and urine, ECG, and saturation measure-
ments, but it can also include trial-specific 
tests (European Medicines Agency 2017; The 
Association of the British Pharmaceutical 
Industry 2018).

Participants who complete the trial, but 
also those who drop out prematurely, are 
required to have a follow-up, which usually 
includes the same assessments as before and 
during the study trial. In case some parameters 
are not within the normal ranges as defined in 
the protocol, the follow-up should be extended 
until these values return to normal.

zz Risk Assessment and Management
Each phase I trial should provide for a strat-
egy to minimize any risk during the study. 
Again, this needs to be described clearly in 
the protocol.

kEquipment
Phase 1 trials should take place in an appro-
priate facility with access to relevant medical 
equipment, including specific antidotes (if  
they exist). The facility should enable close 
supervision of the participants during and 
after administration of the IMP.

kStaff
All investigators should be trained regarding 
the relevant procedures of the study. Medical 
supervision should be done by a medical doc-
tor who is familiar with the specifics of the 
IMP and phase 1 trials. All staff  should be 
GCP trained (European Medicines Agency 
2017).

kReporting Adverse Events
Adverse events (AEs) are defined as any unde-
sirable experience occurring to a participant 
during the study, whether or not they are con-
sidered related to the IMP or the experimental 
intervention. All AEs reported spontaneously 
by the subject or observed by researchers have 
to be recorded. With regard to serious adverse 
events (SAEs) and suspected unexpected seri-
ous adverse reactions (SUSARs), the protocol 
should define a plan for a rapid communica-
tion between the investigators, IRB, compe-
tent authority, and participants (European 
Medicines Agency 2017).

Safety procedures should be in place so 
that all researchers involved know how to 
respond in case of adverse events. The medi-
cal doctor will determine the grade (sever-
ity) of the adverse event and on what action 
should be taken. An emergency procedure 
should be in place, describing how transfer 
of the participant to the nearest hospital is 
arranged, in case of life-threatening adverse 
events (European Medicines Agency 2017).

kData and Safety Monitoring Board (DSMB)
A DSMB is not always required for a phase 
1 study, but is relevant in trials where interim 
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data analysis is needed to ensure the safety of 
research participants. A DSMB consists of 
independent experts who review the clinical 
study data for incidental events, and clinical 
study performance at predefined intervals. 
The DSMB subsequently advices the research-
ers whether the trial can continue, should be 
adjusted, or should be terminated (European 
Medicines Agency 2005).

kStop Rules
Clear stop rules, indicating under which cir-
cumstances the trial or the administration of 
the IMP should be stopped prematurely, have 
to be defined in the protocol. These rules are 
set in place to maximize the benefit and mini-
mize the harm for the participants, and are 
based on the principles of safety (e.g., unex-
pected severe adverse event), benefit (interim 
analyses prove the hypothesis early), and 
futility (successful termination of the study 

does not seem possible) (European Medicines 
Agency 2017).

kEmergency Unblinding
For double-blind studies, the protocol should 
foresee a clear procedure for rapid unblind-
ing of a participant’s treatment allocation in 
case of an emergency. All researchers involved 
should be able to perform this unbinding, in 
order to avoid any time delay (European 
Medicines Agency 2017).

>> Phase 1 trials’ methodology and organiza-
tion should apply the guidelines which are 
aimed at minimizing the risks and maxi-
mizing the benefits. This applies to select-
ing the right number and type of 
participants, determining a safe dose 
range, monitoring the participants safety, 
and assessing and managing risks during 
the trial.

�Case Study

�Novel Psychoactive Substances in Phase 1 
Trials

Around 2010, massive amounts of novel psy-
choactive substances (NPS) flooded the recre-
ational drug market. NPS consist of earlier 
developed pharmaceutical compounds and 
newly synthesized substances which mimic the 
effects of traditional drugs, such as cocaine, 
XTC, or cannabis. Yet, they are not controlled 
by the United Nations drug conventions, and 
when individual substances are banned, the 
clandestine producers modify the chemical 
structures to circumvent this regulation 
(European Monitoring Centre for Drugs and 
Drug Addiction and Eurojust 2016).
Usually, little is known about the PK, PD, or 
adverse effects of  these NPS.  Most of  what 
we know comes from users’ self-reports, hos-

pital reports, and survey studies (Logan et al. 
2017; Wood and Dargan 2012). Systematic 
toxicological and pharmacological studies 
with NPS in humans are virtually missing, 
but absolutely needed to define the health risk 
profiles.
In 2017, our group successfully completed the 
first controlled experimental study with a pop-
ular NPS (a synthetic cannabinoid) (Theunissen 
et al. 2018). Although the drug in question was 
not under investigation for drug development, 
and there was no therapeutic benefit to be 
expected, the study was technically a first-in-
human study. Even though millions on the 
street had used the drug before, no controlled 
experiment had been performed in humans. 
Therefore, the study was set up and conducted 
according to the phase 1 guidelines.
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>> Conclusion
Phase 1 trials are an important step in clini-
cal drug development as they are the first 
introduction of the new drug to humans. 
They are focused on the safety aspects of 
the drug rather than the efficacy in treating 
a disease. This chapter provides an overview 
of the most important rules and regulations 
set by the European Union, in order to 
minimize the risks for participants taking 
part in the trial and maximizes the benefits, 
i.e., the resulting knowledge that is needed 
for further development of the drug.
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Modern neuroscience drug development is 
challenging, success rates are low, and costs 
are high. A rigorous early development pro-
gram, which utilizes biomarkers to answer 
fundamental questions before advancement to 
later development, will allow us to progress 
and develop neuroscience medications with 
higher success rates. Fundamental questions 
to be answered in early development include 
the following: does the drug get to the target, 
does it bind, and does it have an effect? This 
chapter illustrates some of  these concepts by 
highlighting the development of  erenumab, a 
monoclonal antibody targeting the Calcitonin-
Gene related protein (CGRP) receptor for 
migraine prophylaxis, as a case study of  how a 
peripheral target engagement biomarker was 
utilized to determine dose selection for clinical 
phase 2 studies.

nn Learning Objectives
55 Understand some of the challenges of 

neuroscience drug development.
55 Learn about the use of target engage-

ment biomarkers.
55 Learn about translational approaches 

in neuroscience.

17.1   �Introduction

Modern drug development is challenging, and 
success rates are very low. This is particularly 
true for neuroscience where the success rate 
has been estimated to be below 3%. This fig-
ure is based on data from >28,000 research 
and development (R&D) projects (i.e., pat-
ents filed) between 1990 and 2004 from the 
Pharmaceutical Industry Database. This 
database is maintained by the Institutions, 
Markets, Technologies (IMT) center in Lucca, 
Italy, and comprises data sets regarding R&D 
activity and collaborations (Pammolli et  al. 
2011). The recent failures with beta-site 
amyloid precursor protein cleaving enzyme 
(BACE) inhibitors for Alzheimer’s disease 
from various companies are just the latest 
examples of the inherent difficulties in devel-

oping new medications targeting neuropsychi-
atric disorders (Imbimbo and Watling 2019).

However, not only are success rates low, but 
the timing of the failure is also problematic. 
The later the drug fails in the drug development 
process, the more costly that failure becomes. 
Unfortunately, these costly late-phase program 
failures are rising (Pammolli et al. 2011). The 
costs associated with late stage failure include 
most prominently, the financial costs of con-
ducting large, expensive phase 3 trials, as well 
as the opportunity cost of not spending money 
and resources on other programs which may 
have been more likely to succeed.

A recent analysis of the economics of 
drug development demonstrated that the cost 
of developing a new drug roughly doubles 
every 9 years. This phenomenon was termed 
Eroom’s law, a play on the well-known dictum 
from computer science, Moore’s law, which 
is that overall processing power for comput-
ers will double every 2 years (Scannell et  al. 
2012). Taken together, these trends of low 
success rates and increasing costs spell trouble 
ahead for the drug development enterprise. 
It is essential to improve the way we develop 
drugs if  we are to have an impact on the low 
success rates and increasing costs.

17.2   �Challenges in Neuroscience 
Drug Development

One of the reasons for the low success rates 
in drug development is our inability to pre-
dict efficacy in early development. Despite 
advances in the preclinical stage of drug devel-
opment where through rigorous and efficient 
toxicology assessments we have improved our 
ability to select safer compounds, we still have 
a big problem with efficacy. Currently pro-
grams most commonly fail due to lack of effi-
cacy, not safety (Arrowsmith 2011).

Efficacy failure reflects our lack of under-
standing of the human disease and particu-
larly its heterogeneity (Arrowsmith 2011). 
This is particularly true in neuroscience where 
our understanding of these disorders is lim-
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ited. There are many reasons for this limited 
understanding, including, among others:

55 Unclear pathophysiology
55 Difficulties in translating models
55 Inaccessibility of the target organ
55 Subjective endpoints
55 Lack of biomarkers and diagnostics

17.2.1	 �How Biomarkers May 
Be Used in Early 
Development

One way forward to meet the challenge in neu-
roscience drug development is to develop and 
employ biomarkers which can be used in early 
development to determine whether a drug has 
the right properties to progresses further to 
late development.

Biomarkers are commonly used to aid in 
prognosis, patient stratification, and diag-
nosis (Vargas 2009; Nikolcheva et  al. 2011). 
However, in early development, the type of 
biomarkers most used are those that provide 
an indication of the drug’s impact on biol-
ogy. This type of biomarker is called a target 
engagement biomarker. Target engagement 
refers to the action of a molecule on its target. 
For example, for glycine transporter inhibitors 
which were being developed for the treatment 
of the negative symptoms of schizophrenia, 
increases in the cerebrospinal fluid levels of 
glycine (Hofmann et  al. 2016) were used to 
determine the level of biological effect of the 
drug. This measurement follows directly from 
the mechanism of action of the drug and pro-
vides information that the drug has reached 
its site of action, bound the target, and had a 
biologically relevant effect.

Target engagement biomarkers are essen-
tial in neuroscience where it is difficult to rely 
on clinical measures in early development. 
These measures are often subjective, and 
there are issues with the uniformity of rater 
assessments and the small sample sizes of 
early studies. A target engagement biomarker, 
which elucidates the core features of the 
mechanism of action of a drug, will enable 
the advancement of only those molecules that 
have the right pharmacokinetic properties to 
1) reach their target receptor, 2) to bind to the 
receptor (2), and 3) to have a biological effect 
which can be measured. Scientists at Pfizer 
have labeled this approach the three pillars of 
survival.

These pillars (See .   Table  17.1) cap-
ture some of  the fundamental questions in 
early development. The benefits of  address-
ing and answering these questions were 
described in an article from Pfizer (Morgan 
et  al. 2012). In the publication they 
reviewed Pfizer trials to determine success 
rates based on whether these trials had suc-
cessfully addressed the three pillars. Their 
conclusion was that successful assessment 
of  the three pillars correlated with higher 
success rates. The review covered 44 Phase 
2 programs that were run between 2005 and 
2009. Out of  14 trials in which all three pil-
lars were addressed, 8 programs went on to 
phase 3 development. In marked contrast, 
from 12 trials in which none of  these pillars 
were met, not a single program went on to 
further development.

>> The impact of target engagement biomark-
ers cannot be overstated. They provide criti-
cal data which enables decision-making on 
whether a drug has reached its target and 
has had an effect. Many companies now 
require evidence of the type of biological 
impact, which these biomarkers are able to 
provide before proceeding further in clinical 
development.

The usefulness of target engagement biomark-
ers and the determination of the three pillars 
of survival are demonstrated in the develop-
ment of the migraine prophylactic erenumab 
(trade name Aimovig™ 7  Chap. 11). For the 

Definition

A biomarker can be defined as follows: A 
characteristic that is objectively measured 
and evaluated as an indicator of  normal 
biologic or pathogenic processes or phar-
macological responses to a therapeutic 
intervention (NIH Biomarkers Defini-
tions Working Group 2001).
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rest of this chapter, the early development of 
erenumab will be used as an example of the 
use of target engagement biomarkers in neu-
roscience.

17.2.2	 �Early Development

Early development refers to the period from 
the time a new molecular entity (NME)

is about to enter humans for the first time 
until after it has completed its initial phase 
2 study. Prior to entry into humans the proj-
ect team developing the NME must prepare 
enabling studies for generating data for regu-
latory agency submission. The data which 
must be provided to regulatory agencies 
regarding the NME include the following: (1) 
Toxicology data to provide an understanding 
of  safety in preclinical species and how this 
would translate to human doses. (2) Chem-
istry and Manufacturing Controls (CMC) 
is the term used to describe the data for the 
manufacture and testing of  a medicinal prod-

uct. CMC data provide assurance that the 
NME is being made and measured correctly. 
(3) A clinical development plan which has a 
strong rationale for disease indication, dosing 
to be used and makes note of  any potential 
safety issues and does not dose outside of 
safety margins calculated from the toxicology 
data.

Once the investigational new drug (IND) 
submission is accepted by the regulatory 
agency, the single ascending dose (SAD) part 
of the first-in-human (FIH) study begins. The 
initial dose of an FIH study is a very impor-
tant decision and takes into account data from 
animals where either an established model of 
disease or a target engagement model can be 
used to then translate the dosing to the human 
study.

Once the drug is shown to be toler-
ated without any safety findings, the dose is 
increased until either a maximum tolerated 
dose is found or the dose approaches a level 
that is considered sufficient to meet full target 
engagement.

Following the SAD, the multiple ascend-
ing dose (MAD) begins which follows the 
same process but consists of giving a dose 
usually daily for 1 to 2 weeks.

It is during the FIH study that target 
engagement biomarkers are used to determine 
early indications of efficacy and whether the 
three pillars are met.

Definition

A new molecular entity (NME) is a drug 
that contains an active moiety that has 
never been approved by regulatory agen-
cies anywhere in the world.

.      . Table 17.1  These fundamental determinants defined as the three pillars of survival all determine the 
likelihood of  candidate survival in Phase 2 trials. A positive assessment of  each of  these increases the 
probability of  success for the programs

Three pillars of survival Questions

An integrated understanding of the fundamental 
pharmacokinetic/pharmacodynamic principles of exposure 
at the site of action

Does the drug get to the target (in CNS this often 
is dependent on the drug crossing the blood brain 
barrier)?

Target binding Does it bind?

Expression of functional pharmacological activity Does it have an effect?

Adapted from Morgan et al. 2012
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�Case Study

Erenumab Early Drug Development
Migraine is a common debilitating disorder, which 
affects over 35 million individuals in the USA. A 
migraine is more than just a severe headache. It is 
a neurovascular disorder in which patients experi-
ence moderate to severe pain, which can be debili-
tating at times, and is associated with throbbing 
and aggravation on movement. Thet episodes typ-
ically last anywhere from 4 to 72 hours. Patients 
also frequently experience nausea or vomiting 
and photophobia or phonophobia. Around 20% 
of patients also are affected by an aura, which 
are neurological disturbances in vision (Goadsby 
et al. 2002; Charles 2017). Employers in the USA 
lose more than $13 billion each year as a result of 
113 million lost workdays due to migraine.

People with migraine use about twice the 
medical resources  – including prescription 
medications and office and emergency room 
visits – as non-sufferers. It is the most common 
neurological condition in the world. When 
occurring frequently, it is highly debilitating 
and leads to a poor quality of life affecting 
school, work, and social relationships.

Migraine can be divided into episodic and 
chronic, which are defined based on frequency of 
attacks. Patients with more than 15 occurrences 
of migraine a month are considered chronic, 
those with fewer than 15 occurrences a month are 
episodic. If patients experience more than 3–4 
migraines per month, it is recommended that 
prophylactic treatment be considered.

One problem with prophylactic treatment, 
however, is that until recently the prophylactic 
medications available for migraine were poorly 
tolerated or had poor efficacy. This changed 
with the advent of drugs targeting the Calcitonin-
Gene related protein (CGRP) pathway. CGRP is 
a peptide which was first identified in the early 
1980s with the discovery that the calcitonin gene 
encodes CGRP and that the peptide is expressed 
in both the central and peripheral nervous sys-
tems (Rosenfeld et al. 1983; Russell et al. 2014).

Migraine pathophysiology is thought to be 
due to a neurovascular response in which patients 
are overly sensitive to certain stimuli (triggers), 
which can lead to release of CGRP that causes 
pain and vasodilation. CGRP is expressed in 

areas of the brain involved in migraine including 
the trigeminal ganglion and was found to be ele-
vated in patients experiencing migraines 
(Goadsby et  al. 1990; Goadsby and Edvinsson 
1993; Edvinsson 2008). Interestingly, it was also 
shown to produce migraine-like attacks in 
patients susceptible to migraines but only head-
aches in subjects without a migraine history 
(Lassen et al. 2002; Hansen et al. 2010).

The development of antibodies against 
CGRP was initiated based on the clinical trials 
conducted by Boehringer Ingelheim on BIBN 
4096 BS and by Merck on MK-0974. It was 
demonstrated that targeting this pathway was 
efficacious in the treatment of acute migraine 
attacks (Olesen et al. 2004; Ho et al. 2008).

The first drug approved with a mechanism 
of action targeting the CGRP pathway was ere-
numab (trade name Aimovig™). Erenumab is a 
human monoclonal antibody that binds to the 
CGRP receptor and interferes with the CRGP 
molecule binding to its receptor (de Hoon et al. 
2018). Other migraine prophylactic medica-
tions targeting this pathway have developed 
antibodies which bind to the CGRP ligand 
instead of the receptor but have the same goal 
that is to interrupt the CGRP signaling path-
way (Bigal et al. 2015; Charles et al. 2019).

The early development of erenumab involved 
an approach, which leveraged the use of bio-
markers to translate the preclinical data findings 
to humans. Since there are no well-established 
models of migraine in preclinical species, it was 
necessary to rely on a peripheral target engage-
ment model. As previously mentioned, use of 
target engagement biomarkers is an extremely 
valuable approach to demonstrate that the drug 
is having an effect. This is particularly true for 
neuroscience drugs where the effect is difficult to 
capture in the typically small early development 
trials. Instead of relying on a subjective clinical 
rating scale – which is usually the way to deter-
mine efficacy in later development  – the target 
engagement approach allows one to use an alter-
native strategy. We rely on a characteristic which 
is dependent on the mechanism of action of the 
drug to determine that the molecule is reaching 
its target, binding, and having an effect. In other 
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words, it enables the early development program 
to address the three pillars of survival.

The target engagement biomarker model 
used for erenumab, and indeed for all the anti-
bodies targeting the CGRP pathway, is capsaicin-
induced dermal blood flow (CIDBF) (See 
.  Figs.  17.1 and 17.2). Initially pioneered by 
Merck (Hershey et  al. 2005; Li et al. 2015), 
CIDBF takes advantage of the peripheral effects 
of CGRP.  In the skin, the CGRP receptor is 
expressed in blood vessels where it functions to 
promote vasodilation and hence increased blood 
flow. The stimulation of CGRP-induced vasodi-
lation can be triggered by the application of cap-
saicin to the skin where it binds and stimulates 
the TRPV1 receptor. This in turn leads to the 
release of CGRP (See .  Fig. 17.1) (Sinclair et al. 
2010), which causes the blood vessel to dilate and 
this is detected by changes in blood velocity using 
a laser doppler imager (See .  Fig. 17.2).

The assessment of CGRP blockade is con-
ducted by measuring capsaicin-induced dermal 
blood flow in the presence or absence of ere-
numab (or other anti-CGRP antibodies) and 
measuring whether the drug inhibits the increased 
blood flow. This biomarker was initially used in 

non-human primates and then it was shown that 
the results translated well to humans (Shi et al. 
2016). This allowed testing of several different 
antibodies preclinically before choosing the best 
candidate to move into clinical development. The 
CIDBF biomarker used in cynomolgus monkeys 
enabled the demonstration of in vivo dose-depen-
dent target coverage for erenumab and helped to 
select the doses for the FIH studies.

In FIH studies, this target engagement bio-
marker was used to demonstrate that erenumab 
dose-dependently prevented CIDBF (See 
.  Fig. 17.3). The response is very steep which 
means that small changes in erenumab con-
centration around the inflection point can lead 
to major changes in CIDBF blockade. Once 
past the steep part of the dose response curve, 
increasing concentrations of erenumab lead to 
a longer blockade of the CIDBF response but 
not a greater extent of blockade.

One of the benefits of establishing a target 
engagement biomarker such as CIDBF is that 
the three pillars of survival can be addressed. 
And if  all three pillars are in place, then the 
probability of success is expected to be much 
higher for a compound.

.      . Fig. 17.1  Capsaicin-induced CGRP release. In 
the skin, the CGRP receptor is expressed in blood 
vessels on smooth muscle cells where it functions to 
promote vasodilation leading to increased blood 
flow. The stimulation of  CGRP-induced vasodila-
tion can be triggered by the application of  capsaicin 

to the skin. Capsaicin applied to the skin binds to 
and stimulates the TRPV1 receptor, which in turn 
leads to the release of  CGRP. This released CGRP 
causes the blood vessel to dilate, which can be 
detected by changes in blood velocity using a laser 
doppler imager. (Adapted from Buntinx et al. 2015)
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.      . Fig. 17.2  Capsaicin-induced dermal blood flow 
model. This biomarker model can be used in pri-
mates a and the data translated to humans b. Cap-
saicin application to the skin is done within plastic 
O-rings. In A the top ring has been administered 
capsaicin, while the bottom ring has been adminis-
tered saline. As can be seen in the third panel of  a, 

the capsaicin clearly induces an increase in dermal 
blood flow, which is measured with laser Doppler 
imaging. In b, the volunteer also has two O-rings 
and the O-ring to the right is being measured with 
a laser doppler machine. The third panel of  b shows 
the increased blood flow caused by administration 
with capsaicin. (Adapted from Buntinx et al. 2015)

.      . Fig. 17.3  Relationship between erenumab concentrations and dermal blood flow (DBF) inhibition. The sym-
bols represent individual observations. IV, intravenous; Q4W, every 4 weeks; SC subcutaneous. (From Vu et al. 2017)
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17.3   �Phase 2 Dose Selection

A fundamental piece of data which must be 
provided by the FIH studies is what dose to 
use in the initial phase 2 study. Phase 2 stud-
ies are larger than FIH studies and only enroll 
patients unlike the FIH studies where mostly 
healthy subjects are recruited. Their purpose is 

to demonstrate the efficacy of the NME in the 
relevant patient population and to also demon-
strate that it is well tolerated without any safety 
issues which might preclude further develop-
ment. The dose is selected based on any effi-
cacy measures which might have been used in 
FIH studies or more likely in the case of neuro-
science, a target engagement biomarker.

�Case Study

Application of the CIDBF model to establish 
the relationship between erenumab concentra-
tion and dermal blood flow inhibition enabled 
us to predict the erenumab exposures, magni-
tude, and duration of peripheral target engage-
ment, and their theoretical relationship to 
efficacy in the migraine patient population. 
This approach was used to guide dose selection 
in phase 2 studies. We used the erenumab 
concentration-CIDBF model to select doses for 
a phase 2 study with the assumption that maxi-
mum CIDBF inhibition is required for migraine 
efficacy. Three doses, 7, 21, and 70 mg adminis-
tered subcutaneously (SC) monthly were 
selected for the phase 2 study.

Based on CIDBF simulations, our predic-
tion was that both 21 mg and 70 mg SC monthly 
doses would be effective in the episodic 
migraine population to be tested in the phase 2 
program. Our expectation was that, based on 
CIDBF exposure response modeling, a 70 mg 
SC monthly regimen would have better efficacy. 
The 7 mg SC dose was added to demonstrate a 
noneffective dose.

Since these predictions of migraine efficacy 
were based on a peripheral target engagement 
model whose relationship to clinical efficacy 
was unknown, we chose the highest dose for the 
phase 2 study to cover an exposure that is pre-
dicted to be well over the IC99. Indeed, this 
70  mg dose exceeded IC99 by sevenfold after 
the first administration and tenfold after the 
third administration of antibody (Vu et  al. 
2017).

The phase 2 study was a 12-week long mul-
ticenter, randomized, double-blind, placebo-
controlled trial with 483 patients aged 
18–60  years with 4 to 14 migraine days per 

month. Results demonstrated a separation 
from placebo for only the 70 mg SC monthly 
dose and not for the lower doses of 7 mg and 
21 mg. The mean change in monthly migraine 
days at week 12 was −3·4 days with erenumab 
70 mg versus −2·3 days with placebo (difference 
−1·1  days, p  =  0·021) (See .  Fig.  17.4). The 
mean reductions in monthly migraine days 
with the 7 mg (−2·2) and the 21 mg (−2·4) doses 
were not significantly different from that with 
placebo (Sun et  al. 2016). These results are 
important in terms of how we can use target 
engagement biomarkers in neuroscience drug 
development. The CIDBF model, despite being 
a well-validated biomarker of peripheral target 
engagement, did not precisely predict the expo-
sures needed to obtain antimigraine efficacy 
(Sun et  al. 2016). It did, however, enable the 
estimation of doses that were likely to be effica-
cious, and it did predict that the 7 mg SC dose, 
which by the CIDBF model was not efficacious, 
was also found to be without clinical efficacy.

One possibility for the discrepancy between 
the CIDBF model prediction of doses and clin-
ical efficacy is that accessing the migraine-rele-
vant neurovascular compartments is harder to 
accomplish than accessing peripheral sites. 
Therefore, larger doses than those producing 
maximal peripheral CGRP receptor inhibition 
may be necessary for anti-migraine efficacy. 
The take-home message is that these models of 
target engagement are very useful and neces-
sary but likely allow us to set the lower bound-
ary of the drug exposure which is needed. To 
achieve clinical efficacy, we may need to admin-
ister medications at exposures substantially 
above what is predicted from solely a peripheral 
target engagement model. Indeed, studies con-
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ducted with higher doses of erenumab have 
demonstrated that a dose of 140 mg monthly 
SQ leads to a greater reduction of migraine 
days per month (3.2  in the 70-mg erenumab 

group and 3.7 in the 140-mg erenumab group, 
as compared with 1.8 days in the placebo group 
(P < 0.001 for each dose vs. placebo) (Goadsby 
et al. 2017).
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.      . Fig. 17.4  Change from baseline in mean monthly migraine days. Data are least squares means (SE). p value 
is for placebo group versus 70 mg dose group. AMG 334 = erenumab. (Adapted from Sun et al. 2016)

>> Conclusion
The success rates in neuroscience drug 
development are low and the costs are high. 
To improve our probability of success, an 
early development neuroscience program 
must include target engagement biomark-
ers that allow assessment of the three pil-
lars of survival. A positive assessment of 
these three pillars improves the chances 
of the new chemical entity progressing to 
late development. In the case of erenumab 
the translational biomarker approach used 
took advantage of CIDBF, a peripheral 
target engagement biomarker. Use of this 
biomarker demonstrated that erenumab 

maximally inhibited the CGRP receptor in 
the periphery with high potency and repro-
ducibility, with favorable PK characteristics 
that translate to a prolonged CGRP recep-
tor blockade.

Capsaicin-induced dermal blood flow 
was essential for demonstrating target 
engagement and to select phase 2 dosing. 
However, the phase 2 data demonstrates 
that CIDBF overestimated the potential 
efficacy but did allow for the selection of 
doses that demonstrated efficacy. The FDA 
approved erenumab for migraine prophy-
laxis in 2018 at dose levels of 70  mg and 
140 mg SC per month.
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Microdosing psychedelics, the repeated use of 
small doses of  substances such as psilocybin 
and lysergic acid diethylamide, has gained 
popular and scientific attention in recent 
years. While some users claim microdosing 
psychedelics has therapeutic value, to date 
only a handful of  (placebo-controlled) experi-
mental studies in human volunteers have been 
conducted testing the effects of  low doses on 
physiological, subjective state, and perfor-
mance measures. This chapter aims to answer, 
based on the scientific knowledge we have so 
far, whether microdosing psychedelics has 
therapeutic potential. Reviewed studies dem-
onstrated that low doses were in general well 
tolerated. Single doses produced subtle, bene-
ficial effects on selective performance mea-
sures and subjective states. The fact that most 
studies were conducted in small samples of 
healthy (young) volunteers hampers general-
ization to other populations. However, the 
observed cognitive and affective effects might 
be of  help in some psychiatric disorders such 
as attention-deficit hyperactivity disorder or 
depression. Future placebo-controlled studies 
in patient populations are needed to conclude 
about the (therapeutic) potential of  microdos-
ing psychedelics.

nn Learning Objectives
55 To learn what psychedelics are, and 

more specifically LSD and psilocybin
55 To learn what microdosing psychedelics is
55 To take note of scientific evidence of 

microdosing psychedelics and to under-
stand the limitations, but also to under-
stand its therapeutic potential

55 To take note of the questions that yet 
have to be answered

18.1   �Background

Sixty years after pharmaceutical agents made 
their way to the psychiatric ward, it is clear that 
they are not a panacea (Penn and Tracy 2012). A 
considerable proportion of patients never remits, 
and there is notable despair among patients 
due to this unmet need (Penn and Tracy 2012). 
Recently psychedelics have regained attention 

as therapeutic aid after a scientific radio silence 
of a few decades (Carhart-Harris and Goodwin 
2017). Psychedelics, the collective name for 
psychoactive substances characterized by their 
hallucinogenic effect, include lysergic acid dieth-
ylamide (LSD) and psilocybin as prototypi-
cal examples (Osmond 1957). They cause their 
effects on behavior and cognition primarily via 
agonism of the serotonin (5-HT) 2A receptor in 
the brain (Nichols 2016) and are considered to 
be a relatively safe class of substances that gen-
erally do not cause addiction but rather show 
potential in the treatment of addiction (Nichols 
2016; Sakloth et al. 2019).

Definition

In the first half of the twentieth century, 
until the scheduling of psychedelics as 
Schedule I drugs in the 1970s, a lot of 
research with these substances took place 
(Chi and Gold 2020). Thereafter there was a 
relative standstill in this research field, until 
a few years ago, which now leads us to talk 
of a “second wave of psychedelic research.”

Definition

Lysergic acid diethylamide (LSD) was iso-
lated from ergot preparations in 1938 by 
Albert Hofmann who also discovered its 
hallucinogenic properties (Lee 2010). 
After oral ingestion of  100–200 mcg LSD 
(base), the effects peak around 2.5  hour 
and last approximately for 8–12  hours 
(Dolder et al. 2017).

Definition

Psilocybin (4-phosphoryloxy-N,N-dimeth-
yltryptamine) is found globally in certain 
types of mushrooms and truffles. In 1957 
Albert Hofmann isolated psilocybin from 
Central American mushrooms (Passie 
2019). Once ingested, psilocybin converts 
to the psychoactive psilocin. Its subjective 
effects peak between 60 and 90  minutes 
after oral ingestion of 15–25 mg psilocybin 
and last approximately for 4–6 hours (Tylš 
et al. 2014).

	 K. P. C. Kuypers
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Preliminary data from patient studies sug-
gest that already one or two regular doses of 
a psychedelic in combination with some kind 
of psychological assistance are effective in the 
combatting of severe, persistent psychiatric 
disorders (dos Santos et al. 2016; Fuentes et al. 
2020; Johnson and Griffiths 2017). Anecdotal 
evidence suggests that even very low doses of 
these substances without therapeutic care are 
effective in the treatment of certain psychopa-
thologies (Johnstad 2018). The repeated use of 
these substances in small, sub-hallucinogenic, 
or sub-perceptual doses, which is usually one-

tenth of a recreational dose, is also referred to 
as microdosing (Fadiman 2011). Users claim 
this to be linked with positive effects on creativ-
ity, productivity, mood and relationships with 
others, and their environment, and general 
well-being (Anderson et  al. 2019b; Fadiman 
and Korb 2019; Hutten et al. 2019a; Lea et al. 
2020; Polito and Stevenson 2019). Motives 
vary from personal development to cognitive 
improvement, and also mental health improve-
ment (Fadiman and Korb 2019; Hutten et al. 
2019a; Lea et  al. 2020; Polito and Stevenson 
2019; Johnstad 2018; Webb et al. 2019).

�Case Study

�Microdosing in the Context of Psychedelic 
Research and of Drug Development

Oral doses producing hallucinogenic effects typi-
cally used in human research are 100 to 200 mcg 
LSD, usually given as fixed dose, and 15 mg of 
psilocybin on average, which is usually dosed per 
body weight (Liechti 2017; Studerus et al. 2011). 
In general, a microdose is considered one-tenth 
of a full psychedelic dose, which would be 10–20 
micrograms (mcg) of LSD and/or 0.3–0.5 g of 
psilocybin-containing mushrooms (Hutten et al. 
2019a; Kuypers et  al. 2019). The included 
reviewed experimental studies demonstrated 
beneficial effects of LSD (base) in doses ranging 

from 10 to 20 mcg of LSD and for psilocybin 
after administration of <1–3 mg psilocybin.
Of note, the definition of microdosing in the 
context of psychedelic research differs from that 
used in drug development. There, a microdose is 
one percent of the pharmacologically active 
dose, up to a maximum of 100 μg. It is consid-
ered to be sub-pharmacological and is used in 
phase 0 studies to collect early pharmacokinetic 
parameter information, before proceeding with 
“higher” doses (Garner and Lappin 2006; 
Bertino Jr. et al. 2007). In that context, a micro-
dose would be 1–2 mcg LSD and 3–5  mg of 
psilocybin-containing mushrooms.

Decades earlier, Albert Hofmann, the “dis-
coverer” of LSD and its hallucinogenic effects, 
mentioned that “very small doses, perhaps 25 
micrograms”, could be useful as an antidepres-
sant (Ghose 2015; Horowitz 1976) or as a substi-
tute for Ritalin (Fadiman 2017; Horowitz 1976). 
Most of the evidence about its therapeutic effec-
tivity comes from survey studies in which users 
retrospectively report on their effects (Hutten 
et  al. 2019b). Nonetheless, a handful of clini-
cal studies have been conducted. This chapter 
will give an overview of the scientific knowledge 
about microdosing psychedelics, based on these 
clinical studies, and try to answer whether there 
is ground to believe there is therapeutic poten-
tial in microdosing psychedelics. Additionally, 
it will point out which questions remain unan-
swered and will give some food for thought for 
drug developers.

18.2   �Clinical Research with Low 
Psilocybin Doses

To date, six studies have investigated the effects 
of (low) doses of psilocybin on physiological 
measures, subjective state, and cognitive per-
formance in healthy volunteers (Griffiths et al. 
2011; Hasler et  al. 2004; Madsen et  al. 2019; 
Prochazkova et al. 2018) and in patients with 
OCD (Moreno et  al. 2006), and anxiety and/
or depressive symptoms in cancer patients 
(Griffiths et  al. 2016) (.  Table  18.1). One of 
those studies was an uncontrolled naturalistic 
study in a group of people who self-administered 
psilocybin-containing truffles in a social setting 
(Prochazkova et al. 2018). One-and-a-half hour 
after ingesting 0.35–0.41  g of truffles, diver-
gent and convergent thinking was increased 
Compared to a non-drug (Prochazkova et  al. 
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2018). Because of the uncontrolled nature of 
this study, placebo-controlled experimental 
studies are needed to conclude with certainty 
that the observed effects are due to the inter-
vention and not due to learning effects, expec-
tation, or the social context (Prochazkova et al. 
2018). While they calculated the dose people 
would have to take to have one-tenth of a rec-
reational dose, and they had the truffles ana-
lyzed afterward, it appeared that 1 g contained 
1.6 mcg psilocybin, so the psilocybin dose was 
on average 0.6 mcg of psilocybin, which can be 
regarded as a very low dose.

In the three placebo-controlled experimen-
tal studies in healthy volunteers, subtle effects 
on physiological measures (Hasler et al. 2004) 
and subjective state were found (Griffiths et al. 
2011; Madsen et  al. 2019) compared to pla-
cebo. Heart rate decreased 6 hours after inges-
tion of 2.3  mg psilocybin/70  kg person (45 
mcg psilocybin/kg bodyweight) together with 
a slight increase in drowsiness, and heightened 
sensitivity and intensification of preexisting 
mood states that were most prominent effects 
at this dosage level. A slightly higher dose  
(3 mg, fixed dose) in the study by Madsen et 
al. (2020) led to a psychedelic experience of 
average (40%) intensity (Madsen et al. 2019).  
With a 5 mg/70 kg bodyweight dose -which 
is double compared to Hasler et al (2004)-, 
Griffiths and colleagues (2011) demonstrated 
mild psychedelic effects compared to placebo 
(Griffiths et  al. 2011). Madsen et  al. (2019) 
demonstrated that psilocybin (3–30 mg) binds 
to the 5-HT2A receptor, with a positive rela-
tion between the degree of receptor binding 
(%) and the intensity of the psychedelic experi-
ence (Madsen et al. 2019). The 5-HT2A bind-
ing after the 3 mg dose was 43%; the highest 
psilocybin dose (30 mg) led to a psychedelic 
experience of maximum intensity (100%) and 
a binding rate of 65% (Madsen et al. 2019). 
Hasler et al. (2004) who also assessed several 
hormone levels and performance by means of 
a paper-and-pencil test did not show effects 
compared to placebo (Hasler et al. 2004).

Moreno et  al. (2006) reported findings 
of their small-scaled study in which they 
administered on separate occasions a range 
of psilocybin doses to patients (N  =  9) with 
obsessive compulsive disorder. Besides a 

low dose of psilocybin (25 mcg/kg body-
weight = 1.75 mg/70 kg person), three higher 
doses were included (100, 200, 300 mcg/70 kg 
person). Relative to baseline, the low psilocy-
bin dose induced symptom reduction (Moreno 
et  al. 2006), suggesting its potential to posi-
tively change cognitive habitual and control 
processes, an effect that might also be rel-
evant in other psychopathologies like depres-
sion (Vanderhasselt et al. 2014). Nonetheless, 
future studies in (large) patient samples have 
to confirm this. Griffiths et  al. (2016) tested 
the effects of low (1 or 3 mg) and high doses 
(22 or 30  mg) of psilocybin in patients with 
life-threatening cancer (Griffiths et  al. 2016). 
While the high dose produced the most 
changes in subjective state compared to base-
line, and more pronounced changes compared 
to the low dose, the low dose decreased anxiety 
and depression ratings compared to baseline. 
With respect to adverse effects, both physical 
and psychological effects were noticed, that 
were more frequent in the high-dose condition, 
compared to the low-dose condition. Physical 
discomfort (any type) occurred in 8% of the 
low-dose sessions compared to 21% in the 
high-dose sessions; psychological discomfort 
(any type) occurred in 12% of the low-dose 
sessions compared to 32% in the high-dose 
sessions. An episode of anxiety occurred in 
15% of the low-dose sessions and in 26% of 
the high-dose sessions (Griffiths et al. 2016).

>> Only a handful of  experimental studies 
have investigated the effects of  low doses 
of  psilocybin on human behavior and per-
formance. While subtle effects on physio-
logical and psychological parameters were 
shown, no firm conclusions can be drawn 
seen the small amount of  data.

18.3   �Clinical Research with Low LSD 
Doses

In the first half of the twentieth century, a 
number of LSD studies in healthy volunteers 
and patients took place. These aimed to inves-
tigate among others the effects of a broad 
range of LSD doses on physiological and per-
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formance measures, some also including low 
LSD doses (Abramson et  al. 1955; Greiner 
et  al. 1958; Isbell et  al. 1956; McGlothlin 
et al. 1967) (.  Table 18.2). More recently, five 
placebo-controlled experimental studies aim-
ing to assess the effects of low LSD doses on 
cognition, subjective experience, mood, and 
brain activity took place (Bershad et al. 2020; 
Bershad et al. 2019; Family et al. 2019; Gasser 
et al. 2015; Yanakieva et al. 2019). Four of these 
studies were conducted in healthy volunteers, 
one in people suffering from anxiety related to 
life-threatening diseases (.  Table 18.3).

18.3.1	 �Older Research with LSD

Abramson et al. (1955) who conducted a range 
of experiments with LSD in the 1950s com-
bined the data of 141 experimental sessions in 
31 participants; eight of them received a dose 
between 1 and 25 mcg LSD. Because observ-
ers did not use a standardized questionnaire in 
the different experimental sessions, data was 
clustered into five symptom classes  – eupho-
ria, dysphoria, changes in perception, neu-
rotic behavior, and psychotic symptoms. The 
effects of the low doses of LSD on the selected 
parameters were demonstrated to be very mild 
or placebo-like with only a slight increase in 
euphoria and an absence of effects on psy-
chotic behavior, distortions in perception, 
and dysphoria which were increased by higher 
doses of LSD, and neurotic behavior, which 
was not affected by any LSD dose (Abramson 

et al. 1955). Of note, these findings should be, 
as the authors also stated, regarded as descrip-
tive due to the confounding factors of differ-
ent measurements, settings, doses, and small 
sample size for some doses. In another study, 
Greiner et al. (1958) administered five different 
doses of LSD and placebo to 14 healthy male 
volunteers after which effects were measured 
up to 4 hours after treatment on subjective 
state, physiological measures, performance. 
While they mentioned it was a double-blind 
design, they did not describe how many doses 
participants received, which was more than one 
as they stated that three participants received 
placebo, two 4 mcg, six 7 mcg, two 12 mcg, six 
20 mcg, and five 40 mcg LSD, where the latter 
dose does not classify as “microdose” (Greiner 
et  al. 1958). Participants noticed effects on 
mood starting from 7 mcg, but they did not 
experience the changes in mood states that we 
observed by the experimenter (Greiner et  al. 
1958). Interesting was the cycling pattern of 
depressed and euphoric mood states. Linked to 
that, the authors expressed their concern about 
mood changes potentially negatively affecting 
higher-order cognitive processes like planning 
and motivation (Greiner et al. 1958). Of note, 
no statistical analyses were performed, and 
seen the sample size per dose, and the way 
effects were reported, i.e., it was marked as a 
change when it was seen in more than 50% of 
the group, this paper should merely be seen as 
qualitative, descriptive research.

In two of the older studies included in this 
chapter, LSD was given repeatedly and effects 
were assessed on a range of physiological and 
subjective state measurements (Isbell et  al. 
1956; McGlothlin et  al. 1967). Isbell et  al. 
(1956) published on the findings of six experi-
ments in which a range of LSD doses (0.25–2 
mcg/kg or 10–180 mcg) was administered in 
several regimens to test a number of ques-
tions. Only the findings of the three studies 
administering low doses of LSD are described 
here (Isbell et  al. 1956). These all included 
subjective state and physiological measures. 
LSD (0.25 mcg/kg = 17.5 mcg) did not pro-
duce differentiating effects from placebo. 
Interestingly, repeated administration of low 
doses (10–30 mcg), twice daily for three days, 
produced transient tolerance to the mental 

�Case Study

�LSD Base or Tartrate

An important addition when talking about 
LSD doses is to specify whether LSD base 
or LSD (“salt”) tartrate was used, espe-
cially in this microdosing range. As Liechti 
(2017) clarified this in a commentary to a 
microdosing paper, “a dose of 100 μg LSD 
base corresponds to 123 μg LSD tartrate” 
(Kuypers et al. 2019). Apparently, the older 
research used LSD tartrate, whereas mod-
ern research, with full psychedelic doses, 
uses LSD base (Liechti 2017).

Microdosing Psychedelics as a Promising New Pharmacotherapeutic
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effects of a subsequent higher dose of LSD 
(75 mcg) (Isbell et  al. 1956). Based on these 
findings, it can be suggested that daily micro-
dosing would not be an efficient practice and 
also that an abstinence period of three days 
would be long enough to reinstate the mental 
response to a higher dose (75 mcg) of LSD.

McGlothlin et  al. (1967) aimed to test 
the long-lasting effects of  three subsequent 
administrations of  a high dose of  LSD (200 
mcg) on measures of  subjective state in healthy 
volunteers. Next to the high-dose group, there 
were two control groups respectively receiving 
single doses of  amphetamine (20 mg) or LSD 
(25 mcg), also on three separate occasions 
(McGlothlin et  al. 1967). Volunteers were 
tested at baseline, after administration of the 
treatment and at 2 weeks and 6 months post-
treatment. Unfortunately for the aim of this 
chapter, the data of  the two control groups 
were combined to conduct statistical analy-
ses as the findings of  both groups allegedly 
did not differ systematically. Nonetheless, 
from this it can be inferred that LSD (25 
mcg) has a similar effect pattern as the stimu-
lant amphetamine (20 mg) in the mentioned 
doses. Interestingly, throughout their paper, 
the authors give percentages of  people in 
the three groups that have experienced sub-
jective state effects acutely, at 2  weeks, and 
at 6  months of  follow-up. Whereas LSD 25 
mcg was labeled as “pleasant” by the major-
ity (78%) and without lasting effects (65%), 
LSD 200 mcg was labeled as “dramatic and 
intense” (71%) with some lasting effects (42%). 
Of note, the 25 mcg LSD group was included 
as a control group in the hope they would 
experience enough visual or auditory hallu-
cinations and therefore realize they received 
LSD which would be a good control for prior 
expectations. The same proportion of people 
in the LSD 25 mcg and amphetamine group 
thought they received LSD on one or more 
sessions (McGlothlin et al. 1967).

>> In general, the older LSD studies are atyp-
ical in the light of  current methodological 
standards which are placebo-controlled, 
double-blind experimental studies with 
validated questionnaires and objective 
performance measures. Nonetheless, these 

studies produced some interesting find-
ings, also due to the fact they made use of 
qualitative data, something that is valued 
again today.

18.3.2	 �Recent Research with LSD

In two placebo-controlled experimental stud-
ies in young healthy volunteers, the acute 
effects of  single low doses of  LSD (6.5, 13, 
and 26 mcg) were assessed on subjective state, 
performance measures, and physiological 
measures in a within-subject design (Bershad 
et al. 2019). LSD led to a statistically signifi-
cant, though clinically irrelevant, increase in 
systolic blood pressure (13 and 26 mcg) and 
diastolic blood pressure (26 mcg) 2 hours 
after LSD administration, compared to pla-
cebo. Participants felt “under the influence” 
after taking 13 and 26 micrograms LSD and 
drug liking increased together with drug dis-
liking. They felt better, friendlier, and also 
more anxious compared to placebo (Bershad 
et al. 2019). LSD (13 mcg) induced changed 
brain connectivity in the limbic (“emotion”) 
system which was linked to the changes in 
positive mood (Bershad et  al. 2020). No 
acute LSD effects were found on heart rate 
and basal body temperature, other mood 
states (vigor, depression, anger, confusion or 
fatigue), cognitive skills, or social behavior 
compared to placebo (Bershad et  al. 2019). 
Performance was assessed with tasks sensi-
tive to the effects of  full psychedelic doses of 
a psychedelic (Pokorny et al. 2017; Pokorny 
et  al. 2019). With regard to potential per-
sisting effects, participants were asked to fill 
out a mood questionnaire the days follow-
ing the administration of  LSD and placebo. 
While no mood effects were shown, it has 
to be remarked that the questionnaire was 
only completed by 55% of  the participants 
(Bershad et al. 2019).

In another placebo-controlled study, in 
older healthy volunteers, LSD was given 
repeatedly each 3  days, for 21  days in total, 
in a between-subjects design (Yanakieva et al. 
2019; Family et al. 2019). LSD doses were 0, 
5, 10, and 20 mcg, and cognitive performance 
was tested at different times and with different 
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measures alongside physiological and pharma-
cokinetic measures. The only statistically sig-
nificant effect was an overestimation of time 
intervals of 2000 ms (and longer) in a time per-
ception task after the fourth dose. These effects 
were most pronounced for the 10 mcg dose 
(Yanakieva et  al. 2019). Blood was collected 
to determine LSD concentrations after doses 
1 and 6. LSD plasma concentrations were 
detectable after the 10 and 20 mcg dose, with 
an observed peak approximately half an hour 
after administration. The total blood concen-
tration after dose 1 and dose 6 did not differ, 
which demonstrates that this parameter is not 
affected by repeated doses. The average half-life 
over all data points was 8.25 ± 7.5 hours, which 
is comparable to that of a full psychedelic 
dose (200 mcg), i.e., 8.9 ± 5.9 hours (Dolder 
et al. 2015). There were not significantly more 
adverse events in the LSD groups compared to 
the placebo group, though mild-to-moderate 
headache was more often reported in the LSD 
group (Family et al. 2019).

Gasser et al. (2014) investigated the safety 
and efficacy of LSD in combination with psy-
chotherapy in patients with anxiety related to 
life-threatening diseases. One group received 
200 mcg of LSD twice and the other (control) 
group 20 mcg of LSD, also twice, followed 
by an open-label crossover to 200 mcg once 
the treatment blind was broken. The low dose 
was thought to produce short-lived, mild LSD 
effects that would not substantially facilitate 
the therapeutic process. Two regular psycho-
therapy sessions followed each LSD session. 
Self-rated anxiety (trait and state) decreased 
after two high dose sessions with LSD, an 
effect that was sustained up to 12  months 
after treatment. In the low-dose group how-
ever, anxiety increased after two sessions with 
LSD 20 mcg and decreased after the cross-
over to LSD 200 mcg, an effect which was 
also demonstrated at 12  months of follow-
up. The number, frequency, and intensity of 
drug-related adverse events were higher in the 
high-dose condition compared to the low-
dose condition, though anger, anxiety, and 
abnormal thinking were more frequent in the 
low-dose condition. LSD did not affect physi-
ological parameters. Of note, the total sample 
size was very small, and the low dose was only 

given to three participants. The authors cor-
rectly remarked that the (fluctuating) medi-
cal conditions of the participants could have 
influenced the psychological state, and hence 
the self-rated anxiety (Gasser et  al. 2014). 
While the data seems to suggest that a low 
dose of LSD does not support the therapeu-
tic process, this study did not aim to test this 
hypothesis, and future studies in larger sam-
ples should corroborate this.

>> Similar to psilocybin, only a handful of 
recent experimental studies have investi-
gated the effects of low doses of LSD on 
human behavior and performance. The dif-
ference with psilocybin studies however is 
that most of the LSD studies were set up to 
investigate specifically the effects of low 
doses rather than including them as an 
active control. In addition to subtle effects 
on physiological and psychological param-
eters, an effect on brain connectivity was 
shown. Nonetheless no solid conclusions 
can be drawn because of the small amount 
of data.

18.4   �Discussion

The aim of this chapter was to review the sci-
entific knowledge on microdosing psychedelics 
in order to understand its potential as future 
pharmacotherapeutic agent in the treatment 
of psychiatric conditions. The reviewed (pla-
cebo-) controlled studies reveal subtle effects 
of low doses of LSD (10–20 mcg, base) and 
psilocybin (<1–3 mg) on selective performance 
measures (time perception, divergent/conver-
gent thinking), subjective states (cycling mood 
patterns, anxiety, positive mood), and physi-
ological parameters (blood pressure, pupil size, 
brain connectivity). The slowed down time per-
ception, the decrease in OCD symptoms and 
the enhancement of convergent and divergent 
thinking (Bershad et  al. 2019; Moreno et  al. 
2006; Yanakieva et al. 2019), and the changes 
in brain connectivity related to positive mood 
(Bershad et  al. 2020) suggest the potential 
of a low dose of a psychedelic to respectively 
enhance a state of being “in the present,” the 
balance between controlled and habitual cog-
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nitive processes, and the positive mood states, 
something which could be of value in a range 
of psychiatric conditions. With regard to its 
safety, it was demonstrated that low doses are 
well tolerated and have no-to-minimal effects 
on physiological parameters. Nonetheless, while 
low (LSD) doses were experienced as pleasant 
(Bershad et al. 2019; Isbell et al. 1956), it was 
also shown that drug disliking (Bershad et al. 
2019) and anxiety increased (Gasser et al. 2014) 
and that a cycling pattern of depressive and 
euphoric mood changes can occur (Greiner 
et al. 1958). Apparent limitations are the rela-
tively small number of studies, the small sample 
sizes of (young) healthy volunteers, the lack 
of performance assessments, and the single 
doses in most cases, without assessing persist-
ing effects. Therefore, generalizability to other 
groups about beneficial or harmful effects after 
repeated dosing is limited and something future 
placebo-controlled trials will have to address.

18.4.1	 �LSD and Psilocybin: What Is 
the Difference

Interestingly, users sometimes attribute other 
effects to different psychedelics, in which 
LSD is more associated with cognitive and/
or stimulant effects and psilocybin with emo-
tional or well-being effects (Anderson et  al. 
2019b; Johnstad 2018). This stronger stimu-
lant character of LSD compared to psilocybin 
was seen by some as an advantage while oth-
ers experienced it as uncomfortable (Johnstad 
2018). In this light, one older study (Abramson 
and Rolo 1965), -not included in this chap-
ter-, showed that participants trained to dis-
criminate between the effects of a range of 
substances sometimes confused low doses of 
psilocybin with LSD.  This suggests that the 
effects of psilocybin and LSD in low doses can 
be similar. Of note, the reason why this paper 
was not included in this chapter was because 
the effects experienced by the participants were 
not described and therefore did not contribute 
to a better understanding of the effects of low 
psychedelic doses on aforementioned measures 
(Abramson and Rolo 1965).

Additionally, McGlothlin et  al. (1967) 
showed that LSD (25 mcg) indeed induces 

stimulant effects, as the effects were similar to 
those of amphetamine (20  mg) (McGlothlin 
et  al. 1967). Notwithstanding this does not 
confirm that psilocybin and LSD would have 
dissimilar effects; it rather supports the claims 
by users that LSD in low doses has stimu-
lant effects (Johnstad 2018; Anderson et  al. 
2019a). Therefore, in light of therapy with low 
doses of LSD and/or psilocybin, it is neces-
sary to know whether they have a different, 
and perhaps complimentary, effect pattern 
that could be employed (successively) to treat 
different symptoms (“cognitive” or “affec-
tive”) observed in one psychiatric disorder.

18.4.2	 �Full Psychedelic Doses Show 
Therapeutic Value: Do 
We Need Microdoses?

The effect on selective cognitive processes in 
the reviewed studies resembles the effects of 
full psychedelic doses in a milder way (Mason 
et al. 2019; Boardman et al. 1957) and without 
impairing other cognitive processes (Pokorny 
et  al. 2019). This suggests that low doses of 
psychedelics could play a therapeutic role in 
pathologies where no psychedelic experience 
is necessary like developmental disorders such 
as ADHD, neurodegenerative disorders like 
Parkinson’s disease, and physical disorders 
like cluster headache (REF). Also it might be 
used in a context where a psychedelic experi-
ence is potentially not wanted, thinking of 
cases where consent to this experience, and 
the capacity to put this experience into per-
spective is limited like in the elderly, in those 
who suffer from dementia, in children, or in 
intellectually disabled people.

18.4.3	 �Is there an “Ideal” Dosing 
Schedule?

With regard to the dosing schedule, only 
one recent study aimed to test the effects 
of repeated LSD doses on psychological 
and cognitive functions (Family et  al. 2019; 
Yanakieva et al. 2019). It was shown that LSD 
blood concentrations were not affected after 
repeated dosing when leaving two dose-free 
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days in between. Of note, previously it was 
demonstrated by Isbell et al. (1956) that (tran-
sient) tolerance to the effects of (a higher dose 
of) LSD (75 mcg) occurred after repeated dos-
ing with low doses of LSD (10–30 mcg), given 
twice daily for three days in a row (Isbell et al. 
1956). After three dose-less days the tolerance 
was reversed. This indicates that interspers-
ing dosing days with dose-less days is more 
effective than daily dosing; a practice that 
was already suggested by Fadiman (Fadiman 
2011).

18.4.4	 �Unwanted Effects

It is known that psychiatric treatment is not 
a one-size-fits-all approach (Penn and Tracy 
2012) with non-response as a prominent rea-
son one prominent reason to discontinue a 
therapy. Next to that, treatment adherence also 
hinges on the tolerability of unwanted effects 
caused by the pharmacological treatment (e.g., 
Predictable 2006; Meaux et  al. 2006). When 
microdosing psychedelics would become the 
next antidepressant or replacement of Ritalin, 
as Albert Hoffman suggested (Horowitz 1976), 
it should, in my view, minimally be as effica-
cious as these aforementioned treatments, but 
moreover produce less adverse effects.

While little is reported in the media about 
possible negative effects (Anderson et  al. 
2019b), users do report negative effects when 
explicitly asked for this. Mostly, these effects, 
physical discomfort and increased feelings 
of  anxiety, occur when under the influence, 
though some users state to have unpleas-
ant “free” days (Fadiman and Korb 2019; 
Hutten et al. 2019a; Lea et al. 2020). In the 
reviewed experimental studies, a single acute 
dose was generally well tolerated by healthy 
volunteers, although cycling mood phases 
and anxiety were also observed (Greiner 
et  al. 1958; Gasser et  al. 2015). Repeated 
doses did not produce more adverse effects 
than placebo, although mild headache was 
mentioned more often after microdoses 
of  LSD(Family et  al. 2019). All in all, the 
negative effects linked with low doses of 
psychedelics seem rather mild. Nonetheless, 
placebo-controlled trials in patients and 

pharmacovigilance data in the future will 
provide clarity on this.

Importantly, as anxiety might arise, future 
clinical trials in patients should therefore 
consider to not send patients, for example, 
home after they have been administered their 
microdose. An interesting note was that the 
presence of  anxiety might signify latent emo-
tions coming to the surface, something that 
could accelerate a healing process, in a thera-
peutic context, as these emotions can then be 
discussed with the therapist (Anderson et al. 
2019a). This psychological support might 
not only have to be limited to the dosing day 
as previously mentioned as users can also 
experience less pleasant dose-less days (Lea 
et al. 2019).

18.4.5	 �Does Expectation Play 
a Role?

While only a small proportion of the reviewed 
studies used performance measures to assess 
the effects of low doses of psychedelics, it is 
nonetheless clear that the effects are not that 
pronounced as expected based on media cov-
erage and user reports. Usually microdosing 
psychedelics is portrayed as a performance 
enhancer, a boost to creativity, and/or a social 
or mood enhancer (Anderson et  al. 2019a; 
Hutten et al. 2019a). The question then rises 
whether the effects are in part due to expec-
tancy hence a “placebo effect.” To investigate 
this, Polito and Stevenson (2019) tested the 
performance of users and compared this to the 
expectancies a user group had about the effects 
of microdosing. Surprisingly, the reported 
effects did not match the expected effects 
(Polito and Stevenson 2019); in addition, sur-
vey research has shown that people who really 
expect certain effects sometimes stop with 
microdosing because the effects did not meet 
their expectations (Hutten et al. 2019c).

In placebo-controlled studies, the placebo 
correct for this expectancy effect; however, it 
can also mask the subtle effects caused by the 
active treatment by decreasing the difference 
between the active treatment and placebo. 
While in all the reviewed studies, the chance 
that participants would receive LSD or psilo-
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cybin was equal to, or above 50%, the effect 
pattern, with selective effects on specific mea-
sures stems positive, in that the demonstrated 
effects are “real” and due to the administered 
substance rather than created by expectation. 
Additional precautions next to the inclusion 
of placebo in future studies could be to not 
reveal beforehand the exact substance par-
ticipants will receive, but instead present a list 
with substances they could receive (Abramson 
and Rolo 1965), or use additional “active” 
treatments (McGlothlin et  al. 1967) to con-
trol for expectancy and placebo effects. While 
there are benefits to this approach, limitations 
are the increased study costs, the expected 
higher attrition rate when using a within-
subject study with more conditions, and the 
increased complexity of statistical analyses.

18.4.6	 �The Importance of User 
Claims and Survey Studies 
in Drug Development

As indicated earlier, microdosing psychedel-
ics is in its infancy and relatively few placebo-
controlled experimental studies have taken 
place. Nonetheless, a lot of “pre-testing” has 
already been done by users who seek to enhance 
a certain aspect of their functioning, or by peo-
ple who self-medicate for specific reasons. Based 
on this information, targeted hypotheses can be 
formulated which is, in my view, an opportunity 
from a drug development perspective. Next to 
self-medicating for psychiatric disorders, people 
also used it to treat their physical dysfunctions 
(like headache) (Hutten et  al. 2019b) or treat 
their pre-menstrual disorder (Fadiman and 
Korb 2019). Additionally, from user reports we 
learn that when microdosing is used in a targeted 
and structured way, it is relatively safe with a low 
addiction potential and low undesirable effects 
(Andersson and Kjellgren 2019). It also became 
clear that not everyone benefited from micro-
dosing psychedelics, something that might be 
due biological and/or psychological factors as 
genetic factors (5-HT2A receptor gene) or how 
the person interprets things that she/he experi-
ences (Andersson and Kjellgren 2019).

>> Conclusion
While it is yet unclear whether psychedelic 
microdosing is of therapeutic value due to 
the dearth of studies in patient samples, 
the aforementioned effects on selective 
processes suggest that low doses of psy-
chedelics could play a role in psychiatric 
disorders that have dysfunctional cognitive 
flexibility or mood for example. It has to be 
noted that these findings should be consid-
ered as preliminary as they are based on a 
relatively small number of studies, includ-
ing in general healthy (young) volunteers. 
Nonetheless, this field shows promise, 
and the interesting fact for drug develop-
ers is that there is a wealth of user reports 
of which hypotheses can be generated. In 
general, it can be concluded that to date we 
lack evidence to confirm the statement by 
Albert Hofmann that low doses of a hallu-
cinogenic could be useful as an antidepres-
sant, or as a substitute for Ritalin, as for 
this placebo-controlled experimental stud-
ies in patient populations with suited mea-
sures are warranted.

55 Most clinical psychedelic microdosing 
studies to date have been conducted in 
small samples of healthy (young) volun-
teers, administering single doses, testing 
the acute effect.

55 Preliminary findings show beneficial 
effects on selective cognitive processes 
and mood, and connectivity between 
brain areas involved in affective pro-
cesses.

55 Repeated dosing studies in clinical sam-
ples are lacking.

55 A limited number of studies have 
included performance measures, rather 
than physiological and subjective state 
measurements.
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The US Food and Drug Administration (FDA) 
has existed for more than 150 years, traced 
back to the creation of the Agricultural 
Division in 1848. Although the mission and 
infrastructure of the FDA have evolved to a 
great extent, the basic principle has remained 
the same  – to protect the public health. This 
chapter will walk through the structure and 
mission of the FDA and will examine best 
practices for sponsor companies who seek col-
laborative and successful relationships with the 
agency to aid in the efficient development of 
products to improve human health. This chap-
ter will also walk through the different types of 
interactions with FDA and will explore strate-
gies for ensuring optimal FDA engagement in 
your program(s). Furthermore, this chapter 
will highlight key opportunities for sponsors to 
successfully partner with FDA to enable their 
programs to progress from the bench to the 
clinic to commercialization with ease. This 
chapter will also explain the role and benefits 
of Special Designations and Accelerated 
Approval Pathways and will highlight the FDA 
special initiatives and points of interest and 
will help the reader understand how to keep up 
in this constantly evolving field.

nn Learning objectives
55 To understand the structure and mis-

sion of FDA and its relationship with 
drug developers

55 To comprehend FDA communications 
and meetings

55 To understand best practices for com-
municating and collaborating with 
FDA

55 To recognize the effects special designa-
tions can have on a drug development 
program

55 To understand current FDA initiatives 
and/or points of interest

19.1   �A Shared Mission

19.1.1	 �FDA Mission

The US Food and Drug Administration 
(FDA) is part of the executive branch of US 
government and falls under the jurisdiction 

of the US Department of Health and Human 
Services (DHHS). The FDA has evolved from 
its humble beginnings in the 1800s as a labora-
tory that analyzed samples of food, fertilizers, 
and agricultural products to becoming a regu-
latory authority overseeing the development 
of drugs, biologics, and devices designed to 
impact human health. The mission of FDA 
today, as well as the infrastructure needed 
to support the mission, has far exceeded the 
expectations of the original intent in 1862. 
Great strides and advances in science and bio-
technology have helped to shape the frame-
work within the FDA.

The FDA’s current mission states (7  https://
www.fda.gov/about-fda/what-we-do#mission):

»» The Food and Drug Administration is respon-
sible for protecting the public health by ensur-
ing the safety, efficacy, and security of human 
and veterinary drugs, biological products, and 
medical devices; and by ensuring the safety of 
our nation’s food supply, cosmetics, and prod-
ucts that emit radiation.

FDA also has responsibility for regulat-
ing the manufacturing, marketing, and distri-
bution of tobacco products to protect the 
public health and to reduce tobacco use by 
minors.

FDA is responsible for advancing the pub-
lic health by helping to speed innovations that 
make medical products more effective, safer, 
and more affordable and by helping the public 
get the accurate, science-based information 
they need to use medical products and foods 
to maintain and improve their health.

FDA also plays a significant role in the 
Nation’s counterterrorism capability. FDA 
fulfills this responsibility by ensuring the 
security of the food supply and by fostering 
development of medical products to respond 
to deliberate and naturally emerging public 
health threats.

The FDA’s authority covers all 50 states and 
extends to the District of Columbia, Puerto 
Rico, Guam, the Virgin Islands, American 
Samoa, and other US territories and posses-
sions. As noted in the current mission, the 
FDA is a part of the DHHS which is responsi-
ble for protecting the health of all Americans 
and providing essential human services.
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19.1.2	 �FDA Infrastructure

The FDA consists of the following offices/
divisions:

55 Office of the Commissioner
55 Office of Foods and Veterinary Medicine
55 Office of Medical Products and Tobacco
55 Office of Operations
55 Office of Global Regulatory Operations 

and Policy

>> For the purposes of  this chapter, we are 
going to focus on the Office of  Medical 
Products and Tobacco, specifically Center 
for Drug Evaluation and Research 
(CDER), Center for Biologics Evaluation 
and Research (CBER), and Center for 
Devices and Radiological Health (CDRH), 
as this is the part of  FDA that interfaces 
with sponsors in developing new drugs.

The Office of Medical Products and Tobacco 
provides high-level coordination and leadership 
across the centers for drugs, biologics, medical 
devices, and tobacco products. The office also 
oversees the agency’s special medical programs. 
Effective March 31, 2019, FDA begun opera-
tional implementation of an agency reorganiza-
tion. FDA’s reorganization reflects the agency’s 

commitment to modernizing its structure to 
advance its mission to protect and promote 
public health and to meet the challenges of 
rapid innovation across the industries regulated 
by FDA. The FDA’s reorganization will realign 
several entities across the agency to promote 
strategic priorities and will elevate the role of 
the centers, offices, and field forces.

In line with the FDA’s mission, there is 
a common thread among the FDA centers 
that are responsible for the review of new 
and innovative products that impact human 
health; this commonality is the review and 
oversight to ensure that these products are 
safe and effective for the people.

Within the Office of Medical Products and 
Tobacco are the following centers/offices:

55 Office for Special Medical Programs
55 Center for Drug Evaluation and Research 

(CDER)
55 Center for Biologics Evaluation and 

Research (CBER)
55 Center for Devices and Radiological 

Health (CDRH)
55 Center for Tobacco Products (CTP)
55 Oncology Center of Excellence

.  Table 19.1 displays the organizational struc-
ture of the Food and Drug Administration 

Department of Health and Human Services
Food and Drug Administration January 2020

Office of
the Chief Counsel

Chief Counsel
Stacy Cline Amin

(DCAA)
(DCA)

(DCAB)

Director
Martins H. Varnsdo

Office of
the Executive Secretriat

(DCAC)

Office of
the Counselor to the

Commissioner
Counselor to

the Commissioner
Vacant

Office of the Commissioner

Chief of Staff
Keagan Lenihan

Commissioner of Food & Drugs
Stephen M.Hahn, MD

Principal Deputy Commissioner
Amy, Abernethy, MD, Phd

(DCB)

(DCJ) (DCK) (DCL) (DCM) (DCO) (DCP) (DCQ)(DCN)

Office of
Clinical Policy

& Programs

Legend:
Direct report to DHHS General Counsel

Direct report to the FDA Commissioner with operational
oversight from the Office of the Chief Scientist

Office of
Extemal Affairs

Office of
Food Policy
& Response

Office of
Minority Health
& Health Equity

Office of
Operations

Office of
Policy, Legislation,

& Interntional Affairs

Office of
the Chief Scientist

Office of
Women’s Health

Associate Commissioner
Kaveelta Vasisht, MD.

PharmD
Director

Nina LHunter, Phd
Associate Commissioner

Laura Caliguiri
Deputy Commissioner

Frank Yiannas
Associate Commissioner
CAPT Richardae Araojo,

PharmD

Chief Operating Officer
James M. Sigg

Deputy Commissioner
Anna Abram

Chief Scientist
RADMDenise Hinton
National Center for

Toxicological Research
Director, William Slikker, PhD

(DCC) (DCD) (DCE) (DCF) (DCG) (DCH) (DCI)

Office of
Regulatory Affairs

Associate Commissioner
Judy McMeekin, PharmD

(Acting)

Director
Peter W. Marks, MD, Phd

Center for
Biologics Evaluation

& Research

Center for
Devices & Radiological

Health

Center for
Drug Evaluation &

Research

Center for
Food Safety 7

Applied Nutrition

Center for
Tobacco Products

Center for
Veterinary Medicine

Oncology
Center of Excellence

Director
Jeffrey Shuren, JD, MD

Director
Janet Woodoock, MD

Director
Susan T. Mayne, PhD

Director
Mitchell Zeller, JD

Director
Steven M. Solomon, DVM

Director
Richard Pazdur, MD

.      . Table 19.1  FDA overview organization chart (7  https://www.fda.gov/about-fda/fda-organization-
charts/fda-overview-organization-chart)
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reporting to the Commissioner of Food and 
Drugs within the Office of the Commissioner.

CDER has multiple offices that are respon-
sible for the review of a product’s application, 
specifically the Office of New Drugs (OND) is 
composed of numerous review divisions that 
review new drugs by body system.

Like CDER, CBER regulates biologics from 
the initial (IND) application through to the 
Biologics Licensing Application (BLA) and 
post-marketing activities to ensure the prod-
ucts are safe and effective.

CDRH is tasked by ensuring American’s 
safety by ensuring medical devices are safe and 
effective. Like CDER and CBER, there are 
product life-cycle activities (Investigational 
Device Exemption [IDE], 510K applications, 

Premarket Approval Application [PMA]) that 
CDRH regulates.

19.1.3	 Fostering a Collaborative 
Relationship with FDA

Academic and industry sponsors are dedicated 
to developing innovative, impactful, curative 
therapies for patients in need. The foundation 
of a sponsor organization is built upon the goal 
to generate therapies or devices that will make 
a positive impact on human health. As sponsor 
organizations create infrastructure to support 
the various facets and stages of drug develop-
ment, the FDA has also created infrastructure to 
allow for efficient regulation of these products.

>> Analogous to the infrastructure needs, 
both sponsor organizations and the FDA 
require talented scientists, clinicians, medi-
cal professionals, regulatory affairs spe-
cialists, quality assurance specialists, and 
pharmacovigilance professionals, along 
with information technology specialists, to 
shepherd the product through the develop-
ment product life-cycle from concept to 
market access.

There are several commonalities between 
sponsors and FDA with the most notable 
being the shared mission to positively impact 
human health.

>> Recognizing the shared mission is a key 
component to successful development of 
new drugs.

Some sponsors view the FDA as an obstacle in 
bringing new and innovative therapies to patients 
and thus have a complicated relationship with 
the FDA, which makes for a challenging road. 
However, sponsors who respect and understand 
FDA’s authority, experience, and perspectives 
on bringing new, safe, and effective products 
to market will have a collaborative relationship 
with the FDA and thus a clear understand-
ing of the data needed to support a marketing 
application. Under these circumstances, prod-
uct manufacturing plans, clinical study designs, 
content and organization of an NDA/BLA, and 

Definition

CDER regulates prescription and over-
the-counter drugs, including therapeutic 
biologics and generic drugs from the initial 
Investigational New Drug (IND) applica-
tion through to the New Drug Application 
(NDA) and post-marketing activities to 
ensure the products are safe and effective.

Definition

CBER regulates biological products 
including vaccines, blood and blood prod-
ucts, allergenics, tissue and tissue prod-
ucts, xenotransplantation, cellular and 
gene therapies, and biosimilars.

Definition

CDRH is responsible for regulating firms 
who manufacture, repackage, relabel, and/
or import medical devices sold in the 
United States. In addition, CDRH regu-
lates radiation-emitting electronic products 
(medical and non-medical) such as lasers, 
X-ray systems, ultrasound equipment, 
microwave ovens, and color televisions.
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labeling claims are discussed and vetted with the 
agency prior to implementing these plans, which 
mitigates the risk of delays to key studies and 
activities and impact product approval.

19.2   �Building a Relationship 
with the FDA

When it comes to building relationships, Dale 
Carnegie’s bestseller “How to Win Friends 
and Influence People” published in 1936 is as 
relevant today as it was nearly 100 years ago. 
It is a universal guidebook on how to interact 
with peers which can also be applied to build-
ing a relationship with the FDA. “If there is 
any one secret of success,” he states, “it lies in 
the ability to get the other person’s point of 
view and see things from that person’s angle as 
well as from your own.” This passage is essen-
tial to building a collaborative and successful 
relationship with the FDA.

>> In addition to recognizing the shared mis-
sion to impact human health and appreci-
ate the FDA’s perspective and authority 
over investigational products, the approach 
to engaging with the FDA and knowing 
when to engage in a dialogue with the 
FDA is key to success in developing drugs.

The FDA must regulate and review numerous 
investigational products at a given time and it 
is important to remember that your product is 
one of many that is typically under review by 
the review team. Displaying awareness of this 
and being respectful of FDA’s time will help 
to further strengthen the relationship.

19.2.1	 �The Role of the Regulatory 
Project Manager

Typically, all communication from a spon-
sor to the FDA funnels through the Sponsor’s 
Authorized Representative to the assigned FDA 
regulatory project manager (RPM) for your 
application (i.e., IND/IDEs, NDA/BLAs, etc.). 
Within CDER, CBER, and CDRH and their 
respective reviewing divisions, for example, spon-

sors developing drugs for central nervous system 
(CNS) indications would submit their applica-
tions to CDER to the Office of Neuroscience 
which encompasses the following review divi-
sions: Division of Anesthesiology, Addiction 
Medicine, and Pain Medicine (DAAP), Division 
of Neurology I (DN I), Division of Neurology II 
(DN II) and Division of Psychiatry (DP) . Upon 
receipt by the FDA, an RPM is assigned to that 
application (CDER [7  https://www.fda.gov/
about-fda/center-drug-evaluation-and-research-
cder/cder-offices-and-divisions] and CBER 
[7   https://www.fda.gov/about-fda/center-
biologics-evaluation-and-research-cber/center-
biologics-evaluation-and-research]). From that 
point forward, all communications are funneled 
through the RPM to the appropriate FDA review 
team staff.

>> RPMs generally oversee multiple applica-
tions at one time and are not fully dedicated 
to one sponsor; therefore, it is of great impor-
tance to establish a great relationship with 
the RPM by providing organized, thought-
ful, and prompt responses to requests.

By doing so demonstrates the sponsors will-
ingness to collaborate with the FDA on the 
development of a new therapy and in some 
cases helps the FDA respond faster than 
anticipated since they appreciate the sponsors 
willingness to comply and collaborate with 
the FDA’s requests.

19.2.2	 �Knowing When to Engage

Understanding the appropriate time to engage 
with the FDA can make or break a drug path 
toward reaching the end goal, which is afford-
ing patients in need access to a new therapy.

>> Ultimately, the FDA has the final say in the 
approvability of  your new drug, and thus 
having a collaborative relationship through 
the drug’s development is essential.

Knowing when it is appropriate to engage 
and seek feedback from the FDA versus pro-
ceeding with your development plans without 
input can speak volumes to the FDA.
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The FDA has prepared and published guid-
ance documents on the types of formal meet-
ings a sponsor can have with the agency. For 
example, there is FDA guidance for sponsors 
developing PDUFA products entitled, “Formal 
Meetings Between the FDA and Sponsors or 
Applicants of PDUFA* Products Guidance 
for Industry,” (December 2017). The types of 
meetings, meeting timelines, and expectations 
for content to support these meetings are out-
lined in this FDA guidance. The agency often 
views these meetings as critical points in the 
regulatory process and therefore it is important 
that there are efficient, consistent procedures 
for the timely and effective conduct of such 
meetings. Outlined below are the four types of 
formal meetings under the Prescription Drug 
User Fee Action (PDUFA1) that can occur 
between sponsors and FDA staff: type A, type 
B, type B EOP (end-of-phase), and type C.

>> Type A meetings are those that are neces-
sary for an otherwise-stalled product 
development program to proceed or to 
address an important safety issue. Before 
submitting a type A meeting request, 
requesters should contact the review divi-
sion or office to discuss the appropriate-
ness of  the request.

>> Type B meetings are as follows: pre-
investigational new drug (IND) meet-
ings, pre-emergency use authorization 
meetings, pre-NDA meeting, post-action 
meetings requested 3 or more months 
after an FDA regulatory action other 
than an approval (i.e., complete response 
letter), meetings regarding risk evalua-
tion and mitigation strategies (REMS) or 
post-marketing requirements that occur 
outside the context of  the review of  a 
marketing application, meetings held to 
discuss the overall development program 
for products granted breakthrough ther-
apy designation.

1	 The Prescription Drug User Fee Act (PDUFA), a 
law passed in 1992 by the US Congress to collect 
fees from Sponsors to fund the FDA drug approval 
process.

>> Type B EOP meetings are certain EOP1 
meetings (i.e., for products that will be 
considered for marketing approval under 
21 CFR part 312, subpart E, or 21 CFR 
part 314, subpart H, or similar products) 
or EOP2 or pre-phase 3 meetings typically 
used to garner feedback on the pivotal reg-
istration clinical trial design or other key 
development aspects that need to be in 
place to support that clinical study.

>> Type C meeting is any meeting other than 
a type A, type B, or type B (EOP) meeting 
regarding the development and review of  a 
product, including meetings to facilitate 
early consultations on the use of  a bio-
marker as a new surrogate endpoint that 
has never been previously used as the pri-
mary basis for product approval in the 
proposed context of  use.

There are three meeting formats for formal 
FDA meetings: face-to-face, teleconference/
videoconference, and written response only 
(WRO).

>> Face to face  – traditional face-to-face 
meetings are those in which the majority 
of  attendees participate in person at the 
FDA.

>> Teleconference/videoconference – telecon-
ferences/videoconferences are meetings in 
which the attendees participate from vari-
ous remote locations via an audio (e.g., 
telephone) and/or video connection.

>> Written response only  – WRO responses 
are sent to requesters in lieu of  meetings 
conducted in one of  the other two formats 
described above.

Usually, sponsors will have multiple for-
mal meetings with the FDA. These typically 
include a pre-IND meeting, end-of-phase 
(EOP) meeting, pre-NDA meeting, and poten-
tially other type C meetings that are focused 
on a specific development milestone. The first 
interaction a sponsor has with the FDA is 
usually the type B pre-IND meeting. It can-
not be emphasized enough that the quality 
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of the documents provided and the outcomes 
of the meeting influence the relationship 
between a sponsor and the FDA.  More on 
how to build a relationship with the FDA is 
discussed below.

Although the guidance noted above speaks 
to formal meetings, there are opportunities 
for informal meetings, correspondence, and 
feedback once a relationship is established 
with your assigned RPM. The willingness of 
the RPM and the reviewing division to pro-
vide informal feedback stems from the spon-
sor’s preparedness and quality of previously 
submitted documentation. The quality of the 
IND application and the sponsor’s prepared-
ness and representation at an FDA meeting 
are likely key metrics the FDA will use to mea-
sure the adequacy of the sponsor’s approach 
to developing a drug and thus likely influence 
their willingness to provide informal feedback 
or recommend a formal avenue to allow for 
official documentation of the advice provided 
by the FDA.  This informal correspondence 
is not mandated by PDUFA timelines and, 
therefore, you are subject to the RPM and the 
review team’s availability since formal feed-
back and PDUFA deliverables take priority 
over non-PDUFA activities.

19.2.3	 �Effect of Special 
Designations/Expedited 
Development Pathways 
on Drug Development

Receiving a special designation brings addi-
tional benefits and incentives to the sponsor 
when working with the FDA.

>> For drug development programs that 
have a special designation, i.e., Orphan 
Drug Designation (ODD), Fast Track 
Designation (FTD), Breakthrough Therapy 
Designation (BTD), Regenerative Medicine 
Advanced Therapy (RMAT), the agency 
sees the drug has the potential to address an 
unmet medical need for a serious disease.

This often results in frequent dialogue with 
the FDA, both informal and formal routes of 

communication, as the FDA wants to closely 
collaborate with the sponsor to bring this new 
drug to market under expedited pathways.

19.2.4	 �A Successful Approach 
to Engaging 
with and Building 
a Relationship

The approach to building a successful relation-
ship with the FDA is analogous to the relation-
ships one builds in their work and home lives. 
Successful relationships are often built on 
trust, and the same can be said for the spon-
sor/FDA relationship. A real-world example 
is the press surrounding the FDA, Novartis, 
and Novartis’s drug Zolgensma. There are 
claims that Novartis delayed submitting pre-
clinical safety information until the marketing 
application review of Zolgensma indicated 
for Spinal Muscular atrophy (SMA), which 
caused the FDA to change their approach to 
working with Novartis. This lack of trust as 
result of not sharing nonclinical safety data 
in a timely manner, nor altering the FDA of 
these findings in real-time, has cast a shadow 
on the drug industry, and steps should be 
taken to gain the agency’s trust again.

Key steps to building a collaborative work-
ing relationship with the FDA are as fol-
lows:

55 View the FDA review team members as 
your peers rather than authority figures

55 Participate in a scientist to scientist dis-
cussion

55 Engage with the FDA in a collaborative 
and transparent nature

55 Always put your best foot forward by 
being prepared and organized

55 Don’t waste their time on trivial details 
or questions that could be answered by 
referring to FDA guidance and/or regu-
latory precedent

Sharing data and/or concerns with the FDA 
should not be a game of  cat and mouse. 
Sponsors often incorrectly fear that by shar-
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ing certain data points and/or asking the 
agency certain questions will raise red flags 
with the FDA causing them to scrutinize a 
dataset and request additional information. 
It is very important to remain transparent 
and ask the questions that are keeping you 
awake at night as it will benefit the FDA’s 
review of  your IND and/or marketing appli-
cation. There will be little to no surprises 
with future submissions if  these points are 
discussed with the FDA. These discussions 
will likely result in an agreed-upon plan to 
put these issues to rest.

Treating the FDA review team members 
as your peers and engaging in scientist-to-
scientist dialogue are instrumental to a suc-
cessful relationship. A drug sponsor must 
realize that the FDA staff  are also scientists 
and share the same mission to bring new and 
innovative therapies to patients in need; how-
ever, they are also responsible for determining 
that the therapy is both safe and efficacious. 
One must also realize that FDA has seen 
multiple drug applications and is aware of 
ongoing clinical investigations and thus they 
often make recommendations or ask for addi-
tional safety measures, nonclinical studies, or 
changes to manufacturing procedures because 
they may have seen something in another drug 
development program. Remember that it is 
the duty of the FDA to make recommenda-
tions that protect humans and prevent harm 
from happening to clinical trial participants 
and patients. As a sponsor, don’t take the 
point of view that FDA is singling you out; 
that is not the case, they are trying to prevent 
any harm to humans.

19.3   �Current FDA Initiatives

As science and new drug modalities are evolv-
ing, so are the guidelines the FDA is providing 
in order to support and keep up with these new 
therapeutic modalities. Specifically, in neuro-
logical disorders, where the progress for new 
disease-modifying treatments of well-studied 
neurodegenerative diseases like Alzheimer’s 
and Parkinson’s has been slow, the FDA is 

eager to collaborate with sponsors to find new 
treatment approaches.

To accelerate innovation and provide safe 
patient access to new therapeutics tools (e.g., 
gene and cell therapies and most recently 
also digital therapies), the FDA has issued 
statements on how they are internally evolv-
ing to address the arising questions. The 
FDA encourages early dialogue with spon-
sors on the development of new bio markers 
which may help to define surrogate endpoints 
beyond clinical symptoms which includes new 
digital endpoints (i.e., AI-enhanced imaging 
tools).

As former Commissioner Scott Gottlieb 
outlined in a statement, the FDA is moving 
toward a more team-based approach as part 
of the CDER Office of New Drugs modern-
ization, with interdisciplinary teams across 
different review divisions. Plans include issu-
ing additional guidance documents more fre-
quently (cite). Even more so, working groups, 
such as the Center of Excellence for Digital 
Health, are created to help shape these new 
guidelines in close collaboration with industry 
leaders and scientific experts.

So how to effectively keep up with the 
constantly evolving field? In order to best 
collaborate with sponsors while being com-
pletely transparent with other stakeholders, 
especially consumers, the FDA set itself  very 
high standards. Besides a very comprehensive 
website on already approved drugs (Drugs@
FDA), the FDA provides a vast tool box to 
keep up to date on regulator intelligence right 
from the source. One can subscribe to daily 
news updates on FDA Voices: Perspective 
from FDA Leadership and Experts, policy, 
consumer safety and enforcement, medical 
products, food, and tobacco (cite). In addi-
tion, the FDA offers an educational platform 
for all stakeholders: healthcare professionals, 
industry, consumers, and academia (cite) and 
holds regular informative meetings, work-
shops, and seminars (cite); some of  which are 
free to the public.

Independent sites (i.e., FDAnews) can 
be used as alternative sources to find infor-
mation. Professional organizations, such as 
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the Regulatory Affairs Professional Society 
(RAPS) or the American Society for Quality 
(ASQ) can be referenced to examine the guide-
lines of the evolving regulatory landscape. 
Even more so, many regional bio-clusters 
offer events to update their local life science 
ecosystems on regulatory strategies, many of 
them organized by independent regulatory 
consultancies.

>> Conclusion
FDA and sponsor companies share a com-
mon mission to bring safe and effective 
therapies to the public. Recognizing this 
shared goal is a key step in building a col-
laborative relationship with FDA, which 
will help sponsors successfully develop 
their products with limited surprises along 
the way. It is crucial for sponsors to know 
when and how to engage with and seek 
feedback from the FDA.  Meetings with 
the agency are critical points in the regu-
latory process and the development of  a 

product. Being prepared and thoughtful 
in your approach during all meetings and 
interactions will positively influence FDA’s 
view of  the adequacy of  the sponsor’s 
approach. It is also important for spon-
sors to be aware of  the possible expedited 
pathways for their product, as this often 
brings opportunities to collaborate more 
frequently with FDA.  Building a posi-
tive and collaborative relationship with 
FDA can positively impact the develop-
ment and approval of  your product. It is 
important to build trust, to listen, and to 
be collaborative and transparent through-
out all of  your interactions. By working 
collaboratively together, sponsors and the 
FDA can transform their mission to reality 
and bring safe and efficacious treatments 
through development and to the market 
for patients in need.

Partnering with the FDA
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