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ZnO/bentonite Hybrids Obtained
by a Simple Method of Synthesis
and Applied as Catalyst for Biodiesel
Production

Ana Flávia Félix Farias, Sandro Marden Torres, Elson Longo, Maguy Jaber,
Maria Gardennia Fonseca, Liliana Fátima Bezerra Lira Pontes,
and Ieda Maria Garcia dos Santos

Abstract ZnO/bentonite hybrids were obtained by the microwave-assisted
hydrothermal method, in order to change the bentonite surface and improve its
activity for biodiesel production. No previous treatment of the clay was used and
in situ crystallization of ZnOwas done by a fast single stepmethod. A factorial design
was used to optimize synthesis conditions (e.g., reaction time, solution pH, and ZnO
amount). The hybrids were fully characterized to determine its structural, chemical,
and morphological properties. The results demonstrated the positive contribution
of the microwave-assisted hydrothermal method to the formation of ZnO/bentonite
hybrids, in addition to showing that the pH was the most important parameter influ-
encing the formation of ZnO. A pH value of 8 favored the incorporation of approx-
imately 19.6% of ZnO onto the smectite particles even after 5 min of microwave
irradiation. The ZnO/bentonite hybrid with the biggest amount of ZnO was applied
as a catalyst in the transesterification reaction of soybean oil. As such, our results
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demonstrated an ethyl ester conversion rate higher than 73% with better perfor-
mance than that of natural bentonite (44%), which represents approximately 66% of
the improvement of the catalytic activity.

1 Introduction

As is well-known, the chemical modification of clay minerals is an exciting field
for the synthesis of new advanced functional materials, and it includes the immobi-
lization of organic and inorganic substances in the interlayer space on the external
surface to form new solids that combine the properties of both precursors [1–9].

The hybridization of clay minerals has the potential to improve technological
applications in different fields, such as adsorption [2], antimicrobial materials [10,
11], drug delivery [12], catalysis [13, 14] and others [5, 15]. Due to their important
functional properties and the application potential of these hybrid structures, new
synthesis methods have been proposed, and new hybrid species have been created
based on nano-oxide/clay minerals [5, 6, 11].

Oxide-clay mineral nanocomposites show several favorable characteristics. As
such, oxide nanoparticles can be located on the surface of the clay matrix therefore
improving its properties and reuse and decreasing the solubility of the nanoparticles
due to a higher tendency of hybrids to flocculate. In addition, the physical and chem-
ical properties of the clay mineral substrate are maintained and new properties are
enhanced [11, 16].

Recently, hybrid materials composed of ZnO immobilized on silicate mesoporous
materials and clay minerals have widely been studied [6, 11, 17–19]. ZnO is a semi-
conductor with high chemical and thermal stabilities in addition to being amphoteric,
low cost, abundant, and environmentally friendly [6, 20–22]. Due to these proper-
ties, ZnO is widely used as a photocatalyst [20, 23], catalyst [21, 24], antimicrobial
material [10, 25], etc.

ZnO/clay mineral hybrids are usually prepared by a conventional hydro and/or
solvothermal method that involves several steps, namely, the purification of the clay
mineral, pre-expansion and/or sodium ion exchange and the cation exchange with
the ZnO precursor, and requires more than 24 h of treatment, and in some cases,
post-calcination process is necessary [6, 8, 19, 20, 26–30]. These hybrids have also
been obtained by the sol–gel method [31, 32] and by reflux of ZnO and acid-treated
bentonite in aqueous media under microwave heating [33, 34].

Hur et al. [26] synthesized ZnO-montmorillonite heterostructures using a
hydrothermal reaction between a colloidal dispersion of exfoliated sodium montmo-
rillonite nanolayers and a zinc acetate solution. The heterostructures were described
as exfoliated montmorillonite hybrids with a house-of-cards-like stacking of the
crystallites containing ZnO nanoparticles (i.e., as guest species located inside the
house-of-card mesopores or in the montmorillonite interlayer space). Suchithra et al.
[19] applied a microwave-assisted hydrothermal method to obtain a hybrid nanos-
tructure composed of ZnO intercalated into the interlayer space of aluminosilicate
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and deposited on its surface, through sodium ion exchange and swelling the bentonite
by sonication for 30 min. Polyethylene glycol was used as a capping molecule in
order to promote Zn intercalation.

Despite several studies that report obtaining hybrids based on ZnO and clay
minerals, the development of a simple, low-cost, rapid method for synthesizing of
these inorganic-inorganic ZnO/bentonite hybrids is needed. In a previous work [14],
our research group evaluated the synthesis of oxides/bentonite hybrids bymicrowave-
assisted hydrothermal synthesis, with interesting results for ZnO/bentonite hybrids.
In the present work, optimization of the synthesis conditions was done with an
emphasis on the influence of pH on the final hybrid structural and morphological
properties. Pristine bentonite was used without previous purification, acid treatments
or pre-expansion treatments, and using a Zn2+ solution without capping molecules.
ZnO was semiconductor chosen due to its promising results for the synthesis of
biodiesel, with high rates of conversion depending on the synthesis method and the
reaction conditions during transesterification [14, 35, 36].

2 Materials and Methods

2.1 Synthesis of the Hybrid Materials

The ZnO/bentonite hybrids were synthesized by a microwave-assisted hydrothermal
synthesis from the following analytical grade reagents: dehydrated zinc acetate-
C4H6O4Zn.2H2O purchased from Synth (P.A > 98%), ammonium hydroxide-
NH4OH fromVetec (P.A99%) and bentonite (BENTONISAS.A., Brazil). The cation
exchange capacity (CEC) of the pristine clay samples according to the supplier was
108 cmol.kg−1.

A 23 factorial design was then performed to optimize the synthesis conditions of
the hybrids. The studied factors and levels were as follows: solution pH (pH), 8.0
(−1) and 11.0 (+1); relatively proportion of Zn2+ to bentonite mass in the aqueous
solution (C), 10% (−1) and 20% (+1); and reaction time (T), 5 min (−1) and 15 min
(+1). The software Statistica 8.0 was then used to construct the planning matrix and
evaluate the results obtained by X-ray fluorescence (XRF), once the desired response
correlates to the percentage of ZnO in the hybrid.

The quantities of the reagents were adapted to obtain the approximately 2 g of
ZnO/bentonite hybrid in each synthesis. First, solutions of the ZnO precursor salt
were prepared at 0.02 and 0.04 mol L−1. Bentonite was added into these solutions
under stirring for 20 min, followed by an adjustment to the desired pH with added of
NH4OH. The dispersion was transferred to a Teflon vessel and hydrothermalized in a
microwave reactor (RMW-1, Inove Produtos and Tecnologia/Ltda), according to the
procedure previously described [14].As a reference, pureZnOwasobtainedunder the
same conditions without the addition of bentonite. The material was deagglomerated
with a porcelain mortar followed by sieving with a 200-mesh sieve (0.074 mm).
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After hydrothermalization, the supernatant solutions of the reactionmedia used for
the syntheses were collected to quantify of Na, Ca, and Zn. The quantitative analyses
were carried out by inductively coupled plasma-optical emission spectroscopy (ICP
OES, Radial) using an Arco spectrometer from Spectro.

The pristine and obtained materials were characterized by an analysis of the point
of zero charge (pHPZC),X-ray diffraction (XRD),XRF, infrared spectroscopy (FTIR),
specific surface area from nitrogen adsorption/desorption isotherms, field emission-
scanning electron microscopy (FE-SEM) and transmission electron microscopy
(TEM).

The pHPZC was determined for bentonite according to a procedure described in the
literature [37, 38]. XRD patterns of random samples were obtained using a Shimadzu
XRD-6000 diffractometer at 30 kV and 30 mA with nickel-filtered Cu Kα radiation
(λ= 0.15418 nm), in the range from 3 to 80°, at a step of 0.03° and a rate of 0.02°s−1.
XRF was performed in a Shimadzu EDX-800 X-ray fluorescence spectrometer in
an attempt to determine the actual percentage of ZnO in the samples obtained after
the formation of the hybrids. The samples were prepared by homogenization of
bentonite with ZnO (analytical grade, Synth; used as received), in a mortar, followed
by pressing of pellets. The ZnO amounts varied from 2.5 to 50 mass% in order
to obtain a calibration curve from nine samples. After XRF analysis, these results
were graphed and given as the intensity of Zn2+ peak (cps) as a function of the ZnO
percentage (mass%).

The infrared spectra were obtained using the transmittance mode on a Shimadzu
FTIRPrestige-21 between 4000 and 400 cm−1 by preparingKBr pellets at 1% (m/m),
with a 4 cm−1 resolution and 20 iterations.

The textural properties, in all cases, were determined from the N2 adsorp-
tion/desorption isotherms obtained using a Bel Japan Belsorp Mini II apparatus.
The specific surface area was determined using the BET method, and the mesopore
diameter and volume were determined by the BJH method. To remove adsorbed
water from the surface, the samples were pre-heated at 200 °C for 120 min.

FE-SEM analyses were obtained using a FEG-VP Zeiss Supra 35 microscope.
The samples were dispersed in isopropanol, sonicated for 1 min and then deposited
on a Si substrate.

TEM analyses were obtained from a Philips CM-200 microscope operating at
200 kV. Samples in the form of bulk powders were dispersed in ethanol and then
deposited on 400-mesh copper grids covered with an ultrathin carbon membrane of
2–3 nm thickness.

2.2 Biodiesel Synthesis

The transesterification reactionwas performed in the 4842 Parr reactor using soybean
oil from Campestre (Brazil), ethyl alcohol (Química Moderna, Brazil) and the
catalyst, as displayed in Eq. (1).
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H2C−OCOR1 ROCOR1 H2C−OH
| + |

HC−OCOR2 + 3ROH
Catalyst

�
�

ROCOR2 + HC−OH

| + |
H2C−OCOR3 ROCOR3 H2C−OH
Triacyglyceride Alcohol Mixture of alkylesters

Glycerol

(1)

For the catalysis tests, 30 g of soybean oil with 3% m/m of the catalyst in relation
to the oil amount and amolar ratio for ethanol:oil of 6:1 were used. Catalytic reaction
was performed as previously described, with a reaction time of 240 min [14].

The kinematic viscosity was measured according to the ASTM D 4455 standard
using a V18 Julabo bath at 40 °C and a Cannon Fenske glass capillary viscometer. 1H
nuclear magnetic resonance (1H NMR) spectroscopy was used to evaluate the ester
characteristic peak of the samples and quantify their conversion rate into biodiesel
using peak integration according to the methodology described in the literature [14,
39, 40]. The 1H NMR spectra were obtained at a frequency of 200 MHz from a
Varian Gemini 300BB spectrometer.

The percent conversion was calculated from Eq. (2) and was adapted to the
synthesis of ethylic esters, as described in the literature [41].

%CEE = 100

(
ITAG+EE − ITAG

IαCH2

)
(2)

where: % CEE = Percentage of conversion to ethyl esters; ITAG + EE = integrated
area of the overlapping peaks, between 4.1 and 4.2 ppm, assigned to methylenic
hydrogens of glyceryl, and hydrogens ethoxy group-OCH2 superimposed; ITAG =
integrated peak area between 4.25 and 4.35 ppm, attributed to methylenic hydrogens
of glyceryl indicating the presence of mono-, di- and triglycerides in the sample;
Iα-CH2 = integrated area of the methylene hydrogen of carbonyl approximately 2.2
and 2.4 ppm.

3 Results and Discussion

3.1 Previous Evaluation of the Microwave-Assisted
Hydrothermal Reaction

The pHPZC measurements are shown in Fig. 1. Our results unveil two different pHPZC

values for bentonite: 2.0 and 7.3. Indeed, a charged surface leads to the repulsion
or attraction of ions from the solution. Therefore, the adsorption of positive species
from the solution is, of course, favored on a negatively charged surface, which occurs
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Fig. 1 Variation of the pH
of zero charge depending on
the initial pH of the bentonite
solution

at pH values above the pHPZC, e.g., 7.3 for bentonite. Therefore, the deprotonated
surface of the bentonite at pH values 8.0 and 11.0 favors the interaction with the
cationic species.

The ZnO synthesis by the microwave-assisted hydrothermal method was
performed under alkaline conditions, as previously reported [42, 43]. In an alkaline
solution obtained by the addition of NH4OH, different zinc species were present. As
such, the nature of the ionic species in solution was evaluated by the Visual Minteq
3.0 program [44], described in Table 1. Their presence and nature were dependent on
the zinc precursor concentration, alkalinizing agent, pH, and temperature. As such,
the influence of acetate was not considered due to a limitation of the program. For
both pH values (8 and 11), the predominant zinc species were positively charged,

Table 1 Zinc species formed in solutions with concentrations of 0.02 and 0.04 mol L−1 at 100 °C
and pH values 8.0 and 11 adjusted with NH4Cl. The counter ion (acetate) was not considered

Ionic species
(mol %)

Synthesis conditions

pH 8.0
[Zn] = 0.02 mol
L−1

pH 8.0
[Zn] = 0.04 mol
L−1

pH 11.0
[Zn] = 0.02 mol
L−1

pH 11.0
[Zn] = 0.04 mol
L−1

Zn(NH3)42+ 78.55 88.36 63.62 87.87

Zn(NH3)32+ 19.80 11.19 9.09 7.60

Zn(NH3)22+ 1.53 0.44 0.40 0.20

ZnNH3
2+ 0.10 0.01 0.01 –

ZnOH+ 0.02 – 1.80 0.30

Zn(OH)2 (aq) – – 16.86 2.64

Zn(OH)3− – – 7.87 1.33

Zn(OH)42− – – 0.35 0.06
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which is favorable for adsorption on the negatively charged bentonite. Indeed, at pH
8.0, all of the zinc complexes are cationic for both zinc concentrations used in the
present work, while a small number of negative complexes (less than 10 mol%) are
formed at pH 11.0, especially at lower Zn2+ concentrations. For instance, 8.2 mol%
of negatively charged species (hydroxy-zinc complexes) may be present in solution
at 0.02 mol L−1 zinc salt while only 1.39 mol% are present at 0.04 mol L−1.

The mixtures prepared at pH= 8 or 11, as well as the material precipitated at pH
8, were analyzed by infrared spectroscopy, as displayed in Fig. 2. Two bands at 1555
and 1405 cm−1 in the spectrumof the precipitatewere assigned to the asymmetric and
symmetric modes of COO−, respectively, which indicates that Zn2+ complexation
by acetate is taking place [45]. These bands were observed at 1558 and 1418 cm−1

for both solutions.
At pH 11, one band assigned to Me-OH bonds is observed at 1102 cm−1 [46, 47],

while a broadband assigned to NH3 is observed at 1260 cm−1 [48, 49]. Other bands
assigned to NH3 are not observed due to the superposition with H2O bands, which

Fig. 2 Infrared spectra of
the precursors before
hydrothermallyzation. a Gel
precipitated from solution at
pH 8; b Solutions at different
pH values
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presents broad intense bands around 3300 cm−1 and 1640 cm−1. These data (Table 1
and Fig. 2) agree with the literature, indicating that ammonia, used as the source of
hydroxide anions in solutions at pH > 10, favors the formation of Zn(OH)42− species
by forming stable tetrahedral complexes responsible for the growth of zinc oxide [42,
43]. Moreover, the interaction between Zn2+ and RCOO− has also been investigated
as well as the formation of Zn(NH3)4+ at pH > 11 [45, 50]. For instance, Zn leaching
from a metallurgical slag was recently done by the addition of NH4CH3CO2 to a
NH3–H2O system, which leads to the formation of Zn acetate ammonium complexes
[45].

3.2 Characterization of the Hybrid Materials

The chemical composition of the pristine bentonite was carried out by XRF, resulting
in mass percentages values of SiO2 (77%), Al2O3 (13%), Fe2O3 (6%), MgO (2%),
CaO (1%), and small amounts of TiO2, Na2O and K2O (< 0.5%). These data agree
with the literature [51, 52].

The amount of ZnO in the hybrids was quantified by XRF and evaluated by a 23

factorial design (Table 2). A higher percentage of incorporated ZnOwas observed for
experiment 2, using the highest cation concentration (20 mass%) with a pH value of
8.0 and a 5-min reaction time. According to the analysis of the experimental design
response (mass% of ZnO), the lowest pH value favored ZnO formation in the hybrid
because the difference between the amount of Zn2+ initially present in the reaction
solution and the amount of ZnO quantified in the hybrid by XRF was smaller than
10 mass%. For a pH of 11, this difference varied from 35 to 68%, as displayed in
Table 2.

The effects of the variables studied are shown in the Pareto graph (Fig. 3a) obtained
from the statistical analysis of the factorial design results. According to this graph,

Table 2 The 23 factorial design matrix used to synthesize ZnO/bentonite hybrids and the resulting
quantity of ZnO present in the hybrid

Run Level of variables [actual (coded)] ZnO amount (mass
%)pH Cation concentration

C (%)
Reaction time T
(min)

1 8.0 (−1) 10 (−1) 5 (−1) 10.4 ± 0.1

2 8.0 (−1) 20 (+1) 5 (−1) 19.2 ± 0.1

3 8.0 (−1) 10 (−1) 15 (+1) 10.7 ± 0.1

4 8.0 (−1) 20 (+1) 15 (+1) 18.7 ± 0.1

5 11.0 (+1) 10 (−1) 5 (−1) 6.5 ± 0.1

6 11.0 (+1) 20 (+1) 5 (−1) 6.9 ± 0.1

7 11.0 (+1) 10 (−1) 15 (+1) 4.7 ± 0.1

8 11.0 (+1) 20 (+1) 15 (+1) 6.4 ± 0.1
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Fig. 3 a A Pareto graph for 23 factorial design obtained for the analyzed variables (the vertical
line defines the 95% confidence interval); b The response surface of the factorial design obtained
for Zn2+ concentration and pH

it is possible to determine the variables with a greater influence on the resulting
ZnO amount incorporated in the hybrids. According to the Pareto graph and to the
variance analysis (ANOVA), it was possible to observe that the pH demonstrated a
significant negative effect for the present study, indicating that solutions with lower
pH values resulted in higher ZnO amounts.

Considering the information displayed in Fig. 1 and Table 1, this behavior may be
related to the higher number of ionic complexes with positive charges (Zn(NH3)42+

and Zn(NH3)32+) at pH 8.0. This favors the adsorption on the negatively charged clay
mineral surface leading to a higher amount of ZnO—more than double the amount
for some synthesis conditions. Negative and neutral complexes were formed at pH
11.0.
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Analysis of the Pareto graph also showed that the ZnO concentration and the
reaction time do not significantly influence the ZnO amount incorporated onto the
bentonite, which may be attributed to the random effect of the crystal dissolution–
recrystallization process during microwave-assisted hydrothermal synthesis.

The surface response as a function of the initial Zn2+ concentration and pH for the
evaluation of the factorial design is presented in Fig. 3b. According to the adjusted
model, the surface response confirms that a higher ZnO amount can be obtainedwhen
pH 8.0 is used, which may also be attributed to a higher dissolution–recrystallization
process at higher pH.

Dissolution–recrystallization process is known as Ostwald ripening, corre-
sponding to the nucleation and growth of crystalline particles, and is related to the
microwave irradiation time during hydrothermal synthesis [53]. Different morpholo-
gies may be obtained by controlling the Ostwald ripening using solubility differences
among small and large particles during the microwave-assisted hydrothermal reac-
tion process. Larger crystals are essentially unchanged, whereas lower density parti-
cles in colloidal aggregates are gradually dissolved and subjected to mass transport
recrystallization processes into higher diameter or higher density particles in the
same aggregate, thus favoring the growth of larger particles with higher crystallinity
[53, 54].

Microwave irradiation also plays an important role in the morphology of ZnO
nano- and microstructures [42]. Control of variables such as time and irradiation
intensity, in addition to the effects of the precursors of chemical species and reaction
temperature, can directly influence the crystal growth [42, 43].

A study of the synthesis conditions of ZnO obtained by microwave-assisted
hydrothermal synthesis was done by Cho, Jung and Lee [43], who describe that
the addition of ammonium ions into aqueous solution, allows OH− to easily react
with Zn2+ at high pH values, forming stable Zn(OH)42− tetrahedral complexes that
act as seeds for the growth of the ZnO structure. Zn(NH3)42+ is another ZnO forming
complex, favoring the growth kinetics contributing to the formation of defects at the
beginning of the crystal growth. The lower stability of these complexes as well as the
higher number of nuclei leads to smaller seeds and favoring the Oswald Ripening
effect. In the present work, the smaller amount of ZnO formed from solutions at
higher pH indicates that the increase of the pH and the reaction time during synthesis
of nanohybrids favor the redissolution processes of ZnO crystals.

The previously discussed dissolution process caused by the high pH values, asso-
ciated with the adsorption process of Zn2+ complexes onto the bentonite surface,
may be responsible for the lower amount of ZnO at pH 11.

Analysis of the supernatant solutions collected after the synthesis of the
T05C20pH08 and T05C20pH11 hybrids was done to identify the presence of the
exchangeable cations (Na+ and Ca2+) and remaining Zn2+ in the solution. These data
were compared to the amount of Zn2+ in the solution before hydrothermalization and
to the initial composition of bentonite, to quantify the amount of Zn2+ exchanged
with the interlamellar cations (Na+ and Ca2+) and the amount of Zn2+ deposited on
the bentonite as ZnO.
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According to the initial composition of the pristine bentonite, the total number
of exchangeable cations (0.51 mmols) was very similar to the total amount of these
cations in the solution after hydrothermalization (0.46 mmols), indicating that an
almost complete exchange of these cations occurred, leading to the addition of 0.32
mmols of Zn2+ into the interlamellar region for solutions at pH 8.0 and 11.0. The
difference between the amount of ZnO in the hybrids obtained by XRF (19.2 mass%
at pH 8.0 and 6.9 mass% at pH 11.0) and the amount of Zn2+ in the solution indicated
the amount of ZnO supported on the surface of the bentonite, which was 4.4 mmol
and 1.38 mmol for solutions with pH 8.0 and 11.0, respectively. These amounts
correspond to 93% and 81% of the total amount of Zn incorporated to the bentonite,
respectively.

The quantification of Zn in the reaction solution after hydrothermalization also
allowed the calculation of the total percentage of Zn incorporated to the bentonite:
19.6 mass% at pH 8.0 and 10.1 mass% at pH 11.0. Comparing these values to the
percentage of ZnO obtained byXRF (Table 2), two different results are observed. For
solutions at pH 8.0, a small difference between the two values is observed (0.4%),
indicating that the Zn incorporated to the bentonite during hydrothermalization was
not eliminated during the washing step. For solutions at pH 11.0, the difference
was much greater (3.2%), indicating that ZnO or zinc complexes formed during
hydrothermalization may be eliminated during the washing step, which is likely due
to its weak physical adsorption on the bentonite surface. The formation of anionic
compounds was reported in Table 1 and previously determined to be responsible for
the smaller amount of ZnO formed during the synthesis when pH = 11 is used.

An evaluation of the XRD patterns (Fig. 4) indicates that bentonite is composed
of clay minerals from the smectite group, likely a mixture of montmorillonite and
nontronite, as also suggested by the presence of 6 mass% of Fe2O3 in the XRF
analyses, and the impurity of quartz.

Well-defined diffraction reflections characteristic of hexagonal wurtzite ZnO
were observed for the hybrid samples (T05C10pH11, T05C10pH08, T05C20pH08,
T15C20pH08 and T05C20pH11). The reflections assigned to the smectite were still
observed after synthesis, confirming that the smectite structure was maintained. The
basal distance for the bentonite was similar to that described in the literature for
montmorillonite [20].

For all experimental conditions, the basal distances decreased to values between
1.19 and 1.27 nm, as displayed in Table 3, which may be attributed to a dehydration
process of the smectite. A decrease in the intensities of the (001) reflections was also
observed andmay be related to the deposition of ZnO on the bentonite surface, which
did not crystallize inside the interlayer region. This behavior may result from the high
concentration of the zinc precursor in the solution, leading to the crystallization of
larger particles on the surface and decrease the amount of Zn2+ in the interlayer
region of the smectite, as previously discussed.

A different behavior was observed by Fatimah et al. [20], who intercalated ZnO
into montmorillonite and observed an increase of the basal distance (from 1.49 to
1.62 nm), which was similar to that observed by Khaorapapong et al. [6] (from 1.24
to 1.54 nm) for ZnO/sodic bentonite hybrids.
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Fig. 4 XRD patterns of
bentonite (Bent) and
ZnO/bentonite hybrids
obtained under different
synthesis conditions with
ZnO/bentonite mass/mass
proportions of a 10% and
b 20%

Table 3 Basal spacings (001 reflection) of the pristine bentonite and hybrid materials

Ample Bent T05
C10
pH08

T15
C10
pH08

T05
C10
pH11

T15
C10
pH11

T05
C20
pH08

T15
C20
pH08

T05
C20
pH11

T15
C20
pH11

2θ (º) 6.3 7.2 7.3 7.0 7.1 7.4 7.1 6.6 7.2

d (nm) 1.39 1.23 1.21 1.27 1.24 1.19 1.25 1.34 1.22
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Infrared spectra of the bentonite precursor and the ZnO/bentonite hybrids are
shown in Fig. 5 and Table 4, where are describes assignment of the bands observed
in clay minerals is well described in the literature [55–58]. The main changes in the
smectite octahedral layer were observed for the absorption of bands attributed to the
stretching of the group (OH), which showed displacement and even disappearance
for the hybrids M05B10Z11 and M15B20Z11. Also were observed for the Fe-OH
out-of-plane band, which disappeared for some samples. For the tetrahedral layer,
the Si–O-Si deformation bands were shifted for all of the materials. These results
may be related to the interactions among the ZnO nanoparticles and the bentonite
surface or at the edges of the smectite structure. Dislocations were also observed for
the bands assigned to quartz, indicating that ZnO may also be formed on its surface.
Bands assigned to acetate and ammonia were also observed for some samples, in
agreement to the evaluation of the precursors, displayed in Fig. 2.

Fig. 5 IR spectra of the
bentonite precursor and
ZnO/bentonite hybrids.
a 10% of ZnO and b 20% of
ZnO
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The N2 adsorption/desorption isotherm of the precursor bentonite is presented in
Fig. 6, and the results are displayed in Table 5. No meaningful change of the curve
profiles occurred after the synthesis of the ZnO/bentonite hybrids, and all of the
samples presented a type-II isotherm, with H3 hysteresis, which is characteristic of
mesoporous materials.

Fig. 6 N2 adsorption/desorption isotherms for the pristine bentonite and the ZnO/bentonite hybrids

Table 5 Textural properties
obtained from the BJH and
BET methods applied to the
isothermal N2
adsorption/desorption curves

Sample S (m2g−1) Vp (cm3g−1) dp (nm)

Bent 99 0.1016 3.75

T05C10pH08 66 0.0859 3.75

T15C10pH08 72 0.0841 3.75

T05C10pH11 56 0.0854 3.75

T15C10pH11 77 0.1017 3.75

T05C20pH08 71 0.0945 3.75

T15C20pH08 67 0.0862 3.75

T05C20pH11 54 0.0961 3.75

T15C20pH11 55 0.0778 4.25

*S specific surface area; Vp pore volume and dp pore diameter



16 A. F. F. Farias et al.

A median pore diameter of 3.75 was determined for all samples except
T15C20pH11, and it confirms the presence of mesopores [50, 59, 60]. The data
showed a decrease of the specific surface area and pore volume for all of the samples
except T15C10pHZ11. These results indicate that ZnO may be deposited on the
surface or inside the pores.

The FE-SEM image of the pristine bentonite (Fig. 7a) indicates a heterogeneous
morphology; some regions have a rough morphology, whereas others have plates
with lamellar stacking. This behavior was expected due to the use of non-purified
bentonite.

The SEM images (Fig. 7b and c) of ZnO obtained under the same conditions as the
hybrid materials indicate different morphologies for the synthesis under different pH
values. At shorter times and lower pH values, rod-like morphologies were obtained
by the aggregation of small particles. Over longer times and higher pH values, flower-
or star-like morphologies were formed. Thesemorphologies indicate the existence of
the Ostwald ripening effect during the crystallization of ZnO, which agrees with the
studies performed by Cho [43], Ram et al. [61]. The synthesis of ZnO bymicrowave-
assisted hydrothermal described by Ram et al. [61] was performed at different pH
values (8, 10, 12 and 13.5). According to the authors, the ripening process was more
pronounced when fewer nuclei are present in the reaction medium. This favors a

Fig. 7 FE-SEM images of the pristine bentonite a and SEM images of the ZnO obtained under the
following conditions: b 05 min, pH 08 and c 15 min, pH 11
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greater size distribution of the morphologies, showing rods of smaller lengths or the
growth of tiny flakes. The highest pH favors the production of [Zn (OH)4]2− nuclei,
enhancing the formation of well-defined hexagonal rods.

For the hybrids, significant changes were noticed in the morphology of ZnO for
all synthesis conditions used, as observed in the FE-SEM and TEM images shown
in Figs. 8 and 9, respectively.

The presence of bentonite in the reaction medium has a considerable interference
effect on the morphology of the ZnO nanoparticles, which is likely due to its crys-
tallization on the smectite surface. Moreover, the solution pH and reaction time also
change the distribution of these oxides on the bentonite surface. This behavior is
observed in Fig. 8 and agrees with the textural results displayed in Table 4, showing
a decrease in the specific surface area after the hybrid is synthesized.

The hybrids synthesizedwith the longest reaction time, highest Zn2+ concentration
and highest pH (T15C20pH11) favored the formation of ZnO with a dandelion-type
morphology on the bentonite surface (Fig. 8d). This may indicate that a dissolu-
tion–recrystallization process occurs, which favors the formation of the needle-like
morphology. This behavior may be related to less stable complexes formed at pH 11,
which favor dissolution processes, especially over longer reaction times. The same

Fig. 8 FE-SEM images of the ZnO/bentonite hybrids. a T05C20pH08; b T15C10pH11;
c T05C20pH11; d T15C20pH11
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Fig. 9 TEM images of the pristine bentonite a and b of the ZnO/bentonite hybrids. c and
d T05C20pH08; e and f T05C20pH11
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morphology was obtained by Barreto [42] and Cho et al. [43] used a microwave-
assisted hydrothermal method and NH4OH as an alkalinizing agent to synthesize
ZnO.

For some hybrids (T05C20pH08, T05C20pH11, T15C20pH11, T15C10pH11),
the formation of plates, needles and nanoparticles was also observed, as shown in
Fig. 8. These different ZnO morphologies formed on the bentonite surface.

TEM analysis was performed for the precursor bentonite and for the hybrid
samples (Fig. 9) obtained from solutions with higher Zn2 + concentrations, shorter
reaction times and lower pH values.

Figure 9a and b showed a heterogeneous morphology with lamellar regions char-
acteristic of smectite and particles due to the presence to quartz, which agree with the
observations in the literature and with FE-SEM images (Fig. 7a) [62, 63]. According
to Fig. 9c–f, ZnO particles were deposited on the quartz and smectite surfaces with
an almost spherical morphology or with needle-like morphology, which blocks the
bentonite pores, as indicated by the decrease of specific surface area/pore volume
(Table 4).

The morphology evaluated by SEM, FE-SEM and TEM images is in agreement
with the literature [43, 61, 63, 64] andwith the other results obtained in this work. For
instance, XRD patterns suggest a decrease in the basal plane distance of the hybrids
indicating that ZnO crystallization did not occur in the interlayer spaces. The BET
results also suggested that crystallization occurred on the surface, with a decrease in
the specific surface area of the hybrids, compared to natural bentonite. Moreover, the
displacement of the bands in the IR spectra suggests the interaction among the ZnO
nanoparticles and bentonite. The formation of the hybrid is schematically displayed
in Fig. 10.

Fig. 10 Schematic diagram showing the formation of the ZnO/bentonite hybrid
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3.3 Catalytic Test

The catalyst (T05C20pH08) with the highest amount of ZnO was chosen for the
synthesis of biodiesel by transesterification of soybean oil at 200 °C for 240 min
in a Parr reactor. The performance of three catalysts, the ZnO/bentonite hybrid, the
pure ZnO and the bentonite, was evaluated by determining the kinematic viscosity of
the product of the catalytic tests. A decrease of 70.5% of the viscosity was obtained
compared to the standard soybean oil indicating that a change occurred in the struc-
ture of the triacylglyceride when the hybrid catalyst was tested. On the other hand,
viscosity analysis of the catalytic tests using ZnO (active phase) and bentonite (used
as support for the active phase) indicated a viscosity reduction of 74.5% and 32.1%,
respectively. A comparison of the results should consider that only 19.2% of the
active phase (ZnO) is present in the hybrid, indicating that its formation improved
the catalytic effect of ZnO. This likely is due to the interaction among the active
phase and the support.

Confirmation of the oil conversion into fatty acid ethyl esters was obtained by
1H NMR spectroscopy (Fig. 11), which indicated the catalytic effectiveness with a
73.4% conversion to biodiesel, in spite of the use of the ethylic route, which leads
to smaller conversions but brings lower toxicity. When pristine bentonite was used
as catalyst, 43.9% conversion was attained, which confirms the improvement of the
catalytic activity of this clay and increases its added value. These results showed the
viability of the use of hybrids for biodiesel production. The profile of the 1H NMR
spectra of the oil before the catalytic test was characterized by the peaks assigned to
triacylglycerides (two doublets between 4.0 and 4.4 ppm), but a different profile was
observed after the catalytic test in the presence of the T05C20pH08 hybrid, showing
a quartet between 4.0 and 4.2, which is assigned to ethyl esters [14, 39–41].

Fig. 11 1H NMR spectra of the oil and of the products of the catalytic tests performed at 200 °C
using as the ZnO/bentonite hybrid catalysts (T05C20pH08) and the Bentonita (Bent), before (a) and
after (b) of spectral amplification between 3.8 and 4.6 ppm
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Previously, our research group evaluated the impregnation of different oxides on
bentonite and obtained the highest conversion using ZnO/bentonite as catalyst for the
ethylic transesterification of soybean oil [14]. Comparison with literature data shows
different results for ZnO impregnated on silica, alumina, or zeolite. For instance, 1
mass% of ZnO was impregnated on fused SiO2 for the esterification of the free fatty
acids present in the Jathropa Curcas oil, with 95% of conversion [65]. 15% of ZnO
was also supported onHβ-zeolite for the esterification of acetic acid with butanol, but
a decrease of activity was observed comparing to pure zeolite and to pure ZnO [66].
The influence of the support on the methylic transesterification of jathropa curcas
using ZnO as catalyst was evaluated by Singh et al. [67]. The authors supported
25 mass% of ZnO on α-alumina, γ-alumina and on the ZSM-5 zeolite. All of the
systems hadmore than 90%of conversion after reaction at 200 °C for 60min. Besides
the higher alcohol amount, which favors the transesterification reaction, the use of
methanol also leads to higher conversions than ethanol. In spite of this, Navas et al.
[68] obtained 41% of conversion using 0.27 mol % of ZnO supported on γ-Al2O3 as
catalyst for the methylic transesterification of soybean oil.

4 Conclusions

Microwave-assisted hydrothermal synthesis using an as-received bentonite sample
without prior treatment favors the formation of the ZnO/bentonite hybrids for all
synthesis conditions applied in this work. The solution pH was the determining
factor in obtaining a hybrid with a greater proportion of ZnO. The two pH values
used contribute positively to the bentonite/ZnO interaction,maintaining the bentonite
structure but changing its surface andmorphological characteristics, as observed from
the micrographs. At pH 8.0, a greater amount of ZnO crystallized on the hybrids,
while a needle-like morphology may be obtained at pH 11.0, when higher concen-
trations and longer times were used. The synthesis conditions that lead to a greater
amount of ZnO in the hybrids were pH 8.0, 20 mass% of Zn2+ and 5 min of reaction
time. The incorporation of ZnO onto the bentonite provided a good catalytic effect
on the transesterification reaction of soybean oil. The rates of conversion of soybean
oil into ethyl esters reaching values higher than 73%.
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Abstract We make an overview of chemical/physical computational simulation
models for materials and biomolecular systems emphasizing basic philosophies,
theoretical foundations and underlying limitations from Schrodinger´s equation to
actual state of the art modeling as well as future trends and perspectives. We
start with the ab initio models, including HF, CI, CC, MPT, MCSCF, CASSCF,
MRC, offering good accuracy, whereas the need to address larger complex systems
and computational limitations led to semiempirical models (ZDO, CNDO, INDO,
ZINDO, NDDO, MNDO, AM1, PM3, PM6, PM7, DFTB) with inherent simplifi-
cation/parametrization of integrals. Limitations of the ab initio approach and lack
of accuracy for semiempirical models, when not specifically parameterized, led to
density functional methods with excellent cost/performance/advantages and wide
applications in both materials and biomolecular systems which resulted, however, in
decades-long search for the best density functionals organized by Jacob’s ladder
(LSDA, GGA, mGGA, GH, LH, RSH, DH, MCKS, PT2/RPA). Methods such
as TDFT, MC, MD, MM and AIMD are summarized. Localized/all-electron/PW
basis functions, OPW, APW, LMTO, LAPW, pseudopotential (PAW, NCPP, USPP)
approach within the framework of DFT, Al, SE, AIMD, introduced methodologies
for electronic structure/properties calculations for the solidmaterial state which, with
support of efficient, versatile computer codes, made feasible simulations of a wide
range of properties in materials/biomolecular systems. We introduce recent cogni-
tive overload addressed by sharing/feedback/free access of data/software/technical
experience and discuss as well methodologies, research areas, databases of the
so-called second computer revolution/fourth scientific paradigm (material learning
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models applied to material science). We also address Docking, Pharmacophore,
Homology modeling for Biomolecular Systems as well as Coarse-Grained method-
ology including ForceMatching, Inverse Boltzmann, InverseMonte Carlo, Bayesian
Dissipative Particle Dynamics with applications in Soft Matter, Macromolecules,
Polymers, Interfacial Systems (polymer/material), Biomolecules, Water, Proteins,
Carbohydrates.

1 Introduction

The Schrödinger’s equation (SE) famous in wave mechanics, in turn, describes the
exchange energy of attraction or repulsion among like particles, leading into consid-
eration the electron spin (for the time-dependent solution), and the Pauli exclusion
principle, basically sparked a new quantum theory. Such approaches introduced a
new era, whereas the necessary physics laws for giving a more rigorous mathemat-
ical description of most chemistry and a substantial part of physics became known
but with very complicated unsolvable equations. We can use a 3 N wavefunction
that obeys SE to determine properties for a system of N particles; however, the
~ 1023 number of atoms in macroscopic biomolecules/materials systems makes it
nontrivial to solve the SE leading to alternatives/approximations. More specifically,
computational simulations based on the approximations of the quantum–mechan-
ical description of the underlying interactions among electrons and atomic nuclei
have been long developed over several decades, leading to significant progress in the
field of solid-state physics, chemistry, biology, materials science and so on. In all
cases, such apporaches promote a more in-depth understanding and the possibility
to contribute significantly to the emergence of new materials/biomolecular designed
for future technologies [1–409].

The three main approaches used to solve SE are the presently still expen-
sive ab initio methods, which yields a convergent path to exact solutions; semi-
empirical methods with limited accuracy but more realistic modeling of larger
systems and density functional theory which has good price/performance ratio. The
SE Hartree–Fock self-consistent (mean-field) ab initio method to electron config-
urations in atoms/molecules and crystals is a well-known “zero-approximation”
approach [1–197]. Post HF methods include configuration interaction, coupled
cluster, many-body perturbation theory, complete active space self-consistent field,
and multi-reference configuration interaction methods. The semi-empirical models,
despite fundamental and parameterization sources of errors, can be parameterized
from experiments to perform better for particular cases addressing larger systems as
well. Density functional theory (DFT) introduces the ground state density to solve SE
with sufficient accurate results for medium-size molecules, but not a systematic path
for improvement.However, efficient algorithms and increasingly sophisticated codes,
in general, have been devised in recent years toward solving the Kohn–Sham (KS)
equations, that is, therebymaking the application of DFT-basedmethods as a popular
tool for simulation of diverse complex systems. Time-dependent DFT (TDDFT)
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introduces time-dependent single-particle equations with an additional gain of a
wide/growing range of new applications [1–197].

As is well-known, the structure and conformational dynamics of diverse molec-
ular systems are, in principle, governed by noncovalent-like interactions and are thus
crucial to reactive properties. Molecular mechanics, used in some semiempirical
simulation models, is a classical potential function for describing noncovalent inter-
actions and hence might, in theory, be expressed as a sum set of its functional forms.
Molecular dynamics calculate the forces on atoms of the system and uses Newton’s
laws of motion to predict time spatial dynamics and have become an important
simulation tool across numerous multidisciplinary fields. The intersection of QM
and Monte Carlo (MC) methods yields quantum MC (QMC) methods, which are
usually capable, for example, achieving a level of very high accuracy. As such, the
combined usage of MM and QM yields the QM/MMmethod. In ab initio molecular
dynamic methods, in particular, both electronic structure and dynamics of the atoms
are solved in practice concurrently through the use of Newton’s equations set, that
is, allowing calculations of the dynamic time evolution of structures without the need
for predefined potential energy surfaces [198–243].

Material simulations use a combination including all-electron, local, plane waves,
augmented, projected, muffin-tin basis functions, pseudopotential approach within
the framework of SE, AI, DFT, AIMD via software codes such as VASP, CRYSTAL,
GAUSSIAN, WIEN2K, CASTEP, and others. We introduce recent cognitive over-
load addressed by sharing/feedback/free access of data/software/technical experi-
ence. Methodology, databases, research fields, future predictions of applications in
materials science are addressed [244–272].

Molecular docking among the biomolecular models is extremely useful for
the predicting binding modes of molecules using a protein target. Pharmacophore
modeling is basically the ensemble of steric and electronic features required,
more specifically, towards ensuring optimal supramolecular interactions of a
desired biological target in order to trigger/block macromolecule response [1, 273–
301]. Comparative, knowledge-based, homology modeling has the objective of
predicting the three-dimensional (3D) structures of a given protein sequence. This
consolidated strategy has usually based on known 3D systems with one or more
homologous proteins. Pharmacophore modeling represents a conceptual approach
for describing structure binding affinity relationships using sets of approximate rules-
of-the-thumb and can be described as molecular frameworks having the important
features of a drug’s biological activity [273–301].

In coarse-graining, one cluster groups of atoms into sites (beads/quasi-particles),
which can interact through more computationally efficient interactions reducing the
total number of degrees of freedom,whereas a combination of CG interactions allows
significant jumps in accessible temporal/spatial scales. Two broad approaches are
typically used to design CG models, i.e. bottom-up models based on atomic simula-
tions and the top-downapproach,which usesmacroscopic experimental data to derive
the parameters. CG has opened, on time scales inaccessible to all-atom models, new
incredible ways to simulate large-scale material and biomolecular processes. As
such, the CG models addressed in this chapter include the Martini Model, Force
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Matching, iterative Boltzman inversion, inverse Monte Carlo, Bayesian Interference
with Dissipative Molecular Dynamics. Applications include soft matter, macro-
molecules, polymers, biomolecular systems, interfaces, water, carbohydrates, and
proteins [302–372].

Efficient computational algorithms and visualization tools have/are been imple-
mented in sophisticated codes, boosting applications and opening new doors to inno-
vative research on materials/biomolecular systems. Machine learning (ML) methods
in materials science have fueled the actual second computer revolution/fourth
scientific paradigm [373–409].

However, there is no simple/clear hierarchy’ regarding with temporal/spatial
scales involved for selecting best simulation models for each case and the best
route is to probably to first understand the basics of each model (objective of this
chapter) and decide first what questions/phenomena are of primary interest. This
chapter summarizes the state of the art of typical multidisciplinary simulationmodels
for materials/biomolecular systems emphasizing their basic philosophies, theoret-
ical foundations, and underlying limitations and may thus help workers in the field
understand/make good choices for the usage of simulation models.

2 Ab Initio Methods

The SE determines the properties for a system of N particles with three approaches
used for the solution of the equations, i.e. ab initio, semi-empirical and density func-
tional methods. As such, it is known that the ab initio or first principles approach has
widely characterized as purely theoretical from the fundamental point of view. In
non-relativistic quantum mechanics (QM), well-defined approximations are widely
used to solve SE that can be systematically improved, that is, converting into exact
solutions from using only fundamental physical constants of nature for such calcula-
tional simulations. On the other hand, as is well-known, the semi-empirical methods
involve approximations, generalizations used to simplify calculations and produce
results with a sufficient empirical basis. We note, however, that even the ab initio
methods incorporate some approximation, such as the Born–Oppenheimer model,
yielding some degree of semi-classical features. In addition, the basis sets, which
must be complete, are “put in by hand’” and restricted by computational capacity,
i.e., from a conceptual viewpoint, no calculation is fully ab initio [1, 9, 12–23].

From classical mechanics, it was already known the difficulty of finding exact
solutions for interactions in many-body systems and, for the elucidation of the main
features ofmolecular systems, quantumphysics ended up confrontedwith the samen-
body problem which made it necessary even for ab initio methods to introduce some
type of approximation. Note that the SE used in this case is independent of time,
which is also considered as an idealization. Relativistic mass effects are also ignored
andmost computational simulation programsusually assume theBorn–Oppenheimer
approximation, i.e. separating the molecule into nuclear movement and electronic
structure which is an acceptable simplification since the nuclei are much heavier
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than the electrons, that in turn move much faster than nuclear mass, that is, as if the
nucleus was in a fixed position and the nuclear and electronic coordinates could be
separated [1, 12–23, 70–75].

In order to understand molecular structure and reactivity using QM, concepts of
bonding and valence are central, whereas alternatives to elucidate chemical bonding
are usually based on valence bond (VB) and molecular orbital (MO) theories, which
are non-self-consistent field (SCF) and SCF models respectively. As such, it is well-
known that theLCAO(linear combination of atomic orbitals) is the essence of theMO
approach, which, from a simple electronic structure viewpoint, helps understand the
relationship among atoms and molecules. More chemically intuitive, VB concepts
are based on an understanding of bond/lone pairs. Thus, the progress in the compu-
tater field lead to the study of medium-sized molecules from the orthogonal MO
formalism, with computationally tractable equations, whereas electron correlation
is neglected in simple MO theory and overemphasized in VB theory. However, the
important advantage ofMO theory is that it can be improved via, for example, config-
uration interaction (CI), i.e., excitation yielding single/double/multiply occupied
configurations, which could be described by Slater determinants.

In the case of HF method, each electron of the system interacts in particular with
the average field of the other electrons and since two electrons of the same spin cannot
occupy a single orbital, hence the exchange–correlation is included in formalism
of HF theory. Still, the instantaneous electrostatic interactions are not considered
and correlated motions of electrons are, of course, neglected. Note that the differ-
ence between exact and HF energies yields the correlation energy (CE) which is
necessary for a nice description of electronic structure derived properties of interest
chemical system and is widely addressed in calculation methods popularly known
as post-HF methods such as SCF multiconfiguration (MCSCF); configuration inter-
action (CI); multireference CI (MRCI); coupled cluster (CC), many-body pertur-
bation theory (MBPT) and complete active space self-consistent field (CASSCF)
methods [1, 9, 12–23].

As such, a single Slater determinant could be reasonable in closed shell struc-
tures but otherwise Post-HF methods are necessary where HF can still determine
the best determinantal trial wave function energetically to be improved via config-
uration of excited states in which are generated by promoting electrons to virtual
(unoccupied) orbitals [1, 9, 12–23]. The MOs can be used to construct the deter-
minants in the MCSCF method with the coefficients optimized by the variational
principle. The MOs (from RHF) can be partitioned into inactive and active spaces in
CASSCF in order to generate the configurations. An unperturbed Hamiltonian and a
perturbation term are used in theMBPT to obtain corrections of various orders as the
perturbation is, of course, increased from zero-to-finite values and written as a Taylor
expansion. Constructed for interacting particles, the coupled-cluster (CC) theory uses
n-particle excitation operators yielding coupled nonlinear equations, whereas ampli-
tudes are solved through iteration techniques yielding CC energies. It is worthwhile
mentioning that density functional theory (DFT), discussed in subsequent sections,
includes electron correlation at a relatively low computational cost when compared
to post-HF methods [1, 9, 12–23].
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It is also noteworthy that the accurate description of noncovalent interactions
(e.g. hydrogen bonding, stacking, sigma-hole interactions, halogen bonds, cation-π)
has a pivotal role in applying of these computational methods in various fields,
ranging from biochemistry to material science. In contrast, these methods accu-
racy has been evaluated via comparing interaction energies calculated for fixed
geometries. Hence, from this perspective, the nonbonding, noncovalent interac-
tions we refer to are weak with minimum more significant changes in the elec-
tronic structures properties for geometries of the interest. It should be noted that
in more considerable interatomic distances (at about of several angstroms), these
interactions operate, i.e., where overlapping is not necessary and attraction arises
from electrical properties of participating molecules involving permanent multi-
poles, between an induced multipole and a permanent multipole as well as between
induced multipoles and time-variable multipoles [12, 19, 24–27]. The stabilizing
energy of the noncovalent complexes can, in principle, be attributed towards induc-
tion, coulombic, charge transfer, induction, and are attractive terms. The role of
the exchange repulsion term is keeping the subsystems apart. Charged molecules,
for induction terms, polarize neighboring species. Interactions between fluctuating
multipoles yield London (dispersion) interactions. In the case of charge transfer inter-
actions, in particular, the electrons flow from basically donor-to-acceptor. Repulsion
and dispersion contributions are typically described by van der Waals (vdW) forces
(inverse of the sixth and twelfth power terms), although there could be other long-
range contributions. These interactions can involve, host, guest, surrounding (crystal
lattice, solvation, and the gas phase). Ion pairing interactions can be attributed to
electrostatic interactions. Nonetheless, there is a substantial challenge in the quanti-
tative evaluation of these nonbonding interactions, whereas semiempirical methods
with more approximations for large systems can be considered [1, 9, 12, 24–27].

3 Semiempirical Methods

Semi-empirical simulations use empirical parameters to simplify the resolution of
their calculations, whereas some of the equation’s parameters are fixed by values
established experimentally compared to ab initio methods, which are based solely on
the use of fundamental physics/chemistry constants [1, 9, 12, 28–88].

The history of semiempirical methods is long, with many important contribu-
tors. Quantum-chemical calculation of molecules using semi-empirical models has
substantially progressed since the Huckel method in 1931 for organic molecules
with conjugatedπ systems, which was extended by Hoffmam in 1963 for non-planar
molecules [29]. The early Huckel-type methods have based on noniterative schemes,
including as strategy only one-electron integrals, whereas the π-electron Hůckel
method used the connectivity matrix of geometry in order to generate its MOs, and
all electrons of valence were included in the extended Hůckel theory [28–88]. Early
stages of quantum chemistry used the zero-differential-overlap (ZDO) approxima-
tion to address evaluation of three and four center integrals at different levels, i.e.
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complete neglect of differential overlap (CNDO), intermediate neglect of differential
overlap (INDO) and neglect of diatomic differential overlap (NDDO) [28–88].

Pople and co-workers were early users of CNDO and also introduced the INDO
models [29–31], among which ZINDO was introduced by Zerner [32] to repro-
duce electronic spectra. However, one of the most sophisticated of these HF based
formalisms is the neglect of diatomic differential overlap (NDDO) introduced by
Pople et al. [33] in which all-electron repulsion two-center integrals involving charge
distributions on two different atoms are included and could be considered as a fore-
runner for many current semiempirical methods. We note that many semiempirical
methods emerged at a time when the processing power of computers was much
slower than it is today, limiting applications to studies of systems of a few dozen
atoms, whereas each new method with an additional approximation was extremely
welcome.

Within this framework, the modified neglect of differential overlap (MNDO)
method [34], introduced by Dewar’s group, was one of the most extensively used
NDDOmethods, which was later extended to d orbitals by Thiel et al. [35]. Offering
a good compromise between computer time and accuracy (Austinmodel 1) AM1was
introduced in 1985 by Dewar et al. [36]. Stewart [37] later developed PM3, whereas
both AM1 and PM3 were highly popularized by the MOPAC software [38].

With a considerable increase in the processing capacity of computers, during
the following two decades there was a great decrease of interest in semiempir-
ical methods. The Recife Model 1 (RM1) [39, 40] maintained the AM1 formalism
but focused on the parameterization procedure to reproduce numerous experimental
properties. Note that extension to a spd basis in the PM3 method, in turn, led to the
development of both PM6 [41] and PM7 [42], which covers the whole periodic table,
including rara-earth elements, with specific applications in molecular properties and
solid-state.

A number of hybrid approaches were introduced, based on DFT, such as the
semiempirical TB (tight binding) versions of DFT methods (DFTB) and the self-
consistent charge (SCC) DFT method. Conceptually, however, these semiempir-
ical methods can, in theory, be considered as a simplified version of ab initio
MO approaches, whereas extensive integral approximations and parameterizations
are used [43–45]. During the long history of semi-empirical methods, the MNDO
approach was mostly used in the 1980s and 1990s for quantum-chemical compu-
tations whereas AM1, PM3, MNDO methods are still used along with more
recent versions such as PM6, PM7 although DFT calculations have become more
commonplace [1].

Electronic structure methods typically approximate the molecular orbitals {ψi}
using a strategy based on the linear combination of basis, i.e. whereas all-electrons
in the conventional HF theory are typically expanded in the atomic orbitals (AO)
basis with SE methods treating only electrons of valence shell assumed in the field
of the nuclei and the inner-shell electrons (unpolarizable) using Slater-type orbitals.
Besides that, Cμi, the molecular orbital coefficients, can then be obtained from FC
= SCε (Roothaan − Hall equation), where C, F, S, ε are the Fock, MO-coefficients,
overlap matrices and diagonal matrix containing the orbital energies, respectively.
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The Fock matrix (F) is usually separated into two-electron (G) and one-electron (h)
parts [58].

Yet, only two-electron integrals which in general are an integral of the type
(μμ|νν) are, in turn, calculated in the zero-differential overlap (ZDO) approxima-
tion. Note that this approximation is also used in the SE methods of CNDO family;
with however, the retained integrals parametrized using the Mataga − Nishimoto
approximation [29]. Similar to CNDO is INDO (intermediate neglect of differential
overlap), whereas integrals centered on the same atom are, therefore, parametrized.
INDO can be further modified by including two-electron integrals (μν|λσ) centered
on different atoms, leading to the NDDO approximations where simulation of the
interaction is not only between two nuclei but also the electronic core [1, 29–31, 58].
MNDO is an improvement of NDDO by introducing approximate integrals from
multipole interactions to replace two-center as well as improved core − core inter-
action terms. As such, the AM1method introduces a complete reparameterization of
MNDO and adds up to four Gaussian functions in order to the core − core repulsion
termyielding improvements in hydrogen bonding predictions. PM3 is a reparameteri-
zation of theAM1method, however, using a different computational strategy. Also, it
should be emphasized that among these aspects the PM3method only considerer two
Gaussian functions in order to correct the core− core repulsion. Reparameterization
of PM3 led to RM1, whereas PM6 uses a much broader set of reference data in order
to fit the parameters with diverse improvements in the description of the core − core
terms as well as added to certain elements d-orbitals in their atomic basis, from a
scheme similar to the MNDO/d method [35]. PM7 further includes hydrogen-bond
corrections, a dispersion correction, and several semiempirical integrals are modified
to enforce classical longer distance convergence [58].

Using pairwise distance directed gaussians (PDDG) for a descripition empir-
ical of core repulsions led to the further develompent of both PDDG/PM3 and
PDDG/MNDO models [47]. The usage of a larger set of reference data served to
introduce the general-purpose known as RM1 model. Inclusions of orthogonaliza-
tion corrections in terms of the one-electron in which led to the OM1, OM2, OM3,
and MSINDO models, which can, in principle, account to the important effects of
Pauli exchange repulsions [48, 49]. In the OMx-D methods [48] dispersion correc-
tions are added to the OMxmethods. The MAIS (method adapted for intermolecular
studies) and the PIF (parametrized interaction functions) [51–53] add longe-range
functions to improve more specifically the description of nonbonded interactions.
As such, the SCP-NDDO approach improves the polarization of PM3 method and
in this case includes a post-SCF dispersion contribution [54].

Derived within the framework of DFT, the density functional tight-binding
(DFTB)method is based on an expansion of the energy known as Taylor series from a
reference density [55, 56]. In this perspective, theDFTBcalculations are quite similar
to the NDDO/MNDO methods, and hence are faster than standard DFT-GGA
approaches at about 2–3 orders of magnitude. This is largely due to the exclusive
use of a minimal AO basis set to the treatment of the electrons of valence. As such,
more specifically, the high computational efficiency results are strongly dependent on
integral approximations used, as well as modern computational implementations,
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which lead to determination beforehand of the AO Hamiltonian matrix elements,
that is, so that they do not have computed during such simulations [55, 56, 59].
Thus, in this perspective, it is evident that the Taylor expansion, in principle, does
not pose a crucial approximation, i.e., being, therefore, merely a formulation used
to cast the DFT total energy in a form suitable for such approximations. DFTB2
(referred to as SCC-DFTB) was parameterized for many first-row transition metals,
including Sc, Ti, Fe, Co, and Ni [59]. DFTB3 was also parametrized for Mg2+ and
Zn2+ [60, 63, 65, 73, 74].

Summarizing, the SE approach involves minimal basis sets and approximations
to electron integrals, which can lead to computational efficiency increase and conse-
quently perform 1000 times longer sampling or larger systems. We can further
improve these enhancements by integrating based on SE approaches using modern
computational architectures, computational algorithms, faster diagonalizations, and
extended algorithms. Nonetheless, there are sources of error for SE since there are
limitations of the parent HF method (electron correlation). DFTB, uses the general-
ized gradient approximation (GGA) [58], which lacks electron correlation and does
not describe dispersion properly. The usage of a minimal basis set also introduces
some errors in calculations of van der Waals interactions, electronic polarizability,
hydrogen bonding, and the integral approximations also lead to nonbonded interac-
tion errors. However, it is well-known that empirical corrections/formal extensions
at the SE approach have significantly improved the accuracy for the intermolec-
ular interactions and even condensed-phase related problems based on the use of
NDDO/MNDO/DFTB models as strategy. Future modifications should, however,
attempt to further improve hydrogen-bonding, dispersion errors, Pauli repulsion,
and scaling with respect to system size.

4 Density Functional Theory

The electronic energy, Ee[ρ(r)] can, in principle, be conveniently written as a func-
tional of the electron density within the Born–Oppenheimer approximation [89, 90],
Ee[ρ(r)] = T[ρ (r)] + Ven[ρ(r)] + J[ρ(r)] + Q[ρ(r)] where Q[ρ(r)] is the quantum
electron–electron interaction energy, J[ρ(r)] is defined as the electron–electron repul-
sion energy, Ven[ρ(r)] is the nuclear–electron attraction energy and T[ρ(r)] is defined
as the electron kinetic energy. The kinetic energy contribution is, of course, the
largest unknown term and must be approximated accurately. The difference between
the kinetic energy and its approximation together with Q[ρ(r)] yields the exchange–
correlation energy (Exc[ρ(r)]) often represented as the sum of exchange Ex[ρ(r)] and
correlation Ec[ρ(r)] functionals addressed in this section [1, 89–142].

DFT aims to develop for T[ρ(r)] andQ[ρ(r)] accurate approximate functionals [1].
The infinite uniform electron gas exact approximation to the kinetic energy is the
early, well known Thomas–Fermi model [92], only applicable, however, to systems
with nearly uniform densities, whereas it is difficult to design accurate kinetic energy
functionals. Kohn and Sham avoided this problem by showing that a single Slater
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determinant of orbitals could accurately approximate the kinetic energy and describe
a fictitious system of non-interacting electrons having the same density as the exact
electronic wave function [90]. The properties of many-body systems are usually a
function of their density in the ground state. They hence can thus be determined
yielding a new independent electron problem to specifically substitute themany-body
problem [1].

Besides that, Kohn–Sham (KS) DFT defines equations for a set of orbitals to be
solved whose density is defined to be exactly that of the real system with basis a
better cost/performance than wave-function theory, although the exact formula is not
known, requiring hence the use of different approximations [1]. The sum, Exc[ρ(r)],
of exchange Ex[ρ(r)] and correlation functional Ec[ρ(r)], are the only unknown terms
in KS-DFT or DFT which will be interchangeably used in order to refer to modern
DFT [90, 91]. During the last 3 decades, numerous [89–189] non-empirical/semi-
empirical density functionals have been developed with numerous important contri-
butions, including those of John Perdew´s in non-empirical density functional devel-
opment as well as the contributions from Axel Becke´s for the development of semi-
empirical density functionals which have influenced most of the popular density
functionals currently in usage [1, 89–189].

We start by dividing the DFT functionals into non-empirical and semi-empirical
models. The non-empirical models (TPSS, PBE, and others) [93, 94] involves
the design of functional forms satisfying exact constraints like the expansion of
the second-order gradient in the slowly varying limit, whereas free parameters can
be determined from fitting to appropriate norms [91, 93, 94]. The semi-empirical
routes, i.e., B3LYP, B97 [95, 96] and others involve a selection of flexible functional
forms, i.e., power series with undetermined coefficients enhancing variables based
on ρ,∇ρ, and so on. In contrast, note that the coefficients are in general fitted to
accurate reference values, such as coupled-cluster with singles, doubles, and with
perturbative inclusion of triplets model at the complete basis set limit. Combining
the two approaches [97, 98] has also been explored (ωB97, MS1).

We note, however, that such density functionals are not systematically improvable,
i.e. there is no guarantee that more exact constraints/additional ingredients/ flexible
functional forms will yield improvements for all types of interactions, whereas in
contrast, wave function theory allows systematically improvable models. Thus, it
has been reported ‘Jacob’ Ladder in DFT [99] which starts with the Hartree model
(zero exchange–correlation energy, classical electrostatics for the electron–electron
interactions) introducing additional ingredients to move up the ladder to accuracy
(~0.1 kcal/mol for nonbonded interactions and 1 kcal/mol for chemical accuracy). In
a metaphorical sense, it should be noted that the Jacob’s Ladder by Perdew involves
five rungs that correspond to increasingly sophisticated models used for the treat-
ment of exchange–correlation functionals, whereas each rung contains new physical
content leading to improved accuracy at each higher level [99]. In this perspec-
tive, it is well-known that some functionals are based on non-empirical strate-
gies, i.e. adopting known conditions allows fix all variables, however, are usually
insufficient in power/number to fix the form of all but the simplest functionals
completely [91]. In this line, semi-empirical functionals are in large part used for
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more complex functional designs with increased potential for overfitting, whereas
some argue that such approaches used in many modern functionals sacrifice physical
rigor for flexibility of empirical fitting [1, 89–189].

The first rung of Jacob’s Ladder depends only on the electron density, i.e.
the simplest exchange–correlation functionals or local spin-density approximation
(LSDA), which is highly inaccurate for most real systems with inhomogeneous
density distributions.We note that there is an exact analytic LSDA form for exchange
functional whereas the LSDA correlation functional has no exact analytic form and
the threemost popular parameterizations (VWN5, PZ81, and PW92 [100–102]) were
fitted to accurate Quantum Monte Carlo data [103].

The second rung of the Jacob’s Ladder uses the density gradient, ∇ρ, to intro-
duce the generalized gradient approximation (GGA) functionals to account for inho-
mogeneities in the density, improving the LSDA model significantly. In the 1960s
Frank Herman and colleagues made the earliest attempts to use the density gradient
to improve LSDA using Xαβ exchange functionals [104, 105]. Since the potential
of the Xαβ exchange functional diverged asymptotically alternatives were intro-
duced by Becke leading to B86, PBE and B97 density functionals [95, 96, 106].
Combining exchange and correlation, some successful GGA density functionals
include PBE, B86, BLYP, PW91, PBE, revPBE, RPBE, PBEsol [93, 107–113].
Parameterization of GGA exchange–correlation by Handy and co-workers led to
semi-empirical GGA functionals, such as HCTH/93, HCTH/120, HCTH/147 and
HCTH/407 [114–116]. Along this line the Truhlar group and colleagues [117, 118]
also introduced semi-empirical GGA functionals. Other GGA exchange–correlation
functionals introduced were BOP, BPBE, mPW91, OLYP, PBEOP, rPW86PBE and
SOGGA [119–123].

Laplacian of the density, as the kinetic energy density, can also be used for further
improving the accuracyof density functionals,whereas the introductionof these func-
tionals defines the third rung of Jacob’s Ladder that are known as meta-GGA (meta-
generalized gradient approximations). The more popular kinetic energy density is
used to add flexibility to the functional form (constraint/least-squares fitting) and
detect electron delocalization in molecules [124]. Note that non-empirical meta-
GGA functionals include PKZB, TPSS, TPSS, MS0, MS1, MS2, MVS, SCAN,
TM, BLOC [125–130]. Semi-empirical meta-GGA functionals include VSXC, τ-
HCTH, TPSS), M06-L, M11-L, MN12-L, MN15-L, mBEEF [131–138]. As is well-
known, the meta-GGAs tend to outperform GGAs, mainly due to more sensitive to
the integration grid, lead to nice results for barrier heights and even medium-range
dispersion [91]. However, this greater sensitivity also can affect accuracy for weakly
interacting systems. Despite systematic improvements offered by Jacob’s Ladder
there are major limitations to exchange–correlation functionals described, i.e. self-
interaction error (SIE) [101], strong correlation and long-range dynamic correlation
(dispersion).

The exact exchange term in KS-DFT is replaced by the exchange–correlation
functional, typically not one-electron SIE (self-interaction energy) free. One solu-
tion is replacing the local exchange functional with use of the exact HF exchange
functional and using a local correlation functional that yields, for any one-electron
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system, exactly zero correlation energy, such as LYP. Early attempts to make this
combination was not successful, and this approach was not continued until Becke, in
the early 1990s, introduced the idea of mixing exchange–correlation functional with
a global fraction of exact exchange yielding a successful solution defining Rung 4
of Jacob’s Ladder. Through the adiabatic connection formula, in general, this global
hybrid (GH) functionals can theoretically be justified, as well [91, 139–142].

B3PW91, was developed in 1993 by Becke [95], from fitting three linear param-
eters to 56 atomization energies, being known as the first global hybrid functional.
Yet, the most popular density functional, B3LYP has an exact exchange mixing
parameter of 20% [95]. PBE0, with 25% exact exchange, is one of the most popular
non-empirical global hybrid GGA [119]. This formalism can also be extended to
meta-GGAs. Similarly, among the preferred global hybrid meta-GGA density func-
tionals for which non-empirical models include TPSSh, revTPSSh, MS2h, MVSh
and SCAN0 [91, 143–146]. Truhlar has contributed numerous global hybrid meta-
GGA density functionals, including MPW1B95, MPWB1K, PW6B95, PWB6K,
M05, M05-2X, M06, M06-2X, M06-HF, M08-HX, M08-SO, MN15 [91, 147–154]
with a fraction of exact exchange functionals varying between 27 and 100% (M06-
HF). Although global hybrid functionals introduce a significant improvement for
kinetics and bonded interactions, they do not address self-interaction completely.

In the range-separation [155, 156] approach the exact exchange contribution
is divided into a long-range component (EHFx,lr) and a short-range component
(EHFx,sr) each complemented by error functions whereas the short-range compo-
nent is optionally scaled to give a non-zero fraction and the long-range component
set to one in order to ensure that the functional is SIE free in the long-range. In
should be noted that the corresponding local exchange functional has similarly parti-
tionedwith scaled short- and long-range components. Range-separated hybrid (RSH)
semi-empirical GGA functionals include ωB97, ωB97X [97] less-empirical long-
range correctedRSHGGA functionals LC-ωPBE08, LRC-ωPBE, andLRC-ωPBEh,
screened-exchange functionals HSE-HJS, N12-SX as well as RSHmeta-GGA func-
tionals (M11, MN12-SX) and CAM-B3LYP RSH GGA functional [158–164]. It
is also possible to entirely remove the HF contribution to form screened-exchange
functionals (HSE-HJS) [91]. Based on the local hybrid functionals represent another
class on Rung 4 of Jacob’s Ladder, including e.g. B05 and PSTS functionals which
explicitly depend on the exchange energy density and modulate between local and
exact exchange [165–168]. Using a multi-configurational wave function to replace
the single Kohn–Sham reference should, in principle help define Rung 5 of Jacobs
Ladder [169]. These double hybrids functionals, adopting as strategy the use wave
function expressions for incorporated the electron correlation (based on the second-
order perturbation theory, called PT2, or the random phase approximation); in addi-
tion to wave function exchange in which tends a yielding higher fractions of exact
exchange, i;e lower SIE [91, 169].

In addition to SIE, it is well-known that local and hybrid exchange–correlation
functionals are also unable to account properly for long-range dynamic correlation
and along the past decade has seen significant works with a focus on improving the
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description of non-covalent interactions within KS-DFT yielding the DFT-D disper-
sion approach by Grimme and co-workers [170–172] as well as nonlocal correlation
(NLC) functionals vdW-DF2 byLundqvist and co-workers andVV10 byVydrov and
Van Voorhis [173]. This lead to a damped, atom–atom empirical potential (DFT-D)
trained as a correction for any functional (e.g., that tend to underbind non-covalent
interactions) was introduced byGrimme yieldingDFT-D1, DFT-D2, DFT-D3 as well
as the first training of a semi-empirical functional with the inclusion of a dispersion
correction simultaneously, i.e. B97-D (local GGA functional with D2 tail) [170–173]
Other similar functionals include ωB97X-D, ωM05-D, CHG, ωB97X-D3, ωM06-
D3 [174–176]. NLC functionals have also been attracting interest since they are
less empirical than the DFT-D approaches using only two fitted parameters yielding
VV10 and LC-VV10, B97M-rV, SCAN + rVV10 and rVV10 [177–179].

We note that all density functionals fail to some extent for strongly correlated
multi-reference systems, which is expected since the HF and KS-DFT are single-
determinant methods, whereas multiple determinants would be required to describe
multi-reference systems accurately. From a practical viewpoint, the strong correla-
tion within KS-DFT is the least solved problem requiring more local functionals
and hybrids with a small fraction of exact exchange typically perform acceptably
well [91]. We also note that it is possible to include multi-reference systems in the
training set of a semi-empirical functional with however, worsening performance for
single-reference systems.

It has been noted that there is no universally accurate present-day density func-
tional. Notwithstanding, these functionals are computationally efficient whereas
numerical errors are generally acceptable with main errors attributed to correlation
and nonlocal exchange yielding delocalization errors associated with SIE reflected
in non-covalent interactions (NCI), barrier heights (BH), isomerisation energies,
radical-neutral complexes, ionisation energies in large molecules, mixed-valence
systems. In this view, the global hybrids or range-separated hybrids with exact
exchange fractions are nice functionals for SIE-sensitive problems [91]. Cohen et al.
indicated that the DFT method with approximate functionals has a very nice perfor-
mance for a broad range of physical and chemical properties [184]. Vibrational
frequencies are also well described by different density functionals, whereas electric
polarizabilities are susceptible to SIE [91]. DFT chemical shifts have been widely
applied. In has been noted that the standard Hohenberg–Kohn theorem does not hold
in the relation tomagnetic fields requiring different functionals for each field strength
or current density dependence [180–182].

Future routes of interest include the combinatorial design approach for the devel-
opment of strategies known as PT2 and/or RPA-based Rung 5 density functionals as
well as new descriptors substantially created an enormous impact on the develop-
ment of functionals, more specifically, with lower SIE/long-standing self-interaction
corrections [91]. Future trends include the usage of a multi-configurational wave
function to replace the single Kohn–Sham reference, which will however face
definitional ambiguities and complexities that confronts generalization of single-
determinant-based wave functions [91, 183–189]. Moreover, it is known that the
development of current–density-dependent functionals is also of interest. In general,
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the KS-DFT can be used in the TDDFT framework allows calculating electronic
excited states and responses due to time-dependent perturbations as summarized in
the following section.

5 Time Dependent Density Functional Theory

Extensive studies carried out with ground state stationary properties of molecules,
excluding excited electronic states, the KS-DFT replaces the N-electron wave func-
tion with an effective mathematically simpler single-particle charge density, which
can be solved much faster [9, 190–197]. A single-particle problem substitutes the
interacting many-electron system. As is well-known, the TDDFT method has been
proving that applies the same concept to time-dependent problems by replacing the
complicated many-body time-dependent SE, but replacing time-dependent single-
particle equations with orbitals yielding the same time-dependent density [9, 190–
197]. This is possible because the knownRunge-Gross theorem [190] indicating that,
in theory, a given an initial wavefunction/particle statistics/interaction, at most one
time-dependent external potential Vs(r, t) can yield a given time-dependent density
n(r, t). In addition, the TDDFT equations can therefore be used to describes a set
of N non-interacting electrons evolving in Vs (r, t) and, consequently, producing
in this case of the same n(r, t) for an interacting system. Applications and devel-
opment of TDDFT have indicated considerable growth of predictions for the non-
perturbative regime (systems in laser fields); linear and higher-order regime (optical
response/electronic transitions as well as back to the ground-state approximations
from the treatment of excitations) [9, 190–197].

Theoretical analysis tools, such as TDELF (time-dependent electron localiza-
tion function), it should yield observation time-resolved of the processes related
to formation/modulation/breaking of chemical bonds that providing a visual under-
standing of the dynamics of excited electrons, with a range of applications from
above-threshold ionization of metal clusters to coherent control of quantum wells,
multiharmonic generation in benzene and linear response to a spatially uniform
electric field [190–197]. We note, however, that there are sources of error in
TDDFTcalculations/predictions,which are likely due to local (or gradient-corrected)
approximations and properties that require non-locality in time.

6 Quantum Monte Carlo

The intersection among theQMandMCmethods is, of course, referred to as quantum
MonteCarlo (QMC). In contrast, the true/exact Schrodingerwave function is approx-
imated by a varied trial wave function to get more accurate functions. QMCmethods
can solve the stationary SE using stochastic processes as well as sampling of wave
functions of electron positions (in the space) yielding high accuracy [1, 9, 198–214].
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Solving the many-body problem SE is difficult with exponential growth of the
Hilbert number of particles whereas the premise of MC methods indicating that
properties of interest can, in principle, be computed stochastically converging, irre-
spective of the dimension of the Hilbert space, as the inverse of the squared root
of independent samples [202]. Moreover, MC based task is to generate indepen-
dent samples as strongly interacting systems/arbitrary topologies, i.e. in the case
of classical simulations based on MC of quantum systems [9, 198–214].

ThisQMCapproaches include variationalMC(VMC), fixednode diffusionMonte
Carlo (FN DMC), Green’s function Monte Carlo (GFMC), Fermion Monte Carlo
(FMC), Self-healing diffusion Monte Carlo (SH DMC), auxiliary field quantum
MonteCarlo (AFQMC), reputation quantumMonteCarlo (RQMC), full CIQuantum
Monte Caro (FCI-QMC) [9, 198–214].

7 Molecular Dynamics

In molecular dynamics (MD), given the positions of all of the atoms in a system, the
force exerted on each atom by all others is calculated and Newton’s laws of motion
used to predict spatial position of individual atoms as a function of time, whereas
these one-step processes are repeated, recalculating the forces on each atomwhich are
used to update all atomic positions and velocities.MDsimulations for atomic systems
is thus a numerical/step-by-step solution for the classical motion equations, whereas
the forces on the atoms are typically derived from potential energies (functions of
the complete set of 3 N atomic coordinates) yielding a trajectory (series of molecular
configurations) [9, 215–230].

The potential energy mathematical models of molecular systems typically consist
of a sum of interaction types, i.e. intramolecular/local contributions (bond stretching,
angle bending, dihedral/improper torsions), repulsive, as well as Van derWaals inter-
actions (12–6 Lennard–Jones (LJ) potential) which have improved substantially over
the past decade. We have noted that need nice models to represent the interatomic
forces that exist among the atoms of the systemwhereas the spatial and/or time-scales
required are prohibitively expensive and empirical methods based on force-field are
usually used to describing the dependence of the system energy based on particle
coordinates [9, 215–230].

Usually, a simple harmonic function often represents bond stretching control-
ling length of covalent bonds, angle bending by harmonic/trigonometric potential,
torsional energies usually by cosine functions; improper torsionsmeasured by appro-
priate angles that evaluate deviations from planarity; Van der Waals interactions
among two atoms as a result of both repulsive (overlapping clouds between atoms)
and attractive interactions between induced dipoles (12–6 LJ potential); electrostatic
interactions with partial atomic charges assigned to each nucleus and Coulomb’s
law to compute contribution to the total energy. Crossed terms can also be used to
describe the coupling between stretching bending torsion. Hydrogen bonding is often
described by choice of van der Waals parameters and partial charges. Polarization
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effects can be included explicitly using methods such as fluctuating charges, shell
models, and induced point dipoles [9, 215–230].

In order to perform the simulations, we usually need to know the positions and
velocities of initial each particle, which for some systems (crystals, proteins, etc.)
are reported in the form of a crystallographic information framework file. For the
intramolecular potentials analytical expressions for the forces can be used or deter-
mined by numerical differentiation. We can then simulate, in this case, our system
based on the isolated N-particles, that is, surrounded by vacuum or imposing some
boundary conditions. In order to solve the equations numerically [219] we need
to discretize the trajectory over small time steps using an integrator with minimal
requirements to compute the forces, i.e., nice stability if large time steps �t are in
general used to obtain nice accuracy and conservation of energy/momentum, beyond
the time reversibility.Verlet [227] proposed the sumofTaylor expansions for+�t and
−�t, whereas some terms cancel leading to simple expressions, i.e. Verlet integrator,
velocity-Verlet as well as leap-frog algorithms. One form of controlling the tempera-
ture during the simulation is based on the usage of a Berendsen thermostat, consisting
of a weak coupling of the system to a heat bath [228]. Note that the modifying the
motion equation , an additional term that acts as a frictional force and a coupling
constant that is responsible by determines the coupling strength [9, 215–230].

There are, however, intrinsic limitations related to using empirical simula-
tions based on the force-field, i.e., such approaches are, in principle, well-known
by the inability to reveal details on the electronic structure; handle reactions
(breaking/formation of bonds, electronic excitations, charge transfers) and its accu-
racy, in general, depends on the parameterization quality; limited transferability.
These simulations are, therefore, diverse orders of magnitude faster than tradi-
tional ab initio calculations, that is, such approaches avoiding solving the electronic
structure of the interest system in order to obtain the interatomic forces making it
possible to easily handle systems of large complexity.

8 Ab Initio Molecular Dynamics

Ab initio molecular dynamics (AIMD), [9, 231–243] became of a simulation type of
considerable interest, especially in the last decades. Despite the success ofMD simu-
lations in the field of medicional chemistry, however, because the predefined/fixed
potentials can in principle be a drawback for complex systems [9, 231–243]. Car and
Parrinello [231] proposed that electronic wave function parameters could a priori be
treated with the use of dynamical variables and application of the steepest descent
method to the classical Newtonian equations ofmotions, in this case, are used to solve
electronic structure problems whereas the classical motions of the atom nuclei could
be coupled with fictitious electron dynamics. In this context, it is known that the QM
adiabatic can in principle be used to timescale separation of fast electronic and slow
nuclear motion in which transform the electronic problem into a classical mechanical
adiabatic energy scale separation whereas both the electronic structure problem and
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the dynamics of the atoms are solved concurrently by a set of Newton’s equations
allowing calculations of the fully dynamic time evolution of structures without the
need of predefined a potential energy surfaces [9, 231–243].

This first-principles “on-the-fly” the electronic potential energy surface calcula-
tions associated with the nuclear dynamics method has opened new perspectives
and research opportunities [238]. An AIMD simulation assumes that the Born–
Oppenheimer approximation is valid. Hence, the system is composed of nuclei
and electrons and, in this case, the nuclear dynamics is treated classically. Since
they cannot solve the ground-state electronic problem exactly, in particular, approx-
imate electronic structure methods are, in turn, needed in order to complement these
findings [9, 231–243]. Whereas in modern AIMD, the electronic structure method
for complex system is most commonly based on KS-DFT formalism, leading to
constructing an interaction potential in order to selecting an approximation for
solving the SE [9, 231–243].

9 Material Simulations

The orbitals of the methods discussed previously are represented by a linear combi-
nation of functions such as Slater-type (STOs) with an exponential decay of the radial
part as well as Gaussian-type basis functions (GTOs), whereas only the orbital
expansion coefficients are usually optimized, that is, yielding linear combinations
of primitives that can in principle be used to define angular momentum (which is
called contracted basis sets). Both STO/GTO sets are usually centered at nuclei in
which leads to a well-known linear combination of AO (LCAO), i.e., so-called
local methods that can be used in material simulations [9, 12, 244–272]. In addi-
tion, we note that the usage of plane waves accommodates the periodicity of the
lattice/potentials imposed by Bloch’s Theorem, yielding a orthonormal functions
used for expansion/labeling orbitals in reciprocal space. As such, it is known that the
planewaves do not depend on the positions of the nuclei and in general are delocalized
(in space), which is widely interesting for solid-state material simulations.

The core levels (completely localized) could be determined by early workers
(1940), whereas one method of solution for the band levels was a variational calcula-
tion using a complete set of· plane waves (due to lattice periodicity only those wave
vectors which reduce to the k value of the desired Bloch state need be included).
Orthogonalizing the plane waves to the core levels and performing a variational
calculation using a limited number of the OPW’s (orthogonalized plane waves) led
to lowest roots of the secular equation converging to lowest band levels with the
increasing number of OPW’s, i.e. the orthogonalized plane wave (OPW) method
[9, 12, 249–252].

We note that for plane waves enormous cutoff parameters could be necessary
to improve the quality of basis set/core potentials. Defining plane waves in curved
space yields orthonormal functions forming a complete basis set for reciprocal point
sampling introducing a generalization of the plane wave concept (GPW). The cut-off
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energy becomes lower in vacuum regions and highest in regions close to nuclei, that
is, requiring a lower number of GPW and allowing even in this case all-electron
electronic structure calculations for situations where plane wave fails, as well. Also,
it is known that the plane waves although they are considered simple, lack the
spatial bias of GTOs, stimulating longstanding efforts to combine/exploit the mutual
strengths of plane waves and localized gaussian basis functions, taking into consid-
eration that periodicity makes possible calculations of unit cell calculations of bulk
matter [9, 12, 249–252].

The so-called augmented wave methods have basis functions which are combina-
tions of atom-like wave functions in the atomic regions and envelope type functions
between the atomic regionswhereas space is divided into atomic regions aswell inter-
stitial regions between the spheres leading to partial solutions in each region which
are matched at the interface between interstitial and atomic regions. The muffin-tin
orbital (MT) approach uses a shape approximation of the potential well in a crys-
talline lattice which was typically used in QM simulations of the band structure
in the case of solids whereas the potential is assumed to be spherically symmetric
in the muffin-tin region (atom-centered spheres, defining the atomic regions) and
constant in the interstitial region. Early electronic structure methods used the MT
approach, including the augmented plane wave (APW) method, the linear muffin-tin
orbital method (LMTO) and the KKR (Korringa, Kohn, Rostoker) and other Green’s
function methods [9, 12, 249–252].

In the most straightforwardMT orbital approach (MTO) non-overlapping spheres
are usually centered on their respective atomic positions. In contrast, the screened
potential experienced satisfactory, in this case, by an electron can, in principle, be
approximated to be spherically symmetric on the nucleus and was shown as constant
in the case of the remaining interstitial region. Therefore, in this perspective, conti-
nuity of the potential in the atom-centered spheres and interstitial region can, in prin-
ciple, be enforced. As iswell-known, thewave functions can in principle be expanded
in terms of spherical harmonics and the eigenfunctions of a radial SE in the atom-
centered regions. As such, the single-electron wave functions usually is expanded
in plane waves, e.g., in the case of the interstitial region due to constant potential.
The usage of basis functions other than plane waves was termed the augmented
plane-wave method (APW) with many variations. All LMTO based methods, e.g.,
the wavefunctions (in the interstitial region) are also known as Hankel functions.
In this regard, usually, each basis function is based on a numerical solution inside
a muffin-tin-like sphere, which in turn is combined with the value and slope to a
Hankel function tail on the sphere boundary [9, 12, 249–252],

In linear augmented plane wave (LAPW) model, the basis functions are
constructed from the connecting sinusoidal plane wave functions in the intersti-
tial region with LCAO-like functions in the spheres with the advantage that in this
case electrons of core and semicore are explicitly included yielding similar computa-
tional effort for all materials. As such, the full-potential LMTO (defined here as FP-
LMTO) method is an implementation of DFT within the LDA functional with no
shape approximation to the crystal potential and the crystal can thus be divided into
regions inside muffin-tin spheres, where SE is solved numerically, and using Hankel
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functions in an interstitial region. The KKRmethod used the variational method and
MT approximations. Some of the methods that descended from the APW method,
in general, have been considered as one of the most accurate for electronic structure
calculations of materials, mainly due to introducing the schemes related to linearise
the secular equation, including the LAPW method as well as the so-called APW +
lo method with localized orbital extensions of the basis sets [9, 12, 249–252].

The pseudopotential (PP) theory started as an extension to the OPWmethod, i.e.,
separate the total wave function into oscillatory/smooth components (pseudo wave
functions). The PP is a well-elaborated approximation in general used to simpli-
fied description of a systems with the objective of replacing the effects of the core
electrons motion of an atom and its nucleus so the SE contains modified terms
for the potential of core electrons and the true potential of the ions is replaced
by a weaker potential for the valence electrons. The pseudopotential replaces the
atomic all-electron potential, whereas core states because they are less available in
a system of interest they can then be eliminated, and the valence states described
by pseudo-wavefunctions with much fewer nodes using plane-wave in simulations
are more practical. As such, it is known that the valence electrons for being more
available are chemically active and hence in this case can in principle be dealt with
explicitly and the core electrons are frozen, i.e., considered together with nuclei as
rigid non-polarizable ion cores. However, it is possible to self-consistently update
PP with its embedded chemical environment (relaxation of frozen core approxima-
tion) [9, 12, 249–252]. Effective core potentials (ECPs) typically only freeze core
electrons for local basis functions. First-principles pseudopotentials can be obtained
from an atomic reference state, in this case, the same energies/amplitude/density are
needed for pseudo-and all-electron valence eigenstates outside a chosen core cut-off
radius. So-called Softer PP’s have a larger cut-off radius, more rapidly convergent but
less transferable, i.e. less accurate reproduction of realistic features in different envi-
ronments. Some objectives in these models were to reduce size/number of basis set
size and inclusion of relativistic aswell as other effects. This is a one-electron approx-
imation where small-core approximation assumes no significant overlap among
core and valence wave-functions and nonlinear core corrections deal with situations
where the overlap is, of course, non-negligible [9, 12, 249–252].

Two common forms of PP are norm-conserving and ultrasoft for basis set have a
lower cut-off (for the frequency) in describing the electron wavefunctions allowing
good convergence with reasonable computing resources. The norm-conserving pseu-
dopotentials (NCPP) are constructed such that inside the cut-off radius each pseudo-
wavefunctionnorm is identical to that of the corresponding all-electronwavefunction,
whereas the pseudo and all-electron wavefunctions are in general identical outside
the cut-off radius. In the case of the Ultrasoft PP (USPP)model, the norm-conserving
constraint is relaxed in order to reduce the basis-set size significantly, i.e., due to the
introducing a generalized eigenvalue problem. In contrast, the electron density in
this case can be usually subdivided in a soft part (throughout the unit cell) as well as
a hard part which localized in core regions [9, 12, 249–252].

The linear combination of plane waves and core states led to the orthogonal-
ized plane waves (OPW) method which possible to obtain the same eigenvalues
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from the secular equation using the PP method where the core electrons can be
considered inert/removed and represented by ECPs to which the valence electrons
are subjected. PP methods, including the projected augmented wave (PAW), norm-
conserving (NCPP), ultrasoft (USPP) methods. The PAW approach maps a smooth
auxiliary wave function in a true all-electron wave function, having components that
are smooth and continuous everywhere with rapid oscillations only in the core region
of each atom, whereas each part can be treated separately and KS DFT all-electron
wavefunctions can be retrieved. PP calculations reached accuracy in which in general
are comparable towards all-electron methods, became this strategy an important tool
for the description of many-electron systems in the 1970s. Noteworthy, PPs can be
used to describe the electron–ion interaction, and in plane-wave calculations, the
Hellmann–Feynman theorem facilitates calculations of forces acting on the atoms
and stresses on the unit cell is straightforward facilitating ab initio MD materials
simulations [9, 12, 249–252].

The Car and Parrinello method (CP) introduced [231] a dynamically simulated
annealing strategy to solve the motion equations of the coupled many-electron
system using as strategy fast Fourier Transforms in order to switch among real- and
momentum-space representations of the wave function minimizing simultaneously
the total energy of a complex system yielding a new powerful tool for materials
research. However, with all the success of modern DFT has paricularly been charac-
terized by using the more traditional approach due to the strong requirements of the
CP method.

Moreover, DFT calculations under periodic conditions for solids can be deter-
mined through choice of a basis set to expand the KS eigenfunctions (plane waves
and localized basis functions); full-potential/pseudopotential to describe interactions
between the ionic core and the valence electrons (also used to speed up local orbital
methods); method to obtain eigenstates of the Kohn–Sham Hamiltonian; choice of
exchange–correlation functional within the hierarchy of DFT as well as post-DFT
corrections and efficient algorithms have been refiend for solving the KS equations
which are implemented in sophisticated codes for material simulations.

A number of codes are available to materials science workers including
VASP(plane wave basis sets and Pseudo/PAW potentials at atpcms.mpi.univie.ac.at;
CRYSTAL(Local basis sets and all-electron potentials at www.crystal.
unit.it); SIESTA(local and numerical basis sets, pseudopotentials at
wwuam.es/departamentos/ciencias; Gaussian(local basis sets and all-electron
potentials at www.gaussian.com); WIEN2K(LAPW basis set with all-electron
potentials at www.wien2k.at); CASTEP(plane wave basis with Pseudo potential
at www.tcm.phy.cam.ac.uk/castep/); CPMD(plane wave basis set with Pseudo
potentials at www.cpmd.org/); Dacapo(plane wave basis sets and pseudo potentials
at dcwww.camp.dtu.dk/campos/Dacapo/); FHImd(Plane wave basis functions and
Pseudo potentials at www.fhi-berlin.mpg.de/th/fhimd/); PWscf (Plane waves and
Pseudopotentials at www.pwscf.org/; Quickstep(Gaussian + plane wave basis
functions and Pseudo potentials at cp2k.berlios.de/quickstep.html); FPLO(local
basis sets and all-electron potentials at www.ifw-dresden.de/agtheo/FPLO/);
ABINIT(plane wave basis and Pseudo potentials at www.abinit.org); ADF(Local

http://www.crystal.unit.it
http://www.gaussian.com
http://www.wien2k.at
http://www.tcm.phy.cam.ac.uk/castep/
http://www.cpmd.org/
http://www.camp.dtu.dk/campos/Dacapo/
http://www.fhi-berlin.mpg.de/th/fhimd/
http://www.pwscf.org/
http://www.ifw-dresden.de/agtheo/FPLO/
http://www.abinit.org


Review: Simulation Models for Materials and Biomolecules 47

basis/all-electron basis sets at www.scm.com); FLAIR; LAPW (basis sets and all
electron potentials at www.uwm.edu/~weinert/flair.html); QMD-FLAPW(LAPW
basis sets and all-electron potentials at flapw.com) [244–272].

The advent of computational methods such as DFT, MC, MD, AIMD simula-
tions allowed exploration of phase and composition space very efficiently, whereas a
combination of experiments and theoretical approaches has allowed substantially cut
of time and cost for desiging newmaterials [1]. Based on the constant increase, in all
cases, in computing power coupled with the development of more efficient codes that
allowed to boost the emergence of computational high-throughput studies towards
accelerating the development of designing new materials with tunable properties to
screen for better candidates cognitive overload addressed by sharing/feedback/free
access of data/software/technical experience.

One of the routes practiced nowadays for predictive capabilities of computational
materials science derived from overlapping advances in computational methods
and techniques, as well as best practices, with each area equally important and
feeding into the other, allow workers to advance understanding combining effi-
ciently simple models with powerful softwares. This allows the processing of
complex systems with million-particle models. The cognitive overload is addressed
by sharing/feedback/free access of data/software/technical experience [266]

Central to this route is based on the use of simplified models in which results
in a detailed nanoscale understanding of materials. This lead to reproducibility of
research, accessibility of materials simulation tools, and demand for computationally
literate researchers [266]. Some free access tools are Diffractometer, Foyer, freud,
RDF, mBuild, MDAnalysis, MDTraj, MorphCT, packmol, Planckton PLUMED,
pyLAT, Rhaco, SSAGES, Signac-Flow, Signac, VMD, VOTCA [266].

In yet, another direction, the large-scale calculations/simulations together with
experimental high throughput studies are producing a large amount of data, that
is, enabling ML methods for materials science and heralding a second computa-
tional revolution since the number of possible materials is estimated to be as high as
a ~ 10100 justifying this substantial growth of interest/investment. The Materials
Genome Initiative (MGI) involves data-driven ML approaches which are gradu-
ally penetrating materials design, and have already been applied to development
of excellent studies in materials science [372, 373]

Advances in computational and experimental methods have consider-
ably increased the complexity/quantity of data generated which has to be
stored/interpreted for identification/correlation of patterns via ML algorithms
requiring appropriate methodologies to extract insights similar to what has been
done during the last decade with biomolecular systems, i.e. usage of methodologies
including screening, data mining, and ML techniques.

http://www.scm.com
http://www.uwm.edu/~weinert/flair.html
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10 Machine Learning Methods in Material Simulations

First, we had experimental science, subsequently theoretical science and then during
latter half of last century we developed simulations generating a huge amount of data
leading us to big data-driven science, distinguished as the new/fourth paradigm for
scientific exploration and fueling the second computational revolution in materials
science [245, 255, 372–409] after the first revolution being fueled byMD,MC, DFT.
The recent growth in computing power, improved algorithms and large datasets have
led to a great interest in ML algorithms used for dimensionality reduction, regres-
sion, classification and clustering of high-dimensional input data. These methods
have a long history in chemistry and biology (establishing a correlations for a large
set of data) but have only recently emerged in materials science. Additionally, recent
advances in experimental and computational approaches have increased significantly
the complexity/quantity of the generated data, which needs storage/interpretation in
materials science and engineering. In this sense, has been observed a high require-
ment on resources/equipment,made on a very limited number ofmaterials, conducted
over long time periods, traditionally, played key roles in finding/characterizing new
materials and consequently great discoveries were made through serendipity/human
intuition. DFT, MD, MC combined with experiments explored phase/composition
space efficiently allowing substantial cuts in time and cost of materials were the fuel
for the first so-called first material science computational revolution.

The development of more efficient codes, constant computing power/increase
is allowing computational/experimental high-throughput screening of large mate-
rial groups which producing large-scale information (big data) making possible the
usage ofMLmethods inmaterials science for research among a possible large number
(10100) of materials, heralding the so-called second computational revolution. This
process is also stimulated by projects such as the MGI [372, 373] which thrives
on supporting data-intensive systematic research approach between experiment and
theory and ML applications can already be found in materials science addressing
the calculation of many material properties, leading to the prediction of new stable
materials from first-principle calculations [255]. Such approaches have considered
well more efficient than humans towards designing newmaterial with new functional
properties for many technological applications. We note, however, that not under-
standing this new approach and its laws is one of the major criticisms regarding ML
algorithms which are often treated as machine built models, i.e., black boxes that are
too alien/complex for human understanding.

As such, the main objective of ML is closely related to optimize the performance
of tasks via past experience and/or examples and can be categorically divided as
supervised, unsupervised, and reinforcement learning. SupervisedMLaims at finding
the unknown functions that connect known inputs to unknown outputs based on
pattern extrapolation in labeled training data whereas unsupervised learning searches
for patterns in unlabeled data. The algorithm in semi-supervised learning is provided
with both labeled and unlabeled data. Supervised learning is the most used ML
approach in materials science [245].
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The workflow for supervised learned goes as follows. First, selection of subset
of population having known values of target property which are known or can be
created. This is followed by a selection of ML algorithms to fit the target quantity
finding, generating, cleaning the data to consistency and accuracy. Subsequently,
the next step is setting up model inputs for algorithm to be used by translating the
information into appropriate inputs. This is followed by training the model via the
optimization of its performance (measured/cost/ function), adjusting hyperparame-
ters controlling the training process/structure/properties of the model. Separate vali-
dation datasets can be used for testing and training to optimize the hyperparameters.
Notably, all applications of ML have to consider aspects of overfitting/underfitting
when the model is unable to express the data complexity or features not adequately
describing data and can lead to high training error. As such, the model also needs
to be evaluated on test sets, to estimate generalization/extrapolation using methods
such as simple holdout, Monte Carlo cross-validation, k-fold cross-validation, leave-
one-out cross-validation. The success of ML methods for materials Science depends
on the quality/amount of available databases such as the MGI [245, 255, 372–409].

Other most-used theoretical/experimental databases include COD at https://crysta
llography.net, ICSD at https://www2.fiz-karlsruhe.de/icsd, AFLOWlib at https://afl
owlib.org/, materials Project at https://materialsproject.org/,OQDM at https://oqmd.
org/, CMR at Ahttps://cmr.fysik.dtu.dk/,MaterialsWeb at https://materialsweb.org/
twodmaterials, JARVIS-DFT 2D materials at https://ctcms.nist.gov/~knc6/JVASP.
html, NOMAD at https://repository.nomad-coe.eu/, Materials Cloud at https://mat
erialscloud.org/discover, Citrination at https://citrination.com, C2DB at https://cmr.
fysik.dtu.dk/c2db/c2db.html. The success of databases for materials informatics
depends on a findability, accessibility, interoperability, and reusability treatment
of data possessing findability, accessibility, interoperability, and repurposability
[255, 372–409].

As such, the representation of the data in a suitable form usually is considered as
themain ingredient of aML algorithm [255]. Thus, the features for aML algorithm in
real material science applications have to be able to capture all physical and chemical
information related to materials behavior in different conditions and environments,
i.e. feature extraction or engineering. Ideally, descriptors should be uncorrelated.
Particularly, the fitting of potential energy surfaces is themost likely feature studied in
materials science. Note that the descriptors quality is related to the differentiability
to the completeness of the representation, due to the basic symmetries in terms of
invariance (hence such as rotation, reflection, translation, permutation of atoms of
the same species) and movement of the atoms.

Simple representations showing shortcomings as features include Z-matrices,
Weyl matrices, transformations of pairwise distances including their recip-
rocal/exponential transformations, worked only for a number of fixed atoms. And
yet, are not unique about permutation of the atoms. Some automatic feature selection
algorithms include sure independence screening and sparsifying, operator (SISSO),
least absolute shrinkage and selection operator (LASSO), principal component anal-
ysis (PCA), decision trees. The algorithms for material science include linear- and
kernel-based regression and classification methods, variable selection and extraction

https://crystallography.net
https://www2.fiz-karlsruhe.de/icsd
https://aflowlib.org/
https://materialsproject.org/,OQDM
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https://cmr.fysik.dtu.dk/,MaterialsWeb
https://materialsweb.org/twodmaterials
https://ctcms.nist.gov/~knc6/JVASP.html
https://repository.nomad-coe.eu/
https://materialscloud.org/discover
https://citrination.com
https://cmr.fysik.dtu.dk/c2db/c2db.html
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algorithm linear methods, nonlinear decision tree-based methods such as random
forests (RFs), highly randomized trees and neural networks, simple fully connected
feed-forward networks, convolutional networks, variational autoencoders (VAEs)
and generative adversarial networks (GANs) [245, 255, 372–409].

Many properties of materials can be predicted with application of ML methods,
include Curie temperature, Vibrational free energy and entropy, Band gap, Dielec-
tric breakdown strength, Lattice parameter, Debye temperature and heat capacity,
Glass transition temperature, Thermal expansion coefficient, Thermal boundary
resistance, Thermal conductivity, Local magnetic moments, Melting temperature,
Magnetocaloric effects, Grain boundaries, Grain boundary energy, Grain boundary
mobility, Interface energy Seebeck coeficient, Thermoelectric figure of merit, Bulk
and shear moduli, Electrical resistivity, Density of states, Fermi energy/ Poisson
ratio, Dopant solution energy, Metal–insulator classification, Topological invariants,
Superconducting critical temperature Li-ion conductivity and battery state-of-charge
[245, 255, 372–409].

Regarding perspectives and future trends, we note that similar to the industrial
revolution, the ML will train machines in order to identify patterns/relations among
material properties and features at nanoscale level. As such, the use ofML algorithms
has mostly been applied in materials design in order to elucidate quantitative struc-
ture–property relationships involving numerous properties of interest to the devel-
opment of modern technology. Additional needed further properties should also be
predictable with the same accuracy. In future research, particularly, each method-
ology will be data availability dependent. Future perspectives include realistic calcu-
lation of properties for≥105 materials using universal deep neural networks models,
predicting of fundamental properties (e.g., bandgap energies, Fermi level, bulk
moduli, shear moduli, formation energies, and Poisson ratios) for a huge wide variety
of functional materials as well as DFT calculations errors, in general, can be compa-
rable or smaller than obtained in diverse experiments, that is, reducing the need
for training only a single structural prototype/property which will in turn drasti-
cally reduce required investigative resources. With the availability of ab initio data
fast interpolative prediction of materials electronic properties based on the use of
ML techniques is now possible. ML algorithms should also excel in 2D mate-
rials, symmetry protected topological materials, and disentangling high-dimensional
correlations. Superconductivity and other complex nanoscale phenomena have also
begun to be addressed, and there are paths open for possibilities of novel super-
conductor discoveries. Magnetic phenomena is, of course, important in a variety of
technologies. However, the small number of research in this field using ML tech-
niques indicates the field is just starting to emerge. Quantum phase transitions in
crystalline systems and topological materials classification are also fields of interest
to ML methods [245, 255, 372–409].

The usage of neural network models will significantly increase with the popu-
larity of such strategies to a wide materials science audience. Also, it is possible
to use surrogate-based optimization (active learning), transfer learning, or shift the
problem of predicting a property to predicting errors in crude models concerning
training data. It is expected high-throughput searches in the coming years of all
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unresearched common crystal structure prototypes in order to speed up material
discovery. Also, it is known that the obtain of quality experimental data can in
principle be well rare/expensive to be generate, the prototypes options may be
quickly exhausted. As such, the direct prediction of a crystal structure can be a chal-
lenging problem, mainly because the most available data is due to a small number of
prototypes. Bayesian optimization for global structure prediction should be further
explored. Neural networks built Force fields indicate efficiency parallel to classical
force fields and accuracy comparable to DFT in solid-state and should completely
replace classical force fields in the long term. ML methods allow us to investigate
emerging/novel phenomena from complex systemsmainly due to superior numerical
scaling [245, 255, 372–409].

Linear kernel models and decision trees, using simple algorithms, were among
the first ML applications in materials science [255]. Future predictions suggest
two routes; the first is the continuation of present research via more sophisticated
ML methods lacking benchmarking datasets and standards essential to measure the
progress in features/algorithms. In this direction, the prediction of formation ener-
gies/band gaps should be a critical step. The usability of ML is the second direction.
The electronic structure Community uses both routes addressed. Some crucial points
can also be summarized as follows. In ML methods interpretability is a multifaceted
concept with different priorities that depends on research goals and dataset. However,
it is well-known that simulatability is usually non-existent in the field of materials
science andhence should not be of concern, aswell.As such, the progress in this direc-
tion of materials informatics should use post hoc knowledge techniques to improve
trust in high-performing black-box models [245, 255, 272–409].

11 Molecular Docking

Notably, along the last decade, was observed a significant development of computer-
aided drug design (CADD) methods. Such computational strategies have sufficient
accuracy for diverse practical applications related to new drug discovery. In this
regard, structure-based methods are beneficial for predicting binding modes for
various molecules of interest and estimating their relative affinity yielding high-
throughput docking of 106 small molecules classified by scoring based on force
fields, which can identify binders from using a protein target. Many approved drugs
have benefited from the usage of CADD, supports hit identification/optimization by
predicting how small molecules bind to the protein target and estimating relative
binding affinities [273–290].

Virtual screening evaluates the library of many molecules for the possibility of
binding to the protein indicating the ones with the highest affinity, i.e. reducing the
number of false negatives selected for in vitro assays. Numerous software has been
developed with the specific purpose of performing an automatic molecular docking
of small molecules into protein target structures. However, only a few have gained
wide recognition/usage by a large community, including Glide, [273], GOLD [274]
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Dock [275], and AutoDock [276]. The different types of interaction in docking
involves include electrostatic forces (dipole–dipole, charge-dipole, charge-charge),
electrodynamics forces (Van derWaals interaction), steric forces (caused by entropy),
solvent-related forces (hydrogen bond and hydrophobic interactions).

As such, it is known that the molecular docking involves typically usage of search
algorithms and scoring functions. The search algorithms create the desired number of
configurations that determine the binding modes and include Point complementary,
MonteCarlo, Fragment-based,Genetic algorithms, Systematic searches andDistance
geometry.Theobjective of scoring functions is to rankpositioningof ligands,whereas
ideally the score should correspond directly to the binding affinity for indicating
the best binders. Hence, the scoring functions are typically empirical. The methods
applied for docking are typically Lock and Key\Rigid Docking whereas receptor and
ligands are fixed during docking; induced fit\flexible docking where both ligand and
receptor can be conformationally flexible and the most optimum pose is selected
[278–280].

In the molecular docking process the intermolecular interaction between two
molecules is studied from the using in silicomodels, i.e. involves the protein receptor
(macromolecule) and the ligand molecule (inhibitor) with 3 main steps. The first step
consists of preparation of protein, whereas a three dimensional structure is retrieved
from the Protein data bank (PDB), pre-processed (removal of water molecules from
cavity, stabilization of charges, filling missing residues, generation of side chains,
etc.) [278–280]. Subsequently, the active site of the protein is identified, whereas
water molecules and heteroatoms are removed. The following step comprises the
preparation of ligand, including those from databases such as ZINC, Pub Chem
or even sketched. The Lipinsky’s rule of 5 can be used to discard non-drug like
compounds, i.e., less than five hydrogen bond donors and ten hydrogen bond accep-
tors, molecular mass less than 500 Da, partition coefficient (LogP) not over 5 and
molar refractivity between 40 and 130 [283, 286]. Finally, the ligand and protein are
docked, interactions analyzed, and scoring functions used to ascertain best-docked
ligand complexes.

The interactions of molecular docking may in principle lead to inhibition or
activation of the protein. They can be employed in diverse areas, including opti-
mization (drug discovery), hit identification (virtual Screening), prediction of KA
(biological activity), bioremediation, de-orphaning of protein, binding site predic-
tion, searching for lead structures for protein targets, protein–protein/nucleic acid
interactions, protein engineering, mechanisms of enzymatic reactions, studies of
structure–function. Current protein–ligand docking tools includeGlide (Monte Carlo
Sampling, Glide Score), GOLD (Genetic Algorithm, Chempl), Auto Dock (Genetic
Algorithm, Lamarckian genetic algorithm, Simulated Annealing) [278–280].

Algorithms from academia and industry are being incorporated in the molecular
docking software improving functionality, speed, graphic display, techniques, search
engines, visualization of molecules, and also easy access to structural databases
making molecular docking an essential component for the medicinal chemist. We
note, however, that although the success of this approach is target-and software suite-
dependent, it does not necessarily correlate with respect to the binding affinity but
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depends on the quality ligand–protein interactions. In contrast, molecular docking
is, in turn, biased towards molecules binding to a protein target, with respect to the
available crystal structure, as well as detectable affinity [273–290].

12 Pharmacophore Modeling

Pharmacophores have been considered important models/paradigms of noncova-
lent chemistry. First, we understood the three-dimensional (3D) nature of molecules
in which are based on stereochemistry rules to determining conformations [291–
296]. Subsequently, a better understanding of the key-and-lock paradigm (exhibiting
complementary geometric shapes) has been explained by ligand binding to macro-
molecules. Excluding those that govern our universe, it was shown that the chem-
ical nature of the noncovalent binding forces are very complex. Particularly, it is
known that steric “repulsion forces” are in general useful models to provide a ratio-
nalize behavior of the electron clouds which can be well-described by interacting
ideal ‘atomic spheres’ and leads to the introduction of a van der Waals corrective
term. It is found that modern medicinal chemistry occurs, for example, at this “atom
sphere” level of approximation, that is, where the charge of the cations interact with
anions, the donors with acceptors, as well as hydrophobes among themselves and
thus, the principle of the functional group is an essential paradigm [291–296].

Effectively, pharmacophore modeling (PM) represents a conceptual approach
for describing elusive structure binding affinity relationships using sets of approxi-
mate rules-of-the-thumb and can be described as molecular frameworks having the
important features of a drug’s biological activity that can be represented by points
in 3D space composed of functional groups such as hydrogen bond acceptors and
donors (HBA and HBD), anions, cations, aromatics and hydrophobic areas (Hyp)
[291–296] whereas PM does not require the 3D structure of the target protein. These
models are basically the ensemble of steric and electronic features that are able
to ensure optimal interactions with a macromolecule target (receptor, enzyme, ion
channel) in order to trigger/block biological response. Interesting to note is that
the success of pharmacophore models help us to gain a fundamental understanding
in-depth of protein–ligand interactions which, if fulfill the requirements of the
pharmacophore, are likely to show biological activity [291–296].

As such, the extraction of common chemical features interacting with the target
proteins is important for pharmacophore generation. For pharmacophore-based
virtual screening of biologically active conformations, in addition to pharmacophore
features, it is necessary to generate a 3D structural database of ligands. Main advan-
tage of this approach is the screening of millions of compounds for hit identification
whereas disadvantages include the fact that may not be well represented important
interactions in some specific models with the loss of meaningful information such
as binding free energy contributions.

In principle, two strategies can be used in defining a pharmacophore. In the
structure-based or direct approach structural 3D information is incorporated in the
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proteinwhereas the indirect/ligand based approach aligns activemolecules and deter-
mines their similarities. Simulation-based affinity predictions (free energy perturba-
tion simulations, flexible docking) are very time-consuming for very large-scale
practical usage; however, are usually based on severe approximations of the physical
reality [291–296].

It must be noted that the first step discussed in pharmacophore modeling can be
used to the classification of the atoms in terms of their nature/chemical environment,
have been taken into predefined categories associated with specific interactions such
as hydrophobes, polar positives and polar negatives without explicit characterization
of the strength of interactions. Nevertheless, the next step is due to the conforma-
tional sampling of known binders and non-binders, to serve in the ML process for
pharmacophore extraction as well as for selection of candidate compounds from the
electronic database to be confronted with pharmacophore hypothesis refined during
the analysis of the virtual screening. Meanwhile, conformational flexibility can be
a problem of large complexity, especially for compounds exceeding several tens of
rotatable bonds. Although drug-like compounds can in principle be less complicated,
however be extremely numerous, whereas reducing satisfactory the conformational
sampling time to a few seconds or minutes for each compound, using in this case
to simplified molecular models, does not guarantee the sampling of biologically
relevant conformers. Construction of the pharmacophore hypothesis is the critical
step in pharmacophore modeling, which delimits a set of space regions that harbors
specified functional groups when low-energy conformers are aligned with respect
to it. These space regions supposedly represent a complete map of interaction spots
where favorable contacts to the protein site occur (hot spots) [291–296].

13 Homology Modeling

Considered to be the molecules that do the work in living things, proteins play
key roles in many physiological processes (cell cycle, transport, metabolism, signal
transduction, immune response). The consecutive order of about 20 amino acid
(as building blocks), in general, determines the primary sequence of a protein
polypeptide chain, which can in principle be easily deduced from its coding
nucleotide sequence. Additionally, proteins fold into three-dimensional structures
yielding spatial amino acid arrangements with unique functional properties making
the knowledge of the refined structure of the protein of great value for recognition
of its molecular function (most drugs target proteins). It is thus highly desirable
to be able to deduce three-dimensional properties of proteins. Despite considerable
progress in experimental structure determinations, there are still technological limi-
tations in the number of protein structures elucidated and deposited in the PDB
[297–301].

The molecular process by which the proteins fold is complex. Although some
progress has been made with computational methods, they are expensive, with
a prediction accuracy often not sufficient for applications in pharmacology and
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molecular biology. In contrast, protein models obtained from inexpensive homology
modeling (bridging gap among sequences, structures and function) are sufficiently
accurate for applications in numerous research fields.

Since the 3D structures are in general more conserved than sequences within
families, when there is homology at the sequence level we then can assume that
two proteins e.g. are structurally similar. Comparative, knowledge-based, homology
modeling has the objective of predicting the 3D structure of a given protein sequence
(based on known 3D structures) of one or more homologous proteins. To this
end, it is known that the homology modeling given the broad range of applica-
tions, in particular, follow a four-step process, i.e., selection of a template struc-
ture, the alignment of the target sequence to a template, model building, and its
complete assessment [1, 222, 282].

First, one selects the best-known template from the PDB.As such, the introduction
of database searching strategies (using as a query the target sequence) has enabled
a great improvement in the case of the sequence sensitivity and alignment accuracy.
The quality of the template structure is very important for the quality of themodel and
should be selected from crystals with low free R-factors and high resolution. The
presence of ligands, substrates, cofactors, domain conformation, oligomerization
states play biological roles and should be considered. In general, a good criterion to
select adequate template structures is good sequence similarity between targets and
templates. It additionally is essential to give all due attention to the alignment phase.
A model system can be mainly built for the protein-based on template structure and
alignment. At the early prediction stage, a vital factor to consider is the percentage of
sequence identity among two substrings. An evaluation of the predicted model can
in principle be used to evaluate the quality of the predicted coordinates [297–301].

14 Coarse Grain Simulation Models

Coarse Grain (CG) simulations are a necessary/important emerging field with rapid
progress during the last decade since, although the usage of parallel computing allows
simulation of molecular dynamics of increasingly larger systems, there is still not
sufficient gain towards longer simulation times when sequential nature of trajectories
are involved. As selected examples, we note that polymer melts and modeling of
biological systems are still challenging due to the broad spatial and temporal scales
involved. In order, for example, to connect biology to the molecular world it is
necessary to understand howmolecular-scale dynamics propagate upward in scale to
define the function of specific biological structures whereas, for example, traditional
all-atom models are still inadequate in order to simulate the large spatio/temportal
scales involved in cellular processes [302–371].

Using lower resolution to replace atomistic details, CG has opened (on time
scales inaccessible to all-atom models) the route to simulate large-scale biomolec-
ular processes. Given the broad range of applications of these strategies, we have
here selected (as part of state-of-the-art) some examples, such as protein folding,
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membrane protein gating/self-assembly, DNA hybridization, andmodeling of carbo-
hydrate fibers [302–371]. The development and application of CGmodels for studied
diverse biomolecular processes of interest has been an area of active researchwhereas
in order to maintain the predictive quality of such simulations, there is a need to
develop realistic CG models. The methodology for the development of CG models
should be guided by experimental results based on numerous large-scale coarse grain
simulations, in order to identifying significant interactions and reconnecting to the
molecular scale (all-atomMD simulations) whereas the CGmethod can be extended
refined and repeated iteratively. Among the coarse grain models included in this
review are Force Matching [323], Inverse Montecarlo [323], Iterative Boltzmann
inversion (IBI) [314], Trajectory Matching [304], Bayesian dissipative dynamic
models [310]. Applications include soft matter, macromolecular complexes, poly-
mers, interfacial properties, biomolecular systems, water, proteins and carbohydrates
[302–371].

It is known that the atomistic degrees of freedom can be neglected in the CG
models, however, the detailed physics description of a system may in principle be
sensitive to small-scale phenomena. As such, theremay also be challenges to develop
accurate/transferable force fields (extracted from atomistic simulations/reproducing
key experimental data). In most forms of coarse-graining, one clusters groups of
atoms into new CG sites, i.e. beads (the type of quasi-particles), which can interact
through more computationally efficient interactions. Hence, the combination of the
CG interactions with a reduction in degrees of freedom allows significant jump in
accessible temporal/spatial scales [302–371].

Statistical mechanics, provides a closer connection between the world of molec-
ular interactions with the macroscopic world of thermodynamics. Coarse grain
methods can be explained by the formula dr exp[−βV (r)], V is defined as the
potential energy of the system of atoms and β = 1/kBT (T is the thermodynamic
temperature and kB is the Boltzmann constant). In contrast, the atomic scale and its
potential energy function (QM, Born-Oppenheimer approximation) are connected
with the macroscopic thermodynamics world (free energy/derivatives) yielding
entropy, internal energy and heat capacity [325]. This formula yields the basis for
distribution functions/properties/averages implicitly highlighting the importance of
coarse-graining method since the evaluation of these integrals are a challenge for
many-dimensional systems such as those for materials and biomolecules. Using
CG modeling, the computational challenge can be significantly reduced, simpli-
fying/speeding up complex simulations without loosing contact with the reality of
molecular properties.

CG modeling offers computational reduction via combination of less degrees
of freedom and an effective potential that is simpler/smoother than the all-atom
potential, facing however, the challenges of not knowing a priori optimal CG site
choice (mapping) or theCGeffective potential.One route ofCGsimulation is actually
to map groups of atoms clustered into CG sites or beads with effective interactions.
For the beads, the interaction potentials are derived/parameterized in energy-based
CG, in order to reproduce satisfactorily the energies for all-atom of the system. Using
force-matchingmethods, basically, the sum of atomistic forces are in general mapped
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onto corresponding beads and in structure-based CG methods interactions are, for
example, reproduced from atomistic simulations [351]. However, it should be noted
that exist some challenges related to designingCGmodels. For instance, this includes
choice of pseudoatom sites (i.e., groups of multiple atoms), the effective energy
function (such as interactions between pseudoatoms), and also useful dynamical
equations. One of the key problems is to simplify the model so as to preserve in
this case the chemical-physical nature behavior of the molecule, building CG force
fields that are realistic and transferability to different chemical groups and conditions
[302–316].

The CG method is typically COM-based when the targets are atomistic simula-
tions, whereas mapping determines which atomistic-level atoms contribute to each
bead and hence are usually used in order to determine (at the CG level) the position
of the bead. In parallel, experimental measures are used to optimize target and the
mapping in this case only serves as an interpretation guide for atomistic CG simula-
tions. The development of CG models in this case requires defining of pseudoatoms
sites, derivation of the energy functions, and defining dynamical equations to the
time-based study. Different mappings of coarse-graining can range from 4:1 (four
heavy atoms/associated hydrogens correspond to one CG particle) to 20:1 (twenty
united atoms represented by oneCGparticle). Force fieldsmodels include theMartini
force fields (12–6 shifted LJ potential), 9–6 LJ potential, (Morse potential), (SAFT-γ)
all of which are typically used as standard MC and MD methods [302–329].

First, the bottom-up models are based on atomic simulations (including iterative
Boltzmann inversion (IBI), force matching (FM)). Second, the top-down approach
uses macroscopic experimental data (compressibility, diffusion, surface tension, and
chemical potential) to derive the parameters. The forward CG procedures, in partic-
ular, no use free parameters in order to tune/recovers the MD system faithfully.
However, in the case of reverse CG procedure, it has been indicated that with prop-
erly defined parameters, the model can yield accurate effective potentials whereas an
initial guess of the CG force fields are left undetermined posed (only a few parame-
ters). In order to correct the free parameters, in this case, it was an (iterative) inverse
optimization is then carried out to obtain the target (mesoscopic) properties. Most
CG methods available belong to this category, i.e., IMC, IBI, FM, stochastic para-
metric optimization (SPO) using Bayesian interference, and minimization of relative
entropy [302–317].

The typical Martini CG Model uses a 4:1 mapping in which four heavy
atoms/associated hydrogens correspond to one CG particle. The model consists
mainly of polar, apolar, and charged interaction sites, which are further catego-
rized based on hydrogen bonding and polarity. The 12–6 LJ potential is used for the
non-bonded interaction, and a standard potential energy function term is used for
the bonded term [305, 329. 345, 356, 358]. The IBI method within the bottom-up
approach is an iterative method for potential inversion, whereas potential functions
can be deduced from atomistic configurations. This structure-based method, has
some important limitations regarding, for example, transferability to heterogeneous
systems, the dynamics of chains, and also nonunicity of the resulting potential. IBI
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is primarily used to get non-bonded interactions for the reproduction of reference
systems from experiments or MD simulations [323, 326].

The Force Matching (FM) is an alternative strategy to the IBI method and is
usually based on the analysis of instantaneous forces on the beads. This method uses
least squareminimizationwith the specific aimof defining average conservative inter-
actions. In order to optimize the part of the non-conservative interactions (random
and dissipative), trajectories with constrained dynamics can be used [304, 323].

Although MD has become a standard tool in order to investigating molecular
systems, e.g. all-atoms models are still prohibitive computationally for systems with
large spatial–temporal scales and is unrealistic even at the mesoscale applications
of soft matter, physical and biological systems. It is known that dissipative particle
dynamics (DPD) conserves the momentum of the system, in addition to provides
the correct hydrodynamic behavior for the case of fluids at the mesoscale. Similar to
MD, the dynamics of DPD are computed in this case by integrating Newton’s equa-
tion of motion, with however, a softer potential allowing larger time steps and has
found widespread application in soft matter (polymer solutions, colloidal suspen-
sions, blood rheology, blood coagulation, and others). Describing the significant
interactions between the DPD particles via functional forms is the essence of a
good CG model. One strategy is in general a direct forward-path (e.g. microscopic
dynamics evaluations)where theCGforcefields among theDPDparticles are directly
constructed from available MD trajectories. A new pragmatic Bayesian method has
recently been developed, which yields parameters for the CG-force fields from the
reproduction of reference trajectory with the highest probability. The objective was
to adapt it for polymers by considering the intramolecular bonding and bending inter-
actions within the polymer chains. The Bayesian CG model assumes that there is
a DPD CG model whose behavior conserves degrees of freedom like the higher
resolution models [310, 313, 362].

15 CG of Soft Matter

Since the properties of soft condensed matter are usually determined by structure
and dynamics in a wide range of time/length scales, simulation of these systems face
challenges of scale bridging to link chemical structures and properties. CG models
have been successful in recent years for simulation of physical phenomena on scales
requiring some chemical specificity. Some concerns include protein interactions,
lipid bilayers, polymer material, protein interactions, surface properties/interactions,
and others. CG simulation of single interaction sites representing groups of atoms
facilitates studying soft matter since the total number of particles are reduced, inter-
action potentials are simplified and potential energy surfaces are smoothed, leading
to an acceleration of the molecular dynamics. CG of soft matter models can also use
adaptive multiscale and hybrid simulations, i.e., joint atomistic and coarse-graining
models [325, 333, 339, 340].
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16 CG of Macromolecular Complexes

Progress in CG modeling has facilitated computational studies of biological macro-
molecules with their large separation of length/time scales. Numerous biological
processes use macromolecules, as building blocks, for large-scale complexes (ribo-
somes, viruses, cytoskeletal filaments) which often contain many copies of the
same macromolecule (collective aggregation via non-covalent interactions) leading
to ordered and functional dynamic suprastructures whereas configurational transi-
tions act as regulatory signals emphasizing the importance of a hierarchical CG
approach [307]. An underlying assumption in a structure-based CG model is that
conservation of close contacts between residues (observed in native structures) are
essential for functional dynamics of macromolecules, whereas mapping is typically
prescribed such that each CG site represents a different residue [307]. Among the
methods used to describe the energetics of the effectiveCG interactions is the network
model where CG molecules are described by masses connected by springs, and the
predicted ground state yields experimental structures. Another model is the so-called
(off-lattice) Go models [322, 323], which describes native contacts via attractive,
nonbonded interactions with the other non-native interactions being purely repulsive.
However, both models have limited usability when large conformational transitions
or changes in the chemical environment are of interest [305, 307, 326, 334].

The self-organizing polymer (SOP) model (a variant of Go models) use softer
bonded and repulsive interactions improving agreement with force-induced folding
and unfolding behavior and empirical success for proteins and RNA [307]. Some
CG models have opted for hybridized network-based and native-contact-based
models suited for studies of large-scale macromolecular complexes [311]. Algo-
rithms inspired by graph theory have been proposed as a means to differentiate
network weights based on chemical fragments [309]. Network bonds and native-
contact models have been replaced by local density kernels for flexibility analysis
[307]. A good example of knowledge-based models is protein structure predic-
tion and homology modeling [297–301]. Leverage of Bayesian inference tech-
niques is another promising direction for knowledge-basedmodels [362]. Recent CG
models show mechanistic insights into polymeric/aggregated assemblies for explo-
ration of collective motions with computational efficiency, dynamical processes of
macromolecular complexes, and gain for hierarchical insights [307, 310].

17 CG of Polymers

Physicists often describe polymers as long, flexible, one-dimensional molecules,
and for a long time many properties of polymers follow chain length scaling laws
allowing them to be described by simple simulation models (bead-springs) with
generic features (bonds, bending potentials, van der Waals attraction, etc.). For the
physical-chemist, the chemical nature of themonomers is important in order to better
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explain/predict properties of specific polymers. Particularly, it is known that the MD
simulations can accomplish a good enoughdegree of realismbut are far from reaching
space/time scales relevant to the slow dynamics of these large molecules, indicating
the need for CG simulations [304, 314, 317, 319, 333, 339].

Typical vibrations for covalent bonds indicate length scales of angstroms with
sub-picosecond time scale whereas lengths of monomer are nanometers with tens of
picoseconds relevant dynamics; polymer chains are ~10–100 nmwith corresponding
single-chain interactions of 10–1000 ns, and polymeric networks are on the order of
1–100 μm indicating relaxation times of micro to milliseconds. In case of the bulk
polymeric materials show length scales of millimeters/centimeters with aging and
relaxation of polymeric materials in seconds/hours/years confirm the need to intro-
duce coarse-grain modelling if one wants to characterize correctly the hierarchy of
scales [9].

Early CG models have been developed in order to reproduce universal
polymer properties (structures/relaxation times), however, in this case not repro-
ducing polymer chains properties with specific chemistry [303, 314, 363–368].
Nonetheless, based on the more realistic CG models have been developed in this
case from top-down and bottom-up parameterization to reproduce these properties.
One of the most used CG methods for polymers (polystyrene) is IBI, where the time
needed for atomistic MD simulations is prohibitive [307, 326]. MD of star polymer
melts provided multiscale dynamics for coarse-graining with molecules represented
as chains of beads connected by springs, whereas each molecule has ten arms inter-
connected with a center bead, and each arm has two identical monomers [314]. LJ
potentialwas then used to describe excluded volume interactions betweenmonomers,
which are truncated for only repulsion (Weeks-Chandler-Andersen (WCA) potential)
[326]. MD of star polymer melts was done to obtain atomistic fields for CG, whereas
each molecule of a star polymer, including internal degrees of freedom, is grouped
into a single CG particle whose interaction is evaluated from microscopic dynamics
[314]. The IBI method has been successfully applied to a variety of polymer melts
formed by dendrimers, vinyl polymer chains, polystyrene, and polyethylene chains
[303, 363–368].

It has been recently noted that with CG we could obtain faster equilibration of
large polymer lengths with time scales enabling studies macromolecular phenomena
(such chain relaxation, structural rearrangements, disorder/order transitions, particle
dispersion to aggregation transitions as well as small system size for a broad range
of polymer design parameters and system conditions in order to identify useful
parameters, conditions for the desired morphology prior to experiment/expensive
atomistic simulations. With recent computing power advances, polymer simulations
can guide in vitro polymer design efforts [368]. Recently, it was investigated the scale
gaps of the atomistic model of polyethylene melts, using the bead–spring Kremer–
Grest model (simple beads with nonbonded interactions described by repulsive LJ
potential) aswell asDPDyielding polymer properties (threshold values indicating the
onset of static/dynamic universality of polymers). Hence, the work stated that could
be quantitatively evaluated for CG models the “scale gap” of the static and dynamic
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properties/similarity of the polymer network/computational efficiency relative to that
of the atomistic model [363].

18 CG for Interfacial Properties

In the case of liquid/vapor interface of alkanes, the Martini Model force fields
perform relatively well, since such molecules are formed by identical groups
interacting predominantly via repulsion-dispersion interactions. Coarse graining
strategies have widely been applied with success to calculate surface tension of
liquid–vapor interfaces for CH4, SF, CO2 [313, 363, 364, 371].

The polymer/metal interface has enormous relevance for industrial applications
(durability, composite manufacturing, packaging for microelectronics, coatings,
packaging for microelectronics components), whereas understanding the behavior
of polymer chains near the solid surface, e.g. is in general critical for optimizing the
interfacial strength. CG force field developed by IBI for a confined polymer solution
was used to investigate sensitivity to changes in the degree of polymer arrange-
ment at near the surface with constant concentration. Recently the Martini force
field was used to calculate/reproduce to within ±10 mN m−1 interfacial tensions for
liquid/liquid interfaces. A Bayesian method was particularly tested on the pentane
molecule for the bulk/interfacial properties [316], and was later extended in order to
the prediction of properties of polymer melts [304, 310, 313, 325, 371].

Other types of CG potentials can in principle be used in association with methods
as DPD, allowing for more extended time steps. However, most CG simulations
of liquid–vapor interfaces are non-dissipative or use density-dependent many-body
interactions [310, 328]. Canchaya et al. extended the CG model designed for DPD
with an optimization based on trajectory matching in order to improve transferability
across thermodynamic conditions [303]. For instance, aCG-DPDmodel of n-pentane
from constant-NPT atomistic simulations of bulk liquid phases was developed and
applied to the surface tension of the liquid–vapor interface over a wide temperature
range [303]. According to the database used for the development of the potentials,
in particular, it is possible to build a good CGmodel that, in turn, performs very well
in the surface tension reproduction on the orthobaric curve [310].

Conchaya et al. [303] reported simulations of the interaction between ametal oxide
(Cu2O) surface and a cis-1,4 polybutadiene polymer chain at the mesoscopic scale
using a CGmodel via dissipative particle dynamics. A bottom-up approach was used
to link underlying molecular properties with structure (in a wide range of length/time
scales). A recently developed Bayesian scheme was used for parameterization of the
model in order to investigate local structures of polymers (confined slab geometry)
via radius of gyration, orientation, and density profiles. Amethod is a force-matching
approach using basic input atomistic simulation trajectories, whereas configurations
are recorded with frequencies that match the proposed time scale of the coarse-grain
simulation yielding a collection of suitable groups of atoms (coarse grain units).With
big 50 fs time-separation, atomistic trajectories are converted to the corresponding
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CG beads. The atomistic trajectories, with relative large time-separation (50 fs) are
compared to DPD simulations in order to obtain bond and pair interactions that yield
optimal reproducibility of the dynamic evolution [303, 328].

19 CG Biomolecular CG

In biological systems/processes, the length/time involved prevents the use of
prohibitive fully atomistic simulations, and CG models can be used to overcome
the atomistic limitations by allowing larger time steps. The availability of exper-
imental structures in recent years has helped all-atom MD simulations to address
protein structural and functional studies as well [306, 308, 311, 323, 324, 326, 327,
335, 361–364].

20 Water CG Models

Water is an important biomolecular system to study since it is a solvent present
in all biological systems and shows very challenging complex collective behavior
stimulating the development of implicit, explicit, and polarizable models. Yet, it
is known that the water has unique properties, included a density maximum at
near 277 K, increased diffusivity with compression. Particularly, this anomalous
behavior of water, in general, complicates its dynamics and chemical/physics prop-
erties compared to other solvents. From a computational viewpoint, water offers
great challenges since it comprises more than 80% of the particles/computational
effort in MD simulations, indicating the advantages of CG solvent models. The
collective effect of water generates highly cooperative hydrophobic forces, stabilize
base-pair stacking in nucleic acids, drives protein folding, determines dielectrics,
and is coupled with long-range electrostatic interactions [315, 332, 341, 342]. One
strategy tomodel water implicitly utilizes the hydrophobic/charge screening between
nonsolvent molecules (lipid, protein folding, DNA, carbohydrate models), among
others. Another more sophisticated strategy models the van der Waals interactions
and hydrophobic effects by FF depending on solute size and can be via solvent
accessible surface area contributions [315, 323, 332].

In some applications, the solvent such as water, can be implicitly modelled
whereas the CGmodel of the solute is optimized to interact correctly with modelling
the solvent molecules explicitly. The implicit models can be efficient but can also
miss critical physical details with a description strongly coupled to long-range elec-
trostatic interactions. Earlier, one water CG model can limit the amount of time
saved. Another straightforward strategy is representing each water molecule by a
single site (1/3 of atomistic sites required), whereas spherically symmetric solvent
sites reproduce water pair correlations and replace long-ranged Coulombic interac-
tions with simple short-ranged pair potentials [315, 323, 332]. Good examples are
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the soft-sticky dipole model (explicit dipole and orientation-dependent hydrogen-
bonding interactions) and the monatomic water model (three-body potentials to
enforce the tetrahedral water ordering) [323, 332]. These models still provide a
limited description of the tetrahedral structure/electrostatic water properties. Some
CGmodels associate single sites with 3–5 water and even replace explicit long-range
electrostatic interactions by short-ranged potentials, presenting however, conceptual
challenges. Some low-resolution water models use explicit polarizability in order to
model solvent electrostatics. The big multipole water model employs three bonded
sites to describe the local dipole/quadrupole of 4-water clusters. Notably, CGmodels
preserving anisotropy ofwater interactions often provides amore realistic description
of hydrophobic effects [315, 323, 332].

21 Proteins and Carbohydrates

Although the availability of experimental structures in recent years has helped all-
atom MD simulations address protein structural and functional studies, it is still a
challenge to study protein folding processes. Methods to combat this issue include
enhanced sampling methods for calculation of the free-energy landscapes, whereas
the binding strength is quantified through the difference in energy between the free
and the bound state of a system, i.e. umbrella sampling, parallel tempering, andmulti
canonical MD simulation. Also, Replica Exchange Molecular Dynamics (REMD)
is used frequently for studying the folding thermodynamics of disordered proteins
via concurrent simulations for numerous replicas/conditions in order to elucidate
minimum/transition states. Markov state models (transition probability matrices
enclosing themetastable states in system configurational space) have also emerged as
a statistically sound method for tracking the dynamics of a system in thermodynamic
equilibrium [302, 305, 353].

A brief survey of the recent progress of the CG models and their applications
to biological complexes (with emphasis on carbohydrate and protein models) is
given as follows. The Martini model uses up to five beads per amino acid residue
mechanismwith applications to allostery, peptide binding to GPCRs, and parameters
developed for ATP molecules [305, 356–359]. The UNRES model uses two beads
per residue with steered molecular dynamics, a deep feed-forward neural network
for phosphorylated residues [361]. The CABS model uses four beads per residue
and addresses flexible docking of peptides. The PRIMO model uses three to eight
beads per residue in order to provide high resolution and transferability [322, 342].
OPEP utilizes up to six beads per residue and Replica Exchange MD and OPEP
[336] in order to address protein–protein docking [361]. PRIME uses four beads
per residue to investigate protein peptides [342]. The Bereau and Deserno models
use four beads per residue model to analyze peptide-membranes [344]. The Kim
and Hummer single bead model addresses highly flexible protein complexes and
phase behavior of intrinsically disordered proteins [354, 355]. For carbohydrates, the
M3B three beads per monosaccharide model was a pioneer CG method [346]. The
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Bellesiamodel with five beads permonosaccharide investigated structural transitions
in cellulose [337]. The MARTINI three beads per monosaccharide model was used
to investigate the physicochemical properties of Chitosan [345]. The Srinivas single
bead per monosaccharide model is a solvent-free CG model used to study cellulose
fibrils [338].

Notable, It becomes clear the challenge of simulating a large number of interacting
atoms in particle-based systems above ~107 atoms (cells, membranes, proteins)
as well as the wide/large diversity in temporal scales. The still great limitations
of computational power suggest as future trends/perspectives further development
of new protocols for coarse grain and ML in the actual second computer revolu-
tion/fourth scientific paradigm age, which could allow larger jumps in accessible
temporal/spatial scales for materials and biomolecular systems of interest. However,
despite the great promise and advances ofCGsimulations, from foundation principles
to actual force-field parametrization and algorithms/methods, there are some limita-
tions in the model, such as the force-field parametrization description of nonbonded
interactions in terms of pairwise functions, which puts a bound on accuracy and trans-
ferability. The usage ofML/kernels/neural networks for CG force fields development
still has to address the challenges ofmore complex systems/computational efficiency.
Developments/application of ML techniques in chemistry and materials science is
speeding up expensive computational calculations. In contrast, CG models progress
has been more limited by the absence of more improved computational scaling.
Ultimately, ML models will be strongly dependent on data availability.
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Abstract Many studies have focused on understanding synthesis parameters,
defects, electronic and structural properties of novel functional materials, which
has proven to be extremely important for the development of new technologies.
This may, in principle, provide clues to elucidate some of their design rules at
the nanoscale further. However, currently, it is still virtually impossible to predict
the final shape of these colloidal nanocrystals, as well as their unique properties,
which in turn are strongly dependent on crystal morphologies as prepared. Hence,
diverse strategies have been widely adopted to obtain novel target materials with
well-defined morphologies. Among emerging materials, more recently, perovskite-
like materials have gained immense attention due to their outstanding properties. In
this chapter, we will present the recent progress in synthesis, theory, and charac-
terization of perovskite-like colloidal nanocrystals for the development of advanced
optoelectronic applications.
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1 Introduction to Perovskites-Like Materials

Perovskite compounds are currently one of the most well-known class of functional
materials. This is primarily due to the simplicity in obtaining different morphologies,
sizes, and compositions. Additionally, these compounds possess attractive phys-
ical and chemical properties, including a direct bandgap with long carrier diffu-
sion lengths and absorption region ideal for high performance in the solar-energy-
conversion process. Such features make these compounds extremely versatile for
numerous technological applications in the photovoltaics and optoelectronics fields
[1–12]. From a historical point of view, the term perovskite is the name given to
the mineral composed of calcium titanate (CaTiO3), i.e., in honor of the Lev Alex-
eievitch Perovsky, a Russian mineralogist. For this reason, functional materials with
the formulaAMX3, and similar structure, also receive such a name [2].More recently,
a highly revolutionized field of photovoltaic devices among this class of functional
materials has gained considerable attention. This has occurred since its first appli-
cation by Miyasaka et al. [3] in 2009, where the academia and industry realized the
huge potential of such novel materials with functional properties. This is likely due
to its high capacity to absorb and emit light at different wavelengths, brightness,
and malleability, broadening the range of applications of these functional materials
[1–12].

Particularly, perovskite-related materials can be purely inorganic, formed by a
variety of elements from the periodic table, or they can be hybrid, where one of the
cations is a molecule or organic ion [1–5]. In the case of the A site being formed
by a monovalent cation, they need to be in an ideal range of radius size, as those
that are substantially larger or smaller will not allow the formation of the three-
dimensional perovskite phase (all-inorganic or hybrid) [4]; the most common cations
are methylammonium (MA), formamidium (FA), and cesium (Cs) [5]. In the case
of the M site, also known as forming the network, we usually have lead (Pb) as
the primary representative of these compounds used in photovoltaic applications (or
other Sn, Ge, Bi, Sb, Cu, and Ti, namely “Lead-free Perovskites,” have emerged in
this field). To end, the X site is formed by a halogen anion (Cl, Br, and I, or a mix of
them) [6].

Despite the extraordinary results recently achieved for these functional materials
in optoelectronic and photovoltaic applications [7–10], in particular, it is well-known
that the halide perovskite designed with different sizes and morphologies, are highly
air- aswell as humidity-sensitive [6, 11, 12]. A range of studies have also reported that
the decomposition and volatilization of organic components in hybrid perovskites
(organic–inorganic) are in large part, one of the biggest challenges in improving
their long-term stability [6, 13]. In this context, the halide perovskite all-inorganic
has a high-stability at ordinary room temperature. In principle, this limitation may
be partially overcome by using colloidal systems, which have emerged as significant
alternatives to enhance the stability of perovskite-based devices [14–17]. However,
identifying the optimal physicochemical properties of these colloidal nanocrystals
is not easy. Regardless, recent major advances have been made from the synthesis



Perovskite-Like Quantum Dots Designed for Advanced … 85

of materials, theory/simulation, and applications. This study reviews some of the
principal challenges and opportunities in the materials chemistry and engineering
field of research.

2 Crystalline Structure and Electronic Structure
Properties of Perovskite-Like Materials

Usually, the perovskite-like materials may exist in different stoichiometric, such as
AMX3, A4MX6, and AM2X5. Among these stoichiometries, in particular, the most
studied is the AMX3, and depending on experimental conditions, such materials can
be obtained in different crystalline structures [18–21]. A detailed analysis of the
high-temperature phase transitions reveal that APbX3-related compounds can adopt
four phases, such as α-cubic, β-tetragonal, and two γ- and δ-orthorhombic, as shown
in Fig. 1a, b, depending on the tilting and rotation of the [MO6] polyhedral clusters in
the lattice [22–24]. Particularly the phase diagram of the Cs-Pb-Br system is shown

Fig. 1 a Representative thermal phase relation and b crystal structure of perovskite-like materials.
Reproduced with permission from Ref. [18]. c Ternary phase diagram of Cs-Pb-Br system. Repro-
duced with permission from Ref. [21]. d The empirical TF index is used for predicting the stability
of perovskite materials with cubic structure. Reproduced with permission from Ref. [26]



86 F. M. Pinto et al.

in Fig. 1c. In general, the formation of the perovskite-like structure and its stability
depend on an empirical factor called Goldschmidt tolerance factor (TF) [25], defined
in the following equation:

T F = Ra + Rx√
2(Ra + Rm)

(1)

where “Ra”, “Rm”, and “Rx” are specifically the values of ionic radius of the cation,
metal ion, and halide ions, respectively, however, in this case, if the TF value is
out of this range (0.8–1.0), the perovskite-like cubic structure is not formed [25].
Most known halide perovskites (with an orthorhombic, rhombohedral, or tetragonal
structure) exhibit TF values in the range of 0.75–1.00 [5]. In parallel, Li et. al. [26]
utilizes hybrid density functional theory (DFT) calculations to investigate the stability
of diverse crystalswith perovskite structure in order to provide insights on the effect of
radius size of cationA, as shown in Fig. 1d.Because of their outstanding chemical and
physical properties, a considerable effort has widely been devoted to the production
of such perovskite-like materials with controlled size, structure, composition, and
morphologies [1–17].

Goesten and Hoffman [27], carried out simulations based on density functional
theory (DFT) covering all aspects of the bond in an interval of 15 eV around the
gap to explore the chemical bond and bandgap of all-inorganic perovskite materials
through detailed calculations and a qualitative bond analysis based on symmetry.
They concluded that when cation A changes to an organic cation, it must be robust
enough to persist through moderate network distortions [27]. Figure 2a, b predicts
how a modification of Pb2+ and Cs2+ and a variation of the halide X influences the
bandgap. They also successfully reproduced the experimental trend for the bandgap

Fig. 2 Schematic representation of energy levels for Pb and Cs p and 6 s orbitals (left), and
the correlation between halide p energy and band gap (right). Reproduced with permission from
Ref. [27]. a Representation of CsPbI3-xBrx Perovskites with different concentrations. Relationship
between the stability of the simulated sytems and the Br amount in the system. b Computed band
structures for pure systems and solid-solutions of CsPbI3−xBrx. (Reproduced with permission from
Ref. [28]



Perovskite-Like Quantum Dots Designed for Advanced … 87

of these materials with satisfactory precision (see Fig. 2b). In another study, Fadla
et al. [28] used the DFT calculations to simulate the structural, electronic, and trans-
port properties for CsPbI3−xBrx solid-solution (see Fig. 2c–e). The CsPbI3−xBrx
solid-solution is known to improve the thermal stability and efficiency in optoelec-
tronic and photovoltaic devices [21–23]. Figure 2 shows that the substitution of iodine
for bromine leads to a reduction in the network volume of the optimized systems,
with direct implications in its enthalpy of formation. These theoretical calculations
were in accordance with experimental data reported in the literature [29, 30]. It was
observed that all compounds have enthalpies of negative formation, and thermody-
namic stability increases with the Br content [28]. All the CsPbI3−xBrx solid-solution
studied exhibit a direct bandgap semiconductor,where theminimumconduction band
(CB) and the maximum valence band (VB) were located at the point �, as shown in
Fig. 3e. According to these results, the bandgap energy calculated for CsPbI3 was
1.75 eV (x= 0.0) end observed that the bandgap energy tends to increase and reached
a value of about 2.16 eV when all 12 iodine atoms were replaced by bromine atoms
(x = 1.0). Thus, they showed that the simulated systems had their electronic and
structural properties altered, mainly due to the higher electronegativity of bromine
compared to iodine, which evolved as the substitution occurred.

Also, as is well-known, the α-phase of the CsPbI3 perovskite has an optimal
value of bandgap for applications in photovoltaic devices; however, this structure
is metastable in room temperature [6, 18]. In this context, theoretical calculations
performed by Kye and collaborate [31] suggest that vacancy defects could stabilize
theα-phase of theCsPbI3 perovskite. For themodels proposed in Fig. 4a, b, the chem-
ical ionic potentials were thermodynamically analyzed using the DFT formalism.
This study also found that the insertion of cationic vacancy defects induces the weak-
ening of interactions between Cs and the [PbI6] polyhedron in the CsPbI3 lattice;
this decreases the energy difference between the α- and δ-phases. It was possible to
calculate the bond lengths [Pb–I] in α- and δ- phases equal to 3.12Å and 3.08–3.33Å,
respectively [31]. In this case, the energies of formation and charge transition levels
of intrinsic point defects

(
such as V−

Cs, V
−2
Pb and V+

I with different charge states
)
of

α- and δ-phases of CsPbI3 (see Fig. 3). It can be represented by neutral constituent
species or by charged species, according to the following equations [31]:

μCs + μPb + 3μI = μCsPbI3 = μ+
Cs + μ2+

Pb + μ−
I (2)

μPb + 2μI = μPbI2 = μ2+
Pb + 2μ−

I (3)

μCs + μI = μCs I = μ+
Cs + μ−

I (4)

Figure 3c showed the vacancy formation energies in the α- and δ- phases based on
neutral species, in which the environmental condition is described by the potential
chemicals of neutral species that satisfy the left side of Eqs. 2–4. In both I-poor
(Pb- and Cs- rich) and I-rich (Pb- and Cs-poor) conditions studied, in particular,
the δ-phase exhibits higher vacancy-forming energies (VI, VPb, and VCs) more than
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Fig. 3 Scheme of CsPbI3 polymorphs with and without vacancy: a α-phase and b δ-phase. Vacancy
defect formation energies as a function of Fermi level energy (EF). c Representing the constituent
neutral species and d by charged species, under the following conditions: low -I (rich-Cs and -Pb)
(left panel) and rich I (poor-Cs and -Pb) (right panel) phases α-CsPbI3 (i, ii) and δ-CsPbI3 (iii, iv).
e Relative stabilization energy according to type of defect (vacancy with different charge states) of
the α phase over the δ phase of the CsPbI3 perovskite. Solid bars represent the main load states of
vacancies, while dotted bars show oxidized (for VCs andVPb) or reduced (for VI) states. Reproduced
with permission from Ref. [31]
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Fig. 4 a, b Representative crystal structure and (c,d) electronic bands and DOS calculated of
CsPbBr3 and Cs4PbBr6. e, f Computed absorption spectra with or without accounting for elec-
tron–hole (e/h) pair interactions concomitantly with (see inset) the exciton wave functions (green
area) corresponding to the excitonic peaks. Reproduced with permission from Ref. [34]). g Defect
tolerance in perovskite nanocrystals. Reproduced with permission from Ref. [26]

α-phase, indicating the greater stability of the δ-phase [31]. Based on the chemical
potentials determined through ions, which depend on physical parameters such as
concentration and temperature of the solution, as shown in Fig. 3d, the α-phase was
benefited in conditions of low availability of ions Cs+ and/or Pb2+ [31]. It was also
possible to observe the difference between the neutral species and ionic species,
as shown in Fig. 3c, d, indicating that defects of the vacancy type with their main
charge states have energies of the formation independent of Fermi energy (EF) level.
As a result, the stabilization of α-CsPbI3 was supported by the formation of cationic
vacancies [31]. In particular, the energy barrier for internal stabilization between the
α- and δ-phases of the CsPbI3 perovskite, decreased with the creation of vacancies
(see Fig. 3e). It has been demonstrated that the established nanometric effect origi-
nates not only from the energy gain of the surface compensating for the difference
of stability, but also from the weakening of the bond between Cs and the octahedra
[PbI6] clusters through the formation of vacancy (e.g., cation extraction) [31].

In addition, it is well-known that the Cs-Pb-Br system has outstanding optoelec-
trical properties [32, 33]. For instance, Cha et al. [32] have reported a full study
on photocurrent and photoluminescence responses for both CsPbBr3 and Cs4PbBr6
single-crystals. As a result, they observed that CsPbBr3 crystals showed a highly
sensitive photoresponse as well as weak PL signal; however, the Cs4PbBr6 crystals
exhibited a strong green PL emission (e.g., with more than one order of magnitude
higher PL intensity than CsPbBr3), but this structure has an ultralow photoresponse
under illumination [32]. Particularly the crystalline structure of these materials is
presented in Fig. 4a, b. Regarding these crystalline structures, for the orthorhombic
CsPbBr3 structure (belong to space group Pnam), it is possible observed that all-
corner-sharing the octahedra [PbBr6]4− clusters formed an extended 3D network,
as shown in Fig. 4a. Whereas rhombohedral Cs4PbBr6 structure (belong to space
group R-3c), is typically formed by isolated octahedra [PbBr6]4− clusters separated
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by Cs+ cations [34]. Their electronic band and DOS calculated both CsPbBr3 and
Cs4PbBr6 are shown in Fig. 4c, d. According to these results, both materials have
a direct bandgap at the � point of 2.13 eV for the CsPbBr3 and of about 3.88 eV
for the Cs4PbBr6. These results are, therefore, consistent with the experimental data
[35–37]. In analogy to CsPbBr3, the DOS analysis (see Fig. 4c, d) reveal that the
CB of Cs4PbBr6 is, of course, mainly composed of Pb-6sp and Br-4p states, whereas
the VB consists of both Pb-6 s and Br-4p states. On the other hand, the electronic
analysis obtained by this DFT calculations, it also suggests that these Pb 6sp and
Br 4p orbital states are disconnected, likely due to the octahedra [PbBr6]4− clusters
isolation in the Cs4PbBr6 lattice [34]. Consequently, these theoretical results indi-
cated a wide-bandgap (at about 3.88 eV) for the Cs4PbBr6. Note that these electronic
differences have a profound effect on the absorption spectra and exciton wave func-
tion features of CsPbBr3 and Cs4PbBr6, as shown in Fig. 4e, f. In both cases, themain
interband electronic transitions related to Pb2+(6s)Br−(4p)→ Pb2+(6p) at the� point
contribute to the higher-energy absorption continuum [34]. In the case of CsPbBr3,
e.g., such results reveal an excitonic absorption is weak, which is in turn consistent
with its small exciton binding energy (in range of 19 to 62 meV) [38, 39] Yet, mainly
due to its electronic characteristics, the Cs4PbBr6 has strong quantum confinement
and, consequently, that is the reason for their sharp excitonic peak at about 3.3 eV,
which is in good agreement with experimental absorption measurements [34, 40].

For the case of traditional semiconductors (e.g., Si, CdSe, GaAs, and so on),
defects lead to a significant decrease in the efficiency of solar cells, mainly because
that they act as electronic traps or electronic dopants [41, 42]. As such, materials
design for solar cell applications possess an in-principle defect intolerance; however,
these perovskite materials have an unusual electronic band behavior, as shown in
Fig. 4g. Such defect tolerance features may be attributed to the lack of bonding-
antibonding interaction between the CB and VB, and may also potentially explain
the superior optoelectronic properties of thesematerials [19, 43–45]. Dangling bonds
at the surface of perovskite-like quantumdots (QDs) also have similar effects, leading
to localized, non-bonding states [42].

Zhu et al. [46] developed a systematic theoretical study on the structural proper-
ties, lattice parameters, bond lengths, the energy of the formation, electronic band
structures, andDOS inwhich evaluated the effect of replacing Pb by Sn in perovskites
of the CsPb1-xSnxIBr2 system (x = 0, 0.25, 0.5, 0.75) in different crystalline struc-
tures, as shown in Fig. 5i. In this study, the energy of the formation was monitored
for structural changes that occurred in the cubic (Pm−

3
m) and orthorhombic (Pnma)

structures of the CsPb1-xSnxIBr solid-solution system as a function of increased Sn
amount and are shown in Fig. 5a. As such, the cubic CsPbBr3 structure has a lattice
parameter of about 6.162 Å, bond lengths of Pb-Br are 3.081 Å, and the angles
of Br-Pb-Br was 90º or 180º. On the other hand, the orthorhombic phase has lattice
parameters a= 8.518Å, b= 11.882Å, and c= 8.240Å, which are in agreement with
the experimental values [32, 34, 46]. Finally, when evaluating the structural proper-
ties and total energy of all mixed phases CsPbxSn1−xIBr2, it was observed that the
lattice and volume parameters decrease with the introduction of Sn and an increase in
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Fig. 5 Schematic representation of cubic phase a CsPb1−xSnxIBr2 (x = 0, 0.25, 0.5, 0.75)—
(i–v) and orthorhombic (vi–x). Length bonds of the CsPb1−xSnxIBr cubic phase system (b) and
orthorhombic (c).d Formation energy of the systemCsPb1-xSnxIBr2 pure and doped. (e) Band struc-
ture and partial state density (PDOS) of the system CsPb1-xSnxIBr2. Reproduced with permission
from Ref. [46]

the overlap in the of the M-X bond. This phenomenon can, in principle, be attributed
to the different electronegativity values of Pb and Sn and the strong electron coupling
effect of Cs that influences in the resultant structure [46]. In this case, the negative
energy of the formation (�H) values indicated that the decomposition reactions are
endothermic and gradually decreases with the increase in the proportion of Sn (x =
0.25) [46]. DFT calculation of the electronic band structure bands shows a reduction
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in the distance between the VB and CB for the series of lead iodides doped with
Sn in the cubic phases (Fig. 5e-(i–v)) and orthorhombic (Fig. 5e-(vi–x)) and both
systems exhibited a p-type conductivity nature. This phenomenon was observed by
comparing the CsPbIBr2 system doped with I and the pure CsPbBr3 system. As such,
the doping process allowed to verify how the p-orbitals influences the VB influences
the system to exhibit ever smaller band gaps intervals. The halogen that has been
replaced (I) has less electronegativity than the substituent (Br), which directly implies
extended M-X bond lengths and covalent hybridization. In the mixed series of the
two phases, the mixed series γ-CsPb1−xSnxIBr2 has smaller band intervals due to an
orbital overlap much more strongly controlled by M-X bond length. Hence, for this,
the analysis of the DOS calculated (see Fig. 5e) showed the increasing contribution
of the 4p–4 s orbitals with the increase of the Sn amount in the lattice [46].

3 Solution-Based Synthesis Strategies for the Growth
of Perovskite-Like Quantum Dots

This section will focus on the development of perovskite-like QDs using solution-
based synthesis strategies. The fabrication strategies of halide-based perovskite-like
QDs may be classified into two major categories: (i) high-temperature hot-injection
(HI) method and (ii) a comparatively low-cost and easy-to-operate room tempera-
ture (RT)-based synthesis. The HI method requires a specific reaction environment
with reaction precursors injected at a relatively high temperature under inert condi-
tions. Both preparation methods enable superior control of the size, morphology,
and composition offering high precision for a wide variety of designed functional
materials [47–49]. Typical HI synthesis involves the preparation and pre-heating of
a reaction precursor under inert gas conditions, followed by a quick injection of the
precursor into another reaction solution mixture after an ionic metathesis reaction.
This technique usually produces highly monodispersed nanocrystals with excellent
crystallinity [47–49]. A distinct separation between the nucleation and growth stage
reaction kinetics, along with the high temperature of reaction, enables better control
over the size, shape and phase purity of the QDs. Experimental parameters, e.g., such
as the operating temperature, growth time, and the speed of the precursor injection,
are essential to control the size and photoluminescence emission peak position of
the QDs obtained [47–49].

We begin our discussion with a strategy developed by the Kovalenko et al. [50],
involving the preparation of inorganic CsPbX3 colloidal nanocrystals using the HI
method. In this HI synthesis, the lead and halogen precursor (PbX2) was dissolved in
three different flasks containing octadecene, oleic acid (OA), and oleylamine (OAm).
Then, cesium oleate (Cs-oleate) was injected into the flask at high temperature (140–
200 °C), and a few seconds later, the reaction system was cooled to room tempera-
ture using an ice bath [50]. Figure 6a, b, show the acquisition of the cubic structure
for these colloidal nanocrystals, with controlled and well-defined morphologies. The
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Fig. 6 a X-ray diffraction patterns for typical CsPbX3. b Schematic structure cubic perovskite and
typical transmission electronmicroscopy (TEM) images of CsPbBr3 NCs. Reproducedwith permis-
sion fromRef. [50]. c Schematic diagram of the CsPbBr3 colloidal synthesis with variousmorpholo-
gies using different OAm/OA molar ratio as strategy. d Schematic synthesis method to control
morphology. Reproduced with permission from Ref. [53]. e–f Photographs of the colloidal CsPbX3
perovskite nanocrystals prepared by HI synthesis with illuminated reaction flask. Reproduced with
permission from Ref. [54]

colloidal nanocrystals were tuned by varying theOAmandOA concentrations during
HI synthesis, displaying two critical roles: (i) in the solubilization of precursors and
(ii) as surfactants and stabilizers for the newly formed CsPbX3 colloidal nanocrystals
[51].Additionally, the size andmorphology of the perovskite-like colloidal nanocrys-
tals are determined by controlling the polarity of the solvents in the medium (length
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of the ligand chain), the ratio between the proportion of OAm and OA, as well as the
reaction temperature [20, 33, 52]. In Fig. 6c, d, we show how the variation of reaction
conditions (i.e., different OAm/OA molar ratio), may lead to significant changes in
the size and morphology of the resultant nanoparticles.

The primary disadvantages of the HI method is associated with the need to main-
tain a high temperature in the middle of the reaction, the need for an inert atmo-
sphere, the frequent use of expensive and toxic chemicals, as well as the subsequent
requirements for rapid cooling to maintain a uniform size distribution profile for the
acquired colloidal nanocrystals. Additionally, typical HI synthesis limits the scaled-
up production of solution-processed nanocrystals [55, 56]. In 2016, Zeng et al. [57]
introduced a less complicated and room temperature based ligand-assisted reprecipi-
tation (LARP)method. This method based on the use of non-precursors of Cs+, Pb2+,
and halogen (in the desired stoichiometry) which are pre-dissolved in a polar solvent
dimethylformamide (DMF) or dimethyl sulfoxide (DMSO), followed by rapid injec-
tion in a non-polar solvent (e.g., toluene and hexane), as shown in Fig. 7. As the
solubility of these precursors, e.g., in non-polar solvents, is much less than polar
solvents, CsPbX3 nanoparticles quickly formed during this process [57]. Unlike the
HI method, the LARP involves the co-occurrence of nucleation and crystal growth
stages, initiated by the supersaturation process. Despite its simplicity and conve-
nience for large scale productions, this preparation strategy has been known to have
certain drawbacks. These drawbacks are usually associated with difficulty in puri-
fying colloidal products, as well as its low synthetic yield and limited control on
perovskite-like QDs size. The subsequent parts of Fig. 7b–f, show that the power of

Fig. 7 a Schematic of Room Temperature formation of CsPbX3 (X = Cl, Br, I)). Snapshots of
four typical samples after the addition of precursor ion solutions for 3 s, blue (c Cl:Br = 1), green
(d pure Br), yellow (e I:Br = 1), and red (f I:Br = 1.5), respectively. Reproduced with permission
from Ref. [57]. g TEM images, h digital picture, i size distribution, j XRD pattern, k absoption and
emission spectra, and l time-ressolved PL decay for the colloidal CsPbBr3 perovskite nanocrystals
prepared by LARP method Reproduced with permission from Ref. [58]
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synthesis control is noticeable from the ratio of the precursor halogens and the range
of light emission from the synthesized materials when exposed to light [57].

Solution-processed synthetic techniques have also been used to control the
morphology of perovskite-like QDs, producing one dimensional (1D) nanowires and
two dimensional (2D) nanoplatelets. Yet, three dimensional (3D) perovskite QDs,
more commonly studied, can easily be tailored to lower-dimensional structures (e.g.,
nanosheets or nanowire-like) by carefully adjusting the amount of long-chain cations
in the precursor solution during synthesis [46]. Studies have also demonstrated the
direct growth of nanosheets or nanowires on a substrate surface, and it is plausible to
produce nanoplatelets with lateral dimensions between 1 and 10 μm. Additionally,
with careful control of the solvent composition, it is possible to grow atomically thin
single-layer nanoplatelets. Zhang et al. [59] studied the morphological evolution by
recording images at different growth times, finding that the resultant QDs mainly
constituted a nanocuboid-like structure after 10 min of precursor injection. Specifi-
cally, large quantities of 1D nanowires (with a diameter <12 nm and lateral dimension
extending up to 5 μm) were formed after 1 h of reaction. Stoumpos et al. [60, 61]
also demonstrated that careful control of the injection temperature, could generate
quasi-2D perovskite nanoplatelets at lower temperatures (i.e., 90–130 °C). These
nanoplates with varying thicknesses are then separated by size-selective precipita-
tion.A blue-shift in fluorescencewas observed for plateswith few layers (1–5 layers),
indicative of the quantum confinement effect in these 2D nanocrystals. Akkerman
et al. [62] prepared 3–5 monolayers thick cesium lead halide perovskite nanoplates
using solution-based synthesis at room temperature. There have also been recently
studies on ligand-induced engineering of morphologies in perovskite like QDs. Deng
et al. [58] demonstrated the shape control in these perovskite-like QDs by altering
various ligands, e.g., such as OAm, dodecylamine, hexanoic acid, and OA.

There consensus among the scientific community regarding the issues related
to the presence of heavy metals in soil and water [63–67]. The toxicity of heavy
metals present in perovskites (principally Pb) is directly linked to their leaching
metals, which increases their mobility. Ecotoxicity tests, e.g., are used to systemat-
ically assess the toxic effects of contaminants in aquatic and terrestrial ecosystems,
in which the bio-availability of the toxic substance to biota is determined [68]. Mint
plant (Mentha spicata) stands out among the various existing ecotoxicity tests [69].
Seed germination and growth appear to be essential tools to determine the toxicity of
materials, as any component present in the medium were to impact the development,
this toxicity would manifest in the inhibition of germination and root growth. Abate
et al. [69, 70] studied the effect of Pb substitution in perovskites for some time, to
facilitate its use at a large scale, and minimize the impacts of possible Pb contami-
nation. Figure 8 shows the adverse effects of the Pb presence on the growth of mint
plants.

In addition to Pb-based perovskite, relatively less toxic Sn-based perovskite has
been gaining attention in recent years due to their wide spectral response and near-
infrared emission. They have been applied in solar cells, near-infrared light-emitting
diodes (LEDs), and lasers [73–76]. However, there has been limited preparation of
the analogs of cesium tin halide nanocrystals due to the poor solubility of the cesium
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Fig. 8 a XRD patterns, bAbsorbance and PL spectra of CsSnX3 (X = Cl, Cl0.5Br0.5, Br, Br0.5I0.5,
I). cTEM image of CsSnX3 nanocrystals. Reproduced with permission from Ref. [71]. d Represen-
tative photoluminescence spectra of Blue (CsPbX3) to redshifted (MA(Sn/Pb)I3). Reproduced with
permission from Ref. [72]). e The picture of mint plants grown on control soil and c 250 mg kg−1

Pb2+ perovskite-contaminated soil (f). The range of lead content measured in the leaves, stem, and
root is reported on the side of each picture. Reproduced with permission from Ref. [69]

halides precursor. Bohm et al. [71] first synthesized these series of nanocrystals
by using solvent coordinated SnX2 precursors. Compared to Pb-based perovskite
counterparts, Sn-perovskite exhibits a longer emission wavelength, as shown in
Fig. 8a–c, enabling its usefulness for near-infrared LED devices. Although Sn-
based perovskites are newer non-toxic alternatives to more popularly studied Pb-
based analogs, stability is still an important issue (as Sn2+ is prone to oxidation
to Sn4+ resulting in photoluminescence quenching and reduced photoluminescence
quantum yields of the QDs); this needs to be addressed [77]. For perovskite colloidal
nanocrystals, the position of the first absorption peak, and the fluorescence emission
is modulated by controlling the size, morphology, and composition, and the imper-
fections of these parameters [78]. As such, these perovskite colloidal nanocrystals
are designed to exhibit tunable optical properties, as shown in Fig. 8d. Perovskites
may be widely used as LEDs due to their ability to absorb and to emit radiation at
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Fig. 9 Representative illustration of emergingPb-free perovskitematerialswith the base on recently
literature. Adapted from [79] 2019 © Wiley–VCH

different wavelengths (i.e., due to different confinement regimes for electrons and
holes) [61–68]. Figure 9 shows a full scheme of the emerging Pb-free perovskite
materials designed mainly for high-performance applications [79]. They can also
be generated from solution-based synthesis, using a more straightforward method,
and are easily replicated, offering a satisfactory cost–benefit ratio compared to other
technological devices [42].

4 Advanced Optoelectronic Applications
for Perovskite-Based Materials

Solution-processed colloidalmaterials possess advantageous properties for optoelec-
tronics applications [47–49]. Therefore, they are promising candidates that comple-
ment “conventional” technologies when tunable color, large area, mechanical flex-
ibility, or low-cost processing is required. The last 20 years, however, has seen the
development of a wide range of electronics devices based on nanocrystals, such
as lasers, LEDs, photodetectors, transistors, solar cells, and so on [41, 42]. As
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such, perovskite colloidal nanocrystals are gaining popularity in a wide range of
technological applications, because of their versatility, simple preparation (which
reduces production costs of devices significantly), and potential applications in solar
cells [24–27]. The intrinsic defect tolerance nature of perovskite-like QDs and with
nearly 100% photoluminescence quantum yield (PLQY) and tunable color emission
make them potential candidates in solid-state lightings and displays [21–27]. Specif-
ically, 3D metal halide perovskite, has better application prospects due to its very
narrow photoluminescence bandwidth spectra and wide wavelength range. Recently,
designed perovskite colloidal nanocrystals have been integrated into various low-cost
solution-processed optoelectronic devices as result of their outstanding photolumi-
nescence properties [1, 80]. These high-quality functional materials are suitable for
use in LEDs, lasers, photovoltaic cells, amplifiers, photodetectors, and also biological
sensors [63–87].

Zeng et al. [81] reported on the first CsPbBr3 perovskite QD-based LEDs,
where poly(ethylenedioxythiophene):polystyrene sulfonate (PEDOT:PSS) and poly
(9-vinylcarbazole) (PVK) were used as the hole injection layers, and thin films of
2,2′,2′′-(1,3,5-benzenetriyl)tris(1-phenyl-1-H-benzimidazole) (TPBi) were vacuum
deposited on top of the perovskite nanocrystal films, serving as the electron injection
layer. This work demonstrates the great potential of CsPbX3 QDs in LED applica-
tions. As such, the LEDs based on CsPbBr3 QDs had a maximum current efficiency
of 0.43 ca A−1 and a maximum external quantum efficiency (EQE) of approximately
0.12% at a luminance of 100 cdm−2. The electroluminescence of these devices could
be easily tuned by changing the anion (halide) compositions in the CsPbX3 QDs, and
all devices with different colors exhibited an electroluminescence with a full width
at half maximum (FWHM) of ~20 nm. Although the performance of this device was
much lower than expected from the high solution PLQY of these QDs (50–90%)
[81].

In 2016, Bakr et al. [82] passivated the surface of CsPbX3 QDs using a ligand-
exchange strategy, which further improved the stability of QDs and the EQE of
QLEDs (3.0% for green, and 1.9% for blue). Li et al. [83] obtained nearly complete
perovskite thin films using the crosslinking method, and achieved an electrolumi-
nescence yield of 5.7%. Based on the outcomes of this work, Fig. 10 shows the
architecture used for LED fabrication (with imagery of the devices in operation),
an energy-level diagram of the materials in the device, as well as the corresponding
electroluminescence spectra.

To overcome the limited solubility of the Cs precursor, Mhaisalkar et al. [85]
implemented crown-ethers to enable room temperature synthesis of CsPbBr3 QDs.
This ensured complete dissolution of the CsBr precursor, and rendered CsPbBr3 QD
inks practical for device fabrication. The resultant LEDs displayed a bright green
emission, with a current efficiency and EQE of 9.22 cd A−1 and 2.64%, respectively.
Their small size (typically from few to tens of nanometers), and high surface to
volume ratio greatly impacts the electronic properties of QDs by their surface, which
is typically covered with organic ligands [86]. The capping ligands are left on the
surface during synthesis, and are responsible for stabilizing colloidal nanocrystals
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Fig. 10 Summarization of the main optoelectronic applications for colloidal perovskite-based
nanocrystals. aRepresentative scheme of perovskite LEDs architecture.bEnergy level-diagram and
c electroluminescence spectra of perovskite LEDs. d Photographs of perovskite LEDs in operation.
Adapted from [83]. e Schematic diagram of the device configurations of (left) vertical structure and
(right) lateral structure photodetectors. For photodetectors with a vertical (sandwich-like) topology,
the incident light window is located at the bottom, whereas, for photodetectors with the lateral
topology, the incident light window is located at the top. Adapted from [84] 2013 © Wiley–VCH.
f Schematic architecture with SEM cross-section for the colloidal CsPbI3 perovskite nanocrys-
tals solar cells. g Current density–voltage curves and (h) external quantum efficiency (black, left
ordinate) and integrated current density (blue, right ordinate) of the device. Adapted from [87]

in the solvent. Furthermore, organic surface ligands play a dominant role in deter-
mining the interface between two or more neighboring nanocrystals in the solid-
state; this strongly inhibits electrical charge injection and mobility. It has also been
observed that the presence of excessive ligands may cause poor charge injection effi-
ciency of perovskite QDs film, and insufficient ligand films exhibit low PLQY and
stability. Thus, a fine equilibrium, needs to be formed between the charge injection
and surface passivation. Colloidal QD-based devices, are often required to engineer
their surfaces through surface functionalization via ligand exchange to improve the
interfacial charge carrier transfer and tune their electronic energy levels. Over the
last few years, many different ligand removals and replacement reactions (commonly
referred to as ligand-exchange) have been developed to improve the electrical charge
mobility of core/shell and core only nanocrystals. In a recent study by Dey et al. [87],
this type of perovskite QDs and CdSe-based nano-heterojunctions was studied as a
proof of concept, achieved using in-situ ligand exchange and careful manipulation
of the QD surfaces. Li et al. [88] demonstrated another efficient ligand exchange
method whereby a series of phenylalkylammonium bromides with different branch
lengths were used for ligand-exchange. Based on the ligand-exchange method, the
conductivity of the CsPbBr3 QD layer had significantly improved due to the short-
ening of the ligand and the insertion of the π-conjugation benzene ring. As a result,
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high brightness (up to 12 650 cd/m2) and low turn-on voltage (down to 2.66 V) was
achieved in the CsPbBr3 QD LEDs (QLEDs). This enabled, dramatic improvements
in device performance with a current efficiency of 13.43 cd/A, power efficiency
of 12.05 lm/W, and EQE of about 4.33%. In addition to organic–inorganic halide
perovskites and all-inorganic perovskites-based QLEDs, in particular, Zhang et al.
[89] reported hybrid perovskite QLEDs-based on organic–inorganic mixed cation
ion FA/CsPbBr3 QDs. This FA1−xCsxPbBr3 is highly dependent on the substitution
content of the Cs cation. Xu et al. [90] demonstrated the MA1−xCsxPbBr3 perovskite
QD-based LEDs for the first time. The optimized composition of MA0.7Cs0.3PbBr3
QLEDs exhibited a brightness of 24 500 cd m−2, current efficiency of 4.1 cd A−1,
and an EQE of approximately 1.3%.

The toxicity of Pb-based devices has a negative impact on the environment,
marking total or partial Pb2+ replacement preferable. At present, the most suit-
able substitute is the less toxic Sn(II) ion. Sn-based perovskite semiconductors
have been widely developed and applied in solar cell devices. However, only a
few studies have investigated Sn-based perovskite for LEDs applications. Lai et al.
[91] demonstrated QLEDs-based on MASn(Br1−xIx)3 thin film exhibiting near-
infrared electroluminescence spectrum with an emission wavelength of 945 nm and
a maximum EQE of 0.72%. Zhang et al. [92] also reported efficient LEDs based
on CsPb1−xSnxBr3 QDs with Sn(II) ion substitution and adopted a device configu-
ration ITO/PEDOT:PSS/poly-TPD/CsPb1−xSnxBr3/TPBi/LiF/Al normal-type struc-
ture. More recently, other Pb-free halide perovskite QDs with improved stability
and PLQYs, such as Cs2AgBiX6 [93, 94], Cs3Sb2X9 [95, 96], and (MA)3Bi2X9 [97]
have been demonstrated, although QDLEDs based on these materials has been rarely
reported.

Yet, the low electroluminescence efficiency continues to be a critical disadvantage
when attempting to fabricate efficient perovskite QD-based LEDs. In addition to the
general challenge of improving LED performance, the poor stability (moisture and
temperature sensitivity) originated from the perovskite itself, the ion migration (and
subsequent phase segregation observed in mixed halides system), and the metal
electrode diffusion is, of course, the main concerns for future commercialization
[90, 91, 94, 95, 97–100]. Recently, several strategies have been proposed to address
these stability issues. The first is to employ all-inorganic perovskite materials to
provide a potential long-term solution, while alternative approaches are based on
the introduction of large organic ammonium cations to form a Ruddlesden-Popper
layered perovskite, effectively hindering ion migration and improving the stability
of perovskite-like QDs [101].

Within a brief timespan, diverse studies have focused on the rational design
of perovskite colloidal nanocrystals, which have paved a new pathway as poten-
tial candidates to be used as solid-state QD-LEDs. Due to their functional proper-
ties, in particular, these perovskite-like QDs systems exhibit a high rate of radia-
tive recombination, which can be precisely tuned by size, shape and composition
control, as well as by the imperfections of these parameters [102]. Further research
is required to improve the efficiency of device based on perovskite-like QDs. Addi-
tionally, the lifetime of perovskite QLEDs remains low for commercial applications.
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Significant success was achieved in encapsulation technology, which requires further
improvement, especially for flexible and stretchable perovskite-like QLEDs. Despite
these hurdles, the advantages of perovskite-like QDs including facile wavelength
tuning, high color purity, cost-effectiveness, and technical compatibility, render them
appealing candidates for high definition LEDs [103].

Figure 10e illustrates the typical structure of a photodetector device. Therefore, in
this perspective, it is well-known that for an all-optical communication greatly need
the development of the ultrafast and reliable photodetectors significantly. Today’s
optical communication systems are usually based on silicon aswell as indiumgallium
arsenide photodetectors,which are expensivematerials [84, 104].Basedon these high
costs, for this, the emergence of perovskite-based systems is, of course, considered
a promising alternative for the development of a new generation of photodetectors,
which may easily be integrated into the new technology of devices (which hence are
mechanically flexible, lightweight, and large) [84, 104].

All-inorganic perovskite QDs are relatively more stable than those containing
organic cations [6, 87]. Also, aswe highlighted earlier, it is well-known that α-CsPbI3
has an optimal value of bandgap as the photoactivematerial for solar cell applications.
Particularly the Luther et al. [87] have reported a full study on the fabrication α-
CsPbI3 colloidal nanocrystals (of about 9 nm) photovoltaic cells with an efficiency
of approximately 10.77%. Thus, the device architecture used by these authors is
shown in Fig. 10f. In this study, the current density–voltage (JV) measurements were
realized at room temperature and with relative humidity ~15 to 25%. These results
(see Fig. 10g) is obtained for a 0.10 cm2 cell and showed an open-circuit voltage
(VOC) of about 1.23 V. In additional, the EQE of the devices was also measured
in this study, as shown in Fig. 10h. Finally, these results reveal a bandgap of about
1.75 eV for α-CsPbI3 prepared by the HI method at 170 °C [87].

5 Summary and Outlook

In this chapter we have discussed on the crystalline structure, phase diagram, elec-
tronic properties, solution-based synthesis aswell as potential integration strategies of
perovskite colloidal nanocrystals into various optoelectronic devices. There are still
challenges regarding the use of Pb-free technologies and increasing their stability
in environmental conditions, but these are the same challenges that should guide
the race for the development of better perovskite-based materials. We have demon-
strated that significant improvements in thematerial foresight bydesign, including the
fundamental understanding of their physical and chemical properties, are critically
important and will undoubtedly provide a new technological level in the future.
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Fundamentals and Advances
of the Oxidant Peroxo Method (OPM)
for the Synthesis of Transition Metal
Oxides

Alexandre H. Pinto, André E. Nogueira, Mayra D. Gonçalves,
and Emerson R. Camargo

Abstract The ability to produce phase pure and compositionally controlled nano-
materials at temperatures lower than the ones required by solid state reactionmethods
is one of the most important features in a solution-chemistry synthetic method.
The sol–gel based methods usually use many of organic compounds throughout
the synthetic process, which can be detrimental to certain applications, as high quan-
tities of residual carbon can be found along the final product. The Oxidant Peroxo
Method, usually known by the acronym OPM, is a solution-chemistry method based
on the production of peroxo complexes with hydrogen peroxide and different transi-
tion metal ions at alkaline pH. The production of these peroxo complexes leads to an
amorphousmaterial that upon calcinationproduces phase pure transitionmetal oxides
with controlled composition. One special feature of the OPM method is the total
absence of the organic compounds during the synthesis, which avoids the presence
of undesired pyrolyzed organic molecules mixed with themetal oxide product. Addi-
tionally, the absence of organic compounds produces an oxidizing atmosphere during
the synthesis, yielding very reactive powders, facilitating the production highly dense
ceramic pellets for electronic applications. The production of powders with surface
containing peroxo groups, also, has been beneficial for increasing the photocatalytic
activity of titanium-based compounds and for use as a precursor in the solid-state reac-
tions, which considerably decreases the processing temperature. Since its inception
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and first publication, back in 2001, the OPM method has been successfully applied
by different research groups worldwide to produce binary oxides, i.e. TiO2, tertiary
oxides, PbTiO3, BaZrO3, and doped tertiary oxides Pb1−xLaTiO3. The variety of
different metal oxides produced confirms the versatility of OPMmethod on yielding
not only different compositions, but also different crystalline structures, like anatase,
perovskite, sillenite, and spinel. Furthermore, theOPMmethodhas yieldmetal oxides
for many different applications, such as dielectric, optical, and photocatalytic. For
instance, undoped Bi12TiO20 and Nb-doped Bi12(Ti1−xNbx)O20 were used as effi-
cient photocatalysts for degradation of rhodamine B under ultraviolet and visible
lights, presenting better activity than TiO2. In this chapter, the chemistry underlying
the OPM method and the oxides most commonly prepared by this technique will
be described, focusing how the method contributed to the advance of the synthetic,
structural, and application aspects related to each one of these compounds. The future
goals and applications of the method will be critically discussed. The authors hope
this chapter can provide enough information to motivate a continuous dissemination
of the OPM method, in view of its confirmed successful features and potential.

Keywords Chemical synthesis · Transition metal oxides · Nanomaterials · OPM
method · Oxidant peroxo method

1 The Oxidant Peroxo Method (OPM)—Introduction

Some traditionally used solution-based techniques for the production ofmetal oxides,
for instance, the sol–gel and polymerizable complex methods, use a high quantity of
organic compounds. This fact can be detrimental to the final property of the material
since it may be difficult to eliminate the residual carbon after the heat treatment step
entirely.

Intending to have synthetic route free from organic compounds to produce oxide
nanoparticles, Camargo and Kakihana developed in 2001 a synthetic route based on
the in situ production of Ti-peroxo complexes by reacting metallic Ti with H2O2 in
alkaline pH, initially used to produce lead titanate (PbTiO3) [1]. Equation (1) can
describe this reaction:

Ti(s) + 3H2O2(aq) → [Ti(OH)3O2]−(aq) + H2O(l) + H+
(aq) (1)

As shown in Eq. (1), the metallic Ti is oxidized by the H2O2, producing the
peroxytitanic acid [Ti(OH)3O2]−. The peroxytitanic acid could be used either as a
precursor to produce binary oxides, such as TiO2 or for the production of multinary
oxides, like PbTiO3. The production of TiO2 nanoparticles from [Ti(OH)3O2]− will
be discussed in depth in Sect. 2. Then, taking as an example the PbTiO3 production,
by adding Pb+2 ions, at alkaline pH, they are converted to Pb(OH)4−2. The Pb(OH)4−2

can react with the [Ti(OH)3O2]−, according to Eq. (2):
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Pb(OH)−2
4(aq) + [Ti(OH)3O2]−(aq) → PbO2(s) + TiO2(s) + OH−

(aq) + H2O(l) (2)

In this case, the peroxy group
(
O−2

2

)
acts as an oxidizing agent by increasing the

Pb oxidation state from +2 to +4. The product of reaction represented by Eq. (2)
can be described as a mixture of amorphous PbO2 and TiO2. Finally, this amorphous
product was calcined at 700 °C, giving rise to phase pure tetragonal PbTiO3, as
confirmed by XRD and Raman spectroscopy.

Although the OPMwas not the first peroxide-based synthetic route, the simplicity
of this method is one of its outstanding features, since the [Ti(OH)3O2]− is produced
by merely dissolving Ti in a mixture of H2O2 and NH3·H2O in an ice bath. Then, this
complex reacts with Pb+2 and coprecipitates the amorphous precursor. Finally, the
amorphous precursor is crystallized to the desired composition by some thermal treat-
ment. None of these steps require expensive instrumentation, a special atmosphere,
or sophisticated pieces of glassware. Essentially, the [Ti(OH)3O2]− synthesis and
amorphous precursor preparation can be carried out by using a few beakers and
pipets.

Additionally, when [Ti(OH)3O2]− undergoes hydrolysis, an amorphous precip-
itate is formed, which can be heat treated using different crystallization methods.
Among thesemethods,wecanmention the traditional hydrothermal and solvothermal
methods or assisted bymicrowave irradiation. The possibility of using different crys-
tallization methods opens space for the study of the control of some final properties
of materials such as the size and morphology of the particles.

For being an organic-free method, the OPMmethod eliminates the need for addi-
tional thermal treatments to remove unreacted or byproduct organic compounds.
Moreover, it eliminates the possibility to have residual carbon as one of the byprod-
ucts of the process, representing an advantage when compared to sol–gel and
polymerizable complex methods.

After the first paper describing the PbTiO3 synthesis, the OPM method began
to be successfully applied for the synthesis of many different metal oxides, either
binary or multinary. Throughout this chapter, the reader will have the chance to get
acquainted with several instances from the current scientific literature where these
oxideswere prepared.Also, to learnmore about how these compoundswere prepared,
characterized, and applied in different situations, for instance, degradation of water
pollutants or preparation of materials with the potential to be used in electronic
components.

Many of the papers cited in this chapter followed strictly the procedure described
in the Camargo and Kakihana first paper. Contrastingly, many of the papers cited
in this chapter implemented crucial modifications to the first paper of the method.
Some of them present only a distant and slight resemblance to the original method.
Regardless of how similar to the original paper the procedure usedwas,we considered
that the papers are worth to be cited.

Throughout this chapter, many examples where the OPM method was used
to prepare functional materials such as photocatalysts in different wavelengths,
pigments, and materials for electronic applications will be presented.
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2 Binary Oxides

2.1 Titanium Dioxide (TiO2) and Related Compounds

Titanium dioxide (TiO2) is an n-type semiconductor having three crystalline phases:
the rutile (tetragonal) thermodynamically stable phase and two metastable phases,
known as anatase (tetragonal) and brookite (orthorhombic) [2, 3]. The three TiO2

polymorphs are shown in Fig. 1.
The band gap of each polymorph varies slightly. For instance, the rutile band gap

energy is equal to 3.0 eV, whereas, for anatase and brookite, it is respectively equal
to 3.2 and 3.3 eV [4]. Although anatase has an indirect band gap, it usually presents
better photocatalytic activity than the other two polymorphs. This is attributed to
longer lifetimes of the charge carriers in anatase, and lighter effective mass of elec-
trons and holes in anatase, resulting in an easier migration of the photogenerated
charge carriers [4].

TiO2 is a frequently studied material due to its nontoxicity, water insolubility,
hydrophilicity, availability, and relatively low price [5]. Given the technological
importance of TiO2, the OPM method has been extensively used to prepare TiO2

nanomaterials. The Ti-peroxo complex water solubility allied to the absence of
organic compounds and chlorine on its structure has made the Ti-peroxo complex
a versatile Ti source. Additionally, the Ti-peroxo complex has been very versatile
regarding different types of thermal treatments it can be subject to in order to produce
different polymorphs and morphologies of TiO2.

Fig. 1 Crystal structure of TiO2 polymorphs: anatase (left), rutile (middle), and brookite (right).
Adapted from Ref. [3], with permission from Copyright © 2015, Elsevier
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The Ti-peroxo complex has been used as a Ti source also to prepare heterostruc-
tures of TiO2 with other transitionmetal oxides andwith carbon-based 2-Dmaterials,
such as graphene oxide (GO) and reduced graphene oxide (rGO). Additionally, the
Ti-peroxo complex has been used as a means to insert Ti ions into intercalation
compounds, such as zeolites and layered double hydroxides (LDH).

In the following sections, examples of how theTi-peroxo complex has been used to
produce these different categories of nanomaterials based on TiO2 will be presented.

2.2 TiO2 Polymorphic and Morphological Controls

One of the first papers describing TiO2 preparation through the OPM method was
authored by Ribeiro et al. [6]. There, the author studied the effect of pH adjust-
ment of aqueous solutions containing the Ti-peroxo complex precursor on the TiO2

preparation with controlled crystalline phases and morphologies.
They prepared the Ti-peroxo complex, which they described as being an amor-

phous solid, from metallic Ti, H2O2, and NH3·H2O, then they use hydrothermal
heating at 200 °C for 2 h, with the pH adjusted in a broad range. They figured out
that at pH 0 phase pure rutile nanorods were formed, whereas, at pH values from 2 to
6, phase pure anatase nanoparticles were formed. At pH 8, these nanoparticles start
to coalesce as a result of oriented attachment, leading to the formation of anatase
nanorods and nanoneedles, respectively, at pH values equal to 10 and 12. Finally, at
pH 14, hydrogen titanates with varied morphology are formed.

This work revealed the potential of the OPM method to tune the TiO2 crystalline
phase and morphology by varying a parameter as simple as the pH.

Taking advantage of these results, in a later paper, the same group prepared TiO2

from the Ti-peroxo complex precursor [7]. At pH values ranging from 6 to 14, single-
phase TiO2 anatase was obtained for all samples. Except for the one at 14, which
corresponded to hydrogen titanate (H2Ti3O7). Then, they applied these powders as
photocatalysts for the degradation of rhodamine B under UV light (254 nm emission
maximum) illumination. The sample synthesized at pH 8 was the one that presented
the best photocatalytic performance, both by weight and surface area-normalized
experiments. This performance was attributed to the more isotropic morphology of
the sample prepared at pH 8 compared to the anisotropic samples prepared on pH
values from 10 to 14. As the anisotropic morphology leads to the formation of more
defects, which can act as electron–hole recombination centers, the photocatalytic
activity is decreased. Although the confirmed ability to work as photocatalysts for
rhodamine B degradation, all the samples on this study were less efficient than
commercial TiO2 with estimated composition of 92% anatase and 8% rutile.

Besides powder production, the Ti-peroxo complex has proved to be successful in
preparing TiO2 thin films. Gao and co-workers [8] prepared the Ti-peroxo complex
by dissolving metatitanic acid (H2TiO3) in a mixture of concentrated H2O2 and
NH3·H2O. Then, they dipped a substrate into the yellow-greenish transparent Ti-
peroxo complex solution and were able to obtain an amorphous film according to
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XRD deposited onto the substrate. By using XPS, TGA, and FT-IR, the authors esti-
mated that the amorphous precipitate had the TiO1.4(O2)0.5(OH)0.2.1.34H2O formula
when the film deposition is carried out at pH around 2.4. This film was annealed in
temperatures from 400 to 700 °C for 1 h in air. This heat treatment revealed the (101)
peak related to the anatase phase, from temperatures equal or higher than 600 °C.

The authors also studied powders formed from the Ti-peroxo complex, by
calcining them between 300 and 900 °C. From 300 to 800 °C, phase pure anatase
was formed, whereas, at higher temperatures, mixtures of anatase and rutile were
obtained.

Aiming lower energy consumption and time-saving procedures, the use of
microwaves has proved to be an efficientmethod to destabilize theTi-peroxo complex
precursor to produce TiO2. For instance, Garcia et al. [9] prepared the Ti-peroxo
complex precursor from a titanium isopropoxide solution in isopropyl alcohol by
adding H2O2. Then they used the microwave hydrothermal method as a means to
crystallize the Ti-peroxo complex amorphous precursor. Three different tempera-
tures were studied 100, 150, and 200 °C. For each temperature, three time intervals
were studied 30, 60, and 120 min. For all combinations of temperature and time,
the authors obtained phase pure anatase, according to the XRD, and submicrometric
agglomerates according to SEM, and specific surface area around 150 m2/g. Then,
the authors used these TiO2 samples to test the photocatalytic degradation of methyl
orange dye, under UV-A radiation. The samples prepared at 200 °C for 30 min were
able to degrade the methyl orange almost completely, in an interval of 120 min,
presenting photocatalytic activity comparable to the reference material TiO2–P25.

By pursuing a deeper understanding of the microwaves on the conversion of the
Ti-peroxo complex into TiO2, Mendonça and co-workers [10] used benzyl alcohol
as an additional solvent to the water in the microwave crystallization process.

The authors were aiming to gain any important information about the solvent role
in the microwave crystallization process at 170 °C, and time intervals ranging from 2
to 60 min. Interestingly, the precursor obtained by the Ti-peroxo complex precursor
obtained was not completely amorphous; instead, it presented broad peaks identified
with a titanate anion lamellar structure, according to XRD results.

Besides the titanate anion lamellar structure, the Ti-peroxo complex was probably
comprised also by ammonium cations and peroxo groups at stoichiometric ratios.
This structure persisted when the precursor was heated for 4 min, and then, from
8 min and on, it was possible to observe sharps peaks related to TiO2 anatase.

The release of these ammonium cations during hydrothermal treatment and
decomposition of peroxo groups are the main steps responsible for the anatase phase
formation, as shown in the scheme presented in Fig. 2. The authors confirmed the
titanate anion lamellar structure of the precursor throughRamanandX-ray absorption
near-edge structure (XANES) spectroscopies, by comparing the precursor spectra
with the potassium titanate spectra in both techniques. The anatase is the only TiO2

polymorph observed for all heating time intervals from 8 to 60 min. The photocat-
alytic activity for rhodamine B degradation under UV-C radiation (254 nm emission
maximum) using TiO2 as photocatalyst increased as the TiO2 microwave heating
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Fig. 2 Schematic representation of the NH4
+ cations release and O2

− degradation from the titanate
lamellar structure during the microwave TiO2 crystallization process. Adapted from Ref. [10], with
permission from Copyright © 2019, Elsevier

time increased, however, no comparison with commercial TiO2 samples were made
on this paper.

2.3 Non-metal Doped TiO2

The TiO2 band gap around 3.2 eV for anatase and brookite, and 3.0 eV for rutile.
These band gap energy values lie in the UV range of the electromagnetic spectrum,
which limits the TiO2 application in photochemical processes driven by visible light
[5]. Another drawback presented by TiO2 nanomaterials is the high recombination
rate between electron and hole [5, 11]. One possible strategy to overcome these two
limitations of TiO2 is the non-metal doping.

The non-metal doping of TiO2 narrows the band gap energy between the valence
band and the conduction band. This band gap narrowing happens because the dopant
ion introduces newly occupied orbitals between the valence band and conduction
band [12].

Bakar et al. prepared N-doped TiO2 using the OPM method [13]. The nitrogen
source was trimethylamine, which was added to the water-soluble Ti-peroxo
complex. TheNadded to theTi-peroxo complex ranged from1 to 5%byweight.After
the precipitation of the solid precursors, they underwent hydrothermal treatment at
200 °C for 2 h.
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The N-doped TiO2 presented the anatase as the only crystalline phase, for all
percentages of doping, revealing that the doping did not change the TiO2 crys-
talline phase according to XRD and Raman spectroscopy. Doping also did not
alter the morphology, since both undoped and N-doped TiO2 presented a nanorod
morphology, according to SEM and TEM micrographs. Figure 3 shows the TEM
micrographs for undoped and N-doped-TiO2, revealing that both of them have the
same rice-like morphology.

Scherrer equation applied to XRD data revealed that an increasing N percentage
led to a decrease in the crystallite size. In contrast, zeta potential indicated an increase
in the isoelectric pointwith increasingNpercentage.Regarding the optical properties,
the band gap energy decreased systematically with the increasing N percentage. For
instance, the band gap was 3.22 eV for samples doped with 1% of N and 2.85 eV
for samples doped with 5% of N. This indicated that the N doping was an effective
means to bring the band gap energy closer to the visible range of the electromagnetic
spectrum. Besides the systematic variation in the band gap, the successful N doping
was confirmed by EDS coupled to SEM and XPS.

The undoped andN-doped TiO2 sampleswere used as photocatalysts in the photo-
catalytic degradation of methyl orange either under UV (λmax = 254 nm) or visible

Fig. 3 TEM micrographs of the undoped TiO2 in different magnifications (a and b), and from the
N-doped TiO2 (c), lattice fringes to the N-doped TiO2, revealing the orientation according to {110}
planes of the anatase phase, and selected area electron diffraction patterns (SAED) of the N-doped
TiO2 (d). Adapted from Ref. [13], with permission from Copyright © 2016, Elsevier
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light. (λmax = 440 nm). In general, higher rate constants were obtained for the process
carried out under UV light illumination. Furthermore, both for UV and visible light,
the sample doped with 3% of N presented the best performance. Similar results
were obtained in subsequent work. There, the authors analyzed the photocatalytic
degradation of rhodamine B and atrazine [14].

Following the studies regarding non-metal doping, the same group prepared TiO2

doped with cationic and anionic sulfur [15, 16]. This research revealed exceptional
flexibility of the OPM method, since by tuning the sulfur source, it was possible to
make cationic doping, where S+6 replaced Ti+4 ions; or anionic doping, where S−2

replaced O−2 ions. SEM–EDS andXPS confirmed the success of the doping strategy.
To accomplish TiO2 doping in different lattice sites, two sources of S were added

straight to the Ti-peroxo complex solution, along with the Ti, H2O2, and NH3·H2O.
For the cationic S-doped TiO2, the source was thiourea (CH4N2S), whereas, for the
anionic S-doped TiO2, the source was carbon disulfide (CS2). In both cases, the sulfur
doping was done in the 1%, 2%, and 3% in a molar ratio in relation to the Ti amount.
For both types of doped samples, the S doping did not cause substantial change
neither in the crystalline phase nor in the morphology in comparison to undoped
TiO2. For all samples, it was observed the anatase phase and nanorods morphology.

However, interesting trends were observed about to crystallite size according to
the Scherrer equation. For the anionic S-doped samples, the crystallite size increased
with the increasing S content. Whereas for cationic S-doped samples, the crystallite
size decreased with the increasing S content. Regarding the band gap, both types of
samples were able to decrease the band gap compared to the undoped TiO2, which
was equal to 3.09 eV. The band gap of the samples containing 3% of S were 2.82
and 2.85 eV, respectively, for the anionic and the cationic doped-S samples.

Both types of samples were used for the photocatalytic degradation of methyl
orange and phenol with the photocatalysts excited by visible light (λmax = 440 nm).
Both for methyl orange and phenol, both types of S doped samples presented photo-
catalytic efficiency around 80%, which was much higher than the one presented by
the undoped TiO2, around 5%. This result agrees with the fact that S-doping brings
the bandgap as close as to the visible range of the electromagnetic spectrum.

2.4 TiO2 Heterostructures

2.4.1 TiO2—Metallic Oxides Heterostructures

A common strategy to prepare heterojunctions is the building block strategy. This
strategy is usually based on the use of two or more pre-formed materials subject
to some chemical or thermal process. This process can create an interface between
the individual materials, producing a heterojunction. The heterojunction preparation
is aimed to create a material presenting a positive synergistic effect between the
individual components [17].
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The TiO2 has been used as a component along with other metallic oxides, using
the building block strategy. A frequently prepared heterojunction is the TiO2–SnO2.
Mendonça et al. prepared a TiO2–SnO2 heterojunction, where TiO2 had anatase
phase andSnO2 rutile phase [18]. TheTiO2 anatasewas prepared by the hydrothermal
decomposition of the Ti-peroxo complex, as described by Ribeiro et al. [6].Whereas,
the SnO2 rutile was prepared by the hydrolysis at room temperature of SnCl2·2H2O
dissolved in ethanol.

The TiO2–SnO2 heterostructures were prepared with SnO2 content equal to 10,
20, 35, and 50%, by weight. The heterojunction interface was formed by heating the
pre-formed TiO2 and SnO2 in a microwave solvothermal procedure.

The formation of the heterojunction was confirmed by microstructural character-
ization and by chemical reactions tracking the rate of hydroxyl radical formation.
However, the TEM-EDS elemental analyses revealed that most of the samples had a
SnO2 content lower than their nominal values.

In a subsequent paper, the authors used the same pre-formed TiO2 and SnO2

nanoparticles to prepare the TiO2–SnO2 heterostructures [19]. However, in this work,
the authors studied only heterostructure composition containing 20% of SnO2 by
weight. Furthermore, the heterojunction interface was formed by regular heating
hydrothermal reactions, instead of microwaves. The hydrothermal heating times
ranged from 8 to 64 h. The TiO2–SnO2 heterostructures are shown in Fig. 4.

To probe the heterojunction formation, the authors used the heterostructures as
photocatalysts for degradation of rhodamine B under UV light (λmax = 254 nm)
illumination.

In general, all the heterostructures presented better photocatalytic activity than
pre-formed TiO2 and the pre-formed TiO2 subjected to hydrothermal heating for
64 h. The better activity presented by the heterostructures indicated there was a
positive synergistic effect and that the heterojunction was successfully formed.

Fig. 4 a TEM micrographs of the TiO2–SnO2 heterostructures at low magnification b HR-TEM
image showing the possible points of heterojunctions between the two oxides c HR-TEM showing
the heterojunction between two TiO2 particles (yellow arrow), and between a TiO2 and a SnO2
particles (red arrow). Besides their lattice fringes, the two oxides can be differentiated by their size
difference, a SnO2 particle is ca 5 nm, a TiO2 particle is ca 20 nm. Adapted from Ref. [19], with
permission from Copyright © 2017, Elsevier
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Recently, Avansi Jr et al. prepared TiO2–V2O5 heterostructures for ozone sensors
[20]. The TiO2 was prepared according to the procedures previously described by
Ribeiro and Mendonça [6, 7]. Whereas the V2O5 was prepared by the dissolution of
micrometric V2O5 powder in water, followed by H2O2 addition, the result solution
underwent hydrothermal heating at 200 °C for 24 h, yieldingV2O5 nanorods. Finally,
the pre-formed V2O5 nanorods and Ti-peroxo complex powder were added to water,
inmolar ratiosTi:Vequal to 5, 10, or 25%.Then the resultingmixturewas subjected to
hydrothermal treatment at 200 °C for 6 h. The TiO2–V2O5 heterostructures produced
weremade up byV2O5 rods around 4μm long, with TiO2 anatase nanoparticles, with
a diameter of around 20 nm, attached to the surfaces of the V2O5 rods. Electrical
measurements revealed that the sensors made up of TiO2–V2O5 heterostructures
had a higher response to O3 gas than the ones made from the pre-formed V2O5 by
itself. The higher response to O3 gas indicated that the heterostructure formation led
to a more efficient charge carrier separation, facilitating the O3 gas chemisorption
process.

2.4.2 TiO2—Carbon-Based Materials and TiO2—Clays
Heterostructures

Graphene is considered as being a two-dimensional material, constituted by a single
layer of carbon atoms bond to each other by σ bonds, describing a honeycomb
lattice formed by hexagons [21]. Graphite oxide has the same layered structure as
the graphite; the difference resides in the addition of surface functional groups like
hydroxyl and epoxide. In contrast, carbonyl and carboxyl groups are mostly located
on the edges. The presence of these functional groups renders hydrophilicity to
graphite oxide, unlike pristine graphite and graphene [22–24].

A method commonly used to prepare graphite oxide is the chemical exfoliation.
It is based on the oxidation of graphite in an acidic media forming graphite oxide.
The graphite oxide is then exfoliated in some solvent, for instance, water or ethanol,
generating graphene oxide (GO). Finally, GO undergoes a reduction step producing
reduced graphene oxide (rGO) [25].

Heterostructures made up by TiO2 and rGO, are interesting for energy storage
applications, such as batteries and capacitors [26]. In this sense, TiO2 sub-micron
sized spheres decorated with trace amounts of reduced graphene oxide (rGO) were
prepared by using the OPM method [27].

The synthetic process started with titanium nitride (TiN), H2O2, NH3·H2O,
and graphene oxide (GO), to produce the water-soluble [Ti(OH)3O2]−2 Ti-peroxo
complex. Then, ethanol was added in different volume ratios in relation to the Ti-
peroxo complex solution. The Ti-peroxo complex solution:ethanol volume ration
were equal to 2:1, 1:1, 1:2 and 1:4. Each one of these resulting solutions were
hydrolyzed at 80 °C, producing a grey amorphous powder. This powder was annealed
at 450 °C for 3 h in an argon atmosphere. At the end of this process, sub-micron
sized anatase TiO2 spheres were obtained. The diameter of the spheres ranged from
1.5 μm to 100 nm, which could be easily tuned by varying the volume ratio between
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the Ti-peroxo complex solution and ethanol. As the amount of ethanol increased, the
sphere diameter decreased. It could be explained that different volumes of ethanol led
to the formation of different concentrations of the metastable Ti(OH)4. The Ti(OH)4
condensed in amorphous TiO2 during the hydrolysis at 80 °C. Consequently, the
Ti(OH)4 concentration ended up controlling the rates of nucleation and growth,
allowing to control the final diameter of the TiO2 sub-micron sized spheres.

Then, these TiO2 spheres were used as anodes in lithium-ion batteries (LIBs) and
sodium-ion batteries (SIBs). Both for the LIBs and SIBs, the best electrochemical
performance was obtained by the spheres prepared with Ti-peroxo complex:ethanol
volume ration equal to 1:4. This performance could be attributed to the smaller size,
more homogeneous size distribution, and a larger number of micropores.

Additionally, for comparison, TiO2 spheres without rGO were prepared and
presented worse performance than the ones containing rGO. It could be explained
by the enhanced electrical conductivity of the spheres containing rGO.

A promising class of novel 2-dimensional materials is the MXenes, which are
early transition metal nitrides or carbonitrides, for instance: Ti3C2, Nb2C, Ti3CN,
V2C, and Ta4C3 [28–31]. The MXenes are produced by selective etching of their
parent 3-dimensional compounds called MAX-phases. They are compounds having
the general formula M(n +1)AXn, where M is an early transition metal, for instance,
Ti, V, Nb, or Mo. A is mainly a group IIIA or IVA (i.e., groups 13 or 14) element,
for instance, Al or Si; and X is C and/or N, and n = 1, 2, or 3.

As examples of MAX-phases, it is possible to cite Ti2AlC and Ti3AlC2. During
the etching process, the A element is replaced by surface functional groups like O,
OH, or F [30]. These structural features confer to MXenes a unique combination of
metallic conductivity and hydrophilicity.Making thempromising electrodematerials
for supercapacitors, and Li, Na, and K-ion batteries [31].

Aiming to prepare Na-ion capacitors, Wang et al. prepared graphene supported
TiO2 highly porous nanocomposite [32]. The synthetic process startedwith theMAX-
phase Ti3AlC2, which was etched in HF to yield the MXene compound Ti3C2. Then,
H2O2 was added to the Ti3C2 and aged for 18 h at room temperature, producing
a yellow gel. The gel was dispersed in water, and GO was added. This mixture
was sonicated, freeze-dried to remove water, and annealed at 500 °C for 2 h, in
an argon atmosphere, producing a mesostructured TiO2-reduced graphene oxide
composite (M–TiO2–rGO). The M–TiO2–rGO was successfully applied as an anode
in Na-ion batteries and Na-ion capacitors. The authors saw the possibility to convert
at room temperature the MXene Ti3C2 in a water-soluble Ti-peroxo complex as
one of the special features of the synthetic procedure. Furthermore, based on this
feature, the authors see the potential to generalize this procedure to otherMAX-phase
compounds.

Layered double hydroxides (abbreviated as LDHs) are usually lamellar mixed
hydroxides containing positively charged main layers and able to undergo anion
exchange chemistry [33]. LDHs are used in many applications, such as adsorption
of oxyanions, energy storage, photocatalysts, and water purification [34].

Taking advantage of the water solubility and organic and chlorine-free features
of the Ti-peroxo complex, Jing He and co-workers used the Ti-peroxo complex as a
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source to insert Ti-ions inside the layered double hydroxide (LDH) [35]. Different
LDHs based on M(II)-Al-NO3, where M(II) = Mg+2, Zn+2, or Ni+2, were prepared
by co-precipitation of the metallic cation nitrate and NaOH. Then, the Ti-peroxo
complex was used as an intercalating agent by adding it in an aqueous solution
of the host compound M(II)-Al-NO3. The resulting solution was stirred at room
temperature for 24 h, under N2 atmosphere. Shifts in some XRD peaks indicated that
the [Ti(OH)3O2]− have been successfully intercalated in all threeM(II)-Al-NO3 host
compounds, producingwell-ordered Ti-peroxide pillared LDHs. In fact, a Ti/Almole
ratio is enough to promote the exchange of the NO3

− anions by the [Ti(OH)3O2]−.
The Ti-peroxide pillared LDHs were used as catalysts for the oxidation of phenyl

methyl sulfide using aqueous H2O2 as oxidant. All the three Ti peroxide pillared
LDHs presented higher conversion than their respective parent LDHM(II)-Al-NO3.
This result revealed that the thioether conversion could be mostly attributed to the
catalytic property of the Ti peroxide centers.

3 Metallic Titanates

3.1 Lead-Based Compounds

Since the initial work by Camargo and Kakihana, preparing lead titanate (PbTiO3) in
2001 [1], the application of the OPMmethod for the preparation of Pb-based ceramic
materials has grown. A natural pathway to increase the scope of the synthetic method
was to prepare Pb-based ternary oxides, by replacing the Ti+4 cation by other metallic
cations from the group IV B of the periodic table.

The first attempt described in the literature was about the preparation of lead
zirconate (PbZrO3) [36]. There, Camargo et al. used very similar chemicals used
for the PbTiO3 synthesis. The only difference, regarding the chemicals, was the
use of ZrO(NO3)2 as Zr+4 source. The reaction setup is a little different as well.
For the PbTiO3 synthesis, a Ti-peroxo complex was prepared at pH 11 adjusted by
NH3·H2O, followed by the addition of a Pb(NO3)2 aqueous solution.Whereas for the
PbZrO3 synthesis, an aqueous solution containing Ti+4 and Zr+4 in 1:1 mol ratio was
prepared, then, H2O2 and NH3·H2O were added into the Ti+4–Zr+4 solution, leading
to the formation of an amorphous precipitate.

The formation of the amorphous precursor in this particular reaction can be
explained by the following chemical equations Eq. (3)–(5):

Pb(OH)−2
4(aq) + H2O2(aq) → PbO2(s) + 2 H2O(l) + 2 OH−

(aq) (3)

ZrO−2
(aq) + H2O2(aq) → ZrO(O2)H

+
(aq) + H+

(aq) (4)

Pb(OH)−2
4(aq) + ZrO(O2)H

+
(aq) → PbO2(s) + ZrO2(s) + 2H2O(l) + OH−

(aq) (5)
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As the H2O2 can not form stable complexes with Pb+2, an amorphous precipitate
containing Pb andO is formed, as shown in Eq. (3). Then, the stable aqueous complex
ZrO(O2)H+ is formed by the addition of H2O2 to ZrO(NO3)2 (Eq. 4). Finally, at high
pH, the ZrO(NO3)2 works as an oxidizing agent, increasing the Pb oxidation state
from +2 to +4, and forming an amorphous precipitating containing Pb+4 and Zr+4

in stoichiometric condition (Eq. 5).
The amorphous precursor obtained was calcined in temperatures ranging from

300 to 1000 °C, in time intervals from 1 to 8 h. The calcination of the amorphous
precursor for 2 h indicated that at a temperature as low as 300 °C, the powder ismostly
amorphous with small peaks in the positions expected for PbO2. At 550 °C, amixture
of orthorhombic PbZrO3 and tetragonal ZrO2 were obtained. Lastly, phase-pure
orthorhombic PbZrO3 was obtained at 700 °C.

Upon successful preparation of PbTiO3 andPbZrO3, the next logical stepwould be
to prepare the solid-solution of these two compounds, which has the general formula
Pb(TixZr1−x)O3 and it is known by the acronym PZT. PZT is a technologically
functional material applied in sensors and actuators due to its high piezoelectric
coefficient [37]. An intriguing structural property of PZT is the coexistence of the
rhombohedral and tetragonal phases when x is around 0.5 [37]. This phenomenon is
called the morphotropic phase boundary (MPB).

Camargo et al.made the first attempt to prepare PZT using OPMmethod in 2001.
They prepared PZT with the Pb(Ti0.40Zr0.60)O3 composition [38]. They calcined the
amorphous powder in temperatures from 700 to 1000 °C, for 2 h. When calcined at
700 °C, according to XRD, PZT powder was estimated to be made up of 53% of the
rhombohedral and 47% of the tetragonal phases. Whereas at 1000 °C, it was made
up of 91% of the rhombohedral and 9% of the tetragonal phases.

Three years later, Camargo and coworkers prepared PZT powders with the
Pb(Ti0.50Zr0.50)O3 composition, by calcination of the amorphous powder at 700 °C for
2 h [39]. Then, the authors pressed the powders making ceramic pellets and sintered
them at 1000 and 1100 °C, for 2 or 4 h. The dielectric constant of the ceramic pellets
was measured at different frequencies (1, 10, and 100 kHz) versus temperature. The
highest dielectric constant was equal to 17,500, and measured at 1 kHz.Whereas, the
phase transition temperature from the ferroelectric to paraelectric phase was around
394 °C.

In order to study the effects of microwaves in the sintering process, Gonçalves
et al. prepared Pb(TixZr1−x)O3 with the following compositions x = 0.20, 0.48,
and 0.80 [40]. The ceramic pellets prepared from the PZT crystalline powders and
sintered at 1000 °C for 2 h. Either by using an electric tubular oven or a microwave
oven. The ceramic pellets with x = 0.48 presented densification higher than 99%,
by either of the sintering methods. Figure 5 shows the SEM images of fractured
Pb(Ti0.48Zr0.52)O3 ceramic pellets, displaying large and dense grains.

Despite similar densification, the dielectric constant for pellets sintered by
microwave oven presented a higher dielectric constant than the ones sintered in
conventional electric oven. The dielectric constant was around 17,500 for the
microwave sintering, whereas it was around 12,000 for the electric oven sintering.
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Fig. 5 a SEM micrographs of fractured Pb(Ti0.48Zr0.52)O3 bodies. Either sintered at an electric
tubular oven (left) or a microwave oven (right). Adapted from Ref. [40], with permission from
Copyright © 2016, Elsevier

Showing the versatility of the OPM method, Yamada made Pb(Zr0.52Ti0.48)O3

solid solutions with lanthanide ions La+3, Nd+3, and Pr+3 [41], symbolized by the
formulas (RExPb1−x)(Zr0.52Ti0.48O3), with RE = La+3, Pr+3, or Nd+3 and x = 0.05,
0.10, 0.15, 0.20, 0.30, 0.38, and 0.45.The strategy to prepare Pb-based ternary oxides
with + 4 ions continued by the PbHfO3 preparation [42]. The source of hafnium
was the HfO(NO3)2. And the amorphous precursor formation followed a similar
mechanism to the one presented for the PbZrO3, with the HfO(O2)H+ oxidizing Pb
from +2 to +4, as shown in Eq. (6):

Pb(OH)−2
4(aq) + HfO(O2)H

+
(aq) → PbO2(s) + HfO2(s) + 2 H2O(l) + OH−

(aq) (6)

The phase-pure orthorhombic PbHfO3 was obtained after calcination of the
amorphous precursor at 900 °C, for 1 h.

Besides the ability to prepare phase pure Pb-based ternary oxides containing +4
ions, the OPM proved to be effective in preparing PbTiO3 doped by lanthanide ions.
Initially, theLa-substitutedPbTiO3 (Pb(1−x)Lax)TiO3 was preparedbyCamargo et al.,
with x = 0.05, 0.10, 0.15, and 0.20 [43]. The La+3 was introduced in the method by
dissolving La2O3 in a diluted nitric acid solution. The Eq. (7) explains the formation
of the amorphous precipitate:

Pb(OH)−2
4(aq) + La(H2O)

+3
6(aq) + [

Ti(OH)3O2
]−
(aq) → [PbO2 · TiO2La2O3] · H2O(s)

(7)

When the amorphous precursors were calcined at 800 °C, for 1 h. The powders
with x= 0.05 and 0.10, presented a mixture between the tetragonal and cubic phases
of (Pb(1−x)Lax)TiO3.Whereas, for x= 0.15 and 0.20, the samples obtainedwere prac-
tically only cubic phases of (Pb(1–x)Lax)TiO3. These results showed that doping could
lower to room temperature the PbTiO3 phase transition temperature from tetragonal
to cubic, which is around 490 °C [44]. The La-substitution was quantified by ICP
analyses and revealed experimental compositions very close to the nominal values.
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These results confirmed the ability of the OPM method to precisely substitute Pb+2

by La+3 in the PbTiO3 matrix.
Taking advantage of the ability of the OPM to produce (Pb(1−x)Lax)TiO3

powders with precise La+3 insertion, Pinto et al. prepared dense ceramic pellets
of (Pb(1−x)Lax)TiO3 with x = 0.25 and 0.30 [45]. The authors measured the dielec-
tric constant of these materials versus temperature to estimate the phase transition
temperature from tetragonal to cubic. This transition is accompanied by a transi-
tion in the dielectric properties from ferroelectric (tetragonal) to paraelectric (cubic).
These measurements indicated that the sample with x = 0.25 presented a transition
temperature equal around 105 °C, whereas the sample with x = 0.30 presented a
transition temperature equal around −8 °C. Both temperatures are below the 490 °C
observed for the PbTiO3 tetragonal to cubic phase transition temperature. These
results confirm the hypothesis that La substitution decreases the phase transition of
PbTiO3 from tetragonal to cubic and that the extent of substitution correlates to how
much the phase transition temperature will be decreased.

Continuing the lanthanide ions substitutions, Pinto et al. prepared praseodymium-
modified lead titanate (Pb(1−x)Prx)TiO3 powders, with x = 0.20 [46]. Dense ceramic
pellets sintered at 1150 °Cwere estimated to have a phase transition temperature from
tetragonal to cubic around 208 °C, according to the dielectric constant measurements
versus temperature. Although the Pr+3 substitution induced a decrease in the phase
transition temperature, it was not so pronounced as the one induced by the La+3,
for a similar substitution amount. This observation opens up space for future studies
aiming to investigate the properties of lanthanide ions and their ability to reduce the
phase transition temperature in comparison to the one for the pure PbTiO3. This type
of study is necessary because of the fragility of PbTiO3 ceramics. This fragility is
attributed to the structural anisotropy characteristic of the tetragonal phase [47, 48].
So, to be able to stabilize the cubic phase at temperatures close to room temperature
could be an option to improve the mechanical properties of PbTiO3-based ceramics.

3.2 Bismuth Titanates

Research is currently focused on exploringmaterials with various types of nanostruc-
tures due to their multiple purposes in multiple fields such as energy, electronics, and
the environment. Thus, bismuth titanate with its different polymorphs(Bi4Ti3O12,
Bi2Ti4O11, Bi12TiO20, Bi8TiO14, and Bi2Ti2O7) [49] is extensively explored due to
its set of exclusive properties.

These properties allow their use in the most varied applications, including high-
temperature piezoelectric transducers [50], photocatalytic systems [51], hydrogen
generation [52], capacitors [53], as sensors [54] among others. The various appli-
cations of bismuth titanates are possible due to their piezoelectric, electro-optical
properties, high Curie temperature, high dielectric constant, low dielectric loss, high
chemical stability, and photocatalytic activity [55–57].
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Among the different polymorphs, the perovskite (Bi4Ti3O12) and selenite
(Bi12TiO20) phases were more widely studied. Bi4Ti3O12 is a ferroelectric mate-
rial characterized by the structure in the form of layers of the perovskite-type
(Bi2Ti3O10)+2 interspersed with layers of (Bi2O2)−2 belonging to the family of mate-
rials discovered by Aurivillius in 1949, as shown in Fig. 6. Bi4Ti3O12 is a material
with potential applications in the electronics industry, such as capacitors, sensors,
memory storage devices, optical displays, and other electro-optical devices [51].

Bi12TiO20 is a crystallinematerial with a body-centered cubic structure, belonging
to the selenite family. The structure of Bi12TiO20 is formed by Bi–O polyhedra, in
which the Bi ions are bonded to five oxygen ions forming an octahedral arrangement
together with a pair of electrons from Bi3+. The polyhedral network is, in turn,
connected to TiO4 tetrahedrons, as shown in Fig. 7. In the Bi12TiO20 structure, the
most likely intrinsic defects are the Ti4+ sites occupied by a Bi3+ ion associated with
a hole (h+). This defect is considered the main responsible for a p-type conduction, in
which this pristine and/or doped semiconductor showed good photocatalytic activity
in the degradation ofmore complex organic pollutants, as reported byNogueira et al.,
and Wang et al. [59, 60].

The different polymorphs of bismuth titanate can be obtained by changing
the stoichiometry between bismuth and titanium (Bi:Ti). And several routes have
already been used in their syntheses, such as the sol–gel method [60], hydrothermal

Fig. 6 Crystalline structure
model of Bi4Ti3O12 made up
of perovskite-like layers
(Bi2Ti3O12)−2 intercalated
by (Bi2O2)+2 sheets.
Adapted from Ref. [58], with
permission from Copyright
© 2017, Elsevier
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Fig. 7 Crystalline structuremodel ofBi12TiO20 madeupofBi–Opolyhedral andTiO4 tetrahedrons.
Adapted from Ref. [61], with permission from Copyright © 2013, American Chemical Society

method, solid-state reaction [62], molten salt method [55] and even routes assisted by
hydrogen peroxide [63]. Through these routes, crystalline and nanometric powders
with the desired phase are obtained. However, the precursors used provide some
drawbacks such as the use of halides, alkoxides, and carbonates, which are groups
that are difficult to eliminate and that directly interfere in the final properties of the
synthesized materials.

Nogueira et al. demonstrated that the oxidant peroxomethod (OPM) is efficient for
the synthesis of different structures of bismuth titanate, with potential for application
in photocatalytic processes for degradation of organic pollutants [51]. In which,
the main innovation in this route was the possibility of obtaining semiconductors
of great technological and commercial interest, free of any type of contamination
by carbon and halides, which are extremely deleterious for catalytic and electro-
electronic applications. Another important feature of this synthesis method, which
represented enormous energy and environmental gain is the low temperature and a
shorter processing time used for the crystallization of nanometric oxides.

In this method, the Ti-peroxocomplex synthesized in situ acts in a similar way to
H2O2 molecules. The Ti-peroxo complex is obtained frommetallic titanium together
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with a solution of hydrogen peroxide and ammonia, forming the peroxotitanate ion
[Ti(OH)3O2]−, which has a characteristic yellow color of peroxocomplexes.

The mechanism of formation of the peroxotitanate ion was previously described
in Eq. (1) (see Sect. 1).Then, when the bismuth precursor solution (bismuth nitrate)
comes in contact with the Ti-peroxo complex solution, the pH rises and Bi(OH)5
formation occurs.TheBi+5 is reduced toBi+3 by an exothermic process in the presence
of H2O2, forming amorphous bismuth oxide (Bi2O3) according to Eq. (8).

Simultaneously, the hydrolysis of the Ti-peroxo complex occurs, forming
Ti(OH)4, due to the formation of H2O by the oxidation of hydrogen peroxide
according to Eq. (9), producing a precipitate, which after a thermal treatment,
resulting in crystalline bismuth titanate [59].

Bi(OH)5(s) + H2O2(aq) → Bi2O3(s) + H2O(l) + OH−
(aq) (8)

[Ti(OH)3O2]
−
(aq) + H2O(l) → Ti(OH)4(s) + O2(g) + OH−

(aq) (9)

Nogueira et al. showed that the precipitate from the synthesis of bismuth titanate
via OPM has irregular clusters of nanoparticles together with well-defined spherical
particles. The elemental mapping through EDSmicroanalysis showed a high concen-
tration of bismuth in the spherical particles, and titanium in particles with no defined
morphology is related to domains of bismuth (Bi2O3) and Ti(OH)4 oxides respec-
tively (Fig. 8) [64, 65]. After heat treatment of the precipitate, a diffusion process
occurs between the particles forming a partially sinteredmaterial. Pinto et al. reported

Fig. 8 a SEM micrograph and the corresponding distribution map of the elements bismuth (red),
oxygen (green), and titanium (blue) of the precipitate of Bi12TiO20. Adapted from Ref. [64], with
permission from Copyright © 2014, Springer Nature. b TEM image of the precipitate before (top)
and after (bottom) heat treatment at 500 °C for 1 h. Adapted from Ref. [51], with permission from
Copyright © 2014, Elsevier
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that one of the main characteristics of the powders obtained by the OPM route is its
high reactivity, which can be verified by the sintering and presence of necks between
the particles [46].

Since the high reactivity of the powders from the OPM route was related to the
presence of oxygenated groups on the surface of Ti(OH)4, Francatto et al. [66] studied
the reactivity of Ti(OH)4 obtained by the OPM route in a solid-state reaction using
commercial Bi2O3 to obtain bismuth titanate.

To obtain the Ti(OH)4 nanoparticles Francatto et al. used the same principle of
the OPM route, which is by the hydrolysis of the Ti-peroxo complex through the
formation of water by the oxidation of H2O2 (Eq. 9). However, instead of the H2O2

oxidation process taking place through a redox reaction, the heating of the Ti-peroxo
complex solution was carried out. Leading to the decomposition of H2O2 and the
formation of O2 and H2O, causing the hydrolysis of the peroxo complex and the
consequent formation of the precipitate [66, 67].

The Ti(OH)4 precipitate formed showed a yellow color, which is related to the
presence of peroxo groups on the material surface, formed by the excess of hydrogen
peroxide in the reaction medium. The formation of these groups on the surface of
some transition metals of groups V and VI is well known, especially in reactions in
a homogeneous medium [68, 69].

Thus, to confirm this hypothesis, a solid-state reaction was carried out between
commercial Bi2O3 with three different types of titanium precursor: commercial tita-
nium dioxide, Ti(OH)4 obtained by OPM, and a third one obtained by reducing the
surface of Ti(OH)4 to eliminate superficial peroxo groups [66]. Each one of the tita-
nium precursors was mixed stoichiometrically with Bi2O3 to obtain the Bi12TiO20

phase. Then, the resulting powder mixture was placed in a ball mill for 24 h for
homogenization and taken to a heat treatment at 600 °C for 1 h.Francato et al.
demonstrated that the materials synthesized with the precursors without the peroxo
groups on the surface (TiO2-COM and TiO2-RED) showed diffraction peaks related
to the selenite (Bi12TiO20) structure of bismuth titanate together with the presence
of other secondary phases [66]. However, when the precursor TiO2-OPM was used,
a single-phase selenite structure of bismuth titanate was formed. Thus confirming
the hypothesis of the high reactivity of the peroxo group present on the surface of
titanium dioxide. Figure 9 shows the XRD pattern of the bismuth titanate phases
obtained from Ti(OH)4 with peroxide groups in the surface (BT-OPM), from the
Ti(OH)4 without the peroxide groups in the surface (BT-RED), and the commercial
TiO2 (BT-COM).

The same behavior of the high reactivity of Ti(OH)4 obtained by the OPM route
was demonstrated by Ribeiro et al. in the synthesis process of lithium titanate
(Li4Ti5O12), in which the crystalline material was obtained in a shorter time than
reported in the literature [70].

In the heat treatment process, the peroxo groups present on the surface of the tita-
nium precursor are removed through an exothermic process, which locally releases a
large amount of energy that accelerates the reaction, which facilitates the formation
of the final product at lower calcination times and temperatures (Fig. 10).
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Fig. 9 XRD patterns of
three different mixtures of
Bi2O3 and titanium
precursors (TiO2-OPM,
TiO2-Red, and TiO2-Com)
calcined at 600° C for 1 h.
The Miller indices shown in
the BT-OPM pattern are
related to the selenite phase
Bi12TiO20. Adapted from
Ref. [66], with permission
from Copyright © 2016,
Elsevier

Fig. 10 A general schematics for the particle formation using a the solid-state reaction and b
reactions involving peroxo-modified surfaces. In this case, the local decomposition is exothermic
and hence releases enough energy to accelerate the reaction at lower temperatures. Adapted from
Ref. [66], with permission from Copyright © 2016, Elsevier

In summary, obtaining bismuth titanate through the OPM route makes it possible
to obtain thesematerials inmilder conditions. It also facilitates the control of the size,
morphology, and sinterability of the particles of the materials obtained. Besides, it is
essential to emphasize that this approach can be extended to other elements present in
the composition of various materials of technological importance, such as niobium,
tungsten, vanadium, and zirconium, which are elements capable of forming “peroxo
groups” on the surface of their oxides.
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3.3 Other Metallic Titanates

In the area of electronic applications, strontium titanate (SrTiO3) is an interesting
material, since it combines the properties of ionic and electronic conductors [71]. One
challenge faced in the preparation of SrTiO3 ceramic materials is to make highly-
dense ceramics from nanocrystalline powders. Traditionally, the sol–gel methods
are used to prepare SrTiO3 powders [71]. However, the high carbon content leads
to the production of porous particles, due to the exothermic elimination of organic
materials during the heating process. The presence of porosity renders it impossible
to obtain a highly dense ceramic body [71].

To reach the goal to prepare highly dense SrTiO3 ceramic bodies from nanopow-
ders, a reasonable step is to use a synthetic method requiring little to none of the
organic compounds. And this was the strategy used by Balaya and co-workers by
preparingSrTiO3 powders using theOPMmethod [71]. The authors initially prepared
the Ti-peroxo complex starting from metallic Ti, H2O2, and NH3·H2O. Then, they
added Sr(NO3)2 as a source of strontium.

Although the XRD results indicated the formation of phase pure SrTiO3, the
elemental analysis by ICP revealed the formation of a Ti–rich and Sr-poor material.
So, to generate a more compositionally homogeneous material, the authors decided
to add 1 mol of EDTA for each mole of Ti and Sr, to prepare Ti-EDTA and Sr-EDTA
complexes. This strategy proved to be successful in producing a more composition-
ally homogeneous SrTiO3. The nanoparticles produced had an average diameter of
30 nm according to TEM. Then, upon sintering at 1000 °C for 1 h, these nanoparticles
formed ceramic bodies with a density around 93%, and grains smaller than 80 nm
[71]. These results revealed that although EDTA is an organic material, its use in the
amount specified in the paper does not harm the SrTiO3 densification process. Addi-
tionally, the OPM method succeeded in preparing dense ceramics with individual
grains with the size in the nanometric range. The smaller SrTiO3 grain size led to
the elimination of the bulk contribution for the electrical conduction, according to
impedance spectroscopy, in comparison to the SrTiO3 containing microcrystalline
grains (around 2500 nm).

Still, about the SrTiO3,Wang and Chen used the OPMmethod to prepare the SrO2

[72]. Then, they used this SrO2 to react with commercial TiO2 to produce SrTiO3

through conventional solid-state reaction, by heating the mixture of the oxides at
700 °C for 10 h. The reaction produced a small amount of the SrCO3 as a byproduct,
which could be eliminated from the SrTiO3 by washing the powder with a 1 mol/L
HNO3 aqueous solution. After this washing process, the SrTiO3 phase purity was
confirmed by XRD and XPS, whereas SEM data revealed the particles had cube-like
morphology with length in of the exposed facet ranging between 125 and 320 nm.

Multilayer ceramic capacitors are known as one of the most common types of
components in electronics, a material commonly used to prepare these capacitors is
barium titanate (BaTiO3), due to its high dielectric constant and low dielectric loss
[73]. Buscaglia et al. used the OPM method to prepared amorphous TiO2 particles,
which were coated by a BaCO3 shell [73]. The synthesis started with the addition
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of TiCl4 in water to produce TiOCl2. Then, H2O2 and NH3·H2O were added to the
TiOCl2 solution to produce the Ti-peroxo complex. Although the OPM was initially
designed not to use chlorides, the use of TiCl4 in this paper did not cause any harm
to the formation of the Ti-peroxo complex.

The BaCO3 was added to the stable Ti-peroxo complex solution, with the Ba:Ti
mole ration equal 1:1. This suspension was heated at 95 °C for 5 h, producing a white
precipitate. The authors confirmed by XRD, TEM, and Raman spectroscopy that this
precipitate was a core amorphous TiO2 covered by a shell of BaCO3 (BaCO3@TiO2).
The BaCO3@TiO2 was converted to phase pure BaTiO3 by heating it at 700 °C for
1 h. The TEMmicrographs of the BaCO3@TiO2, of the BaTiO3 and a scheme of the
BaTiO3 formation process, are shown in Fig. 11.

This core–shell approach presented some advantages in relation to the conven-
tional solid-state mixture and heating of BaCO3 and TiO2 to produce BaTiO3. The
first one is the fact that the interface created in the nanometer scale between BaCO3

and TiO2 led to a more compositionally controlled BaTiO3. Second, the BaTiO3

produced via the BaCO3@TiO2 core–shell had a higher surface area than the BaTiO3

Fig. 11 TEMmicrographs of a BaCO3@TiO2 nanostructures calcined at 550 °C for 1 h, bBaTiO3
nanocrystals obtained from BaCO3@TiO2 calcination at 700 °C for 1 h, with a single particle
electron diffraction pattern, and c scheme of synthetic process starting from BaCO3, leading to
BaTiO3 nanoparticles. Adapted from Ref. [73], with permission from Copyright © 2007, American
Chemical Society
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produced by the conventional solid-state reaction. Finally, lower temperatures and
shorter times were required to produce phase pure BaTiO3 through the core–shell
approach.

Zinc titanates have industrial applications like pigments, catalysts, sensors, and
adsorbents for desulfurization [74]. However, to obtain compositionally pure zinc
titanate is not straightforward, since the ZnO–TiO2 phase diagram predicts the exis-
tence of the following compounds: ZnTiO3 (cubic, hexagonal), Zn2TiO4 (cubic,
tetragonal) and Zn2Ti3O8 (cubic). To study the mechanism of formation of different
zinc titanate phases in solution-based methods, Nikolenko et al. prepared reaction
mixtures containing TiOCl2, Zn(NO3)2, andH2O2 in distilled water, then, they added
0.1 mol/L KOH to this mixture to cause precipitation [74]. It was figured out that a
pH of about 8.5 is suitable for precipitating zinc and titanium hydroxides with H2O2.
This precipitate crystallizes as cubic ZnTiO3 in temperatures around 580 to 690 °C.
However, when the temperature increases to the 800 to 900 °C range, the ZnTiO3

decomposes to Zn2TiO4 and TiO2 [74].
Photoluminescent materials are another application field where metallic titanates

are actively used. In this sense, Wanjun and Donghua took advantage of the
Ti-peroxo complexes preparation to synthesize the red phosphor compound
[(Ca1−xZnx)TiO3:Pr,B], which has an emission peak at 614 nm [75].

Initially, TiO(OH)2 was prepared in situ by the hydrolysis of tetra-n-butyl titanate
(Ti(OC4H9)4) (TTIP). Then, Pr(NO3)3, Ca(NO3)2·4H2O, Zn(NO3)2·6H2O, H3BO3,
and H2O2 were added to the aqueous solution containing TTIP. Upon NH3·H2O
addition, at pH 9, a yellow precipitate was formed. After calcination at temperatures
between 600 and 900 °C for 1 h, the [(Ca1−xZnx)TiO3:Pr,B] was produced.

For the composition [(Ca1−xZnx)TiO3:0.001Pr,0.1B], by varying the Zn amount
from x = 0 to x = 0.3 during reaction mixture preparation, and calcining the precip-
itate at 800 °C for 1 h, revealed that CaTiO3 is the major phase throughout all the
studied range. According to XRD data, when zinc is absent (x = 0), TiO2 is formed
in addition to CaTiO3. By increasing the zinc content, the peaks related to TiO2

had their intensities decreased, and peaks related to ZnTiO3 started to appear with
increasing intensity.

The compound with the composition [(Ca0.85Zn0.15)TiO3:0.001Pr,0.1B] (x =
0.15) was the one present the highest photoluminescent emission peak at 614 nm.

Aiming to enhance the n-type conductivity of LaCoO3 perovskites semicon-
ductors, Robert et al. performed the Ti+4 doping of LaCoO3 [76], producing
La(Co1−xTix)O3±δ compounds, with x varying between 0.01 and 0.5. The production
of the Ti-peroxo complex followed by its further stabilization with citrate groups,
was essential for the successful doping process. After the formation of the Ti-
peroxo complex [Ti(OH)3O2]−, citric acid (C6H8O7) was added in the mole ratio
Ti:C6H8O7 = 1:5, converting [Ti(OH)3O2]− to [Ti(C6H5O7)O2]−2. After that, the
pH was further adjusted to 6–7 by adding more citric acid. Then, another solution
containingLa(NO3)3·6H2O,Co(NO3)2·6H2O, and citric acid,with pH1was added to
the solution containing the [Ti(C6H5O7)O2]−2 complex. The finalmole ratio between
citric acid and metallic ions was 2:1.
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This step produced a gel that was isolated and heated at 300 °C, forming
a brown product, which was further calcined at 1100 °C for 12 h, producing
the La(Co1−xTix)O3±δ. The actual composition, determined by X-ray fluorescence
(XRF) or EDS was very close to the nominal composition. And only for the sample
with x = 0.1, TiO2 was present as an impurity. From x between 0.1 and 0.3, the
particle size increased with increasing Ti content. Whereas for x between 0.4 and
0.5 there was a decrease in the particle size. Electrical resistivity versus temperature
measurements on pressed and sintered pellets revealed a semiconductor behavior for
all compositions studied.

The advance in the lithium-ion batteries (LIBs) field requires the development
of efficient anode materials, a potential candidate is the spinel oxide Li4Ti5O12.
Wang et al. prepared Li4Ti5O12 starting with TiN as titanium source, with H2O2 and
NH3·H2O to form the Ti-peroxo complex [77]. Then, LiOH and varying amounts of
PVP were added to the peroxo complex solution. The solution was dried, and the
resulting powder was calcined at 750 °C for 7 h. To test the influence of PVP, the
authors also prepared samples replacing PVP by glucose, or without the addition of
any capping agent. These experiments revealed that PVP was essential to keep the
monodisperse microspheres morphology after the calcination process.

Later, Ribeiro and co-workers studied the influence of the peroxo groups on the
surface of TiO2 nanoparticles produced by the OPM in the production of Li4Ti5O12

via, by reacting TiO2 with LiOH via solid-state reaction in a ball-milling, followed
by heating in temperatures ranging from 650 and 850 °C for time periods between
0.5 and 3 h [70].

This study was accomplished by comparing the TiO2 produced via OPM method
with commercial TiO2 nanoparticles, and TiO2 nanoparticles without surface peroxo
groups. For these samples, the surface peroxogroupswere removedby a heating treat-
ment at 250 °C for 30 min, under H2 atmosphere. From heat treatment temperature
below 800 °C, none of the TiO2 sources was able to produce phase pure Li4Ti5O12.
All of them presented some TiO2 impurity after the end of the heating process.
However, for temperatures higher than 800 °C, only the TiO2 produced via OPM
method was able to yield phase pure spinel Li4Ti5O12. The success of this TiO2

source is attributed to the higher reactivity provided by the presence of the surface
peroxo groups.

4 Metallic Zirconates

4.1 Barium Zirconate (BaZrO3) and Related Compounds

Finding new, environmentally friendly energy sources has become one of the main
concerns of the scientific community in the last decades. Solid oxide fuel cells
(SOFCs) have attracted increased attention worldwide due to their high conversion
efficiency of chemical energy into electrical energy, leading to a low environmental
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impact [78–83]. Those cells are also a sustainable alternative to energy production,
compared with other hydrogen-based technologies.

The most developed and already commercially available SOFC is based on
oxygen-ion conducting solid electrolytes, and the operational temperature is within
the 800–1000 °C range. The commonly used solid electrolyte is yttrium-stabilized
zirconia (ZrO2:8mol%Y2O3), and it is considered state of the art regarding solid elec-
trolytes for SOFCs operated at high temperature. This electrolyte has predominantly
ionic conduction at the cell temperature, which can reach 0.1 S/cm at 1000 °C. Yet,
there are several problems directly associated with the high operation temperature,
which include components thermal expansion incompatibility; the cell poisoning
and degradation due to CO and CO2 formation leading to carbon deposition on the
cell (coking). Those problems decrease cell performance and lifetime [79, 80, 82].
Therefore, many efforts have been made to reduce the SOFC working temperature
to an intermediate range (400–700 °C, SOFC—IT) [78, 83].

Oxideswith perovskite structure based on bariumcerate and bariumzirconate, and
a combination of both (BCx, BZx and BCZx, x= trivalent cation—Y3+, Yb3+, Ga3+,
respectively) are the most studied compositions for application as solid electrolytes
in SOFC- IT. Nevertheless, among the proposed compounds, Yttrium-doped barium
zirconate (BZY) have demonstrated to be themost promising due to its high chemical
stability under CO2-rich atmospheres, mechanical resistance, besides it’s relatively
high proton conductivity at intermediate temperatures (400–600 °C) [84–89]. Indeed,
the bulk conductivity at 500 °C of barium zirconate containing 20mol% of Y3+ in the
solid solution (BZY20) is comparable to the one achieved from gadolinium-doped
ceria (Ce0.9Gd0.1O2−δ), which is among the bests known oxygen-ion conductor solid
electrolytes [86, 89].

The great challenges regarding BZx solid solutions are to achieve dense ceramic
bodies, with low intergranular electrical resistivity but using less aggressive sintering
conditions (>24 h, >1700 °C, respectively), leading to less barium loss and higher
electrical conductivities [88, 90–92].

Many alternatives synthetic and processing techniques have been used to prepare
better quality samples. Among the synthetic routes, the oxidant peroxo method
(OPM) is one of the most promising since it is free from common contaminants
such as graphite carbon or halides [36, 38]. Besides, the OPM allows the formation
of stoichiometric powders constituted by reactive nanoparticles, which improves the
microstructure for the preparation of dense pellets used as protonic solid electrolytes
for SOFCs [39, 45, 46].

4.2 The Oxidant Peroxo Method for the Synthesis of BaZrO3
Solid-Solutions

Powder samples of pure and Y-doped barium zirconate have been successfully
produced by a different approach to the oxidant peroxo method. Despite the changes,
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it will simply be referred to as OPM [36, 38]. Initially, the formation of precursor
powder by the OPM occurs due to Pb+2 exothermic oxidation reaction when in
contact with an inorganic-peroxo complex (Zr, Ti, W, among others) in alkaline
solution. The formation of crystalline perovskite structure occurs by heat treatment
of the amorphous precursor powder, which occurs simultaneously with the reduction
of Pb+4 with the evolution of oxygen [1]. In the case of BZY, the amorphous precursor
formation occurs due to the precipitation of the hydrated cations oxides in alkaline a
H2O2 solution, since no oxidation state changes during either the synthesis or during
further processing [93].

When dissolving ZrO(NO3)2·nH2O in water, zirconila ions (ZrO+2) are produced
and it can form peroxo complexes.29 Thus, the addition of ZrO(NO3)2.nH2O into a
H2O2, described in Eq. (4) (Sect. 3.1), leads to the formation of a stable solution of
zirconyl-peroxo complex (ZrO(O2)H+).

However, ZrO+2 ions form a white precipitate of insoluble [ZrO.nH2O] when the
pH is alkaline, making it impossible to form a stable and clear solution containing
NH3·H2O and ZrO(O2)H+. Therefore, for BZ and BZY precursor synthesis, the
zirconyl-peroxo complex has to be separately produced and then added to the Ba+2

and Y+3 cation nitrates solution. Afterward, the resulting cation solution is added to
the mixture H2O2/ NH3·H2O for the precipitate of the amorphous precursor. Another
change was made regarding the way of which the cation solution was added to the
oxidant mixture. Aiming to control Ba+2 stoichiometry, the cation solution addition
into the H2O2/NH3·H2O mixture was quick (rather than drop by drop in the original
method) to minimize the spontaneous reaction between the barium nitrate solution
with carbonic acid (H2CO3), favored when CO2 dissolves in water. This reaction
allows the formation of BaCO3 during the precursor synthesis, which leads to a
deviation of Ba stoichiometry [93].

CO2(aq) + H2O(aq) ↔ H2CO3(aq) + 20.27 kJ/mol (10)

H2CO3(aq) ↔ HCO−
3(aq) + H+

(aq) + 671.23 kJ/mol (11)

H2CO3(aq) + Ba(NO3)2(aq) + 40.57 kJ/mol → 2HNO3(aq) + BaCO3(s) (12)

To avoid further contamination by atmospheric carbon dioxide, the synthesis can
be performed in a glove box under nitrogen gas [94]. However, in this case, the water
used in the synthesis and for washing the resultant precipitate has to be deionized
and previously degassed, by bubbling it with nitrogen gas. Additionally, the drying
step is also crucial and has been done at room temperature in a vacuum chamber
before exposing the precursor powder to the atmospheric air [94].

Barium zirconate (BaZrO3) and yttrium-doped barium zirconate solid solu-
tions (BaZr1−xYxO3−δ), (x = 0.1 to 0.5, where x in mol%), were successfully
synthesized by the oxidant-peroxo method by this approach. This improvement in
sample quality also allowed the experimental determination of enthalpy of formation
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insights into its defect chemistry for the above mentioned BZY solid-solutions using
high-temperature drop solution calorimetry [94].

The study focused on barium zirconate composition containing 10 mol% of
yttrium synthesized by this approach of the OPM demonstrated that the method is
suitable for the synthesis of BZY solid-solutions consisting of nanoparticles. These
nanoparticles, after appropriate processing, allowed less aggressive sintering condi-
tions for obtaining dense bodies (>90%), with optimized proton conductivity when
compared with the same material synthesized under atmospheric air [95]. These
improvements were associated with the formation of a precursor powder consisting
of nanoparticles in the range 20–50 nm, which has surfaces nearly free of contami-
nant species and where less agglomerated. Therefore, denser pellets with lower grain
boundary density were obtained after sintering at 1200 °C/24 h, reaching σT = 1.6
× 10−3 at 536 °C [93, 94].

4.3 BZ and BZY Defect Chemistry

Along with the synthetic routes, processing parameters, and morphology optimiza-
tion, it is very important to understand the BZY defect chemistry since its features
are closely related to the incorporation and the mobility of the charge carriers. Thus,
affecting the behavior of proton conductivity as a function of temperature, water
fugacity, and electrolyte composition [96]. BZY has a perovskite structure, ABO3,
which is ideally cubic where the A-site is usually occupied by a divalent cation (A
= Ba+2, Pb+2, Ca+2). And the B-site by a tetravalent cation (B = Zr+4, Ce+4, Ti+4),
with coordination numbers 12 and 6, respectively [97].

Therefore, BZY solid-solution stoichiometry is crucial for the existence of the
maximum of oxygen vacancies allowed in the structure and the capacity for its
hydration for enhanced proton conductivity [98].

There are still many discrepancies related to the properties of the defect structure
and hydration of BZY. These discrepancies are partly due to significant variation in
the stoichiometry of the material in the published works.

A method of characterization for chemical stability and structural defects of the
oxides is to obtain enthalpies of formation as a function of varying the dopant concen-
tration. This characterization can be accomplished by using the high-temperature
oxide melt solution calorimetry (Drop solution calorimetry) [99–101]. Previous
works using this technique on ceria and thoria based fluorite structures correlate the
enthalpy of formationwith the conductivity behavior of these compounds [102–105].

Attempts to perform drop solution calorimetry on BZY solid-solutions produced
by the solid-state method were unsuccessful, once the amount of the BaCO3 contam-
inant could not be quantified. The high quality of BZYx (x = 0 − 0.5 mol% de Y3+)
solid-solutions synthesized by the OPM under nitrogen atmosphere, enabled the
study using the Drop Solution Calorimetry to determine, for the first time, the empir-
ical enthalpies of formation from the oxides at 25 °C [94]. The thermodynamic data
also was correlated with BZY defect chemistry and its implications on the behavior
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of proton conductivity as a function of dopant concentration. It was found that up
to 20 mol% of yttrium is still in a dilute regime in the barium zirconate matrix. The
dopant content in the dilute regime, in the barium zirconatematrix, coincides with the
maximum proton conductivity, showing the possibility of a defect-defect interaction
as the main cause of the decrease in proton mobility above 20 mol% of yttrium [94].

TheBZYsolid-solutions produced by theOPMwere also investigated usingWater
Adsorption Calorimetry. This technique consists in the combination of a surface area
analyzer coupled to a Calvet microcalorimeter [106–108]. The technique allows the
direct quantification of the water uptake adsorption in nanostructured materials and
the simultaneous measurement of heats of reaction as a function of vapor pres-
sure [107]. The experiments on BZYx, with x = 10 to 30 mol% of yttrium solid-
solutions, were performed to systematically investigate the energetics of protonic
defects environments and how their stability changes with variations in temperature
and dopant concentration [108]. A three-step hydration process was observed, which
elucidated a balance between surface bulk defects distribution. The results confirmed
the dissociative incorporation of water in the BZY structure.

5 Other Multinary Metallic Oxides

The ability of certainmetallic cations to form peroxo complexes is one of the features
that signalizes for the possibility to make the OPMmethod a technique as general as
possible. Vanadium ions (V+5) are recognized to be able to form different types of
peroxo complexes, depending on the relative concentration between V+5 and H2O2,
and also on the pH. For instance, the mono and bisperoxo vanadium complexes are
present when there is an acidic pH, the V+5 concentration is in the millimolar range,
and there is a small excess of H2O2 [109] (Fig. 12).

Fig. 12 Reactions of formation of the vanadium mono peroxo complex (top), and vanadium
bisperoxo complex (bottom). Adapted from Ref. [109], with permission from Copyright © 2000,
Elsevier
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Currently, vanadium-based oxides are calling attention due to their optical prop-
erties. For instance, BiVO4 is an oxide with a band gap around 2.4–2.8 eV, which lies
in the visible range of the electromagnetic spectrum. This feature makes BiVO4 a
promising visible-light photocatalyst, for many applications. Such as photocatalytic
degradation of pollutants and solar water splitting [110].

By taking advantage of the V+5 ions ability to form peroxo complexes, Lopes
et al. prepared BiVO4 using the OPM method [111]. They started the synthesis with
Bi(NO3)3·5H2O and NH4VO3 in 40 mL of deionized water, in the Bi+3: V+5 mol
ratio equal 1:1. Then, H2O2 was added in the H2O2:metallic ions mole ratio of 10:1.
This reaction generated a yellow vanadium peroxo complex, which was subjected to
hydrothermal treatment in temperatures ranging from 80 to 160 °C for 12 h.

All the samples crystallized in themonoclinic phase of BiVO4, according to XRD,
without secondary phases. SEM results indicated that the particle size decreases with
increasing temperature of hydrothermal crystallization. The band gap estimation
through Tauc plots revealed that all samples had a band gap of around 2.35–2.45 eV.
However, no clear correlation between band gap and hydrothermal treatment time
was found.

The BiVO4 efficiency as photocatalyst was tested in the visible-light photocat-
alytic degradation of methylene blue. These results revealed that, regardless of the
temperature of the hydrothermal treatment, the BiVO4 samples degrade around 40
to 50% of the initial methylene blue, in 3 h. In comparison, for the same period,
commercial Bi2O3 and the yellow vanadium peroxo complex without hydrothermal
treatment were able to degrade about 8 and 20%, respectively.

In a subsequent paper, the same group managed to prepared heterostructures of
the monoclinic and tetragonal phases of BiVO4 (m-BiVO4/t-BiVO4) [112]. To be
able to prepare the tetragonal phase of BiVO4, the authors used V2O5, instead of
NH4VO3 as V+5 source. Also, the H2O2: metallic ions mole ratio was 5:1, instead of
10:1. Under these conditions, they produced a mixture containing about 75% of the
monoclinic phase, 19% of the tetragonal phase, and about 6% of the orthorhombic
phase. The formation of this mixture of phases was attributed to the lower solubility
of V2O5 inwater. The presence of an interface between themonoclinic and tetragonal
phases was confirmed by HR-TEM, by showing the lattice fringes related to each
one of the phases in neighboring nanoparticles.

The m-BiVO4/t-BiVO4 heterostructures presented higher photocatalytic activity
for methylene blue degradation than the phase pure monoclinic BiVO4 samples.
The heterostructures degrade about 60% of the initial methylene blue, against 20%
of the single-phase compounds. This improved activity of the heterostructures was
attributed to an efficient separation between the photogenerated electron/hole pairs.

Continuing the application of OPM prepared BiVO4, Lopes et al. prepared
Bi2O3/BiVO4 heterostructures by growing BiVO4 on the surface of preformed Bi2O3

nanoparticles [113]. The authors compared the effect of the Bi2O3 particle size by
using commercial nanometric and micrometric Bi2O3 particles. The V+5 source was
NH4VO3, aimed to prepare monoclinic BiVO4. And the initial mole ratio between
Bi+3 and V+5 varied between 1:1 and 1:2. The XRD patterns revealed a higher
percentage of BiVO4 in the heterostructure when the nanometric Bi2O3 was used.
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Interestingly, the Bi2O3/BiVO4 from nanometric Bi2O3 presented band gap closer
to the Bi2O3 band gap, whereas the micrometric Bi2O3/BiVO4 presented band gap
closer to BiVO4 band gap.

In general, all the heterostructures produced from the nanometric Bi2O3 presented
better photocatalytic activity for methylene blue degradation. The best activity was
obtained for the sample containing 37% of BiVO4 since samples with higher BiVO4

content had phase segregation according to SEM and EDS results.
Niobium oxides are technologically relevant materials due to their potential appli-

cations as transparent conductive oxides, as components in dye-sensitized solar cells,
photochromic devices, and solid electrolytic capacitors [114]. In particular, NaNbO3

has been applied as photocatalyst for pollutant molecules degradation [115], photo-
catalyst for H2 evolution, and CO2 reduction [116], and highly-dense piezoelectric
ceramics [117].

Usually, the solid-state reaction methods tend to produce poorly homogeneous
compositionally material, because of sodium volatilization in the high temperatures
required to promote the reaction. In this sense, Dey et al. developed a peroxide-based
route to prepare the precursor Na[Nb(O2)3]0.2H2O, which can further be converted
to NaNbO3 upon heating in temperatures as low as 400 °C [118].

The Na[Nb(O2)3]0.2H2O is synthesized by preparing a 1.40 × 10−1 mol/L
Nb2O5·3H2O solution in amixture of 40mLH2O2 and 5mLNH3·H2O. This reaction
produces the complex [Nb(O2)4]−3, as described by Eq. (13):

Nb2O5 · 3H2O + 8H2O2 + 6NH3 → 2(NH4)3
[
Nb(O2)4

] + 8H2O (13)

Then, Na2CO3 is added to the solution containing [Nb(O2)4]−3, at a Na+1: Nb+3

mol ratio of 1:1, leading to the production of the precipitate Na[Nb(O2)3]0.2H2O,
according to the reaction in Eq. (14):

2
{
(NH4)3

[
Nb(O2)4

]} + Na2CO3

+ H2O → 2
{
Na

[
Nb(O2)3

] · 2H2O
}

+ 6NH3 ↑ +CO2 ↑ +O2 ↑ (14)

The authors pointed out that a pH equal 11 is essential to the successful obtaining
of Na[Nb(O2)3]0.2H2O since highly alkaline pH can form Na8[Nb6O19]. Upon
Na[Nb(O2)3]0.2H2O calcination at 400 °C for 2 h, the Na[Nb(O2)3]0.2H2O was
converted to phase-pure NaNbO3.

Solid-solutions of potassium and sodium niobates, such as KxNa1−xNbO3

are recognized for being highly piezoelectric lead-free ceramic materials [119].
However, the preparation of KxNa1−xNbO3 materials via solid-state reaction has
some drawbacks. For instance, the high hygroscopicity of potassium carbonate,
which can make the grinding or milling steps in the solid-state reaction less effi-
cient. Additionally, it is hard to form dense ceramic pellets from these materials
because of the potassium volatilization during sintering [120].
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ToprepareKxNa1−xNbO3 materials via solution-based chemicalmethods, Stavber
and co-workers developed an OPM route assisted by citrate or glycine to prepare
K0.5Na0.5NbO3 powders [121]. In general, tetra and pentavalent metallic ions, such
as Ti+4, Zr+4, Ta+5, and Nb+5 are rarely water-soluble. So, to render water-solubility
to the Nb+5 source, the authors prepared peroxo complexes of Nb+5 and bioinspired
small molecules, such as citric acid and glycine.

Either for the glycine Nb+5 peroxo complex or the citrate Nb+5 peroxo complex,
the Nb+5 source was the Niobium(V) ammonium oxo-tris(oxalate) monohydrate
[(NH4)3NbO(C2O4)3·H2O].

To prepare the citrate Nb+5 peroxo complex, citric acid was dissolved in H2O2,
then, the [(NH4)3NbO(C2O4)3·H2O] added and heated at 60 °C, after 2 h of heating,
a clear yellow solution was obtained. Then NH3·H2O was added to increase the pH
to 8.50 to activate the citric acid. After an hour under stirring the citrate Nb+5 peroxo
complex was formed. Then sodium and potassium acetate in the 1:1 mol ratio were
added to the solution containing the complex, and stirred at 60 °C for 4 h, forming a
yellow powder. This powder was calcined in temperatures between 450 and 700 °C
for 2 h. Phase pure K0.5Na0.5NbO3 powders were formed by calcining from 500 °C,
and then, increasing calcination temperature increased the K0.5Na0.5NbO3 particle
size. TheK0.5Na0.5NbO3 powders calcined at 700 °C had a cuboidal shape, according
to SEM images.

For the glycine Nb+5 peroxo complex preparation, a similar procedure was
performed, simply by replacing citric acidwith glycine, and the sources ofK+ andNa+

were the nitrates, instead of the acetates. Also, the NH3·H2O addition was made to
increase the pH until 5.50, in order to activate the glycine. The calcination at 550 °C
to form K0.5Na0.5NbO3; however, a minimal amount of an unidentified secondary
phase was observed. The K0.5Na0.5NbO3 powders calcined at 700 °C had a mixture
of cuboid and rod-like morphologies, according to SEM images.

Continuing the application of OPM method to niobates preparation, Kato and
co-workers prepared niobates or tantalates from lanthanide ions (Ln). For example,
LnNbO4 and LnTaO4 [122]. First, they prepared the ammonium peroxo complex
of Nb or Ta (NH4)3[M(O2)4] (M: Nb and Ta), starting from Nb2O5·nH2O or
Ta2O5·nH2O, then, they added H2O2 and NH3·H2O. Immediately after the formation
of the (NH4)3[M(O2)4], the lanthanide nitrates were added, and the mixture was then
stirred for 1 h, obtaining amorphous precursors. Phase pure LaTaO4 was obtained by
calcining their respective amorphous precursor at 1000 °C. This method also allowed
obtaining phase pure ScNbO4, YNbO4, LaNbO4, HoNbO4, and YbNbO4. It shows
how generalizable this method is.

6 Future Directions for OPMMethod

Although this chapter, up to this point, has identified many different classes of mate-
rials and possible applications where the OPM method was successfully used in
nanomaterials preparation. There are still opportunities to explore the OPM method
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further, as the nanotechnology and materials preparation and characterization are
ever-evolving fields. So, in this section, we will see examples of situations where the
OPM method has been sparsely to never used, and how we believe that the method
can contribute to the development of certain fields.

6.1 Synthesis of Tungstates and Molybdates

According to Sergienko, elements from Columns IVB (Ti, Zr, and Hf), VB (V, Nb,
and Ta), and VIB (Mo and W) can form peroxo complexes. Most of them, even with
different compositions [123, 124]. In this sense, the reader can notice that throughout
this chapter, we have not cited any examples where the OPM method was used
to prepare tungstates or molybdates. The lack of published papers regarding these
materials means that there are many opportunities where the OPM method can be
explored. Maybe not all of them will work, but for sure, they worth being tried by
groups performing research related to these materials.

Before we dive into the possible applications of each class of these materials,
it is essential to be aware of their thermodynamically stable crystalline structures.
For tungstates (AWO4) and molybdates (AMoO4), when the divalent cation A+2 is
relatively large (i.e., ionic radius > 0.99 angstroms), these compounds crystallize
in the scheelite structure. For instance, scheelite is the thermodynamically stable
structure for A = Ca+2, Ba+2, Sr+2, Pb+2 [125, 126].

When the ionic radius of the A+2 is relatively small (i.e., ionic radius < 0.77
angstroms), theAWO4 andAMoO4 crystallize in themonoclinicwolframite structure
[127]. For instance, wolframite is the thermodynamically stable structure for A =
Fe+2, Mn+2, Co+2, Ni+2, Mg+2, and Zn+2 [125].

In scheelites, the W+6 or Mo+6 ions adopt tetrahedral coordinations with the
oxygen atoms, by forming [WO4]−2 or [MoO4]−2 units, as shown in Fig. 13 [128].

Fig. 13 The scheelite-type structure for ABO4 (A = Ca, Pb, and B = W, Mo) compound. The
[AO8] and the [BO4] approximate polyhedra in the crystalline structure are shown in the panels b
and c, respectively. Adapted from Ref. [128], with permission from Copyright © 2015, Elsevier
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Fig. 14 Two views of NiWO4, which adopts the wolframite structure. The edge-sharing chains are
most evident when looking down the a-axis, as shown on the left, while corner-sharing connectivity
of neighboring chains can be more clearly seen looking down the c-axis, as shown on the right.
Adapted from Ref. [129], with permission from Copyright © 2014, American Chemical Society

In wolframites, the A+2 and W+6 cations are coordinated by six oxygen ligands
in a distorted octahedral geometry. As it can be observed for the NiWO4, in Fig. 14
[129].

In general, the wolframites present pronounced d-d electronic transitions in the
visible range of the electromagnetic spectrum. Hence, the energy of this transition
varies according to the type of A+2 cation. Consequently, it leads to compounds
presenting absorption spectra in different wavelength values within the visible range,
which, ultimately, opens up space for the development of pigments in a variety of
colors. Figure 15 illustrates how different the colors of AWO4 (A = Mg+2, Mn+2,
Co+2, Ni+2, Cu+2, and Zn+2) are [129].

Another important application of the tungstates AWO4 is as phosphors mate-
rials. For instance, Ryu et al. prepared AWO4 (A = Ca+2, Sr+2, Ba+2, and Pb+2)
nanocrystalline compounds, exhibiting blue emission when excited by a 240 nm
radiation [130]. Additionally, the tungstates with the formula L2(WO4)3, where L
is a trivalent lanthanide cation, is another prevalent category of phosphor mate-
rials. The undoped L2(WO4)3 also emit in the blue region of the visible spectrum
when excited by UV radiation. However, these materials are very versatile regarding
doping with other trivalent lanthanide cations besides the ones already present in the
L2(WO4)3 structure. Consequently, different doping cations and quantities may lead
to different emission wavelengths. For a comprehensive review of the different types
of lanthanide tungstates, the readers are encouraged to read the paper by Kaczmarek
and Van Deun [131].

About the molybdates with formula AMoO4, a compelling application is as
cathode materials in lithium rechargeable batteries. As such, the fundamental idea
around this application is the fact that molybdenum can form a Mo+6/Mo+4 redox
pair, in which the change in two oxidation state units is attractive for the development
of the batteries with high energy density [132]. Additionally, the AMoO4 can work
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Fig. 15 Color of the pigments AWO4 (A = Mg+2, Mn+2, Co+2, Ni+2, Cu+2, and Zn+2. Adapted
from Ref. [129], with permission from Copyright © 2014, American Chemical Society

as host lithium-ion insertion, and the combination between A+2 and Li+1 ions can
take to the production of other multinary molybdates [132].

A good starting point to adapt to develop a procedure for preparing tungstates and
molybdates using the OPM method resides in the selection of an appropriate source
of tungsten and molybdenum for the tungsten or molybdenum-peroxo complex.
In this sense, tungstic acid (H2WO4) or molybdic acid (H2MoO4), which are the
monohydrated forms of WO3 and MoO3, respectively, can be viable reagents since
H2WO4 and H2MoO4 are soluble in NH3·H2O, although insoluble in water [133,
134]. From the proper precursor selection, the researchersmay need to optimize other
stoichiometric and heat treatment parameters to obtain the pure desired crystalline
phase.

6.2 Morphological Control on Multinary Oxides

Although a reasonable morphological control has been obtained for binary oxides,
for instance, TiO2, as shown in Sect. 2.2. This level of control still lacks in the case
of the multinary oxides. As the high reactivity of the oxides prepared by the OPM
method tends to form nearly-spherical particles, most of the time, as shown in Fig. 16,
for different materials prepared by OPM.
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Fig. 16 TEMmicrographs of a (Pb0.75La0.25)TiO3 calcined at 900 °C for 1 h, b Pb(Zr0.50Ti0.50)O3
calcined at 700 °C for 1h, c (Pb0.95La0.05) (Zr0.20Ti0.80)O3 calcined at 700 °C for 2h,d (Pb0.95La0.05)
(Zr0.80Ti0.20)O3 calcined at 700 °C for 2 h. Adapted from Refs. [45, 135, 136], with permission
from Copyright © 2010, 2009, 2017, Elsevier

Intending to obtainmorphological control on the nanoparticle ofmultinary oxides,
a path to be explored is the use of surfactant and capping agents during some step
of the synthetic procedure. To be general about the surfactant and capping agents,
from this point, we will not make a distinction between them. So, we will simply
call them morphology-control agents.

For a genericmultinary oxidewith formulaABOn, usually, themost recommended
moment where the morphology-control agents could be added is after the formation
of the peroxo complex of the cation B. For instance, in the case of the PbTiO3, the
Ti-peroxo complex (

[
Ti(OH)3O2

]−
) is present in solution, then a source of Pb+2 ions,

for instance, Pb(NO3)2, is added to form the PbTiO3 amorphous precursor. So, the
morphology-control agent could be added together with the Pb(NO3)2 solution.

The nature of this morphology-control agent is something that will need some
optimization from the researcher. However, we can say different categories of
morphology-control agents could be tested, for example, chelating agents, such as
EDTA or ethylenediamine. In this case, the purpose would be that the chelating agent
could coordinate Pb+2 and/or Ti+4, then it wouldmake the nucleation and growth rates
slower during the precipitation process. Consequently, smaller particles or particles
with anisotropic morphology may be obtained.
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Anionic or cationic surfactants also could be used. However, to select between
anionic and cationic surfactants, it is necessary a more detailed study regarding the
point of zero charge (PZC) or the isoelectric point (IEP) of the amorphous precur-
sors produced. For instance, Mendonça et al. studied the PZC of TiO2 nanoparticles
produced via hydrothermal methods at different pH values [7]. They found that the
IEP ranged between 3.5 and 5.0. Considering these values as a starting point, if the
amorphous precipitate had a similar surface charge than the one from TiO2 nanopar-
ticles, we could infer that at neutral pH, these nanoparticles would be negatively
charged. So, in this case, a cationic surfactant would be more appropriate. Neverthe-
less, we reinforce that still there space for a detailed study about the PZC and IEP of
the amorphous precursor, and this study should be a guide for the proper selection
of a surfactant.

Another strategy to control the morphology of multinary oxides is the use of
hard-templating methods. Hard templates are rigid materials that may control the
morphology of multinary oxides by serving like nano or macro-scaled molds. In
other words, the presence of the hard template would make the desired multinary
oxide to acquire the morphological features determined by the shape and size of the
template.

A commonly used hard template is the mesoporous carbon, which usually has
a well-defined pore-size. In these procedures, the pores of mesoporous carbon are
replicated in the desired material, which can lead to the production of mesoporous
multinary oxides prepared from OPM method [137].

The obtaining of mesoporous multinary oxides would create opportunities for
the application of these materials as catalysts for organic reaction and in nanofiltra-
tion techniques, for example. One disadvantage of using hard templates is that, in
general, an additional step is necessary to remove the template without damaging
the multinary oxide.

6.3 Thin-Film Production

The preparation and characterization of thin-films of multinary oxides from OPM
method is still an underexplored area. Dispersions of the amorphous precursors
could be prepared and deposited onto substrates by using conventional solution-
based methods for thin-film production, for instance, spin-coating, dip-coating, and
drop-casting.

An array of new opportunities and research fields can arise from this idea. Since,
many steps for the selection of substrate, solvent for dispersion deposition, heat
treatment steps, and thin-film characterization are necessary to obtain a thin-film.
The successful thin-film obtaining would open opportunities for the application of
these multinary oxides as components of electronic devices, for instance, capacitors
or piezoelectric sensors.
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7 Concluding Remarks

From this chapter, we can conclude that since its introduction in 2001, the OPM
method has been able to produce different types of metal oxides, mainly by taking
advantage of the formation of various transition metal peroxo complexes.

The original OPM route has appropriately been modified by many different ways
to accommodate specific needs in the production of thematerials. And thesematerials
have been applied in varied fields, such as photocatalysis, sensors, and electronic
devices.

Although a wide range of materials and applications have been explored, there
are opportunities to explore many other materials and applications. Some ideas we
presented in this chapter, and we will be glad to see them as the outcome of future
papers and patents by any research group willing to take these ideas to fruition. We
are sure that the opportunities are unlimited, in such a way that would be impossible
to cover all of them in a book chapter.

In conclusion, we hope that this chapter could serve as a guideline about the capa-
bilities and potentials of the OPM technique as a synthetic method for the preparation
of transition metal oxides. And that after reading it, we hope the readers can feel
motivated to advance further the scope of studies involving this synthetic technique.
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Photoluminescence in Alkaline Earth
Stannate Thin Films Grown by Physical
and Chemical Methods
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Abstract Alkaline earth stannateswith perovskite structure (ASnO3, A=Ca, Sr, Ba)
have been studied for a long time due to their unique structure and physicochemical
properties, but fewworks in literature have been devoted to their thin films. The tech-
nology of thin films makes structuring materials in fettered dimensions very simple,
making them useful in electronic devices. Moreover, the possibility of oriented and
epitaxial growth allows a better understanding of the surface and interface prop-
erties of the films to tailor their functionalities. In this chapter, recent findings on
photoluminescent properties of ASnO3-type perovskites are discussed and results on
polycrystalline and epitaxial thin films deposited using a physical deposition method
(pulsed laser deposition, PLD) and a chemical one (chemical solution deposition,
CSD) are presented. In this context, two different series were carefully investigated
considering the Sr-site substitution in SrSnO3 perovskite to form the Ca1−xSrxSnO3

solid solution, and the Sn-site substitution giving origin to SrSn1−xTixO3 (x= 0, 0.25,
0.5, 0.75 and 1). The structural and microstructural characteristics of all films are
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first presented. Then, discussion about the influence of composition, method of depo-
sition, type of growth and short-range order/disorder related to photoluminescence
properties are shown.

1 Introduction

Alkaline-earth stannates with stoichiometry ASnO3 (A=Ca, Sr, Ba) are members of
an important class of inorganic materials with a distinctive perovskite-type structure.
They have been widely investigated owing to their unique structural characteris-
tics, unusual dielectric, and semiconducting properties, good chemical and physical
stability, besides presenting strong visible luminescence, and excellent optical prop-
erties [1–3]. Such characteristics are useful for a wide range of technological appli-
cations, such as optoelectronic devices, thermally stable capacitors, humidity and
gas sensors, lithium-ion batteries, fuel cells, photocatalysts, photoelectrodes, among
others [3–9]. Moreover, chemical modifications in ASnO3-type materials can induce
structural changes and result in the adjustment of its physical and chemical proper-
ties and to an improvement of their efficiency in such practical devices. For instance,
some new optical properties of SrSnO3-based material have been obtained by Sr
and/or Sn substitutions by appropriate cations [3, 10–13].

In ASnO3 stannates structure, Sn(IV) cations are located at the B sites coordinated
to six oxygen anions, which form the BO6 octahedra, while the alkaline-earth cations
(Ca, Sr or Ba) occupy A sites and are twelve-coordinated [3, 14]. CaSnO3 and
SrSnO3 compounds adopt a distorted Pbnm-type orthorhombic structure [3, 14–16],
while BaSnO3 has a cubic symmetry with Pm3m space group [14, 16]. It has been
established that different magnitudes of SnO6 octahedra tilting are closely related
to the A cation size (Ca2+ < Sr2+ < Ba2+), and are strongly associated to changes in
their properties [1, 14, 17]. These stannates have previously been synthesized as bulk
materials using solid-state reactions, hydrothermal synthesis or polymeric precursor
method [3–5, 16–23].

In relation to stannates thin films, different studies have been reported in the
literature, and some of them can be highlighted here. For instance, SrSnO3 films
deposited on MgO and La-YBCO substrates using radiofrequency (RF) magnetron
sputtering have been used as insulating layers in the manufacturing of single flux
quantum circuits (SFQ) [24, 25], whereas CaSnO3:Tb-Mg films deposited on silicon
and (100)SrTiO3 substrates, also by rf magnetron sputtering, have been used as a
phosphorescent layer in the preparation of electroluminescent devices [12]. These
materials exhibited luminescent properties at room temperature after heat-treatment
at high temperatures. BaSnO3 films have also been deposited by sputtering onSiO2/Si
wafers, boron-glass and quartz, besides on (001)SrTiO3 substrate [26, 27]. The
authors have evidenced that the control of the deposition conditions is crucial for
modulating the concentration of oxygen vacancies to improve the photoconductivity
of the films. Pulsed laser deposition (PLD) has also been used to prepare alkaline-
earth stannate thin films, especially SrSnO3 and CaSnO3. For instance, SrSnO3
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epitaxial films doped with Sb, Ta or co-doped with Sb–Nd have been grown on
(100)SrTiO3 substrates [25, 28–30]. Our research group has also deposited epitaxial
films of SrSnO3 [11, 31] and CaSnO3 [10] by PLD and/or by chemical solution
deposition (CSD) on various substrates at different temperatures. The preparation
of thin films composed of solid solutions has not been carefully investigated in the
literature.

Although ABSnO3 thin films have not been studied, some alkaline-earth stan-
nate thin films have been studied in their combined forms with SrTiO3 since the
discovery of the strong broadening of ferroelectric phase transitions in Ba(Ti,Sn)O3

[32, 33]. Strontium titanate (SrTiO3), which has a simple cubic perovskite symmetry
with Pm3m space group, is an important n-type semiconductor with a bandgap of
about 3.2 eV. This perovskite is considered as one of the most important multifunc-
tional materials and it presents a diversity of useful properties, such as high dielectric
constant [34–36], photoluminescence [37–41] and photocatalytic activity [42–45],
and others. In this context, combining SrSnO3 with SrTiO3 to form SrSn1−xTixO3

solid solution allows to tune its functionalities [11, 19, 46, 47]. As yet, few studies
have been reported on thin films based on this SrSn1−xTixO3 solid solution [11, 46].
For instance, a paper has reported the preparation of SrSn1−xTixO3 thin films onMgO
byPLD[46]. The authors have studied the optical response of thefilms as a functionof
the composition with application in solar energy devices. More recently, our research
group has described the deposition of SrSn1−xTixO3 thin films on (100)LaAlO3 and
R-sapphire single crystal substrates using PLD and CSD methods and the influence
of Ti/Sn substitution on the structural, microstructural and photoluminescence prop-
erties has been investigated [11]. Different characteristics, including luminescent
behavior, have been evidenced as a function of composition, besides the nature of
growth and deposition methods. Another important study has been performed by
Wang et al. [48] who investigated the ferroelectricity induced by Sn2+ and Sn4+ co-
doping in SrTiO3 to form Sr1−xSnxTi1−ySnyO3 (x and y ≤ 0.10) thin films grown
on (100)SrTiO3 substrate using a hybrid molecular beam epitaxy (MBE) deposition
method.

Among the differentmethods used for thin film growth, the pulsed laser deposition
(PLD) and chemical solution deposition (CSD) was here chosen to be explored. The
PLD is, of course, an attractive physical deposition method by which highly epitaxial
thin films may be obtained (when an appropriate substrate is used) with an accurate
composition and growth control. With the use of this method, it is also possible to
obtain films with good adhesion on the substrates [11]. On the other hand, it is well-
known that chemical solution deposition (CSD) method consists of the deposition
of a solution by spin or dip coating on a substrate followed by subsequent annealing
treatments of the wet film to promote the crystallization of the desired material [10,
11, 31, 49]. The CSD method is attractive, especially for economic reasons, as it
is a relatively low-cost process that, in turn, allows the deposition on a large area
and complex shape substrates. We can also point out that this strategy allows the
preparation of films with reasonable stoichiometric control in low temperatures and
does not require vacuum or atmosphere control. As such, the crystallization process
based on CSD method usually is a soft process associated with a low energetic
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balance, in contrast with PLDwhich involves high energy for the evaporation step of
the material as well as for the crystallization that occurs in situ at high temperature
[11].

In view of the literature data cited above, it is very important to study SrSnO3

perovskites in thin film form, exploring the Sr and Sn substitutions with foreign
cations, as well as the influence of the substrate nature and of the method used
for deposition in order to give deeper insight into the effects of the structural
and morphological characteristics on their photophysical properties, including
luminescence.

Particularly, photoluminescence (PL), which is one of themany forms of lumines-
cence (light emission) is an extremely important photophysical tool used to charac-
terize the optoelectronic properties of wide bandgap semiconductors. The principle
of this technique consists of exciting electrons from the valence (VB) to the conduc-
tion band (CB) of a material using an electromagnetic light source whose energy is
higher than the energy of the bandgap.As a consequence of this process, photoexcited
electrons tend to relax and recombine with holes and then release energy emitting
light. By analyzing the emissions, it is possible tomeasure the response in the desired
range of the visible spectrum, accessing information about different types of defects
existing in the material. For instance, applying PL associated with optical band gap
characterization in thin films allow to determine film imperfections such as struc-
tural distortions in the lattice and disorder at substrate–film interface as well as to
evaluate the presence of impurities and intrinsic defects in the material. All these
factors induce the formation of empty energy sublevels in the bandgap and lead to
different recombination mechanisms [3, 10, 11, 50–55].

In this sense, we describe in the present chapter the preparation of thin films of the
Ca1−xSrxSnO3 and SrSn1−xTixO3 series (x= 0, 0.25, 0.50, 0.75 and 1) by pulsed laser
deposition (PLD) and chemical solution deposition (CSD) on (100)SrTiO3 single
crystal and amorphous silica substrates. The influence of parameters such as thin
film composition, deposition method, and substrate nature on the photoluminescent
behavior is discussed.The characterization of thefilmsbyPL response is fundamental
to a full structural elucidation since it allows evaluating the presence of defects in the
bandgap of the semiconductor materials, including CaSnO3, SrSnO3, SrTiO3, and
their corresponding combined forms.

2 Experimental

The thin films of the Ca1−xSrxSnO3 and SrTi1−xSnxO3 series (x= 0; 0.25; 0.50; 0.75
and 1) were prepared by chemical solution deposition (CSD) based on the polymeric
precursor method and by pulsed laser deposition (PLD). Further details regarding
the synthesis can be found in previous works [10, 11, 31].
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2.1 Thin Films Prepared by PLD

Firstly, for the films synthesis by PLD, labmade sintered targets were prepared using
solid state reaction from stoichiometric mixtures of strontium carbonate (SrCO3

Merck), calcium carbonate (CaCO3 RP Normapur), tin oxide (SnO2 Sigma Aldrich)
and titanium oxide (TiO2 Alfa Aesar) powders as starting materials to obtain the
desired Ca1−xSrxSnO3 and SrTi1−xSnxO3 (x = 0; 0.25; 0.50; 0.75 and 1) composi-
tions. Themixtures of the powders were calcined in air at 1000°C for 8 h and sintered
at 1100–1300 °C for 8 h. Characterizations by X-ray diffraction (XRD) and Energy
dispersive spectroscopy (EDS) analyses performed on the targets confirmed that the
expected perovskite single phases were obtained with the desired composition for
both Ca1−xSrxSnO3 and SrTi1−xSnxO3 series.

Thin films of each composition of the solid solutions were deposited by PLD at
700 °C for 20–30 min under an oxygen pressure of 30 Pa. Deposition was performed
using a KrF excimer laser (Tuilaser Excistar, λ = 248 nm, = 2 Hz, 210 mJ/pulse)
with a substrate-target distance fixed at 55 mm. The laser beam has focused on the
target at an incident angle of 45°, and the target was rotated in a standard vacuum
chamber (background pressure of approximately 5 × 10−4 Pa). These experimental
deposition conditions led to films with thicknesses varying from 200 to 300 nm.

2.2 Thin Films Prepared by CSD

For the synthesis of films by CSD, polymeric solutions were prepared according to
the methodology described in our previous works [5, 10, 11, 19, 22, 31]. Briefly, the
citrate solutions were prepared from calcium acetate (Alfa Aesar 99%), strontium
nitrate (Alfa Aesar 99%), titanium isopropoxide (AG hulls 98%), and tin chloride
dehydrate (Alfa Aesar 98%). The citric acid:cation ratio was (3:1) in mol and citric
acid:ethylene glycol was (60:40) in mass. The viscosity of the resulting polymeric
resinswas then adjusted to a rangeof 25–30 cPby addition or evaporation ofwater and
measured using a Brookfield DVII+Pro viscometer. The obtained coating solutions
were deposited by spin coating at 1000 rpm during 3 s followed by rotation at 3000–
4000 rpm during 10–20 s (Spin Coater model KW-4A Chemat Technology) on the
substrates. Then, the wet films were subjected to two thermal treatment cycles as
follows: (i) 300 °C for 4 h or 400 °C for 2 h to eliminate organic matter and (ii) 650–
700 °C for 2 h for the crystallization of perovskite phase. These synthesis conditions
enabled the formation of thin films with a thickness ranging from 200 to 280 nm.
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2.3 Characterizations

The structural characteristics of the films were analyzed using X-ray diffraction
(XRD). Standard θ-2θ scans were performed using a two-circle Bruker D8 Advance
diffractometer with monochromatic Cu Kα1 radiation. For the oriented films, the
ω-scans (used to evaluate the crystalline quality along the growth direction) and ϕ-
scans (used to study the in-plane orientation)were recorded using a four-circleBruker
D8 Discover diffractometer operating with Cu K<α> radiation. The microstructures
obtained for these thin films were observed using a field emission scanning electron
microscope (FE-SEM, Jeol 6301-F), which was operated at low voltage, typically 7–
9 kV, to limit charge effects and to achieve high resolution without requiring surface
metallization. The photoluminescence (PL) measurements were performed using a
Monospec 27 monochromator (Thermal Jarrel Ash) coupled to a R446 photomulti-
plier (Hamamatsu). A 350.7 nm krypton ion laser (Coherent Innova 90 K) was used
as the excitation source.

3 Results and Discussion

3.1 Long-Range Characterization by X-ray Diffraction

3.1.1 Ca1−xSrxSnO3 Thin Films

The θ-2θ XRD patterns of the films obtained by PLD and CSD on (100)SrTiO3

substrate (STO) are shown in Figure 1. All the compositions were single-phase, and
for comparison, all the peaks were indexed relative to a pseudo-cubic unit cell with
apc = 4.034 Å for SrSnO3 and apc = 3.960 Å for CaSnO3 (Table 1).

Fig. 1 θ-2θXRD patterns of Ca1−xSrxSnO3 thin films deposited on (100)SrTiO3 (STO) substrates
by PLD a by CSD b. Peaks marked with # are related to the substrate
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Table 1 Lattice parameters of SrSnO3 and CaSnO3

Structure Lattice parameters
(Å)

Parameters in a pseudo cubic cell (Å)

SrSnO3 Cubic
(ICDD 22–1442)

a = 8.068 apc = a/2 = 4.034

CaSnO3 Orthorhombic
(ICDD 77–1797)

a = 5.532
b = 5.681
c = 7.906

apc = [(a + b)
√
2/2 + c/2] / 3 = 3.960

The films obtained using the PLD and CSD methods were highly crystalline, as
indicated by the XRD patterns (Fig. 1a, b) that exhibit h00 preferential orientation
(referring to the pseudo-cubic unit cell). The films produced using PLD presented
only intense and well-defined h00 peaks (Fig. 1a). For the films obtained using
CSD, other low intensity peaks were also observed in some cases, especially for
the Ca0.25Sr0.75SnO3 film (Fig. 1b), corresponding to randomly oriented crystallites.
Films grown by PLD can sometimes present higher degree of orientation compared
to that of CSD films, which is strongly related to the growth mechanism of each
method during the crystallization process. For the PLD, which is an in situ method,
the crystallization occurs from the vapor phase on a heated surface and the growth
takes place directly atomby atom at the substrate-film interface. For theCSDmethod,
the deposition is performed at room temperature and the film is subsequently heated.
Therefore, crystallization takes place more slowly from the randomly oriented nuclei
in the film during the post-annealing treatments which can lead in some cases to a
lower degree of orientation compared to PLDfilms (especially in the case of relatively
high film—substrate mismatch) [11, 56].

As expected, a decrease of the 2θ angles of the (h00) reflections as a function
of the Sr2+ content in Ca1−xSrxSnO3 was observed for films prepared using both
methods, as shown by the insets of Fig. 1a (PLD) and Fig. 1b (CSD). The lattice
parameters were calculated from the XRD patterns (from the (h00) reflections) for
a better evaluation of this behavior (Fig. 2).

The monotonic increase of the apc lattice parameter when the content of Sr2+

increased in the solid solution could be related to the lower covalent character of
Sr2+, which decreases the Sr2+–O2− bond strength and promotes the expansion of
the unit cell [23]. This behavior is in agreement withVegard’s Law [57, 58]. The films
obtained using PLD had larger lattice parameters than those obtained using CSD. In
both cases these values are slightly shifted from the theoretical ones obtained for the
bulk materials. Difference of lattice parameters is routinely observed between films
and bulk due to strain effects that can also depend on the deposition method.

The (h00)-oriented films obtained using PLD and CSD have a high out-of-plane
and in-plane crystalline quality (Table 2).

As an example, Fig. 3 presents the ω- and ϕ-scans obtained for the SrSnO3 and
CaSnO3 films synthesized using PLD.

The low values of the full-width at half-maximum (FWHM) of the ω-scans
recorded for the (h00) reflections are representative of weak mosaicity in the films
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Fig. 2 Calculated
pseudo-cubic lattice
parameter of Ca1−xSrxSnO3
films grown on STO
substrate by PLD and CSD

Table 2 Evaluation of the epitaxy of thin films obtained by PLD and CSD

Compositions PLD CSD

�ω-scan �ϕ-scan
on (110)
reflection

�ω-scan �ϕ-scan
on (110)
reflection

CaSnO3 1.61° 3.5°* 0.90° 1.2°

Ca0.75Sr0.25SnO3 0.34° 1.1°** 0.35° 1.4°

Ca0.50Sr0.50SnO3 0.43° 1.3° 0.11° 1.8°

Ca0.25Sr0.75SnO3 0.14° 1.1° 0.42° 1.2°

SrSnO3 0.17° 1.4° 0.57° 1.2°

ϕ-scan of the samples on other plans: *pc (210) and **pc (100).

(Table 2). In the case of the CaSnO3 film, the unusual form of the ω-scan pattern
was related to the superposition of the contributions from the (100)SrTiO3 substrate
(FWHM of approximately 0.06) and of the film due to the nearest positions of the
two peaks in the θ-2θ XRD patterns. Then, the FWHM value of the film was deter-
minedbydeconvolution. Furthermore, the in-plane investigation revealed an epitaxial
growth for all the films, as evidenced by the presence of four 90° spaced peaks in
the ϕ-scan patterns. These results are induced by the structural similarities besides
the lowmismatch values between the deposited material and the substrate (3.3% and
1.4% for SrSnO3 and CaSnO3, respectively). Despite the lower mismatch value, the
CaSnO3 films exhibited relatively higher �ω values, particularly in the case of PLD
compared to the ones obtained for other compositions. This behavior may be related
to the covalent character of the Ca2+ ion, which generates a greater distortion in the
lattice, as indicated in the literature [17, 23, 59, 60].

The epitaxial growth of SrSnO3:Sb, SrSnO3:Nd andCaSnO3:Pr3+ films on SrTiO3

substrates using PLD has also been observed by other authors [13, 28, 29, 61].
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Fig. 3 In- and out-plane investigation of thin films prepared by PLD on STO: a ω-scan of the
CaSnO3 around the (100) peak and ϕ-scan on (210) reflection; b ω-scan of the SrSnO3 around the
(200) peak and ϕ-scan on (110) reflection

Although a higher crystallinity was obtained for the first two films, the epitaxial
quality of theCaSnO3:Pr3+ filmwas consistentwith our results. Thedifferent qualities
could be attributed to differences in the deposition conditions, film thicknesses and
doping effects.

3.1.2 SrSn1-xTixO3 Thin Films

To better assess the influence of the type of growth and of the cationic-site of substi-
tution, the Ti-substituted SrSnO3 films (SrSn1-xTixO3) were grown on amorphous
silica (SiO2) substrates as described below.

Figures 4a, b show the XRD θ -2θ patterns of the SrSn1−xTixO3 thin films on silica
by PLD and CSD, respectively. As previously mentioned, the crystalline structures
of the SrSnO3 (ICDD 22–1442) is a distorted orthorhombic with Pbnm symmetry,
whereas SrTiO3 (ICDD 35–0734) presents a cubic Pm3m symmetry. As the other
intermediary compositions in the SrSn1−xTixO3 solid solution present no ICDD
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Fig. 4 θ-2θ XRD patterns of SrSn1−xTixO3 films deposited on silica by PLD (a) and CSD (b)

indexation file, the diffraction peaks were indexed considering a pseudo-cubic unit
cell.

All the films are polycrystalline and single-phase with pseudo-cubic perovskite
structure. Note that the broad peak observed at around 2θ = 20º is assigned to the
amorphous silica substrate. As expected, a shift of the Bragg angles to higher 2θ
values is observed as Ti4+ content increases in the solid solution, indicating that a
decrease of the apc lattice parameter occurs (Fig. 5).

This decrease in the lattice parameters can be attributed to a decrease of the cation
average size (rSn4+ = 0.690Å; rTi4+ = 0.605Å) [11, 19]which promotes a contraction
of the perovskite lattice as foreseen by the Vegard Law [57, 58]. Moreover, a higher
covalent character is expected for Ti4+–O2− bond comparing to Sn4+ − O2−. This
same trend was observed by Stanulis et al. [62], Lavinscky et al. [63] and by our
research group [19] for the same Sr(Sn,Ti)O3 solid systems in their bulk form. Liu

Fig. 5 Calculated
pseudo-cubic lattice
parameter of SrSn1−xTixO3
films grown on silica by PLD
and CSD
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et al. [46] observed the same behavior on SrSn1−xTixO3 thin films grown on MgO
by PLD and we also observed this trend in our recent work on SrSn1−xTixO3 films
grown on (100) LaAlO3 and R-sapphire single crystal substrates using both PLD and
CSD methods [11].

All these results on long-range characterization by X-ray diffraction confirm that
the nature of the substrate determines the type of growth: herein, we observed that
the Ca1−xSrxSnO3 films when deposited on (100)SrTiO3 single crystal substrates
presented a highly epitaxial cube-on-cube growth, while the SrTi1−xSnxO3 thin films
grown on amorphous SiO2 (silica) substrates were polycrystalline.

3.2 Microstructures of the Films

3.2.1 Ca1−xSrxSnO3 Thin Films

The FE-SEM images in Fig. 6 revealed that all the Ca1−xSrxSnO3 films were homo-
geneous and crack-free, but the influence of deposition method and composition on
the microstructure is clearly observed.

The films obtained by CSD presented smaller and smoother grains in comparison
to the films deposited by PLD, regardless of the composition (Fig. 6). As previously
mentioned, during CSD the nucleation of crystallites from an amorphous phase is
followed by a growth process. Consequently, the crystallization process is slower
and usually begins at a lower temperature than the PLD process, which leads to
smaller grains. Moreover, samples deposited by CSD have generally a homogeneous
surface, but porosity is also present, which could be due to the release of H2O and
CO2 during decomposition of the polymeric network.

The influence of the composition was more pronounced in PLD samples (Fig. 6).
In this method, the formation of grains on the substrate surface can occur more
easily at the very start of the deposition process, from which favors the growth of the
grains as the deposition proceeds. For samples obtained by PLD,micrographies show
small, spherical grains for CaSnO3, which grow with the increase in Sr content and
change to a square-likemorphology for SrSnO3. This behaviormay be assigned to the
difference in the perovskite structure, as SrSnO3 exhibits less distortion between their
octahedra compared to CaSnO3, which facilitates the crystallization of the material
[10, 23]. As a consequence, the grain growth effect is more pronounced when the
Sr2+ content increases.

3.2.2 SrSn1−xTixO3 Films

The FE-SEM micrographs for all the SrSn1−xTixO3 films are presented in Fig. 7.
As stated previously, the morphology is influenced by the deposition method and

the composition. In SrSn1−xTixO3 samples the effect in morphology is less evident
than inCa1−xSrxSnO3 and relatively similar grain sizeswere obtained,when the same



166 A. L. M. de Oliveira et al.

Fig. 6 FE-SEM images of the films deposited on STO prepared by PLD: a CaSnO3;
c Ca0.75Sr0.25SnO3; e Ca0.50Sr0.50SnO3; g Ca0.25Sr0.75SnO3; i SrSnO3; and prepared by CSD:
b CaSnO3 d Ca0.75Sr0.25SnO3; f Ca0.50Sr0.50SnO3; h Ca0.25Sr0.75SnO3; and j SrSnO3
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Fig. 7 FE-SEM images of the films deposited on silica prepared by PLD: a SrTiO3;
c SrSn0.25Ti0.75O3; e SrSn0.50Ti0.50O3; g SrSn0.75Ti0.25O3; i SrSnO3; or prepared by CSD:
b SrTiO3; d SrSn0.25Ti0.75O3; f SrSn0.50Ti0.50O3; h SrSn0.75Ti0.25O3; j SrSnO3
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deposition method was used. This behavior is different from the results obtained by
Liu et al. [46] for SrSn1−xTixO3 thin films on MgO substrate, as well as by our
research group for SrSn1−xTixO3 films grown on LaAlO3 and R-sapphire substrates
[11], and may be related to the nature of the substrate and consequently to the type
of growth.

As expected, films deposited by PLD were denser than those deposited by CSD,
and it can be observed the presence of cracks for the Ti-richer films, mainly those
synthesized by PLD. It is worth noting that cracks in thin films deposited on silica are
very common. This is due to the low thermal expansion coefficient of silica substrate
(α = 0.55 × 10−6 °C−1 [64]) in comparison to the perovskite ones (as example,
α = 7.8 × 10−6 °C−1 for SrTiO3 [65]). As the temperature decreases (inside the
vacuum chamber after the PLD deposition, or after the crystallization heat treatment
in the case of CSD method), SrTiO3 tends to contract, while the dimension of silica
substrate has a smaller variation. As a result, a tension in the film/substrate interface
occurs and the SrTiO3 film tends to crack.

As previouslymentioned, the nature of the substrate determines the type of growth
and consequently affects the microstructure. This fact is clearly evidenced when
compared the microstructure of the epitaxial SrSnO3 films obtained on (100)SrTiO3

(Fig. 4i,j) and the polycrystalline ones obtained on silica (Fig. 7i,j). While a square-
likemorphologywas observed for films deposited on (100)SrTiO3 byPLD, a granular
morphology with needles was obtained on silica.

3.3 Short-Range Characterization by Photoluminescence
Spectroscopy

Photoluminescencemay be due to intrinsic or extrinsic effects. The intrinsic photolu-
minescence can be divided into band-to-band luminescence and cross luminescence.
Extrinsic luminescence further comprises unlocalized type such as donor–acceptor
pair luminescence as well as luminescence caused by isoelectronic trap, and local-
ized type like ionoluminescence and defect luminescence [53]. For instance, the
extrinsic luminescence could be influenced by many factors, such as nature, amount,
and distribution of dopants; size of the particles; synthesis method; defect concentra-
tion and degree of crystallinity [3, 11, 39, 60, 66, 67]. Specifically for films, besides
crystal defects, impurities and composition, photoluminescence (PL) can also be
used to evaluate electric fields and film stress [68, 69].

In this sense, PL spectroscopy was herein employed to investigate these effects on
the structural order/disorder at short- and medium-range as a function of the A and B
cationic substitutions in ABSnO3 perovskites thin films, besides the influence of the
substrate and deposition method. The PL spectra were deconvoluted into Gaussians
functions for Ca1−xSrxSnO3 and SrSn1−xTixO3 systems and discussed.
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3.3.1 Ca1−xSrxSnO3 Thin Films

The PL spectra of three selected compositions in the Ca1−xSrxSnO3 series (CaSnO3,
Ca0.50Sr0.50SnO3 and SrSnO3) obtained using the PLD and CSDmethods (Fig. 8a, b)
exhibited emission bands with a profile similar to the (100)SrTiO3 substrate but with
a higher intensity in addition to bands at higher wavelengths for some films. A broad
band emission is observed for all the materials, which characterizes a multiphonon
process. This emission may be assigned to self-trapped excitons (STEs), for which
relaxation occurs by several pathways and involves the participation of numerous
energy sublevel states within the band gap induced by various factors as mentioned
before [3, 10, 11, 37, 53, 70, 71].

The PL emission observed for the films produced using both deposition methods
(Fig. 8) may be due to the epitaxial growth, which induced a short-range disorder
in the films due to strains imposed by the long-range ordering. The highest short-
range disorder may occur at the film/substrate interface to enable epitaxial growth.
Consequently, dipoles are formed between the well-ordered SnO6 (far from the
interface) and the disordered ones (located at the interface), which leads to the
photoluminescence [10, 11].

Wang and Zhang [72] reported that (0001) oriented and non-oriented ZnO films
obtained using CSD presented two distinct emissions: a sharp UV emission centered
at 380 nm and other visible emission characterized by a broad band centered at 560
nm. The authors attributed the UV emission to the recombination of the free excitons
or near band edge emission of the wide band gap ZnO, while the broad band emission
was associated to defects, especially oxygen vacancies and zinc interstitial present
in the film. By calculating the ratio of these two emissions, in particular, the authors
concluded that film orientation has an important effect on the increase of the broad
band emission in visible range of the spectrum.Ohet al. [73] investigated the substrate
dependence on structural and photoluminescence (PL) properties of SrLaMgTaO6

(SLMTO) double-perovskite thin films deposited on (001)MgO and (001)SrTiO3

Fig. 8 PL spectra of Ca1−xSrxSnO3 films deposited on STO substrate by PLD (a) and CSD (b)
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substrates by PLD. As such, the PL spectra of the polycrystalline SLMTO films
on MgO were similar to those of the SLMTO bulk, which exhibited emissions in
the spectral range of 400–750 nm (green-red), while the epitaxial SLMTO films on
(100)SrTiO3 showed emissions in the range of 475–530 nm (green). Studies based
on XPS analysis revealed that Mg–O and Ta–O chemical bindings have different
chemical binding states on the surfaces of the films and that the green as well as red
emission bands are related to the oxygen vacancies associated to Ta–O and Mg–O
environments, respectively. In a previous work from our research group concerning
SrSn1−xTixO3 films, we evidenced that the epitaxial films grown on LaAlO3 single
crystal substrates presented higher PL in comparison to polycrystalline films grown
on R-sapphire. Hence, the short-range disorder in the films on LaAlO3 lattice is
responsible for the creation of energy levels within the bandgap, leading to intense
PL responses occurring mostly at lower energy range.

About perovskites, Longo et al. [37, 70] observed broadband photoluminescence
in disordered SrTiO3 and SrZrO3 materials and correlated emissions at the different
regions of the visible spectrum, associatedwith different types of energy levels inside
the band gap, due to short- and medium-range disorder in the lattice. In this sense,
emissions in the violet-blue-green regions are associated with shallow defects in the
band gap, whereas yellow-red emissions are due to defects inserted deeply into the
band gap. Shallow defects are related to energy states close to the valence or to the
conduction band originated from less distorted structures, while the deep defects
are assigned to energy states close to the middle of the bandgap and are usually
associated with obtained of highly distorted structures. Particularly, for perovskite
films, PL intensity tends to decrease when the films attain a higher short-range order
at film-substrate interface [11, 74–76]. For instance, Zhai et al. [77] observed a shift
of the emission to higher energies as a higher ordering was attained for SrTiO3 films
on LaAlO3 buffered by SrRuO3 and associated the blue-light emission to intrinsic
structural defects by considering that the double-oriented structure obtained in the
films induced distorted clusters.

In this context, the PL curves were deconvolved to evaluate the relationship
between the emission and the short-range order. As an example, Fig. 9 presents
the deconvolved spectrum obtained for the CaSnO3 film deposited by CSD. All the
spectra exhibited four to five components centered at different ranges in the visible
spectrum, which depended on the composition and on the synthesis method (Tables 3
and 4).

In relation to the synthesis method, it could be observed that the emissions are
centered at lower wavelengths for the CaSnO3 and SrSnO3 films obtained by CSD
in comparison to the films obtained by PLD. For the films synthesized by PLD,
emissions in the red and infrared regions are observed, whereas the films synthesized
by CSD only emit up to the orange region.

In this context, according to the reasoning above and as a consequence of the
broad-band characteristic of the PL, all the emission bands observed in the present
case were characterized according to the percentage of shallow defects (calculated
considering the sum of the violet, blue and green emissions) and the deep defects
(considered the sum of the yellow, red and infrared emissions) [37, 70]. According
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Fig. 9 Deconvolution of the
PL spectrum of CaSnO3 film
on STO obtained by CSD

Table 3 Results of the PL deconvolution spectra of Ca1−xSrxSnO3 films grown on STO by PLD

Shallow defects Deep defects

Sample Violet Blue-green Yellow Red Infrared

λm (nm) (%) λm (nm) (%) λm (nm) (%) λm (nm) (%) λm (nm) (%)

CaSnO3 436 10 490 41 577 26 714 23 – –

Ca0.5Sr0.5SnO3 426 1 483 56 581 19 713 16 794 8

SrSnO3 433 7 496 61 598 19 729 2 797 11

Table 4 Results of the PL deconvolution spectra of Ca1−xSrxSnO3 films grown on STO by CSD

Shallow defects Deep defects

Sample Violet Blue Green y/o/o-r*

λm (nm) (%) λm (nm) (%) λm (nm) (%) λm (nm) (%)

CaSnO3 426 7 459 38 526 35 607 (o) 20

Ca0.5Sr0.5SnO3 436 8 472 32 539 37 618 (o) 23

SrSnO3 418 14 442 20 509 25 559 (y) 14

469 27

STO substrate – – 464 60 548 25 660 (o-r) 15

*y: yellow; o: Orange; o-r: Orange-red

to Figure 10, the emissions related to the shallow defects (violet, blue and green)
represent 77–86% for the films obtained by CSD and 51–68 % for those obtained
using PLD, which indicates a lower short-range disorder for the CSD samples.

In comparing SrSnO3 and CaSnO3, both methods resulted in a higher propor-
tion of shallow defects in the SrSnO3, especially for the PLD samples. This result
indicates that the SrSnO3 has a lower degree of short-range disorder. According to
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Fig. 10 Classification of the emission bands of the PL spectra into deep and shallow defects for
films obtained by PLD (a) and CSD (b)

Mizoguchi et al. [78], SrSnO3 and CaSnO3 have distorted cubic symmetries due to
the tilting among the octahedra. This tilting is different depending on the modifier
cation (Sr2+ or Ca2+), with larger tilting angles for CaSnO3 than for SrSnO3. Conse-
quently, we believe that a higher short-range disorder at the film/substrate interface
is required to obtain epitaxy in CaSnO3. Hence, the Ca0.50Sr0.50SnO3 film obtained
by PLD confirms that a monotonic change in the short-range order occurs, with an
intermediate amount of shallow defects for this composition.

For thefilms obtained byCSD, the evolution of the amount of shallow/deep defects
with the composition was not so remarkable.Moreover, the amount of deep defects is
still quite low regardless of the composition. This is in agreement with the emission
in higher energy regions observed for these films, indicating that intermediate levels
in the bandgap are nearer the valence band or the conduction band, being related to
shallow defects. This behavior could be attributed to a less distorted structure of the
perovskite, comparing the CSD with the PLD results. For CSD, the crystallization
process is slower, which is characteristic of the “soft chemistry” approach with an
increasing diffusion of the ions as heating occurs. This process most likely leads to
less short-range disorder, for both latticemodifier cations. In addition, in contrastwith
PLD which promotes an in situ epitaxial growth, it can be assumed that CSD ex situ
“soft chemistry” growth results in a lower short-range disorder at the film/substrate
interface. Consequently, a smaller difference among the octahedra in the interface
and far from the interface occurs; thus, emissions related to shallow defects (violet,
blue and green emission) are more evident.
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Fig. 11 PL spectra of SrSn1−xTixO3 films deposited on silica by PLD (a) and CSD (b)

3.3.2 SrSn1−xTixO3 Films

As in the previous study, three selected compositions (SrSnO3, SrSn0.50Ti0.50O3 and
SrTiO3) of the SrSn1−xTixO3 films grown on silica substrate deposited by PLD and
CSD methods were investigated by photoluminescence (PL). Their corresponding
PL spectra are shown in Fig. 11a, b.

Room temperature PL was observed for SrSn1−xTixO3 films with a broad emis-
sion band, centered at 460–520 nm (2.38–270 eV). This is a typical multiphonon
processes, as previously discussed for the Ca1−xSrxSnO3 films. Multiphonon emis-
sion is, of course, characteristic of disordered materials, thus silica also displays a
noticeable emission. Amorphous silica is very wide band gap ranging 7.5–9.2 eV
[79]. As the energy of the emission is considerably smaller than the band gap, PL can
be assigned to the presence of medium-range disorder in the material (which leads
to the formation of energy levels in the band gap as stated before).

Spectra profile exhibits some changes according to the composition and to the
deposition method. It is well-established that the PL efficiency at room tempera-
ture drastically decreases with the increase of structural order [37, 70, 71, 74–76].
Although all the SrSn1−xTixO3 thin films on silica are polycrystalline, in particular,
short-range disorder at the film-substrate interface can occur and it differs according
to the deposition method As stated earlier, crystallization process in films deposited
by PLD is more energetic as it occurs by a fast in situ crystallization at high tempera-
ture. In contrast, the crystallization in CSD occurs with lower energetic balance that
facilitates the accommodation of the material on the substrate during film growth.
Thus, distinct short-range disorders at the film/substrate interface are achieved for
films with the same composition deposited by PLD or CSD methods. For films
deposited by CSD, spectra seems to be mainly due to bare silica substrate, especially
for SrSnO3 (Fig. 11b), which indicates that a smaller short-range disorder is present
in these films, as expected. For films deposited by PLD (Fig. 11a), the spectra profile
is directly related to the composition, but all the SrSn1−xTixO3 films have an emis-
sion above 750 nm (longer wavelengths and lower energy), which may be assigned
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Fig. 12 UV–vis absorption spectra with the estimated direct Eg values for SrSn1−xTixO3 thin films
on silica deposited by a PLD and b CSD

to the increase of deep defects in the band gap associated to the short and medium-
range structural disorder in the film-substrate interface as observed for the epitaxial
Ca1−xSrxSnO3 films on (100)SrTiO3 substrate deposited by the same method, which
display a band at 790 nm for SrSnO3.

In relation to the thin film composition, Ti clearly plays an important role on the
emission profile. This behavior may in principle be related to the UV–vis spectra
(Fig. 12a, b), as luminescence is closely related to the material electronic properties,
especially the band gap. Similar UV–vis spectral features with a rapid increase in
the absorption from 3.0 eV were observed for the films whatever the deposition
method, due to the sensitivity of the method which is not able to detect interfacial
disorder. Thus, the optical band gap (Eg) of the samples were also calculated from
the absorbance curves according to the Tauc’s method [58]. The results indicated
that the Eg decreases as a function of the Ti-content, in agreement with Liu et al.
[46] that observed a decrease of the band gap in SrSn1−xTixO3 thin films grown on
MgO substrates.

SrTiO3 displays a lowemission intensity, compared to the silica substrate (Fig. 11).
This behavior may be assigned to the presence of electron traps, such as oxygen
vacancies associated to the coexistence of Ti4+ and Ti3+ species in TiO6 octahedra
in SrTiO3 lattice. The UV–vis spectra display an absorption tail at lower energy
(<3.5 eV) for Ti-containing films. This spectral characteristic may be related to
the presence of mixed Ti3+/Ti4+ and defects such as oxygen vacancies associated
to Ti4+ and Ti3+ (Ti4+/Ti3+–VO), while a ligand/metal charge transfer (LMCT) is
observed above 4.0 eV. The influence of Ti3+ on the PL spectra for Ti-containing
films was also studied by other authors. For instance, Orhan et al. [80, 81] studied
the dependence of structural disorder on PL of SrTiO3 thin films deposited on Pt
(140 nm)/Ti (10 nm)/SiO2 (1000 nm)/Si substrates. Similarly, Mikhailik et al. [82]
observed a PL quenching on Ti-doped Al2O3 assigned to a competition between
oxygenvacancies andTi4+ centers for the electron trapping. Finally, the film-substrate
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interface can present very particular characteristics, as observed in anatase TiO2

thin films grown on (100)SrTiO3 substrate [83]. SrTiO3/TiO2 interface presented
a metallic character while the interfacial bonding presented a mixed covalent and
ionic character which increased the charge confinement and then reduced PL in
such films. Similar behavior was observed by Chiu et al. [84] for MoS2, WSe2
and MoS2/WSe2 heterostructured films deposited on sapphire, by Tongay et al. [85]
for MoS2/WS2 heterostructures on silicon substrates and also by Chen et al. [86]
for MoS2/WS2 deposited on silica. The authors demonstrated that luminescence
observed in such films is due to the independent contribution of each layer. Yet, in
the stacked MoS2/WSe2 and MoS2/WS2 layers negligible emission was observed,
which indicated that photoexcited carriers were trapped in the material interface and
quenched PL.

SrSnO3 films exhibits PL profile quite similar to the bare silica substrate (Fig. 11).
This behavior can be directly related to the band gap structure, as SrSnO3 films have
an Eg = 4.2 eV and a very small energy absorption up to 4.0 eV. As the energy of the
laser used in the PL measurements was 3.5 eV (350.7 nm), few electrons are excited
during analysis and the PL seems to be solely due to the substrate, especially for
films deposited by CSD, which have a smaller short and medium-range disorder. As
such, the subtraction of the spectral contribution of the substrate evidences a second
emission band around 600 nm for the film obtained by PLD in comparison to the
CSD one, as displayed in Fig. 13.

Hence, theSrSn0.50Ti0.50O3 filmspresented an intermediaryPL intensity,whatever
the method. This behavior might be associated to the competitive structural ordering
during crystallization process, induced by existence of both Ti4+ and Sn4+ cations
sharing the octahedra sites in the perovskite lattice. For these films, a red shift is
clearly observed when deposition was done by PLD (Fig. 11a).

Fig. 13 Result of the
spectral subtraction between
the emission band of the
SrSnO3 and the silica
substrate for the films
deposited by both methods
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Considering the behavior observed for SrSnO3 and SrSn0.50Ti0.50O3 films
deposited on silica by PLD and taking into account that multiphonon processes
during PL are generated in response to the numerous energy sublevel states created
within the band gap (shallow and deep defects), the PL bands of these films were
analyzed according to deconvoluted Gaussian functions as indicated by the example
given for CaSnO3 thin film on STO (Fig. 9). The deconvolution analysis of the
PL curves shows four color components as summarized in Table 5 and the amount
of shallow and deep defects was calculated according to Longo et al. [37, 70], as
displayed in Fig. 14.

Comparing to bare silica, both films have more deep defects, which is related to
the short- and medium-range disorder in the perovskite lattice due to the crystalliza-
tion process during film formation by PLD. For SrSn0.50Ti0.50O3 film, this is also
evidenced by the red shift of the deconvoluted peaks at the violet and blue-green
regions, besides the emission at 800 nm. Hence, this behavior is originated from
competitive effects induced by Ti and Sn cations in the SrSn0.50Ti0.50O3 lattice.

Table 5 Results of the deconvolution of the PL spectra of the SrSn0.50Ti0.50O3 films grown on
silica by PLD

Shallow defects Deep defects

Sample Violet Blue-green Yellow

λm (nm) (%) λm (nm) (%) λm (nm) (%)

SrSnO3 421 4 447/ 492 26/ 39 574 31

SrSn0.50Ti0.50O3 432 8 472/ 521 31/ 24 580 37

Silica 429 16 459/ 511 29/ 40 585 15

Fig. 14 Classification of the
emission bands of the PL
spectra into deep and
shallow defects for films
obtained by PLD for SrSnO3
and SrSn0.50Ti0.50O3 films
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Fig. 15 PL spectra of the epitaxial SrSnO3 films deposited (100)SrTiO3 (STO) and polycrystalline
films deposited on silica and substrates by PLD (a) and CSD (b)

Among these two films, the short-range disorder responsible for the distortion of
the crystal structure of SrSnO3 favors PL at lower energy range in the spectra, which
are consistent with the fact of our previous reported work in which the PL intensity
and the amount of shallow/deep defects were strongly associated to the type of the
octahedral distortion present in the lattice.

Finally, comparison of the epitaxial and polycrystalline SrSnO3 thin films
deposited by both PLD and CSD was done after subtraction of the PL spectra
contribution of the respective substrate (Fig. 15).

As SrSnO3 has an Eg value around 4.2 eV, band-to-band emission should occur
at 350 nm. So, the emission observed in the present work is related to midgap levels
associated to the presence of defects in the material. In relation to films deposited
by CSD, the spectral profiles are very similar with similar intensities and emission
around the same region (centered between 450 and 550 nm). This behavior may in
principle be assigned to the short- and mid-range disorder as consequence of the
tilting among octahedra present in this type of perovskite.

In our recent study concerning SrSnO3 particles, we have evidenced that multi-
phonon processes during PL response, which were also associated to two different
type of distortions in the perovskite lattice: (i) an intraoctahedral distortion (asso-
ciated with short-range disorder) that is related to the A−O and B−O interatomic
distances as well as to O−Sn−O angles, and (ii) an interoctahedral distortion (asso-
ciated with medium-range disorder) that is related to the cooperative tilting of the
octahedral. As such, the differences in short- and medium-range disorder in SrSnO3-
type materials introduce intermediate more energy levels (shallow and deep defects)
in the bandgap leading to different PL emissions [3].

For films deposited by PLD, emission between 450 and 550 nm is also observed,
but one more emission band is present in the spectra whose position depends on
the thin film growth (epitaxial or polycrystalline). As previously discussed, PL can
be associated to the short- and medium-range disorder in the lattice and/or at the
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film/substrate interface. For the polycrystalline film deposited on silica, in particular,
the second emission band is observed at 600 nm,whichmight be assigned to the stress
induced by the difference in the thermal expansion coefficient of silica substrate and
that of the perovskite one that gave rise to cracks in the microstructure of the films.
For the epitaxial film deposited on STO, the emission band is observed at 800 nm
and it may be assigned to the orientation process, which induces a higher disorder
in the interface and leads to a higher amount of deep defects.

4 Conclusions

Herein, epitaxial Ca1−xSrxSnO3 (x = 0, 0.25, 0.50, 0.75 and 1) thin films grown on
(100)SrTiO3 single crystal substrates and polycrystalline SrTi1−xSnxO3 (x= 0, 0.25,
0.50, 0.75 and 1) films on amorphous silica substrates were obtained using PLD and
CSD techniques. The deposition method, nature of substrate and composition played
an important role on structural, microstructure and photophysical characteristics of
the films. All the thin films presented room temperature photoluminescence. Broad
band emissions were evidenced in different visible spectrum wavelengths according
to film composition, substrate and deposition method, which indicated that short-
range order/disorder can be modulated by choosing appropriate conditions for the
preparation of the thin films. As such, the PL spectra were divided into color emission
components that are associated with the type of defects within the band gap of
the materials (shallow defects with emissions at higher energies and deep defects
with emissions at lower energies. The films grown by CSD presented the smaller
short-range disorder, which might be related to the nucleation and growth processes
promoted by the ‘soft chemistry’ route. A smaller short-range disorder was attained
in SrSnO3 when compared to CaSnO3 on STO, while films on silica, especially
when deposited by CSD presented PL responses mainly induced by the amorphous
substrate, which is highly disordered. In addition, the type of growth (epitaxial or
polycrystalline) of SrSnO3 films provoked changes in the PL responses, which were
associated to the short-range disorder at the film/substrate interface. To conclude,
parameters as composition, nature of substrate, deposition method have not only
influence on structural properties and microstructural characteristics of the films, but
also have a strong effect on observed PL behavior.
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Abstract Since the industrial revolution from century XIX, the global environment
has received a charge of each more pollutant. Even with filters and catalysts to mini-
mize some industrial residues is necessary more caution and research treat waste
and other products. In such a perspective, water clean and environmental remedia-
tion are some of the most important themes for humanity. The chemical treatment
for a large quantity of generated pollutant residues by industry is a great challenge.
Such pollutants are in molecules or materials forms. In particular, a molecule group
denominated dyes is the focus. Heterogeneous catalysis based on semiconductor
oxides is a widely investigated topic as a broad and potential technology for clean
water treatment. Then, we present a chapter with a comprehensive perspective of
the modifications applied in CuO and ZnO to improve the efficiency in heteroge-
neous photocatalysis processes. The DFT approaches ally to experimental evidence
showed that doping and heterojunctions are efficient tools to maximize the discovery
of the advanced materials directed to water clean and environmental remediation.
Mn-doped ZnO presented an exciting performance for photocatalysis on methylene
blue dye from defects connected to intermediary electronic levels. Heterojunction
made from CuO/ZnO is a putative candidate for photodegradation in two ways: (i)
generation in situ of oxidizing molecules; and (ii) the sunlight wavelength range
as an energy source. Such molecular mechanism is possible from the generation,
stability, and control on the charges carriers diffusion inside semiconductor oxides.
How to understand and influence the creation of the electron–hole pair is the funda-
mental step to establish the heterogeneous photocatalysis based on semiconductor
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oxides as one of the essential applications of the advancedmaterials in environmental
remediation.

1 Introduction

1.1 Processes Oxidative Advanced (POA)

Heterogeneous catalysis is an essential topic in chemistry. The processes connected
to this area have been applied as an alternative for pollutant treatment. The advan-
tage of the catalysis from different physical phases allows the reuse of the cata-
lyst. Then, heterogeneous catalysis contributes genuinely to a global objective, the
need to preserve the environment. Since the high growth of the organic industry
for pesticides, detergents, medicines, plastic and others, the environmental remedi-
ation research should be increased on the same scale. The solution for our influence
on ecosystems or environmental reached high levels. Our lifestyle and technology
change nature fastly in only some years, while the natural processes delay centuries
to remediation or reuse of such molecules or materials.

Among the primary pollutants studied are organic ones, because they are toxic to
fauna and flora, when discarded without adequate treatments, in addition to being
difficult to treat by conventional methodologies [1]. Therefore, advanced oxidative
processes (POAs) have emerged as an alternative for the treatment of these contam-
inants. These processes aim at high efficiency, a low selectivity to the contami-
nant, and generate non-toxic products as products [2]. POAs can be subdivided
according to the initiation step, where the main ones are Chemical (Fenton process),
Photochemical (H2O2/UV, O3/UV, O3/H2O2/UV), photo-Fenton, Heterogeneous
catalysis, Sonochemical (ultrasonic radiation (UR), O3/UR, H2O2/UR, photocatal-
ysis/UR, sono-Fenton), and Electrochemicals (anodic oxidation, electro-Fenton,
photoelectron-Fenton, sonoelectrochemical, sonoeletro-Fenton) [3–5].

Another point, the POAs are based on the generation of hydroxyl radicals (•OH),
which have a high oxidative capacity [6]. In addition to this high oxidative potential,
hydroxyl radicals act to create chain reactions from intermediate chemical species
during the process, such as oxygen (O2), ozone (O3), and hydrogen peroxide (H2O2)
[7]. According to Shin et al. [8], the hydroxyl radical has a standard reduction
potential (E0) of +2.80 V, while ozone, hydrogen peroxide, and oxygen have +
2.07 V, +1.77 V, and +1.23 V, respectively. Thus, the efficiency of the increase of
the generation of these •OH radicals optimizes the oxidative process.

Heterogeneous photocatalysis from an oxide semiconductor material has been the
most studied methodology today. These materials provide the generation of a high
amount of •OH radicals in the reaction environment enabling fast mineralization of
organic compounds [9, 10]. The need for a semiconductor in a crystalline structure
is implicit in the photocatalytic process. In fact, only an oxide semiconductor in the
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crystal form may absorb radiation of energy equal to or higher than the oxide semi-
conductor bandgap creating electron–hole pairs. The radiation absorption with the
generation of the electron–hole pairs occurs only in the presence of spatially ordered
atoms, as in a crystal, in which the radiation can enter in resonance. Semiconductor
photocatalysis has come out as a possible technology because of its catalytic, chem-
ical, and physical properties and the potential to utilize UV, near-UV, or visible
light at ambient temperature and pressure, and in the presence of oxygen [11, 12].
From this point of view, the light should cause a decrease of the potential energy
barrier relative to the dark catalytic reaction causing an acceleration in establishing
the chemical equilibrium between reagent and product in the heterogeneous system
[13].

2 The Molecular Mechanism for the Photogenerated
Carriers

The insulating materials have the Valence Band (VB) filled with a high energy gap
from the subsequent empty band. The metallic materials show a continuum of elec-
tronic states, allowing that the electrons move freely, creating the electrical conduc-
tion. Then, the semiconductors have an empty region in which there are no accessible
energy levels that promote the recombination of an electron and a hole produced by
photoactivation of a solid. This empty region, which extends from the top of the
filled VB to the bottom of the empty Conduction Band (CB), is called the bandgap.
Thus, the electronic structure of semiconductors is characterized by a filled VB and
an empty CB. If the forbidden energy gap is not so high, some electrons could pass
in the energetic empty band through some kinds of excitation (e.g., thermal or light),
in consequence, an excited electron (e−) moves from the VB to the CB, leaving
a hole (h+) behind [14–16]. Furthermore, the nature of the bandgap (i.e., direct or
indirect) plays an essential role since it modifies the absorption coefficient of the
semiconductor.

The fundamental mechanism of photocatalysis consists in the generation of the
electron–hole pairs. Once this pair is separated, the redox reactions modify the
molecules adsorbed on the active surface, catalyst them. The occurrence of the cycle
of heterogeneous photocatalytic reactions begins from the absorption of a photon
of energy (hν) by the crystalline photocatalyst. The absorbed photon energy creates
stable electron–hole pairs or excitons from electronic excitations. The excited elec-
tronic state created in a single oxide semiconductor photocatalyst is fundamental to
result in an efficient chemical transformation. The excitons generate oxi and redox
radicals to react with other species present in the reaction environment (both organic
and inorganic), reaching the formation of the products more thermodynamically
stables [13, 17, 18].

The capability of an oxide semiconductor to carry out the photoinduced elec-
tron–hole transfer on surfaces is governed by the band energy positions or the
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oxi-redox potential for adsorbed molecules. The bottom of the CB controls the
reduction potential; whereas, the top of the VB determines the oxidation poten-
tial. Then, the modulation of such values is a measure of the chemical capability
associated with oxide to promote oxi- and reduction processes [18, 19]. Therefore,
the light absorption processes by oxide semiconductors are essential. In a natural
light absorption process, the photoinduced free excitons (the electron–hole pairs
interacting through a Coulomb attraction) generate inside pure crystalline oxides
[17, 20]. Extrinsic light absorption is caused by the photoexcitation from energy
levels inserted into bandgap or electronic states from defects create from (i) zero-
dimensional point intrinsic defects (vacancies, interstitials) and impurity atoms or
ions, (ii) one-dimensional (linear defects (dislocations), and (iii) two-dimensional
states (intrinsic surface states) [21, 22].

From this point of view, the photoactivity depends on the different physicochem-
ical properties of the semiconductor, which is mainly influenced by the electron–hole
recombination in a set with the generation of hydroxyl radicals (•OH). An illustration
of the heterogeneous photocatalysis is illustrated in Fig. 1. The oxide semiconductor
material, when receiving radiation with enough energy to excite the electron from
the VB to the CB, that is, greater than the energy of the bandgap, generates elec-
tron/hole pairs (e−/h+). These pairs react with H2OH2O or O2 generate hydroxyl
radicals (•OH) and oxygen superoxide (•O2

−), respectively. The generated radicals
act to oxidate the pollutants present in the medium. The radical generation process
for the species oxidation is described using the following equations [23]:

Semiconductor + hv → e−
cb + h+

vb (1)

Fig. 1 Illustration of the photogeneration complex mechanism of the electron–hole pair (e−/h+)
pairs in a hypothetical semiconductor oxide
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O2 + e−
cb → O−

2 (2)

O−
2 + H+ → HO2

· (3)

HO·
2 + HO·

2 → H2O2 + O2 (4)

H2O2 + e−
cb → −OH + ·OH (5)

H2O2 + O−
2 → −OH + ·OH + O2 (6)

H2Oads + h+
vb → ·OH + H+ (7)

−OH + h+
vb → ·OH (8)

The initial step is the electronic excitation (e−) from VB to CB (Fig. 1). In the VB
are generated holes (h+), which move in the material, frequently migrating on the
surface, favoriting the interaction with H2OH2O or O2 molecules. After this funda-
mental step, secondary processes generate oxidative species (as shown in Eqs. (2)–
(8)), allowing reactions between them [24]. The generated oxidative species are free
to migrate into the medium. The mineralization process occurs from the collision
between oxidative species and organic contaminants. Then, the e-/h+ pairs must have
a low recombination rate or high stability as separated charges.

The application of the oxide semiconductormaterials as a catalyst in this heteroge-
neous photocatalysis process because of the bandgap energy range. The modulation
of this property is possible from the doping process. This technique reaches the
decrease of the bandgap; however, it is essential to continue with a low recombina-
tion rate. The electronic excitation is unfeasible from the bandgap is decreased, and
the recombination rate is increased [25].

A defect center creates a recombination center allowing to capture electron and
hole in a recombination cycle. This recombination cycle increases the recombina-
tion rate making the photocatalytic process decrease. Then, the recombination of
carriers via defects means different two-step transitions: (i) an electron is excited
from VB to an empty state of the defect in the CB-band, and the electron decays
from the defect state to an empty state of the VB-band; (ii) the electron is excited
from the defect state of the VB-band to an empty state of the CB-band and the elec-
tron return to defect state. The excess energy of the electron is dissipated at both
steps of the recombination. Therefore, the energy levels of the defect correspond
to efficient recombination centers typically lie near the middle of the energy gap in
oxide semiconductor materials.
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3 Doped Zinc Oxide as an Alternative for Phototocatalytic
Properties

Among various metallic semiconductors oxide, the titanium dioxide (TiO2) [26–29]
has been themost studied compound in past decades. However, the ZnO is considered
as a very good photocatalyst and an excellent supporting material for other semicon-
ductors photocatalyst [30, 31]. Unfortunately, the ZnO has shown a low efficiency for
solar-driven applications because of the high recombination between photoinduced
electron–hole pairs. To address these problems, ion doping, noble metal deposition,
the coupling of semiconductors, heterojunction formation, and so on approaches
were adopted to enhance the activity [32–34]. For example, manuscripts reported
ZnO blended with other metal oxides such as TiO2[35], SnO2[36], In2O3[37],
MoS2[38]CuO [39, 40], etc. The CuO photocatalyst is recognized as an excellent
photocatalyst in hydrogen production, degradation of organic pollutants present in
the wastewater, and water splitting [41–44]. Nevertheless, the photocatalytic activity
of the pristine CuO was limited due to its fast electron–hole recombination, and
only a meager of the photogenerated electrons were transferred to the surface of
the catalyst to drive the photocatalytic activity [45]. In order to enhance the ZnO
and CuO efficiencies, an effective co-catalyst between both resulted in an excellent
photocatalytic activity because of the mixed oxides with n-type ZnO and p-type CuO
features [46, 47].

Recently, a path to improve the adsorption capacity and photocatalytic activity
is through ion doping, such as self-doping, rare-earth metal doping, and nonmetal
doping [48–55], etc. The purpose of the ions doping is to introduce additional energy
levels into the band structure to trap electrons or holes, creating the electron–hole
pair or carriers. Thus, the carriers diffuse from bulk to surface successfully. However,
different crystal surfaces have different surface energy levels for theCBandVB. Such
differences in the energy levels will drive the electrons and holes to different crystal
faces. Clearly, the doping can effectively modulate the electronic structures of the
surfaces.

In this way, Zinc oxide (ZnO), an n-type semiconductor with wurtzite-type struc-
ture and hexagonal phase (P63mc space group), is an essential functional mate-
rial widely used as sensors, photoelectrochemical cells, solar cells, photocatalysis,
batteries, and mainly optical. The large bandgap energy (~3.2 eV) corresponds to
the ultraviolet region with a wavelength of 387 nm [56, 57]. Then, the photocat-
alytic application is a consequence. The good photoactivity added a great chem-
ically stable [58] is a way for the photocatalytic properties optimization. Usually
occurs through the formation of heterojunctions or by doping, more accessible, and
commonly studied, as illustrated in Fig. 2.

Paula et al. [59] studied the effects of Mn-doped ZnO and the inclusion of the
metallic silver (Ag0) using the microwave-assisted hydrothermal method. According
to their results, the doping from 8% Mn increased the kinetic constancy in the order
of 8x, while the ZnO/Ag0 (30% wt.) heterostructure showed an increase close to
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Fig. 2 In the left panel, a schematic representation of the surface models for the hexagonal shape
of the ZnO nanoparticles is depicted, highlighting the chemical environment of each surface plane.
In the right panel, the electronic levels for the pure and doped ZnO are compared regarding the
excitation mechanism and the photogeneration of electron/hole (e−/h+) pairs

2×. On the other hand, the doping parallel performed between ZnO:8%Mn hetero-
junction with Ag0 (ZnO:8%Mn/Ag0 (30% wt.)) showed a fantastic increase close
to 20×, indicating the presence of a synergistic effect. The creation of impediment
centers to recombine the generated electron/hole pairs during the process increased
the photocatalytic activity on a large scale. Andrade Neto et al. [23] investigated the
application of the metallic cations, such as Fe and Pb, as an efficient way to create
centers and to prevent the carriers recombination. Besides, the intermediate levels
inserted in the bandgap or forbidden zone, reducing the required photon energy to
excite the electron from the VB to the CB. The Fe and Pb atoms acted as electron
donors creating energy levels close to the CB decreasing the gap of the forbidden
zone, the intermediate levels [60].

In the previous experiments reported by Silva et al. [61], the Mn-doped ZnO
material has a maximum concentration to optimize the photocatalytic activity. The
ZnO:Mn2%quantity creates an excess of defects in the ZnO lattice. Then, the created
recombination centers decrease photocatalytic activity. Thus, it would be expected
that the recombination of the photo-generated electron/hole pairs would be difficult;
however, the excess of defects motivated high recombination between the carriers. In
another work, Andrade Neto et al. [62] observed similar results, where the doping of
ZnO with Co and Mn at 4% decreased the photocatalytic activity drastically against
the methylene blue dye. According to this study, even with doping providing an
increase in superficial area form reduction of the particle size, there was a reduc-
tion in photocatalytic activity. In contrast, from the Co and Mn co-doping occurred
an increase in the photocatalytic activity. This difference in photocatalytic behavior
can be perceived through the more significant reduction in the energy of the prohib-
ited band, indicating that double doping promotes the generation of intermediate
levels in the forbidden band favoring the impediment of the recombination of the
photogenerated pairs.
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Froma theoretical perspective, the understanding and controllingof photocatalytic
properties depend on the charge carriers diffusion (D). The D is strictly associated
with the effective mass of electrons (m∗

e ) and holes (m∗
h), as well as the bandgap

values associated with the localization of frontiers crystalline orbitals [63]. Indeed,D
increases as the effectivemass of photogenerated carriers become lighter, reflecting in
enhanced photocatalytic efficiency. Furthermore, the ratio between the effectivemass
of charge carriers (m∗

h/m
∗
e ) is an alternative approach to predict the electron/hole pair

stability as regards the recombination process. In particular, such an effective mass
of charge carriers is extrapolated by fitting parabolic functions for the Conduction
Band Minimum (CBM) and Valence Band Maximum (VBM) [63, 64].

Aiming to investigate the role of Mn-doping on the electronic structure of ZnO,
Density Functional Theory (DFT) calculations at the B3LYP level of theory were
carried out for three bulk models: (i) pristine ZnO; and ZnO:Mn at (ii) at 6.25 and
(iii) 12.5% as illustrated in Fig. 3a–c.

For pure ZnO, the calculated band structure enables us to calculate them∗
h = 0.73

and m∗
e = 0.12, indicating that photogenerated carriers can be separated at different

surfaces. Besides, the doping with Mn promotes a decrease in the effective mass of
holes (m∗

h) = 5.08 at 6.25% andm∗
h = 5.69 at 12.5% of Mn), as the effective mass of

the electrons remains almost unchanged (m∗
e = 0.1 at 6.25 and 12.5% of Mn) [61].

Fig. 3 Orbital-resolved Density of States and Band Structure projections for pristine a and Mn-
doped ZnO at 6.25% b and 12.5% c, respectively
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Thus, it is expected that the recombination of the photo-generated electron/hole pairs
would be difficult once the m∗

h/m
∗
e decrease with the amount of Mn.

However, the doping with Mn induces a significant effect in the VBM due to
the localization of half-filled Mn (3d) orbitals close to the Fermi level, narrowing
the bandgap energy. Moreover, the creation of intermediary energy levels in the
bandgapof pureZnO indicates an excess of defects associatedwith the large structural
distortion resulting from doping.

Therefore, at lower Mn concentrations, the charge carriers diffusion for ZnO:Mn
samples is increased, resulting in superior photocatalytic properties as compared
with higher Mn concentrations, where the excess of defects contributes to enhance
the recombination and reduce the photocatalytic efficiency.

4 Copper Oxide: Influence of pH on the Morphology

Many factors can influence a photocatalytic reaction. For instance, the oxygen
concentration; the reaction medium conditions (pH, solvent); the catalytic surface
(charge, defect, composition); the type and concentration of reactants, adsorption
energy, created product, and light source (wavelength, intensity, distance). Thus, the
key to the success of a catalytic process is complicated. The pH value in aqueous
reacting media is an essential factor. The strong influence in the photocatalytic
activity from the hydrogen activity under the protonation or deprotonation process
of the substrates changes significantly the physicochemical conditions for catalysis.
The key to high efficient catalytic processes is surface energy; the pH factor has a
significant influence on the chemical processes connected to catalytic reactions.

In particular, the Copper oxide (CuO) is a p-type semiconductor material with
small bandgap energy (close to 1.5 eV) that is found with a monoclinic crystalline
structure and space group C2/c [65, 66]. It exhibits an exciting control sunlight
driven photocatalytic behavior as a function of morphology. In addition to its low
bandgap energy, there is high thermal and chemical stability associatedwith excellent
electrical and optical properties [67, 68]. Among the optical properties, theCuOgains
attention because it provides photogenerated charges (e−/h+ pairs) from the incidence
of visible radiation, eliminating the application of external radiation sources, such
as visible and ultraviolet LEDs [69]. On the other hand, the small barrier between
the VB and CB facilitates the recombination between the photogenerated charges
pairs, impairing the photocatalytic activity.Among themost usedways to improve the
photocatalytic activity of theCuO, there is doping, heterostructures, ormorphological
control.

Andrade Neto et al. [70] showed that it is possible to control the CuOmorphology
modifying the pH of the chemical reaction from different surfactants synthesized by
the sonochemical method. According to these results, the increase in pH (~13) is
harmful to a specific morphology, tending to form only small fragments, without a
defined shape. These fragments with undefined morphology have a smaller specific
area than samples obtained at lower reaction pHs, indicating low surface porosity and
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impairing photocatalysis. On the other hand, an increase in the bandgap energy was
observed in the particles fragmented, showing different exposed crystalline planes
different. Each new crystalline plane has new associated surface energy changing the
photocatalytic potential of the material [71]. Thus, through morphological control
is possible to define the best crystalline plane to which it is exposed, optimizing the
photocatalytic property [72].

Another way to control the photocatalytic properties consists of heterostructures.
Such crystalline structure is the junction between two distinct solids to create an inter-
face with molecular tension acting as a potential barrier to prevent the recombination
between electrons and holes pairs. Then, the charges migration is favorable between
the compounds; however, the recombination is difficult. Andrade Neto et al. [73]
showed that the photocatalytic activity of the CuO/AgCl heterostructure is superior
to pure CuO, especially under sunlight radiation. The optimization of the photocat-
alytic activity of the CuO was also observed by Oliveira et al. [74] from a CuO/ZnO
heterostructure. The photocatalytic capacity increased against the methylene blue
dye about 8 × higher than the pure CuO under sunlight. According to Ollis et al.
[75], photocatalytic reactions can be divided into two processes: quantum confine-
ment and photo-efficiency. Quantum confinement is connected to the absorption of
photons used for photoexcitation, while the photo-efficiency deals with the observed
reaction rate.

From the DFT point of view, heterostructures or coupled semiconductors show
often results in photocatalytic efficiency higher than the pure or single materials.
This fact is commonly attributed to heterojunctions or interfaces created between the
electronic structures of the semiconductors improving the spatial charge separation.
Thus, we propose a DFT-based theoretical Z-scheme to schematically represent the
band edge alignment of the CuO/ZnO system, as depicted in Fig. 4.

The photocatalytic properties of the heterostructures are strictly dependent on
band edge alignment associated with the crystalline frontiers orbitals of p- and n-
type oxides. In the case of CuO/ZnO, the results indicate that the heterostructure
exhibits a type-I junction. Indeed, the energy difference between the VBM of both
oxides is 0.72 eV,while the energydifference between theCBMvalueswas calculated
as 0.77 eV, confirming the creation of the band alignment from the insertion of the
intermediary energy levels.

The interpretation of the charges carriers diffusion along the p-CuO/n-ZnOhetero-
junction for the photocatalytic mechanism is essential. At first glance, the narrow
bandgap energy of the CuO induces a sunlight-driven photoexcitation. The electrons
are excited from VBM to CBM, generating an electron–hole pair. In this excited
state, the electrons from p-CuO CBM are transferred to the n-ZnO CBM through the
p/n junction by an electronic decay process. Now, the excited electrons on n-ZnO
CBM are available to react with absorbed O2 molecules generating hydroxyl radicals
(OH•). This mechanism is directed by a reaction channel in which the free electrons
are removed from semiconductor oxide.

On the other hand, the photogenerated holes from n-ZnO VBM are transferred
along the p/n junction being captured in the p-CuO VBM, where they can react with
the absorbed water (H2O) molecules creating hydroxyl radicals (OH•).
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Fig. 4 Schematic band edge alignment of the p-CuO/n-ZnO heterostructure. Furthermore, the
mechanism of the charge transfer under light irradiation, as well as the intermediate reactions for
radical generation, are highlighted

As a consequence, the hydroxyl radicals (OH•) generated from the consumption
of electrons and holes in the VBM and CBM of n- and p-type oxides, respectively,
are free to react with organic molecules of dyes converting these harmful compounds
to eco-friendly CO2 and H2O molecules.

5 Conclusion

The DFT simulations showed here to reveal one of the most promising quantum
mechanical approaches to help in the knowledge of the heterogeneous catalysis
based on semiconductor oxides. The molecular mechanism clarified from an in-
depth theoretical analysis is a contribution to elucidate reaction of water or molecular
oxygen with very singular active surfaces in semiconductor oxide. From the previous
works with CuO and ZnO, more details of this quantum mechanical approach were
commented. Interesting, that the high-level simulation is a pivotal point to improve
the reactions to clean the water and photodegrade dyes or perhaps pesticides.

Then, the heterogeneous catalysis from doping- or heterostructure approaches are
very promising to a new vision on semiconductor materials to environmental remedi-
ation. The extensive possibilities to build crystalline structures with high potential to
create radicals in an aqueous medium is an essential technology to control the pollu-
tant in the world. In this direction, simple oxides such as CuO and ZnO showed to be
a suitable matrix to reach this aim. The high versatility for chemical modifications
ally to new chemical synthetic routes is capable of creating crystalline morphologies
more efficient for heterogeneous catalysis.
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Atomically Controlled Two-Dimensional
Heterostructures: Synthesis,
Characterization and Applications

Swayandipta Dey

Abstract It is well-known that information technology has been the base of our
modern society. For this reason, semiconductormaterials are extremely important and
have a pivotal role in many technologies. Since the fantastic discovery of graphene
in 2004 and the subsequent Nobel Prize for its fascinating two-dimensional (2D)
properties, so far, a plethora of atomically thin 2D-layered materials and Van der
Waals heterostructures has been discovered with rich material platforms; all the
way from metallic (graphene, TaSe2), semiconducting (WSe2, MoS2), supercon-
ducting (NbSe2, FeSe) to topological insulators (Bi2Se3, Sb2Te3). These artificially
created atomically well-controlled low dimensional electronic systems cover several
exciting phenomena in thefield of condensedmatter physics (e.g., such asmagnetism,
superconductivity, topological insulation, and so on). In contrast to its 3D counter-
parts, these materials become strongly renormalized in the strict 2D limit, through
a combination of quantum confinement and enhanced electronic interactions. As a
result, these fascinating compounds exhibit enhanced quantum effects and display
robust interactionswith electromagnetic fields. In this chapter, several state-of-the-art
fabrication methods, both top-down (such as molecular beam epitaxy, metal–organic
chemical vapor deposition,mechanical exfoliation) andbottom-up (colloidal, vertical
stacking, ligand displacement, etc.) will be introduced. Combining different elec-
trical, optical and thermal measurements, the strategic characterization of complex
electronic states down to atomic scales will be discussed. Finally, some of the
recently studied as well as prospective applications of these constantly emerging
smart materials in the field of health (bioelectronics, wearable sensors) and energy
(photovoltaics, optoelectronics) industries will be further discussed.

S. Dey (B)
Department of Physics of Complex Systems, Weizmann Institute of Science, 7610001 Rehovot,
Israel
e-mail: swayandipta.dey@weizmann.ac.il

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
F. A. La Porta and C. A. Taft (eds.), Functional Properties of Advanced
Engineering Materials and Biomolecules, Engineering Materials,
https://doi.org/10.1007/978-3-030-62226-8_7

201

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62226-8_7&domain=pdf
mailto:swayandipta.dey@weizmann.ac.il
https://doi.org/10.1007/978-3-030-62226-8_7


202 S. Dey

1 Introduction

Recent advancements in synthesis and nanofabrication methodologies offer an
exciting prospect of dimensionality control in functional materials. A revolutionary
development in the field of designing new materials lies in flexible construction of
two-dimensional (2D) layeredmaterials and their heterostructures with atomic preci-
sion. Ever since the first isolation of graphene back in the year 2004, a new family
of 2D-materials was born which has started growing at an accelerated rate over the
last decade. As such, the graphene monolayer that was extracted successfully using
a micromechanical exfoliation by Geim et al. [1, 2] triggered an enormous research
interest worldwide due to its varied exotic properties, including high mechanical and
tensile strength, high thermal conductivity, high charge carrier mobility along with
a broadband optical absorption. With more and more researchers giving attention
to developing such artificial 2D materials and their heterostructured analogs, novel
layered materials are rapidly emerging with properties that are drastically different
from their 3D counterparts. With relatively inexpensive production methods, these
atomically thin 2D materials offer new physicochemical and tunable optoelectronic
properties (effective bandgap engineering), all of which can be specifically tailored
by controlling the number of layers present in thesematerials.With its wide variety of
materials ranging from semi-metal (graphene), insulator (hexagonal boron nitride),
semiconducting (WSe2, MoS2), superconducting (NbSe2, FeSe) to topological insu-
lators (Bi2Se3, Sb2Te3), these recently emerging plethora of 2D materials offer a
tantalizing prospect for designing new device architectures ranging from integrated
circuits, flexible wearable electronic devices, optoelectronics, water purification,
photocatalysis to photovoltaics [1–60].

Atomically thin 2D materials are usually united by means of weak van der Waals
forces (similar forces that hold layeredmaterials together) and they potentially offer a
wide combination of fabricating low dimensional heterostructured layered materials
either by vertical stacking or stitching methods [3]. Vertical heterostructures based
on layered 2D materials has been widely investigated by altering various parameters
such as rotation (or, twisting) of different stacking layers, stacking components, layer
thickness, interlayer spacing or stacking modes resulting in tunable physicochemical
and optoelectronic properties. Based on the recent progress on various top-down and
bottom-up strategies for nanofabrication followed by characterization techniques at
hand, we will discuss the advances in the understanding of structure-property rela-
tionships for different manufactured artifical 2D heterostructures. Finally, in this
chapter, we will focus on the extremely diverse and complex set of functional prop-
erties inherent of this new family of designed 2D materials [4]. Figure 1 shows the
plethora of 2Dmaterials that are available along with their electronic band structures
emitting over a wide range of the electromagnetic spectrum.
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Fig. 1 Energy spectrum of various 2D materials with their atomic crystal structures (upper panel)
and electronic band structures (lower panel). Reproduced with permission from reference [4]

2 Synthesis of 2D Materials

Following the first successful synthesis of layered graphene via micromechanical
exfoliation on silicon substrates, the quest for fabricating low dimensional materials
has accelerated ever since, thereby reducing the layered bulk solids down to few or
mono-layered structures.

Vertically stacked 2D layered materials can be fabricated by mechanical stacking
which provides a convenient way of preparing heterostructures by combining mate-
rials of similar morphologies. Besides, chemical vapor deposition (CVD) is another
popular method of designing heterojunctions which provide a facile route of manu-
facturing large-areamechanical assemblies. TheseCVDsynthesized laterally stacked
heterostructures provide a relatively cleaner interface thus attributing to an enhanced
performance when employed in devices.

We will first discuss the preparation methods of several pristine 2D materials.
Followed by that, we then summarize existing protocols for designed van der
Waals heterostructures by state of the art top-down (stepwise mechanical transfer
onto a substrate, micromechanical exfoliation, chemical vapor deposition) and
directed bottom-up (vapor phase deposition, reactive annealing, solution processed
electrostatically self-assembly) growth approaches.
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2.1 Graphene

Graphene has considered as one of themost interesting andversatilematerials that has
been the center of interest over the last several years, especially since the Nobel prize
was awarded in 2010 to Geim and Novoselov for their “groundbreaking experiments
regarding the two-dimensional material graphene” [1, 2, 5, 6]. Figure 2 shows a
representation of how allotropic conversion of carbon materials can be performed.
For e.g. single/multi-layered graphene to single/multi-walled carbon nanotube [7].

Whilst the atomically thin graphene as prepared by Geim et al. [1] via mechan-
ical exfoliation displayed a very high quality layered material, this “scotch-tape”
method itself has a poor output. Thus, in order to scale up its synthesis and applica-
tion, it is imperative to develop an effective and inexpensive method for synthesizing
large-area graphenewith excellent quality and high uniformity. The quality of epitax-
ially fabricated graphene has been considerably improved in recent years wherein
silicon carbide (SiC) has proven to be an effective substrate for growing high quality
wafer-sized graphene sheets [8]. Alternatively, a large variety of materials (Cu, Ru,
Pt, Co, Ir, Ag, Au, Mo, Ta, In etc.) from the periodic table has also been explored
which demonstrated for the growth of graphene via a surface-reaction process or
upon surface segregation of carbon due to cooling of C-metal solid solution by
applying CVD method [9]. Processing parameters that determine the growth mech-
anism include the solubility of carbon in the metals forming the solid solution which
ultimately control the quality, crystallinity, thickness andmorphology of the resultant

Fig. 2 Representation of atomic crystal structures of single and multi-layered layered graphene
and synthetic conversion of graphene to single (SWCNT) and multi-walled carbon nanotubes
(MWCNT). Reproduced with permission from reference [7]
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graphene films. From the graphite oxidation, including protruding oxygen functional
groups, lead to obtaining another material of great versatility for many technological
applications, known as graphene oxide (GO). Yet, this functional material has inter-
esting chemical and physical properties that in turn are usually different than those of
graphene. It has been demonstrated that reducing the oxygen content through chem-
ical, thermal, and other methods, in general, result in obtaining a form of cheaper
and lower quality graphene, so-called reduced graphene oxide (abbreviated as r-GO).
As such, r-GO has been mostly used for fabrication of electrodes (photoanodes) for
water splitting, photocatalysis and photoelectrochemical applications [10–12].

2.2 Hexagonal Boron Nitride (hBN)

Boron nitride (BN) is a known synthetic material by its outstanding properties. In
this regard, particularly the BN can exist in different phases: such as amorphous
(a), hexagonal (h), wurtzite (w), cubic (c) and turbostratic (t). As is well-known,
the hexagonal boron nitride (h-BN) is the most stable among the BN polymorphs
[13–17].

As such, h-BN has been suggested as an ideal non-toxic, electrically insulating
template for 2D devices due to its excellent properties. h-BN, which also is known
popularly as “white graphite”, has a high mechanical hardness and resilience due to
its strong covalent bonding, a wide direct bandgap material (5.9–6.1 eV), a small
lattice mismatch (1.7%) with graphene, high thermal conductivity with superior
lubricating properties. h-BN has been employed in a multitude of device appli-
cations as a transparent membrane, encapsulation material, tunneling barrier, and
dielectric substrate. As such, the atomic layers of h-BN are also considered as an
ideal substrate to graphene, mainly due to their atomically smooth surface and strong
ionic bonding significantly reduce the charge traps on the surface and thus improve
the carrier mobility of graphene by about one order higher than other dielectric SiO2

like substrates [33]. Similarly, the micromechanical cleavage was used to prepared
atomically thin hBN from its bulk counterpart. However, it has been reported that the
small size (e.g. a fewmicrons and even less) and extremely low output of the resulting
hBN flakes limit its applications. Notably, over the past few years, has been reported
the synthesis of h-BN atomic layers by a CVD process. For instance, Song et al. [18]
used a low-pressure assisted CVD (LPCVD) method for the large-scale growth of h-
BN layers. Briefly, the authors using ammonia borane (NH3-BH3) as the sources of B
andN andCu as the substrate. A fewmonths later, Shi et al. [19, 20] reported a similar
approach using borazine (B3N3H6) as the source andNi as the substrate. Recently, the
preparation of large-area uniform h-BN monolayer was usually obtained on Cu and
Pt foils via a LPCVD method [20–22]. Additionally, single crystal monolayer h-BN
up to several microns has also been synthesized on electropolished or pre-annealed
Cu foils [33]. Jang et al. [23] introduced a high-pressure CVD growth mode and
fabricated a large area thick hBN film that was used as a gate dielectric in electrical
devices. Figure 3 shows the crystalline structures of various stable polymorphic forms
of boron nitride (BN).
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Fig. 3 Crystalline structures of various stable polymorphic forms of boron nitride (BN). The
hexagonal form of h-BN is analogous to graphite, cubic form is analogous to diamond whereas the
rare wurtzite form is analogous to lonsdaleite. Source https://www.preciseceramic.com/blog/introd
uction-of-pyrolytic-boron-nitride-pbn/

2.3 Transition Metal Dichalcogenides (TMD) and MXenes

After graphene, transition metal dichalcogenides (TMDs) are, in turn, recognized as
themost studied 2D layeredmaterials. Generally, thesematerials have a hexagonal or
pentagonal lattice and are based on amonolayer of the interest transition metal atoms
sandwiched among two layers of chalcogen atoms.Molybdenum disulfide (MoS2) is
themost famous representative of this family of functional materials. As such, TMDs
constitutes a diverse set of layered materials that are basically formed by more than
40 members, many of which possess a huge variety of functional properties [33].
More recently, TMDs materials and their heterostructures have attracted tremendous
attention in many emerging technologies.

It should be noted that recent advances in the vapor-phase growth of TMDs can in
principle be primarily divided into solid state sulfurization of the interest transition
metal containing films as well as the chemical vapor growth through the reaction
of sulfur and transition metal oxides [24–33]. Thus, from this perspective, MoS2
thin films was first prepared by sulfurizing molybdenum films. In addition to silica,
MoS2 basedonmonolayerwas also grownonnearly lattice-matchingmica substrates,
and the growth was proposed to follow an epitaxial growth mechanism. The prepa-
ration of wafer-size continuous MoS2 films and large single-crystal domains is an
ongoing challenge. BesidesMoS2, many other layered sulfides and selenides, such as
WS2, MoSe2 andWSe2 were also prepared by a similar vapor-phase growth method.
Due to their functional properties tunable by the number of layers, in particular,
TMDs materials are widely desired for potential applications in electronic devices,
sensors, biomedical, water-splitting photocatalyst, and so on. Figure 4 shows the
three-dimensional crystalline representation of transition metal dichalcogenides and
MXenes respectively [24, 25].

https://www.preciseceramic.com/blog/introduction-of-pyrolytic-boron-nitride-pbn/
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Fig. 4 a Three-dimensional representation of structure of transition metal dichalcogenides (MX2).
bAtomic crystal structures of various formsofMXenes.Reproducedwith permission from reference
[24, 25]

MXenes represent an emerging class of 2D materials with diverse functional-
ities of broad interest technological. Particularly, MXenes are based on transition
metal carbides, nitrides, and carbonitrides. Notable examples include mono and
double transition metal of MXenes, such as Ti2C, Ti4N3, Ti3CN, Mo2N, Mo2TiC2,
Mo2Ti2C3, Cr2TiC2, and so on. However, in the case of MXenes with the surface
terminated by Tx functional groups (e.g., O, F, OH, Cl) such as Nb2CTx, Ti2CTx, or
Ti3 C2 Tx, in particular, show similar behavior of conductive clays. Also, these mate-
rials have a hydrophilic nature, mainly due to their surfaces terminate in hydroxyl or
oxygen. Hence, these emerging 2D materials are promising to many technological
applications, including electrochemical sensors, energy storage, chemical catalysts,
field effect transistor sensors, water purification, and so on [25–28].

2.4 Fabrication of Two-Dimensional Heterostructures

(1) Mechanical transfer or Manual stacking method: Following the successful
mechanical transfer of graphene onto silica substrates, all thanks to the inven-
tion of exfoliation and transfer methods of layered materials, the mechanically
and chemically exfoliated 2D nanoflakes can be manually stacked forming 2D
lateral heterostructures with the interlayer van der Waals force hold different
layers together [29–31]. These 2D flakes can be exfoliated and transferred to
different substrates either from their respective bulk forms or isolated from
synthetically grown layers. The mechanical “stripping” method consists of
peeling the stacked graphene sheet from bulk graphite using external forces
such as normal and sheer stress. Various parameters such as stacking order,
thickness of interface, stacking mode, individual thickness of layers play
a critical role in modulating the electrical, conductive and optical proper-
ties of the heterostructured materials. Stepwise mechanical transfer is one of
the most straightforward methods of arbitrarily stacking multiple 2D layers
onto substrates via top-down manipulation of individual nanosheets one by
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Fig. 5 Representation of mechanically assembled stacks of 2D crystals wherein multiple layers are
held together by weak interlayer van der Waals forces. Reproduced with permission from reference
[32]

one. Recent transfer methods such as carrier foil transfer and stamping are
usually variations of certain basic schemes depending on if the initial layer
needs to be transferred from or directly deposited on top of the substrate. In
the case of carrier foil method, ideally the 2D layer is exfoliated on the carrier
polymer (PMMA) layer that is deposited on the target substrate followed by
an etching or peeling off the sacrificial polymer layer and subsequent thermal
release of the 2D layer on the substrate. Another rather straightforward strategy
is to utilize microcontact stamping from polydimethylsiloxane (PDMS)-based
elastomeric stamps attached to a self-releasing layer and involving a successive
dry transfer of 2D layers on a target substrate. Usually, the mechanical transfer
methods lead to turbostatically disordered heterostructured stacks. Although
these methods have been implemented so far for various combinations of 2D
layers and nanosheets, most of the designed heterostructures in large part are
restricted to two to four monolayers. Figure 5 shows the schematic representa-
tion of mechanically assembled stacks of 2D crystals in a layer by layer fashion
held unitedly from the weak van der Waals forces [32].

(2) Direct growth method: The mechanical exfoliation method, although creates
a facile route in producing high quality 2D crystals, it still remains challenging
in various aspects like controlling the location, layer number or interfaces; and
therefore, alternative pathways towards designing van der Waals heterostruc-
tures has been recently developed. Directed bottom-up fabrication via vapor-
phase deposition methods has proven to be a versatile tool in designing such
2D heterostructures [33, 34]. CVD is one such technique that allows direct
synthesis of various 2D heterojunctions with either vertically stacked or later-
ally stitched interfaces. Vertically stacked heterostructures with cleaner inter-
face can be designed with CVD growth process wherein the principal growth
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mechanism is via van der Waals epitaxy [35, 36]. Initial vertically stacked
2D heterostructures were based on graphene/hBN which shared similar lattice
constants. Yang and co-workers [37] has implemented a plasma assisted depo-
sition method to grow a single domain graphene on a hBN substrate. In this
case, particularly the size of graphene and the preferred orientation is strongly
dependent on the area of underlying h-BN. Moreover, Shi and co-workers
[19] have obtained a vertically stacked MoS2/graphene structure via thermal
decomposition of inorganic Mo-based precursors on graphene surfaces. But
even with higher lattice mismatch, MoS2 has proven an efficient growth on
graphene substrates since the vertical epitaxial growth can tolerate crystallite
orientation during the growth process and can accommodate extra epitaxial
strain. Direct synthesis of other layered materials including TMDs (MoS2,
WS2), hBN on graphene has been fabricated using CVDwherein SiC substrate
has proven to be an efficient growth platform for the underlying graphene. It has
been observed that morphology of graphene plays an important role affecting
the overall growth and properties of top heterostructures wherein strain, wrin-
kling and defects on graphene surfaces serve as the nucleation centers for
the growth of other layered materials on top of it. Other methods such as
thermal vaporization of powdered precursors andmetal organic chemical vapor
deposition (MOCVD) has been also incorporated in growing multilayered
vertically stacked heterostructures such as WSe2/MoS2/graphene and others
with varied combinations of heterojunction such as semi-metal/semiconductor
(graphene/MoS2), semi-metal/insulator (graphene/hBN) and both layer as
semiconductors such as WSe2/MoS2 etc. Besides vertical stacking, laterally
stitched heterojunctions can be also fabricated using CVD method. hBN has
been grown on pre-patterned graphene surfaces by Levendorf and coworkers
[38] wherein in-situ scanning tunnelingmicroscopy (STM) has been utilized to
study the lateral junction and it was observed that lattice strain can be released
along the lateral direction. Early demonstration of lateral heterojunctions were
based on multiple TMD materials such as MoS2/MoSe2, WS2/WSe2 which
were fabricated by physical vapor transport with either by sequential source
switching or by using mixed precursor sources [39, 40]. Figure 6 depicts the
schematic representation of 2D materials using direct growth strategies like

Fig. 6 Schematic representation of the synthesis of 2D layered materials using CVD and epitaxial
growth on the substrate. Reproduced with permission from reference [32, 41]
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CVDwherein precursors are used to grow the 2D crystals on various substrates
[41].

(3) Reactive annealing method: van der Waals heterostructures and their super-
lattices can be fabricated by modulated elemental reactant method wherein
elemental sources are deposited, followed by subsequent annealing, which
enables growth of new binary and ternary 2D layered compounds. This
design strategy, which was developed by Johnson and coworkers [42] has
widely been used to obtained a series of mixed chalcogenide superlattices
of the [MX2]m[MX2]n type, such as [NbSe2]6[TiSe2]6. As such, this tech-
nique involves controlled interfacial nucleation of specific building blocks
followed by mild annealing resulting in a metastable layered heterostructures.
More specifically, this is a non-epitaxial process that is usually applicable
to compounds with great disproportionate chemistry and dissimilar crystal
structures requiring any high growth temperatures, unlike the molecular beam
epitaxy [42, 45].

(4) Electrostatic assembly/layer-by-layer assembly method: The bottom-up
approach of self-assembly based on charged nanosheets and polyelectrolytes
into artificially stacked heterostructures haswidely been pursued since the early
90 s. Ionically bonded and oppositely charged materials that are amenable
to the solution and colloidal processing with three main techniques that
has been developed, including flocculation, electrostatic layer-by-layer (LbL)
and Langmuir–Blodgett (LB) transfer to create lamellar heterostructures [43,
44]. The simplest method among them is Flocculation, which creates disor-
dered lamellar layered heterostructures, whereas in electrostatic LbL assembly,
heterostructured assemblies are created via sequential adsorption of molec-
ular thin layered materials. Another versatile tool of fabricating molecu-
larly thin films at air/water interface is on target substrates with precision
at sub-nanoscale is via LB transfer of monolayers with amphiphilic molecules.
Figure 7 depicts the schematic illustration of wet-chemistry based assembly
methods for synthesis of heterostructures [45].

3 Electronic Band Structures and Electrical Properties
of 2D Layered Materials

Nowadays, our societal lives have been constantly driven by interconnected electrical
devices with high switching speed, low power consumption and large processing
capabilities. And most of these devices rely on the advancement in semiconductor
industry,which provides such capabilities in the formof transistors, variable resistors,
capacitors, piezoelectric materials etc. Most of the recently developed novel 2D
materials since the first discovery of graphene, the quasiparticles observed in these
materials can be described as massless relativistic Dirac fermions [6]. Beside the
Dirac fermions, other interesting properties including large spin–orbit coupling with
gap openings at Dirac points lead to significant quantum Hall spin effects in recent
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Fig. 7 Schematic illustration of three wet-chemical assembly schemes for heterostructures
composed of ionic a–c and/or nonionic c nanosheet building blocks: a flocculation, b electro-
static layer-by-layer assembly, and c Langmuir–Blodgett transfer. Reproduced with permission
from reference [45]

experiments [46, 47]. It is therefore quite obvious that the properties of 2D materials
will pose remarkable changes as compared to their 3D bulk counterparts. Thus, based
on their specific requirements and utilization in various innovative applications, these
novel unexpectedproperties need tobe investigatedmore elaborately at the nanoscale.
Therefore, electrical characterization is an important tool to analyze and measure a
wide variety of electrical properties in a material or device. Among them, electrical
conductivity is a primordial characteristic feature which is dependent on material
thickness, doping variant (and dopant concentration) and temperature. Using either
direct (DC) or alternating (AC) current, the electrical properties such as electrical
conductance, resistivity, Hall effect, capacitance, etc. of the materials and devices
can be measured. In order to analyze electrical resistivity, few reliable methods such
as two-point (on a wire-based or for uniform cross-section geometries) and four-
point (also known as Hall effect) probe methods are commonly used. With the four-
point probe method, it is also possible to measure other parameters such as carrier
mobility, dopant concentration without actually destroying the sample. Capacitance–
Voltage (C-V) characteristics is another method that provide key information of the



212 S. Dey

Fig. 8 a Electronic band structures indicating location of Dirac points with valleys present in
conduction and valence bands of graphene. bElectronic band diagramswith theoretically calculated
density of states using first principles calculation based on DFT method and type of bandgaps
(direct/indirect) as observed in transition metal dichalcogenides. Reproduced with permission from
reference [48, 49]

device being testedwhich is analyzed via several approaches such asmulti-frequency
capacitance, capacitance-frequency and capacitance-time.

Generally, the electrical properties of a solid has an intrinsic correlation with
its electronic band structure. As such, the allowed electronic states for these struc-
tures are usually represented through valence (VB) and conduction (CB) band states.
By solving the quantum mechanical equations for a periodic crystal, one can predict
the electronic band structures by taking into consideration of electronic states present
between the VB and CB. Typically, the energy bands of electronic materials can
broadly be classified with the base on the types of wavevectors as: (1) direct bandgap
wherein the electrons and holes in CB and VB both possess the same wavevector or
if the momentum of the electrons and holes are the same, and (2) indirect bandgap
where the energy levels of the top of VB and bottom of CB are a little misaligned
having different wavevectors or dissimilar momentum values. The electrical prop-
erties can be widely tuned through proper band gap engineering thereby controlling
or altering the bandgap of the material. Figure 8 shows the schematic representation
of electronic band structures of graphene and transition metal dichalcogenides [48,
49].

In addition, it is well-known that the bandgap of the 2D layered materials can
be also modified by strain effect. As a result, the strain on 2D structures leads to
an upper tunable bandgap. An increase in electrical conductance by adding strain
and bending the material with additional changes in the transport properties and
bandgap has been observed in 2D like materials. This strain can in principle be
converted into work function directly modifying the bandgap of the material by
contributing to the energy dispersion model. As such, the electrical conductivity of
2D layered materials is directly related to the bandgap space, and in general, it can
naturally occur due to a typical semiconductor behavior or being often induced by
structural modifications (hence such as doping, defects, or functionalization) that
change of electronic band-structure of such systems. In all cases, the smaller the
bandgap value of the designed 2D structure, the greater the electrical conductivity
of the material.
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Fig. 9 a Representation of honeycomb lattice structure of graphene. b Reciprocal lattice in the
first Brillouin zone with K and K′ points wherein the Dirac cones are located at the intersection of
these points. c The graphene π-band dispersion in three-dimensional representation as calculated
with the original tight-binding approach. Reproduced with permission from reference [50, 51]

Graphene, a zero-bandgap two-dimensional material consisting of single-layer
C-atoms wherein the crystal structure constitutes the in-plane σ bonds between two
C-atoms with sp [2] hybridization. The half-filled unhybridized π-bond along the
vertical or out-plane pz orbital axis makes the dominant contribution to electrical

conductance in the transport. The two sublattice corners, �K and
−→
K′ exhibit different

valleys in the energy contours of the first Brillioun zone condition as represented
pictorially in Fig. 9 [50, 51]. By using the first order tight-binding approximation
analysis, the electronic band structure of the covalent solid system can be constructed
by taking into consideration of pz orbital interaction. The energy dispersion relation
can be calculated from the Bloch wave equation, for such relativistic quasiparticles,
it can be simplified as:

Ek =
√
m2

0 + h2k2

4π

Notably, the condition Ek = 0 occurs at six corners of the boundary in the first
Brillioun zone.When the Fermi level EF is located in this natural point, theπ andπ∗-
bandmeet each other at the �Kand

−→
K′points, representing a zero-gap semiconductor or

a zero-overlap semimetal. Because the half-filled π-bands exhibit a linear dispersion
around the natural Dirac points, the carrier density can be easily tuned by applying
back gate voltage. Due to shift in the Fermi energy level in response to the back-
gate voltage, Vg (V) the transport carrier is contributed by either electrons or holes
depending on the sign of gate voltage (whether positive or negative) causing a change
in resistivity, ρ (k�)with finitemaximum resistance located at the naturalDirac point.
For transition metal dichalcogenides (MoS2, MoSe2), the charge carrier mobility in
their bulk forms show in the range of 200–500 cm2/Vs. Recent experiments that has
been carried out at room temperature observed a decrease in charge carrier mobility
down to 0.1–10 cm2/Vs due to the charge carrier traps present at the interface between
the TMDCmaterials and the substrate. Although,WS2 shows amuch highermobility
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Fig. 10 a Schematic view of the single-layer MoS2 based field-effect transistor (FET) device with
gating response curve of the device (plotted gain vs input voltage)bExperimental data on graphene’s
conductivity (left: raw data on the measurement of resistivity of an exfoliated graphene sheet, right:
fit of the conductivity curve). Reproduced with permission from reference from reference [52, 53]

due to its reduced effectivemass.A recent report onWS2 based transistor estimated its
charge carriermobility to be around 44 cm2/Vs. It is essential to perform andmeasure
temperature dependent electrical properties (carrier mobility) of these materials in
order to understand their charge carrier conduction mechanisms. In fact, one of the
most direct ways to access electrical properties is to incorporate these 2D layered
materials into FETdevices [52]. In thismulti-terminal electronic device, the current is
injected by applying the voltage between source and drain electrodeswhile the charge
density and Fermi energy level is modulated using the gate electrode. Such electronic
circuits using direct bandgap based 2D TMDCs has been demonstrated earlier by
Radisavljevic et al. [53]. In 2014, Ovchinnikov et al. [54] performed temperature-
dependent mobility studies of WS2-based FET devices and the results were fitted
to theoretical equations to study the conduction mechanisms. It has been observed
that the current conduction mechanism in MoS2 and WS2 based FETs are similar.
While MoS2 is usually the n-type, p-type FET devices based on WSe2 has been also
realized with a room temperature hole mobility of 250 cm2/Vs as well as n- type
WSe2 transistors with a room temperature mobility of 142 cm2/Vs. Brumme et al.
[55] has presented a study on field-effect doping and its influence on the electronic
and transport properties of MoSe2 and WSe2 and it was observed that doping had
a minor influence on the structure of the material. Figure 10 shows the schematic
illustration of FET devices based on single layer MoS2 and graphene respectively
[52, 53].

4 Thermal Properties of 2D Layered Materials

With the discovery of graphene leading to an upsurge in the development of other 2D
layeredmaterials such as TMDs,MXenes, hBNand their associated heterostructures,
the thermal properties of these unique artificially created materials arising from
the phonon transport properties. Thus, from this perspective, a better and deeper
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understanding of the heat energy transfer process in such materials, in particular, has
become a hot issue in chemistry and materials science research and hence can drive
the emergence of new technologies in the future.

Despite its tremendous success, graphene still faces some severe problems related
to the nature of their bandgap. As such, it is well-known that the current tech-
nology is based on silicon, which is a typical semiconductor material. Therefore,
this can generate some incompatibilities for graphene. Alternative analogs which
has been explored recently are silicene and phosphorene. Silicene, the Si counter-
part of graphene, possesses a 2D structure that can smoothly solve the problems as
mentioned earlier and hence has received a huge interest lately. Current research has
focused on characterizing the thermal transport property of silicene structures, due to
its enormous relevance in electronic applications. In comparison with the graphene,
the silicene shows novel thermal transport properties. With such abnormal physical
property, primarily stemming from its unique low buckling structure, silicene may
enable opening up entirely new possibilities for revolutionary electronic devices
and energy conversion materials. We discuss about thermal conductivity which is
associated with the material’s thermal properties. Graphene which has exhibited
high thermal conductivity has great potential in the applications including electronic
cooling and nano-/thermoelectric composites. Xie et al. [56] derived the thermal
conductivity of silicone from first-principles. As such, the thermal conductivity of
monolayer silicene at 300 K to be 9.4 W/mK, which is, of course, much smaller than
bulk silicon. Thus, the contributions from in-plane and out-of-plane vibrations related
to thermal conductivity were properly quantified in this investigation. As a result, the
authors concluded that the out-of-plane vibration, in particular, contributes with the
less than 10% of the thermal conductivity [56]. Hence, the difference is explained
by the presence of small buckling, which breaks the reflectional symmetry of this
structure. Based on this information, silicene can be considered more interesting
than graphene in terms of thermoelectric application. In fact, this is due to their
high electrical conductivity and low thermal conductivity of silecene compared to
graphene, and can in principle be attributed to its buckled atomic structure. As yet,
silicene synthesis is a considerable challenge. However, various numerical simu-
lations suggest that the silicene’s thermal conductivity range from 5 to 69 W/mK
at about 300 K. In this regard, the thermal conductivity has been basically calcu-
lated by two strategies: anharmonic lattice dynamics (ALD) andmolecular dynamics
(MD) simulations. In particular, the results obtained by MD calculations are gener-
ally larger than those obtained by the ALD. As such, this discrepancy is probably
due to the strong normal scattering near the zone center in 2D materials. Xie et al.
[56] have reported the combination of first-principles-based ALD method with BTE
as a strategy, which has resulted in a more accurate value to the thermal conduc-
tivity of silicene lattice. Because of the development of the calculation method, in
particular, the BTE can in principle be iteratively solved. This procedure reflects the
process of the redistribution of phonon modes driven by the heat flux. First princi-
ples based thermal transport modeling has also been implemented by Lindsay et al.
[57] in order to analyze the lattice thermal conductivity of strained and unstrained
graphene wherein the temperature and size dependence showed good agreement
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with the calculated parameters. Yet, in all cases, the underlying mechanisms are still
not well understood. According to the iterative BET solution, the silicene’s thermal
conductivity for three finite sizes (i.e., 0.3, 3, and 30 μm) range from 15–30 W/mK.
On the other hand, Gu et al. [58] has also calculated the silicene’s thermal conduc-
tivity using the first-principles-based BTE approach. As such, the obtained results
are similar in terms of magnitude for silicene’s thermal conductivity. In compar-
ison with graphene, the silicene’s thermal conductivity have a logarithmic increase
with respect to the sample size (mainly due to the small scattering rates of acoustic
in-plane phonon modes), while that for the graphene is finite [58].

Phosphorene, the single layer counterpart of black phosphorene (BP), is another
interesting 2D structure due to high carrier mobility proved by experiments and a
large direct bandgap (~1.5 eV), which makes it promising for lots of nanoelectronic
applications [59, 60]. There have been some experimentswork on themeasurement of
the thermal conductivity of bulk BP and phosphorene filmswith different thicknesses
[61, 62]. Time-resolved magneto-optical Kerr effect by Zhu et al. [58] reported
results of the anisotropic thermal conductivity of BP along three primary crystalline
orientations and attributed that the strong anisotropy of thermal transport in BP can
be attributed to the structural-asymmetry-induced group velocity variations along
different crystalline orientations, and the relaxation time variation induced by the
direction of the applied temperature gradient.

The thermal conductivity of monolayer phosphorene has been theoretically
reported. For instance, Liu et al. [63] studied the influence of orientation on the
thermal transport properties of phosphorene sheets for a set of crystal chirality
(ranging from 0.0° to 90.0°). In this study, they are using the Boltzmann trans-
port equation (BTE) associated with the first-principles calculations. As a result,
the intrinsic thermal conductivity of phosphorene sheets as a function of the crystal
chirality has a sinusoidal behavior among 48.9 (0.0°) and 27.8 (90.0°) W m−1 K−1

[63]. As of yet, the exact value of the thermal conductivity ofmonolayer phosphorene
is still unclear in the literature. However, as expected, the thermal conductivity for a
monolayer of phosphorene is similar in terms of magnitude to silicene (~20 W m−1

K−1). At the same time, this value is about two orders of magnitude lower than
graphene (3000–5000 Wm−1 K−1). About 85% of the thermal conductivity is given
by phonon modes in the region below the gap. Particularly, for the case of graphene,
the phonon scattering processes involving odd number of FA modes that in turn are
not allowed due to the symmetry-based phonon–phonon scattering selection rule. In
relation to graphene, in particular, the symmetry-based phonon–phonon scattering
selection rule is, of course, broken by the hinge-like structure of phosphorene, i.e.,
resulting in a large scattering rate of FA, among which leads to its small contribution
to the thermal conductivity.
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5 Optical Properties of 2D Layered Materials

In this section, a brief overview of the various optical techniques widely used in
the characterization of 2D layered materials will be discussed. Depending on the
frequency of excitation, it is well-known that the optical techniques can be catego-
rized [60–84]. For example, in the terahertz (THz) frequency range, time-domain
THz spectroscopy wherein the electric field (both amplitude and phase) is measured
as a function of time can deduce information on intraband electronic transitions and
free charge carrier mobility. By Fourier transform of the electric field in the time
domain, it yields the spectrum in the frequency domain. On the other hand, Fourier-
transform infra-red (FTIR) spectroscopy with having no direct access to electric field
provides information on light intensity, and therefore as a result in order to obtain
a complex dielectric response, Kramers–Kronig analysis is further required. FTIR
spectroscopy probes the lattice vibrational modes and the low energy interband elec-
tronic transition and plasmonic resonances in 2D materials. Whereas, using Raman
spectroscopy, one can probe these excitations occurring via the inelastic Raman
scattering process.

One of the most exciting properties of 2D TMD materials based on the mono-
layer is the valley degree of freedom which arises from the non-equivalent valleys
around atK andK′ points of theBrillouin zone due to breaking of inversion symmetry
and spin–orbit coupling [64–66]. Due to such characteristic feature, a novel field of
study such as valleytronics deals with how valley index of electrons, valley pseu-
dospin modulates the optoelectronic behavior and could be extended in applications
analogous to spintronics. Due to large momentum differences in the valleys charac-
terized by novel optoelectronic, magnetic (valley spin) and valley electrical conduc-
tance (Hall effect) properties, these 2D monolayered materials can act as an index
of carriers, e.g. in data storage and information technology-related devices.

The electronic structure of graphene was first described using a tight-binding
approximation model characterized by massless Dirac fermion Hamiltonian at K
and K′ points of the Brillouin zone, H = νF

−→σ. �k where νF is the Fermi velocity,
�σ denotes the Pauli matrices and �k is the wave propagation (crystal momentum)
vector. Intrinsic (undoped) graphene has its Fermi level located at the tip of the Dirac
cone. The Dirac Hamiltonian leads to the distinctive half-integer quantum hall effect
and the linear dispersion results in quantum hall plateaus at energies proportional
to sgn (N)

√|N | where N is an integer and sgn (N) is the sign of N. Optically, the
linear energy dispersion produces a constant interband contribution to the optical
conductivity of σ = π G0/ 4 [80].

Recently discovered, the monolayer transition metal dichalcogenides MoS2,
MoSe2, WS2, and WSe2 form a novel class of atomically thin materials that share
many common structural, electronic, and optical properties. Similar to the bulk,
the interband transitions at the K and K′ points of the Brillouin zone of monolayer
TMDCs, where the valence band is split by spin–orbit coupling, give rise to the A and
B peaks in the optical absorption spectra. On the other hand, the monolayers exhibit a
number of important physical properties that are very distinct from the corresponding
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bulkmaterials [80].MonolayerMoS2 is a direct-gap semiconductor, in contrast to the
indirect-gap bulk MoS2. This indirect to direct bandgap transition was first observed
through the shift of the indirect PL feature with layer number and a dramatic increase
in the photoluminescence efficiency in the monolayer compared to the bilayer and
the bulk. Heinz and co-workers [67] first observed that in atomically thinMoS2, with
decreasing thickness, the indirect bandgap, among which prevails below the direct
gap in the bulk material, shifts upwards in energy by more than 0.6 eV. Yet, this leads
to a crossover to a direct-gap material in the limit of the single monolayer. In case
of 2D MoS2 monolayers, the exciton Bohr radius is of 9.3 Å and the binding energy
is 570 meV; in general, such values are much larger than a conventional quantum
well (e.g., GaAs) [68, 69]. This applies to exciton binding energies of other stable
TMDs in form of monolayers in which are on the order of hundreds of meV. Due
to the enhanced electron–hole interaction in 2D layered TMDs, such systems have a
quasiparticle bandgap as well as the larger binding energy of exciton compared to the
3D bulk. It should note that the large binding energy for the exciton emission in such
materials is specifically equal to the quasiparticle bandgap subtracted by the binding
energy, and thus, it corresponds to the optical bandgap [70–72]. Figure 11 shows the
exciton and bandgap dependence on optical absorption and valley dependent optical
selection rules in 2D TMD materials [71, 72].

As is well-known, the MoS2 monolayer emits light strongly resulting in an
increase in luminescence quantum efficiency as compared to bulk material. In the
thin monolayer regime, 2D TMD materials show strong photoluminescence indi-
cating indirect to direct bandgap transition and exhibiting quantum confinement in

Fig. 11 a Real-space representation of electrons and holes bound into excitons for the three-
dimensional bulk and a quasi-two-dimensional monolayer (left panel), Schematic representation
on the impact of dimensionality on the electronic and excitonic properties, by optical absorption.
The transition from 3D-to-2D is expected to lead to an increase of both the bandgap and the exciton
binding energy (right panel) b Schematics of the valley-dependent optical selection rules and the

electrons at the K and K′ valleys that possess opposite Berry curvatures
−→
� . The orange arrows

represent the clockwise and counterclockwise hopping motion of K and K′ electrons. Reproduced
with permission from reference [71, 72]
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this d-electron system. The breaking of inversion symmetry in the case of MoS2
monolayer gives rise to valley contrast for the Berry curvatures and orbital magnetic
moment, that is, allowing the contrasted circular dichroism of K (K′) points in
momentum space [73, 74]. As such, the VB splits into two bands for 2D layered
TDMs, in principle, likely is due to the spin–orbit coupling. In contrast, the upper
and lower bands is typical of electrons with opposite spin directions. Meanwhile,
the inversion symmetry breaking and electronic spin directions (in these two bands)
usually are inverted in the K and K′ valleys. Also, it should note that the VBs in the K
andK′ valleys are time-reversal, fromwhich leads to a circularly polarized dichroism
[72, 75]. Thus, a new degree of freedom and the valley Hall effects of TMDs appear.
Hence, in this case, the K and K′ valleys correspond to distinct electronic states with
opposite momenta. The two valleys were predicted theoretically to be independently
addressable by optical helicity as was then demonstrated experimentally by circular-
polarization resolved photoluminescence spectroscopy [39, 76, 77]. By pumping
one of the two valleys using circular polarized light, unequal transient valley popu-
lations can be created. Xiao et al. [78] showed that in monolayers of MoS2 and other
group-VI dichalcogenides, interband optical transitions have frequency-dependent
polarization selection rules which allow selective photoexcitation of carriers. Partic-
ularly, photoinduced spin Hall and valley Hall effects can in principle be used to
produce long-lived spin and valley accumulations at boundaries on the sample, as
well [78]. Second-harmonic generation (SHG) optical spectroscopy serves as a non-
invasive and all-optical technique and has extensive applications in many fields of
research that are ranging from detecting the structures to nonlinear optical devices.
Yet, it should be noted that in case of the 2D materials (such as MoS2, WS2, and
WSe2) have found an unique SHG properties, such as an odd–even layer depen-
dent intensity, polarization effect, edge effect and also exciton resonance effect
[79–81]. The strongest SHG comes from monolayer TMDs and intense SHG is
observed on odd numbered layers only. The dramatic even–odd oscillation pattern
of the SHG from 2D TMDs is the direct evidence for the variation of structure inver-
sion symmetry, which is consistent with the presence (absence) of spatial inversion
symmetry in even-layers (odd-layers). The third-order nonlinearities of mono- and
few-layer WS2 have been explored by the two-wave mixing technique, where the
opticalKerr effect plays an important role. The strong harmonic generation properties
enable the nonlinear microscopic investigation of these layered materials with the
significantly enhanced contrast and the reduction of the potential substrate-induced
light interference and such nonlinear optical microscopic approaches can be used
to probe the diverse properties associated with structural symmetries such as thick-
nesses, orientations, edges, stacking orders, grain boundaries, and sizes of these
layered crystals and their heterostructures as represented in Fig. 12 [80, 82].

Raman and infrared (IR) spectroscopy are the major techniques to evaluate the
vibrational modes. Raman spectroscopy has been established as an accurate and
non-invasive technique of thickness characterization as well as a versatile method
to study the phonon modes in 2D materials. As such, the Raman peak positions,
intensities, and full widths at half maxima (FWHM) can directly reflect the layer
number, stacking order, crystalline orientation, and applied strain of the 2Dmaterials.
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Fig. 12 a Schematic representation and data plots showing the dependence of optically measured
SHG response on the orientation and layer numbers in atomically thin layers of hBN and MoS2.
b Experimentally measured layer dependent decay transient plots of photoexcited carriers in few-
layers of MoS2. Reproduced with permission from reference [80, 82]

Similarly, Raman spectroscopy has also been used to study the anisotropic in-plane
structure and optical properties of 2D materials with low symmetry. Raman spectra
of graphene exhibit a structure characterized by two principle bands designated as the
G and 2D bands. Also, a third band, the D band may be apparent in graphene when
defects within the carbon lattice are present. Usually, there are differences in the
band positions and the band shapes of the G band 2D bands, as well as in the relative
intensity of such bands that differ significantly. Consequently, this provides essential
structural information at short-range. Note that the Raman spectra demonstrate the
ability to differentiate among single-layer graphene and graphite. The huge utility of
Raman spectroscopy lies in the ability to differentiate single, double, and triple-layer
graphene structures. For instance, it is well-known that the Raman spectroscopy
is capable of determining layer thickness for graphene of fewer than four layers.
Intensive research efforts focus on four characteristic Raman active modes of TMD
crystals, namely theA1g,E1

2g,E
2
2g, and B2

2g modes. It is found that all the 2Dmaterials
are belonging to triclinic, monoclinic, orthorhombic, and tetragonal crystal system
show polarization-dependent Raman scattering. It additionally is important to point
out that the anisotropy here refers to the in-plane (xy plane) anisotropic structures of
2Dmaterials. On the other hand, for thin samples of only a few layers, the anisotropic
Raman scattering can, in principle, be widely used to identify the crystalline orienta-
tion of anisotropic 2D materials according to the angle-dependent Raman scattering
efficiency. Besides, studies have suggested that periodic variation of Raman intensity
of layered materials is also affected by photon-phonon interactions, and is related
to the sample thickness and excitation energy [83]. Further, optical birefringence in
anisotropic materials should also be considered in the polarized Raman scattering
studies of anisotropic 2D materials [84]. For the polarized Raman spectroscopy of
anisotropic optical crystal, the polarization states of the incident and scattering light
in the Raman scattering process will both be altered due to the birefringence effect.
The robust circular dichroism is the consequence of interplays among spin, valley,
and layer degrees of freedoms, though the detailed mechanism is not clear yet.
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6 Potential Applications of 2D Layered Materials
and Their Heterostructures

Research has been fueled in the applications of 2D layered materials and their
heterostructures are in general as diverse as their components. Currently, primary
research directions are busy exploring (a) the miniaturization of devices based on
the integration of 2D building blocks and (b) the designed of hybrid materials for
a huge variety of renewable energy applications, including photocatalysis, battery
materials, (super)capacitors, and thermoelectric devices. As is well-known, the func-
tional properties of high-quality 2D material usually depend of synthetic conditions
used in preparation and processesing and hence provide a superior control of inter-
facial electronic band, mutli-layer alignment, as well as their imperfections, which
are in theory different for each desired application [45].

(a) Optoelectronic devices: A huge variety of 2D layered materials with tunable
bandgaps (including the indirect-to-direct transition at the monolayer regime),
large binding energies of the exciton, as well as, work function are widely
available in the realm of nature. Also, these functional materials with versatile
optical properties, it gives us the enormous possibility to design a multitude of
optoelectronic devices such as photodetectors, solar cells, LEDs, single-photon
sources and laser using these 2D layered materials. Based on the spatially split
electrostatic gating of single TMD channel, earlier words demonstrated their
optoelectronic device applications such as solar light harvesting and visible
light-emission [39, 85, 86]. With the development of new fabrication methods
yielding the ability to assemble 2D layers vertically, it is an important stepping
stone for the realization of miniaturized, flexible/stretchable electronic and
optical devices with a high density of functional components being stacked
in the form of legos in both vertical and lateral dimensions. As such, the
on-chip integration of various 2D materials is, of course, vital to obtaining
more complex (opto)electronic circuits, opening the door to high-speed, low-
power dissipation devices operating at the ultimate size scaling limit [45].Most
conventional semiconductor-based heterojunctions where the active emitting
layers are either stacked or form planar arrangements have widely been used
in the form of various optoelectronic devices. However, in conventional semi-
conducting materials, the form of heterojunction (HJ) due to limited by lattice
mismatch. On the other hand, it is well-known that the layered TMD mate-
rials possess supreme advantages in altering crystalline orientations to design
artificial vertically stacked heterojunctions, since such systems are formed by
weak interlayer van derWaals forces and covalent bonds between the layers. In
2014, Gong et al. [87] first synthesized a TMD vertical HJ (WS2/MoS2). The
authors reported the growth temperature of vertical WS2–MoS2 HJs (850 °C)
is higher than that of lateral HJs (650 °C). Later, Yang et al. [88] achieved the
largest lateral size (on the millimeter scale) reported in the literature for the van
der Waals epitaxial growth of SnS2/WSe2 vertical bilayer p–n junctions with a
lateral size on the millimeter scale, which represents the largest size reported.
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Based on the large-scale vertical HJs, they integrated three kinds of devices
on one large-scale HJ flake. As expected, the mobility and photoresponsivity
performance for the HJ devices significantly improved compared to pristine
WSe2. Also, the aforementioned p-WSe2 (p-type semiconductor)/MoS2 (n-
type semiconductor) heterojunction was the first reported light-emitting device
based onheterostructured 2D layered semiconductors.Cheng et al. [89] showed
that the electroluminescence (EL) occurred by hot electrons or recombina-
tion of electrons and holes injected in each layer depending on the applied
voltages. Researchers at the University of Manchester [90] proposed another
strategy of building 2Dvan derWaals heterostructures by bandgap engineering.
In this study, 2D layered TMDC/h-BN/graphene heterostructures were fabri-
cating to LEDs applications. In this device, the atomic-scale single quantum
well was built by using the h-BN as a barrier and the monolayer TMDC as
an emitting layer. By repeating the sandwiched h-BN/TMDC/h-BN structure
several times, they managed to fabricate the MQWs or superlattice structures,
which exhibited the external quantum yield of about 10%, comparable to that
of the organic LEDs [90]. BP single crystals, which possess thickness inde-
pendent direct bandgap with a wide range between 0.3 and 2 eV has been
suggested as a potential luminescent material for nanofabrication of 2D LEDs
in the mid-IR range. In a study by Xia et al. [91], wherein BP layer with
a narrow bandgap was sandwiched between the electron-injecting MoS2 and
hole-injectingWSe2 layers with larger bandgap than BP, enabled both efficient
injection and confinement of charge carriers. These results suggested that van
der Waals 2D layered heterostructures can in principle be widely applied to
build various high-efficiency LED devices.

(b) Solar energy harvesting and conversion: Note that the 2D layered semi-
conducting materials are being recently considered as potential candidates
for photovoltaic devices applications due to their large surface area, free of
dangling chemical bonds and efficient photoabsorbers of solar light [92–102].
TMD materials has been applied in solar cells in the form of Schottky or p–
n junction that acts as an interface for separating of photogenerated charge
carriers. For the Schottky junctions, the TMD semiconductors adjoins a metal
or graphene electrode. In a study by Yu and co-workers [92], the MoS2/metal
(Au) based Schottky-barrier solar cell (with about 220 nm thickness for MoS2)
demonstrated a power conversion efficiency (PCE) of about 1.8%. Whereas
in another study by the same group, the WS2/graphene based photocell was
able to yield a relatively higher PCE of approximately 3.3% employing a 37
nm thick WS2 nanosheet with a multilayer graphene contact [93]. In addition,
TMDmonolayers were predicted to absorb 5–10% of incident sunlight, which
is almost one order of magnitude higher than the conventional GaAs or Si of
similar thickness [41]. In fact, an independent study showed better photoab-
sorption and charge carrier trapping properties that could be possible in just 1
nm thick ultrathin solar cells comprising MoS2/graphene stacked monolayers
with a PCEof about 1% [94]. Particularly, the type-II electronic band alignment
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and van der Waals based lateral p-n heterojunctions have also been demon-
strated. For a monolayer WSe2 p–n diode, the PCE was estimated to be around
0.5%.More specifically, the solar cell based onmonolayer of stackedMoS2 and
WSe2 in which exhibited PCE of 0.2% [95]. Yet, the n-type monolayer MoS2
and p-type silicon heterostructured exhibits the external quantum efficiency
(EQE) exceeding 4%, [96] and a high PCE over 5% could be reached by the
MoS2/Si-based photovoltaic device [97]. As such, the application of TMDCs in
the photovoltaic field is not limited to a photoactive semiconductor layer, they
can also work as catalytic counter electrode materials or hole extraction buffer
layers. AsMoS2 exhibits good catalytic activity for the reduction of electrolyte
from triiodide(I3) to iodide(I) in a dye-sensitized solar cell (DSSC), the MoS2
based CEs have been demonstrated in DSSCs and good photovoltaic perfor-
mance was observed with PCE ranging from 5.7–7.23%. Moreover, ultrathin
2D MoS2 nanosheets can be integrated into organic solar cells as an effec-
tive hole-extraction layer and a relatively high PCE of 8.11% can be reached
[98]. Besides using as photosensitizers, various 2D layered materials has been
implemented already as the electron and/or hole transport layers in solar cells.
Yet, the CVD process is a bottom-up strategy compatible with the roll-to-roll
method that haswidely been used to produce large-area ofmonolayer graphene.
As such, CVD-grown graphene films have widely been used as the transparent
cathodes for the case of hybrid solar cells, and catalytic counter electrodes
for the case of DSSCs as well as organic solar cells (OSCs). Hashim and
coworkers [99] demonstrated a new structure of graphene/Si Schottky junc-
tion solar cells from introducing an interlayer of graphene oxide (GO) among
graphene and Si. An optimized power conversion efficiency (PCE) of approxi-
mately 6.18%was achieved for the graphene/GO/Si solar cells. In addition, Liu
et al. [100] have reported the use of monolayer graphene as the top electrode
in the standard P3HT:PCBM photovoltic device. It is also feasible to incorpo-
rate layered stacked 2D materials and their heterostructures for achieving the
enhanced efficiency of photovoltaic devices. Furchi et al. [95] reported a van
der Waals heterojunction form the using MoS2 and WSe2 monolayers. Upon
optical illumination, in particular, the charge transfer process occurs across
the planar interface, and then the device exhibits a typical photovoltaic effect.
As such, were estimated for this device a PCE of about 0.2% as well as EQE
of approximately 1.5%. Further studies based on using graphene contacts for
both MoS2 and WSe2 monolayers were done in order to improve the charge
collection in the graphene-sandwiched 2D heterojunction [101]. Note that this
device exhibits a high EQE value of about 2.4%. Similarly, Duan et al. [40]
demonstrated a lateral WS2/WSe2 photodiode with EQE and internal quantum
efficiencies (IQE) of about 9.9% and 43%, respectively. Phosphorene, which
is the monolayer version of BP has been demonstrated to serve as the light
absorber and charge transfer layer in solar cells, with enhanced light absorption
and electron recombination. Deng et al. [102] reported an electrically tunable
black phosphorusmonolayerMoS2 van derWaals heterojunction, which shows
a maximum rectification ratio of ∼10, a maximum responsivity of 418 mA/W,
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and an EQE of 0.3% with a backgate voltage of −30 V under aser illumi-
nation (at 633 nm). Shanmugam et al. [93] demonstrated graphene/2D semi-
conductor Schottky barrier solar cells with different layer configurations of
graphene contacts on the CVD-assembled WS2 nanosheets. As such, the solar
cell performance was significantly improved exhibiting a PCE of approxi-
mately 3.3% by incorporating multilayer graphene as the Schottky contact
(Fig. 13).

(c) Thermoelectric devices: As is well-known, thermoelectric energy (TE) gener-
ation based on semiconductor materials has attracted considerable attention
lately. As such, this physical process, in principle, is used to convert waste
heat into directly usable forms of electricity. In this perspective, the efficiency
of a thermoelectric material to convert heat into electrical energy is usually
characterized by the dimensionless figure of merit, ZT = σα2T

κ
, where σ, α,

T and κ are electrical conductivity, Seebeck coefficient, absolute temperature
and thermal conductivity, respectively. Monolayer and few-layer 2D materials

Fig. 13 aGeometry of theMoS2/Si heterojunction light-emitting diodewith an optical image of the
device in an intermediate stage of nanofabrication. Monolayer MoS2 is placed across the sidewall
of a square window etched into a SiO2 layer exposing the underlying p-doped silicon (left panel);
Cross-sectional view of the device structure together with electrical connections used to induce light
emission from the heterojunction (right panel) b Schematic illustration of the WSe2/MoS2 vertical
heterojunction device shows that a transferred MoS2 flake on synthetic WSe2 forms a vertical
heterojunction (left panel); EL spectra of the heterojunction under various injection currents (right
panel). Reproduced with permission from reference [89, 96]
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present nice electrical and thermal properties for such applications. It is worth
mentioning that graphene isn’t usually considered as an ideal material for TE
devices since it has both high electric and thermal conductivities. Concerning
semimetal graphene, 2D semiconductors are, in principle, expected to permit
more reliable thermoelectric performance. From first-principles DFT calcu-
lation, Huang et al. [103] have investigated the thermoelectric performance
of different dichalcogenide monolayers, including MoS2, MoSe2, WS2, and
WSe2. Note that with the increase of temperature, it is well-known that the
first peak values of ZT increase linearly except for the cases of monolayer
n-type WSe2/MoSe2 and p-type WS2. On the other hand, however, Naghavi
et al. [104] found that monolayer Pd2Se3 is a promising 2D thermoelectric
material with ultralow lattice thermal conductivity and high power factor. This
likely is due to the anharmonicity as well as soft phonon modes that are associ-
ated with covalently bonded [Se2] [2] dimers, resulting in an ultralow thermal
conductivities for the monolayers of Pd2Se3 (in the range 1.5–2.9Wm–1 K–1 at
300 K). Consequently, this result is comparable to thermoelectric materials of
high-performance as, for example, as bulk PbTe. Buscema et al. [105] found a
large and tunable photothermoelectric effect in the monolayer MoS2. In short,
the photocurrent generation in monolayer MoS2 usually is dominated by the
photothermoelectric effect; in other words, not by the separation of photoex-
cited electron–hole pairs across the Schottky barriers at the MoS2/electrode
interfaces. As such, the tunable Seebeck coefficient for monolayer MoS2 may
in principle lead to new technological applications (e.g., on-chip thermoelec-
tric devices and waste thermal energy harvesting). Later, Wu et al. [106] have
reported an electrical and thermopower measurements of monolayer MoS2
prepared by the CVD method over a wide temperature range (20–300 K) by
employingmicrofabricated heaters thermometers. As such, they observed large
values of up to∼30mV/K at room temperature. In contrast, this result obtained
is approximately two orders of magnitude larger than that in pristine graphene
or one order of magnitude larger than that of bulk MoS2. In this case, the
thermopower is strongly dependent on temperature and applied gate voltage
with a substantial enhancement in the vicinity of the conduction band edge. Pu
et al. [107] investigated the thermoelectric properties in a FET configuration
(with a channel length of ~400 μm) of monolayers of both MoS2 and WSe2
prepared in a large-area through the CVDmethod. For both monolayers, MoS2
and WSe, using the ionic gating in the electric double-layer transistor (EDLT)
configuration, has been observed a large (>200μVK−1) and power factor (>200
μWm−1 K−2). These results show an order of magnitude enhancement in the
power factor as a function of compared to their bulk counterparts. This likely is
due to the quantumwell-induced staircase-like density of states in 2Dmaterials
based on the TMDs. More specifically, the BP has attracted much attention for
a huge variety of TE applications [108]. For instance, BP has been reported to
retain a significant Seebeck coefficient (~335 μV K−1 at room temperature),
high carrier mobility (~1000 cm2 V−1 s−1 at room temperature), as well as a
layer-dependent bandgap, which can, in principle, be tuned from 0.3 to 2 eV,
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i.e., with reducing thickness from bulk to monolayer [108, 109]. In this regard,
Saito et al. measured the gate-tuned Seebeck coefficient at 40 nm BP [109]. As
such, Seebeck value reached 510μVK−1 in the hole-depleted state, fromwhich
is much larger than the value reported for bulk phase. Thus, in this perspective,
as a general trend of Seebeck value as a function of carrier concentration have
found to deviate from the theoretical results. The authors concluded that the
large value of Seebeck to the significant reduction of channel thickness in the
depletion mode operation of the field-effect transistor. Hence, this considera-
tion suggests that a few- or monolayer BP single-crystal might in principle be
able of producing even larger thermoelectric power. Other 2D-based materials
have been found to possess higher ZT than their bulky counterparts. Compared
with bulk materials, the 2-D layers of SnS2 have higher electrical conduc-
tivity and lower thermal conductivity [110]. A negative correlation has been
obsrved for the enhanced electrical conductivity and reduced thermal conduc-
tivity of SnS2. In general, this trend is directly associated with a decrease
in the thickness of SnS2. Hence, this nanoscale behavior could be beneficial
for applicaton as thermoelectric nanogenerators. For SnS2 nanosheets, with a
thickness of about 16 nm, the Seebeck coefficient obtained at 300 K was of
34.7 mV K−1. The 2D layered structure materials, can therefore be cleaved
down to few- or monolayer, leading to significant changes in their electrical
and optical responses (such as indirect-to-direct bandgap transition). Despite
the outstanding advances, a considerable amount of effort is, in turn, required in
order to realize the practical applications of 2D material-based thermoelectric
energy-harvesting technologies (Fig. 14) [103–110].

(d) Capacitors: Electrochemical capacitors are well known in the literature for
next-generation energy storage devices applicaitons. This likely is due to their
high specific power and long life cycle in such applications. Current efforts
has driven the development of ultrathin all-solid-state hybrid supercapaci-
tors for renewable energy storage applications. Improving specific capacitance
of carbonaceous electrochemical double-layer capacitors via reversible elec-
troadsorption of ions at the electrode/electrolyte interface, strategies including
hybridization of graphene-based supercapacitors with materials based on
oxides, hydroxides, and chalcogenides has been recently explored [45, 111–
113]. The most important attributes to achieving high performance in hybrid
supercapacitors include high intrinsic conductivity,maximumsurface areawith
controllable pore topologies along with fast and reversible faradaic processes
at the surface of redox-active nanosheets. Recently, TMDsmaterials have been
incorporated in various energy storage devices such as (super)capacitors and
batteries wherein MoS2 with 1 T-phase is intrinsically hydrophilic and possess
high electrical conductivity. Particularly, the chemically exfoliated nanosheets
of MoS2 could be efficiently intercalated with ions and achieve high capaci-
tance [112]. As such, the high capacitance has widely been attributed to the
high concentration of metallic 1 T phases generated in the process of chem-
ical exfoliation. However, it has been reported that a nice volumetric energy
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Fig. 14 a Schematic representation of theworking principle of a thermoelectric device b Schematic
illustration of the thermoelectric device. Two electrodes, Rhot and Rcold, contacting with the single-
layer MoS2 flake prepared by the CVD method, are used as 4-probe thermometers in order to
determine the heat gradient applied by the heating current Iheater and also to measure the thermo-
electric voltage drop. A back gate voltage VBG is used to tune the carrier density of the device. (left
panel); Spatial map of photocurrent response and intensity of large and tunable photothermoelectric
effect observed in single layeredMoS2. Reproducedwith permission from reference [105, 106, 111]

and significant power density values for the chemically exfoliated MoS2 oper-
ating in non-aqueous organic electrolytes exhibits an excellent cycling perfor-
mance with superior electrochemical properties. Also, the incorporation of
carbon-basedmaterials (such as carbon hybrid, graphene, or carbon nanotubes)
into MoS2 resulting in a high energy density, good cycling stability, and high
rate capability, being therefore promising to applications in high-performance
lithium-ion bateries, and has been widely prepared by hydro(solvo-)thermal
synthesis [19, 113, 114].

7 Conclusions and Prospective

In this chapter, we have presented a brief overview of the recent developments and
research progress that has been made on the fabrication, characterization techniques,
and potential applications of graphene and related 2D layeredmaterials. Owing to the
exceptional and tunable optical properties of 2D layered, combinedwith its simplicity
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of obtaining the vdW heterostructures of high quality, in general, these systems
are therefore promising for applications in emerging optoelectronic technologies.
Despite the current implementation of these layered materials in varied applica-
tions in the field of photovoltaics, photocatalysis, and optoelectronics, several exam-
ples have been highlighted throughout this chapter. However, additional ongoing is
still required to completely study the underlying operating principles of the newly
proposed devices, that is, enabling the realization of novel optoelectronic devices
based on 2D layered materials with superior performance in relation to the tradi-
tional counterparts. With a wide range of 2D materials currently available for explo-
ration, they could undoubtedly usher in several new future applications. Ever since
the first discovery of graphene, substantial progress has been made over the last
decade, andwe anticipate further progress and significant advancement in both funda-
mental understanding and technological development in renewable energy harvesting
devices. Furthermore, in order to move beyond the proof of concept towards prac-
tical applications, the community needs to address several critical challenges and
issues: (1) scalable production of large area and reproducible strategies for high-
quality materials growth with well-controlled nanoscale properties. Currently, the
ongoing efforts in this direction are limited through the vague potential in scaling-
up with stringent restrictions in growth substrates and experimental conditions. (2)
controllable engineering of materials properties such as electronic bandgap, carrier
density and strategies in improving efficiency and output performance. An exten-
sive understanding of the mechanism of energy harvesting and charge transfer will,
in turn, facilitate the optimization of device performance and output efficiency. (3)
Improving stability and environmental adaptability: mainly due to the atomic thick-
ness of the active material as well as the wide distribution of the device in the
environment, thus, 2D-based material devices need to adapt to a wide variety of
the environmental conditions in order to maintain stability in applications of high-
performance. In this regard, the optimization of material properties, device structure,
as well as the incorporation of the packaging process, in large part, would address this
challenge. (4) Integrating the energy harvesters for diverse applications: based on the
increasing demand for practical applications, in principle, is the main driving force
for the exploration of new energy-harvesting processes. Future directions should be
steered to develop devices that meet various application requirements such as flex-
ible wearable electronics, soft bioelectronics, and sensors. Due to the flat ultrathin
nature of 2D layered materials, it also allowed for integration in the vertical direction
leading to a 3D architecture with novel features and boosted performance compared
to planar counterparts. However, the existing issues with the electrical interconnec-
tion across layers and reliability/robustness of the manufacturing process need to be
addressed. It is quite expected that with the confluence of different branches such
as nanomanufacturing, data science, solid-state electronics, materials chemistry, and
device physics will lead to further theoretical and experimental advancement in
newer 2D materials for various renewable energy-based applications. Despite the
great progress summarized in this chapter, in particular, further research are needed
to clarify the self-assembly processes of 2D layered materials and their heterostruc-
tures. Undoubtedly, it is expected that such advances, in principle, will offer an
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outstanding level of structural-based control in order to provide the emergence of
new physical phenomena and unique properties at the nanoscale. In short, the ability
to design and sculpt artificial 2D materials with engineered functional properties
should pave of this emerging field’s progress.
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Overall Insights into Sustainable
Utilization of Methane and Carbon
Dioxide in Heterogeneous Catalysis

Francielle C. F. Marcos, Davi D. Petrolini, Alessandra F. Lucredio,
Jose M. Assaf, and Elisabete M. Assaf

Abstract Thedevelopment of society is dependent on commodities such as fuels and
chemical feedstock.Most of these commodities are obtained fromoil as rawmaterial.
Although the need to find a friendly solution to couple an economically viable energy
model with a greener solution, it is known that technologies applying renewable
sources are in an early stage of development. The conversion of methane into clean
fuels or chemical feedstock with high commercial value, such as hydrogen, ethylene,
or methanol is interesting from the energetic and economic point-of-view. Among
the methods of methane conversion, the industrially used is the steam reforming
(MSR), in which methane reacts with water to produce syngas, a mixture of CO
and H2. Nevertheless, this reaction is highly endothermic and responsible for a large
volume of CO2 emitted by the reactor burners that provide energy to the reactors.
An interesting alternative process for methane conversion is the dry reforming of
methane (DRM), which consists of the reaction of methane with CO2, also yielding
syngas. The advantage of this reaction is the utilization of two harmful gases to the
atmosphere. The disadvantage of this reaction is due to the catalyst deactivation by
carbon deposition. In heterogeneous catalysis, there is a strong relationship between
catalytic performance and surface and textural properties, that are outlined by the
number and distribution of available active sites. In thisway, different synthetic routes
may be used to design these properties and obtain products of commercial interest,
such as ethylene. The commercial production of ethylene occurs by the recuperation
of refinery gases, thermal cracking of light hydrocarbons,mainly ethane and propane,
or a combination of both processes. An alternative process of ethylene production
may be from natural gas and or biogas. This process can be performed by the syngas
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route or by oxidative coupling of methane (OCM). The first process is an indirect
conversion of methane and involves several steps, which increases the process costs.
The second one is a direct conversion, where methane is directly converted into C2

(ethane and ethylene) hydrocarbons. Although the OCM is not yet a reaction on
an industrial scale, several efforts are being made to design a catalytic system to
achieve C2 hydrocarbons yields above 30%, the minimum required. Besides that,
another technology has been studied to directly produce ethylene via the oxidative
coupling of methane using CO2 as a mild oxidant (CO2-OCM). These technological
routes for the valorization of methane and CO2 will be addressed in this review.

1 Introduction

The development of society is very dependent on commodities such as fuels and
chemical feedstocks. Most of these commodities have been manufactured using
petroleum as a raw material. The world population is in constant expansion, with
almost 8 billion in 2020 [1]. Despite the variations in demographic density, the need
for energy is common in all regions, meaning that the increase in the energy demand
and consumption of fossil fuels are worldwide problems. Although the urgent need
for an economically viable energy model that encompasses a greener solution, it is
known that energy technologies based on renewable carbon resources are in an early
stage of development. Consequently, the efficient use of the available non-renewable
carbon resources, such as natural gas and biogas, arises as an eco-friendly solution
to obtain energy and chemical commodities, bridging to a future 100% based on
renewable energy. In 2019, the total natural gas volume worldwide was around 228
billion of m3 [2], and strategies have been studied and developed for a conscious use
of gas natural.

Most processes for energy production from carbon resources are related to
catalysis, mainly heterogeneous catalysis.

Biogas is a C1 resource with a great environmental impact, produced by anaerobic
fermentation of biomass, such as solid waste, wastewater, and sewage. The biogas
composition depends on the feedstock and operation conditions. For instance, it
should be noted that the biogas produced from sewage digesters generally comprises
55–65% CH4, 35–45% CO2, and 1% N2, whereas the biogas produced from organic
waste digesters in general regularly contains 60–70%CH4, 30–40%CO2, and 1%N2.
It implies that in both compositions also encompass traces of water vapor and other
gases (e.g., H2S). For application in C1 conversion reactions, the H2S contaminant
must be removed from the feeding biogas through an additional stage to avoid the
catalyst poisoning [3–6].

Methane also is known as the principal component of natural gas. It is a harmful
molecule to the atmosphere due to its contribution to the greenhouse effect. Methane
ismostly consumed as a fuel, and only a small percentage is used to produce chemical
feedstocks. The conversion of methane into clean fuels or value-added chemical
feedstocks, such as hydrogen, methanol, or ethylene, is interesting from the energetic
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and economic point-of-views, considering the total volume of the global natural gas
reserves and all potential of biogas production. However, most of the natural gas is
flared at the extraction sites due to transportation issues [1, 7].

Currently, the production of valuable commodities, including chemicals, poly-
mers, and fuels from methane is performed in two steps. First, methane is converted
into a mixture typically of H2 and CO, known as synthesis gas or syngas, and
then, another process is usually used in order to convert syngas to more valuable
products, such as ammonium, methanol, and hydrocarbons. Among the technolo-
gies to produce syngas, three processes are of industrial relevance: steam methane
reforming (1), partial oxidation of methane (2), and dry reforming of methane with
CO2 (3). Basically, steam reforming of methane (SRM) and partial oxidation of
methane are well-established technologies [8–12], while other reactions, namely,
autothermal reforming and bi-reforming of methane, which combine an endothermic
and exothermic reaction and two endothermic reactions, respectively, are still under
development.

CH4 + H2O � CO + 3H2 �H◦ = 225.4 kJ/mol (1)

CH4 + 1/2O2 → 2CO + 2H2 �H◦ = −22.6 kJ/mol (2)

CH4 + CO2 � 2CO + 2H2 �H◦ = 247 kJ/mol (3)

SRM is found to be the principal industrial process used for methane conversion.
In the SRM, it is known that the methane reacts with water to produce syngas and
CO2. SRM is responsible for around 98% of the global H2 supply and it is the most
widespread technology used for methane conversion [13–15].

Other technologies have been studied to directly produce industrial commodities,
such as ethylene, in a single step, without the use of syngas as an intermediate
product. One example is shown that the oxidative coupling of methane (OCM),
which involves the particular use of CO2 as a mild oxidant (CO2-OCM) has been
recently described [13].

OCM and CO2-OCM are eco-friendly processes that convert CH4, O2, and/or
CO2 into C2 hydrocarbons (C2H6 and C2H4), thus helping reduce atmospheric emis-
sions, that is, satisfying the industrial demand more sustainably, once CH4 and CO2

are greenhouses gases. Ethylene and ethane (C2) are essential feedstocks for the
manufacture of value-added chemical commodities.

2 Methane Conversion by Reforming Reactions

Low pressures favor the reforming process, but some posterior industrial synthesis
gas conversion processes need a compressed synthesis gas. Thus, some processes are
operated at high pressures because it is more economically viable than compressing
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the synthesis gas downstream. The Steam Reforming of Methane (SRM) is typically
operated with H2O/CH4 ratio in the range of 2.5–3, to favor carbon gasification, pres-
sure above 20 atm, and a temperature range between 500 and 900 °C [16]. Thesemain
advantages are high H2 concentration in the product composition (H2/CO = 3) and
industrial maturity. The disadvantages include the energy consumption for highly
endothermic reaction and a large volume of CO2 emitted by the reactor burners
producing heat by CH4 combustion. SRM is a mature process with operating indus-
trial plants of Topsøe Package Hydrogen Plants at Air Liquide, Belgium; plants in
the USA, andAir LiquideMethane SteamReformer in Germany [17]. Dry reforming
of methane (DRM) is a process that has gained significant attention, likely because
it carried out in atmospheric pressure, temperatures in the range of 650–850 °C, and
CH4:CO2 = 1:1, which produces syngas with H2/CO of 1. The main advantage is the
utilization of two greenhouse gases. The disadvantages include catalysts deactivation
by sintering and coke accumulation. DRM is still in development with the launch of
the Linde pilot plant in Germany in 2015. On the other hand, the partial oxidation
of methane (POM) is usually carried out at about 100 atm with temperature in the
range of 950–1100 °C and CH4:O2 = 2:1, producing syngas with H2/CO of 2 [17,
18]. Its main advantages are tolerance to sulfur impurities, short contact time, and
more economical use of thermal energy. The disadvantages include the high pure
oxygen cost, danger of explosion from CH4:O2 mixtures, hot spot formation, and
operational complexity. There is a working plant Pearl GTL in Ras Laffan Industrial
City, Qatar. The autothermal reforming operates with a CH4:H2O:O2 of 1:1:0.5 and
produces a variable H2/CO based on the inlet stream. The advantages are energy
conservation by the combination of endothermic and exothermic reactions, the use
of compact reactors, and adjustable feed composition. The disadvantages include
significant reaction limitations. There is an operating Plant in OLTIN YO’L GTL,
Shurtan Gas, and Chemical Complex, Uzbekistan [17].

DRMis described to have the lowest operation cost among the reformingprocesses
[13]. Moreover, the inauguration of a pilot plant in 2015 by the Linde Group and
BASF shows the market interest in this process. Besides the advantage of using two
greenhouse gases, DRM can also be used to directly convert biogas obtained from
anaerobic digestion.

Atmospheric CO2 levels has increased over the years. Before the industrial revo-
lution, in particular, the CO2 concentration found in the atmosphere was of 280 ppm
and then, in 2017, the CO2 levels jumped to about 405 ppm. Increases in CO2 emis-
sion over the years have induced several environmental impacts and, therefore, the
Earth’s temperature has been elevated by the greenhouse effect. Worldwide efforts
towards sustainable ways for reducing the atmospheric CO2 concentration are now
recognized, but the difficulty lies in reducing the CO2 emission while meeting the
energetic demand from a growing population [2]. Ways of reducing CO2 emissions
include the replacement of fossil fuels with renewable fuels, CO2 capture and storage
(CCS), and CO2 capture and utilization (CCU). Particularly, CCU may be key for
controlling the atmospheric CO2 concentration while contributing to energy genera-
tion, and fuel and chemical production. Also, it is known that the conversion of CO2

to fuels or chemicals is an approach that can recycle this greenhouse gas [19].
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Nevertheless, the high stability of the CO2 molecule is an issue in its conversion
to fuels. CO2 can be directly converted into methanol via H2 hydrogenation (direct
route), but the problems of this reaction lie in the low conversion rate and availability
of renewable hydrogen sources. The indirect route involves the conversion of CO2

into syngas by dry reforming, followed by Fischer–Tropsch synthesis to produce
hydrocarbons. In this case, CO2 may be captured from the industrial process or
digesters and used to produce syngas by DRM [3].

Despite the environmental appeal, the impact of using atmosphere CO2 in dry
reforming of methane is low. For example, in 2013, the methanol demand was
about 65 million tons/year. By assuming that all methanol derives from the CO2

net, it will be necessary a net capture of about 89 million tons/year. This value corre-
sponds to only 0.26% of the total CO2 emissions in 2012, which were around 34,500
million tons. So, DRM should not be considered a solution for reducing greenhouse
gases in the atmosphere, but more like a sustainable way of using anthropogenic CO2

and biogas obtained from biomass anaerobic digestion [3, 4, 20].

Dry reforming of methane

Hence, in this case, the overall DRM process can be described by the following
reactions:

Dry reforming of methane: Eq. 3
Reverse water gas shift reaction:

CO2 + H2 � CO + H2O �H◦ = 41 kJ/mol (4)

Methane cracking:

CH4 � C + 2H2 �H◦ = 75 kJ/mol (5)

CO disproportionation:

2CO � C + CO2 �H◦ = −172 kJ/mol (6)

CO reduction:

2CO + H2 � C + CO2 �H◦ = −131 kJ/mol (7)

The equilibrium conversions of CH4 and CO2 in DRM using a stoichiometric
mixture (CH4:CO2 = 1:1) are presented as a function of temperature in Fig. 1a. It
is possible to see that CH4 conversion increases with temperature over all the range.
This is due to the occurrence of endothermic CH4 consuming reactions, Eqs. (3),
(1) and (5). The CO2 conversion presents a minimum at 550 °C, and then increases
with temperature. At low temperatures, DRM is not favored, Eq. (3), meanwhile,
the reactions leading to CO2, water gas shift reaction (reverse of Eq. 4) and CO
disproportionation (Eq. 6), are favored. Considering the component composition at
equilibrium (Fig. 1b), the increase in temperature favors the production of H2 and
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Fig. 1 (a) Equilibrium conversions versus temperature; (˛) methane, (�) CO2(CH4/CO2 = 1, P
= 1 bar); (b) Equilibrium mole fraction of reacting species versus temperature: (˛) CH4, (�) CO2,
(▲) H2O, (×) CO, (*) H2, (●) coke (CH4/CO2 = 1, P = 1 bar) Copyright © 1999 Academic Press.
All rights reserved (with permission) [21]

CO, and decreases the H2/CO ratio. Yet the water gas shift reaction (reverse of Eq. 4)
decreases the CO2 conversion and H2/CO ratio. In the range of 550–675 °C, as has
widely been found the carbon deposition can occur from all the carbon producing
reactions:methane cracking (Eq. 5), COdisproportionation (Eq. 6), andCO reduction
(Eq. 7). This is an unfavorable temperature range for the DRM process, as a large
coke deposition is expected [21]. The disadvantage of this reaction is the strong
catalyst deactivation due to carbon deposition.

Catalysts containing nickel, cobalt, and noble metals have widely been tested in
DRM. Among them, Ru and Rh are generally considered to be the most promising
metals for SRM and DRM, followed by Ni and Ir [20, 22–25]. Yet, they are 200–
2000 fold more expensive than Ni, which explains the choice of nickel for the most
investigated catalytic systems [20, 22–24].

The synthesis method of supported catalysts determines the dispersion of the
active phase and metal-support interactions. Catalysts with the same composition
may exhibit different behaviors in the same reaction conditions depending on the
preparation method. Several parameters, like the nature of the metal precursors,
pH, concentration, temperature, deposition time, washing, calcination temperature,
and reducing method influence on the final catalyst’s properties [26]. Usually, the
preparation of these catalysts is focused on the metallic phase dispersion.

The DRM mechanism is dependent on the catalyst’s system and reaction condi-
tions. The CH4 molecule is activated on the metallic sites, such as Ni, Pt, Co, etc. The
support also has a great influence on the DRMmechanism. It is known that the DRM
based on inert supports (e.g., SiO2) follows in general a monofunctional pathway
with both CH4 and CO2 being activated on the metallic sites [19]. On acidic/basic
supports, such as Al2O3 and MgO, DRM follows a bifunctional pathway, in which
CH4 is found to be activated on the metallic sites, while CO2 is usually activated on
the acidic/basic sites of the support, producing formate ions on the hydroxyls groups
of the acidic sites and carbonate ions on the basic ones. Moreover, the reaction can
also follow a bifunctional redox mechanism in supports such as CeO2, which hence
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release as well as adsorb oxygen species by forming the Ce4+/Ce3+ redox pair and
creates a high concentration of oxygen vacancies that can in principle act as active
sites [19]. The redox mechanism considers that CO2 dissociates at the oxygen vacan-
cies and the resulting active surface oxygen species react with the carbon generated
from the CH4 decomposition, thus forming CO, and regenerating the vacancy.

Lian et al. [25] investigated the catalytic properties of Ni catalysts supported on
CeO2 (Ni/CeO2) using density functional theory (DFT) calculations. They studied the
reactivity of five different sites present in the Ni/CeO2 catalysts: metal nanoparticle
(m), support surface (s),metal nanoparticle-support interface (ms), oxygen vacancy at
the interface (ovms), and also oxygen vacancy at support (ovs). As already described,
the main considered DRM mechanisms are the bifunctional and stepwise redox
(bifunctional redox mechanism). Both models consider that the CH4 activation takes
place at themetal site (m). According to the calculations performed by the authors, the
m and ovms sites present high activity in which leads to the first hydrogen abstraction
from CH4, whereasms is highly active towards CHx abstraction. Also, it can be seen
that the activation of CH4 generally occur at the support-metal interface (ms) and
vacancies sites (ovms). As such, the difference among the methods relies on the sites
for CO2 activation. In the bifunctional catalysts, CO2 activation is expected to occur
at the metal-support interface (ms), while the redox mechanism predicts that CO2

is activated by the interfacial oxygen vacancies (ovms) [25]. In addition, CO2 may
be activated on the metallic sites (m) and oxygen vacancies at the support (ovs).
Based on the calculations, the authors suggested that the vacancy sites (ov and ovms)
are responsible for the CO2 activation, while the interfacial vacancy sites (ovms)
and also metal sites (m) are responsible for the CH4 activation. CO formation occurs
from CO2 dissociation and the remaining O* species fill the vacancy sites or diffuse
and react with CHx* species [25]. The interfacial site is crucial due to its balanced
reactivity for the activation of CH4 and CO2. Moreover, the interfacial oxygen helps
the active site regeneration and accelerates the elimination of coke precursors carbon
species, thus contributing to the catalyst stability. This means that the metal-support
interaction has great importance for example in the activity/stability of the catalyst,
and approaches to increase this interface, and also to form diverse reactive sites on
the catalyst surface, are crucial for developing promising catalysts for DRM [25].

Traditionally, the catalyst support materials are known to have a large specific
surface area, such as alumina and silica, and in addition to favoring a high dispersion
of the active metal, many of which result in increased catalytic activity significantly
[26–30]. Nevertheless, most supports have small pores despite the large specific
surface area, which can hinder the intra-particle diffusion of reactants and products,
affecting the catalyst performance. In contrast, large pore sizes may favor intra-
particle diffusion, but the low specific surface area may not favor a proper metal
dispersion. Lately, the use of supports containing bimodal pore distribution (both
mesopores/micropores) seemed to be promising for heterogeneous catalysis [26].
Large pores promote a fast reactant and product molecules transportation, whereas
small pores yield a high specific surface area for deposition of metallic sites [27].

Shah et al. [26] studied the performance of 5 wt.% Ni catalysts supported on
bimodal alumina in DRM. The bimodal porous alumina has been prepared in
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this study by the evaporation induced self-assembly method (EISA). Nickel was
added to the support by four different methods: chemical vapors deposition (NAC),
freeze-drying (NAF), wet impregnation (NAW), and urea deposition–precipitation
(NAU) [26]. The authors also compared the activity and stability of the catalysts with
a Ni–alumina catalyst having a unimodal porous structure. The DRM was carried
out in a fixed bed down-flow using stoichiometric CH4:CO2 mixture (1:1) at atmo-
spheric pressure. The catalyst stability was tested at 700 °C for 100 h at a GHSV of
10,000mLg−1 h−1. The particle sizes obtained by the differentmethodswere similar,
but the catalytic performances were different. None advantage of freeze-drying over
the wet impregnation method was observed. NAC led to a catalyst with poor metal-
support interaction as well as larger particle size after activation. The NAU-related
catalyst presented the best performance, being active and stable on stream over
100 h. According to the authors, the solution pH in the urea deposition–precipita-
tion method changed slowly, making the nickel species to precipitate progressively,
which avoided the formation of large nickel ensembles. By comparing the bimodal
and unimodal supports, has been shown that the unimodal catalyst with the same
metal content exhibited inferior activity and stability. Hence, the authors proposed
the importance of the different parameters in the following order: catalysts bimodal
structure > metal-support interface nature > particle size of nickel species [26].

Reforming reactions usually require high temperatures (700 °C) to achieve
an economically viable conversion yield. Moreover, high-temperature treatments
usually are used to prepare catalysts by transforming the precursor in oxides and
to activate the active phase. High temperatures can lead to migration and growth
of crystallites and particles, reducing the final catalyst’s activity. To avoid these
problems, several reaction parameters can in principle be changed with the specific
objective of obtaining a material with high stability at high temperatures. In this
way, nanoparticles can be embedded inside controlled channels and materials with
strong metal-support interactions, such as perovskite and layered double hydroxide
(LDH). Recently, encapsulation techniques have attracted attention for the synthesis
of catalysts. In this context, Strong Metal-Support Interaction (SMSI) and core–
shell methods with different mechanisms have been used to obtain catalysts with
promising results [28]. A great metal-support interaction can reduce metal mobility,
avoid sintering effects, and keep the active phase highly dispersed over the reac-
tion [19]. The core–shell methods consist of the appropriate recovery of the metal
oxide with a porous layer. By varying the synthesis parameters, it is possible to
obtain layers with different thickness and proper porosity for reactants and product
diffusion, avoiding the sintering of the active phase at high temperatures. Catalysts
with core–shell structure are an emerging class of nanomaterials that have shown
promising results for DRM. Such catalysts have an active metal as the core, which is
coated with a porous thermally stable shell. The shell can prevent the sintering under
the high temperatures necessary for DRM [19, 28]. Core–shell structures can also
avoid carbon deposition in Ni catalysts, considering that such a deposition is usually
facilitated on larger nickel particles (>8 nm) [29].

Ni supported onMg-Al2O3 is known as a suitable catalyst for DRM. In particular,
Ni-MgAl catalysts obtained from layered double hydroxides (LDH) present a high
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catalytic activity and also a high resistance to carbon deposition, possibly due to
the proper specific surface area, a suitable balance between basic and acid sites and
homogenous dispersion of nickel species. However, aggregation of nickel species
due to the reaction conditions is still a problem for long reactions. More recently,
the confined active components in a mesoporous support or their desired encapsu-
lation in supports based on the core–shell structures seems to be a good approach
for minimal catalytic site segregation [30]. SiO2 is a support with high thermal
stability and large surface area, however, it presents a poor interaction with tran-
sition metals, which favors sintering processes. Du et al. [30] designed a catalyst
by combining a Ni–MgO–Al2O3 obtained from LDH and a mesoporous SiO2 shell
(Ni–MO@SiO2). MgO promoted a homogenous dispersion of the embedded nickels
species and improved CO2 adsorption. The recovery with a SiO2 shell prevented
the catalyst sintering. The catalyst exhibited a better dispersion of Ni species and
better performance for DRM than the samples prepared via nickel impregnation on
MgO–Al2O3@SiO2 (IM–Ni–MO@SiO2) and MgO–Al2O3 (IR–Ni–MO) supports.
This difference was because the impregnation route led to a non-uniform distribu-
tion of nickel species, weaker nickel-support interaction, and blockage of support’s
pores. After the reaction, TG analysis indicated a weight loss of 2.5% for Ni–
MO@SiO2, 13.5% for IM–Ni–MO@SiO2, and 43.0% for IR-Ni-MO, showing that
Ni–MO@SiO2 as catalyst is a candidate promising for enhanced DRM [30].

To avoid the sintering of Ni species, Marinho et al. [31] studied the behavior
of embedded Ni nanoparticles in DRM. They prepared Ni@CeO2 and Ni@CeZrO2

catalysts by the one-step sol–gel method. These catalysts were also compared with a
Ni/CeO2 sample prepared by the support impregnation strategy. As explained above,
the use of supports with high OSC (oxygen storage capacity) is interesting because
they limit the metal sintering and assist in removing carbon by vacancy effects. Also,
the incorporation of zirconium into the ceria structure improves the thermal stability
of the support, i.e., which reduces the sintering and loss of surface area at high
temperatures [31]. Also, TEM results showed that the Ni/CeO2 catalyst prepared by
the impregnation method presented larger particle size (30 nm) than the Ni@CeO2

(13 nm) and Ni@CeZrO2 (6 nm) catalysts. Raman analysis revealed typical bands
of oxygen vacancies for Ni@CeO2 and Ni@CeZrO2. in-situ XRD results during the
activation process with H2 and in situ XANES experiments showed greater reduc-
tion resistance for catalysts with Ni particles embedded in the ceria matrix than the
impregnated sample. These results agreed with the TEM images and in situ XANES
experiments, which showed that the embedded Ni particles were less reduced, thus
indicating a strong Ni-support interaction in Ni@CeO2 and Ni@CeZrO2. Consid-
ering the DRM process, all samples presented similar initial CH4 and CO2 conver-
sions, with no detectable deactivation over 48 h on stream. The CO2 conversion was
higher than CH4 conversion due to the water gas shift reaction, which led to a H2/CO
ratio of 0.8. Despite de similar conversion results, the Ni/CeO2 catalyst presented the
highest amount of deposited carbon (9.7 mgC gcat−1 h−1). Meanwhile, the catalysts
containing Ni nanoparticles embedded in ceria, Ni@CeO2, and Ni@CeZrO2, were
more effective in reducing the carbon deposits, presenting 1.6 and 0.0 mgC gcat−1

h−1, respectively [31].
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2.1 DRM—Industrial Application

Problems related to catalyst deactivation by deposited carbon makes DRM an unde-
veloped industrial process. However, the Linde Group inaugurated a pilot plant for
DRM in partnership with BASF and funding from the German government in 2015.
This pilot plant called Linde Pilot Reformer (LPR) is located nearMunich, Germany,
and according to the group, after successful tests using nickel catalysts, the current
focus is on the catalyst capability scale-up for commercial production [17, 32].

Besides the Linde pilot plant, two other commercial CO2 and CH4 conversion
processes are known, namely, SPARG (Sulfur PassivatedReforming, Haldor Topsoe)
and CALCOR (Caloric GMbH). In the SPARG process, part of the steam in MSR
is replaced with CO2, which results in a syngas with H2/CO ratio of 1.8. A catalyst
partially poisoned by sulfur is used to avoid carbon deposition. The final stream
still has 2.7% of methane. Yet in the CALCOR process, CO is produced by CO2

reforming. This is a multi-stage reactional process using dried CO2, natural gas,
liquid petroleum gas (LPG), and syngas to produce a highly pure CO. The exit
stream contains less than 0.1% CH4. In this process, coke deposition is prevented
by packing the tube reactor with catalysts owning different shapes and activities
[21, 33].

3 Oxidative Coupling of Methane

Conventional technologies adopted worldwide by oil refineries to produce ethylene
are the steam and thermal cracking processes [34]. More specifically, in the case of
these routes, it has been shown that the heat is necessary to favor the breaking of
the C–C and C–H bonds and produce ethylene [35–37]. A drawback of this process
is related to the large energy input and consequent environmental unsustainability
[38]. It was established that up to three tons of CO2, is released to the atmosphere
for each ton of ethylene that is produced [39]. There are many efforts to develop
a more straightforward, economical, and more sustainable alternative for ethylene
production have been intensified over the last three decades [40–42].

The OCM process involves the sequential oxidation of methane to ethane and
ethylene, as illustrated in Fig. 2. First, methane reacts with oxygen species at the
oxide catalyst surface to produce methyl radicals (*CH3), which are further coupled
in the gas phase to form ethane and water. Ethane is then dehydrogenated mainly into
ethylene, in addition to existing a possibility of producing higher hydrocarbons at
trace amounts [26, 27, 37]. On the other hand, any increase in oxygen concentration
may lead to a significant change in the reaction, especially towards favoring the
formation of CO and CO2 [26, 27]. As such, the type of oxygen supply is another
factor to be considered in these industrial processes. Performing the reaction in
general with pure oxygen requires an air separation unit, i.e., making operating costs
more expensive. Nonetheless, this may be mitigated by using air directly in the
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Fig. 2 (a) Illustration of OCM reaction on the surface of metal oxide catalyst. (b) OCM reaction
steps

reaction. An additional advantage of using direct air is the fact that nitrogen in the
air can deal with the temperature rise due to the exothermic reactions [37].

The challenges in OCM is the development of a stable catalyst to be applied indus-
trially and the possibility of performing this reaction at mild temperatures. The first
attempts to convertmethane to ethylene and other hydrocarbons are usually attributed
to pioneering studies carried out by Ito and Lunsford, Hinsen and Baerns, Keller and
Bhasin, throughout the 1980s [43–45]. These first studies stated that methane might
be converted to ethylene and other hydrocarbons at low rates. Then, further studies
focused on the understanding the effects of the structure and composition on the cata-
lyst in addition to the reaction settings to achieve considerable conversion rates and
selectivity.

Researches using numerous catalytic systems have shown that nitrous oxide offers
higher performance for C2 production (ethane and ethylene) than molecular oxygen
[46], although the use of the former has the disadvantage of not being economical
on an industrial scale [37]. Comparing with the single-pass system, multi-stage via
methane recycling together with ethane may rise the commercial exploration of the
OCM process [37]. Moreover, it is known that the configuration of the reactor in this
case has a significant impact on the OCM performance [34, 35]. For this reason,
the membrane reactors generally provide superior C2 selectivity, restraining the
amount of ionic oxygen species free to reactwithmolecules ofmethane through selec-
tive conducting membranes [34, 47]. Though, unless operated at elevated temper-
atures, it is known that the use of conductive oxides in applications as membranes
generally leads to less conversion of methane compared to fixed bed reactors in
which operated with the use of a molecular oxygen stream. And yet, this is mainly
due to the oxide thickness used, which in general is responsable to limits the oxygen
ion conduction rate [48]. In this way, studies have been conducted to reveal the
nature of active sites and in many other vital aspects that are directly related to the
catalysis-assisted OCM. This probably includes a wide knowledge of the oxygen
vacancy, their acid–base property, the oxide surface reducibility, and diverse aspects
related to the oxide-support interaction. Thus, it is fundamental to discuss these
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improvements, and it is expected that the present literature will contribute signifi-
cantly by providing a better understanding of the catalyst design for enhanced OCM
applicaitons.

3.1 Potential Catalytic Sites for OCM

The potential sites in oxide surfaces for hydrogen abstraction from the C–H bond of
the methane are supposed to be the reactive oxygen species available. Nonetheless,
other hypotheses on the nature of these active sites have been stated, and are most
likely due to presenting different oxygen species types that have widely been identi-
fied in the surface of the diverse oxide catalyst, which display very specific oxidation
roles [49]. The oxygen species that have been characterized include chemisorbed
oxygen (O2

−), dissociative adsorbed oxygen (O−), adsorbed oxygen ions (O2−),
and lattice oxygen (O2−) [50]. Lately, the theoretical-experimental approaches are
giving insights into the distinct roles of the various oxygen species in the OCM
reaction [50–52].

The contributions of the lattice oxygen species on the properties of NaWMn/SiO2

catalysts on OCMwere described in a recent report [53]. The authors verified that the
catalysts displayed both weak and strong bound oxygen species. They also observed
that the selectivity was temperature-dependent on the reduction. Although the contri-
bution of tightly bound oxygen species was not fully evaluated, the study disclosed
that loosely bound oxygen species contributed significantly to the observed activity
and stability in the OCM reaction. To clarify the nature and role of such oxygen
species in OCM reaction mechanism promoted by oxide catalysts, in general, should
be carried out studies with and without the presence of oxygen in the gas phase [50].
However, the study of multicomponent oxide catalysts by the systematic exchange
approach may provide deep insights into the role of each oxygen species in altering
the reactivity of the catalyst’s active sites [53].

Furthermore, it is known that the oxygen species adsorbed from the oxygen
gas phase remarkably enhanced the methane conversion for all the catalysts [50,
53]. Additional studies are still required to unravel the identity of oxygen species
adsorbed in diverse oxide systems to the OCM reaction. Interestingly, the use of an
infrared spectrometer as a detector is suitable for carrying out measurements with
programmed temperature (e.g., TPSR, TPD, and TPO) with high peak resolution
for different formed products [54]. Further studies based on this approach are great
importance for an in-depth understanding of the role ofadsorbed oxygen species on
the catalytic behavior of various oxides intended for OCM. Besides, it is also known
that identifying the electrophilic character of the selective oxygen species in the
lattice could contribute to manipulating its functional properties [37]. Several reports
have disclosed the catalytic performance of oxides catalysts in OCM, as shown in
Table 1.
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Table 1 Catalysts, reaction conditions, conversion, and selectivity or yield data for catalysis assisted
OCM reaction collected from the literature

Catalyst Reaction
condition

Conversion
(%)

Selectivity (S)
or Yield (Y) to
C2(%)

References

Cs/Sr/MgO 794 °C,
CH4/O2 = 3

33 59 (S) [55]

Cs/Ba/MgO 820 °C,
CH4/O2 = 3

32 57 (S) [55]

Sm2O3/MgO 700 °C,
CH4/O2 = 4

22 52 (S) [56]

Li/Sm2O3/MgO 700 °C,
CH4/O2 = 4

24 64 (S) [56]

1% Li/MgO 800 °C,
CH4/O2 = 2

38 35 (S) [57]

CaO/ZnO, Ca/Zn = 1.3 800 °C,
CH4/O2 = 2

36 30 (S) [57]

Na2WO4/Mn/SiO2 850 °C,
CH4/O2 = 3.5

32 57 (S) [58]

Na2WO4/Mn/SiO2 doped with
16.7 wt.% MgO

850 °C,
CH4/O2 = 2

50 38 (S) [58]

Na2WO4/Mn/SiO2 doped with
40 wt.% TiO2

850 °C,
CH4/O2 = 2

39 59 (S) [58]

10% Na2WO4-5% Mn/SiO2,
modified with 5% La

800 °C,
CH4/O2 = 32/8,

Not reported 24 (Y) [59]

5% Ba/La2O3 150 °C, in
electric field,
3.0 mA, 600 V

6.3 32.3 (S) [60]

MnxOy-Na2WO4 supported
over SBA-15

750 °C,
CH4/O2 = 4

14 70 (S) [61]

MnxOy-Na2WO4/La2O3 750 °C,
CH4/O2 = 4

18 34 (S) [61]

MnxOy-Na2WO4/CaO 750 °C,
CH4/O2 = 4

18 26 (S) [61]

MnxOy-Na2WO4/SrO 750 °C,
CH4/O2 = 4

5.4 25 (S) [61]

MnxOy-Na2WO4/Al2O3 750 °C,
CH4/O2 = 4

13 25 (S) [61]

MnxOy-Na2WO4/ZrO2 750 °C,
CH4/O2 = 4

10 21 (S) [61]

MnxOy-Na2WO4/Fe2O3 750 °C,
CH4/O2 = 4

2.3 73 (S) [61]

MnxOy-Na2WO4/Fe3O4 750 °C,
CH4/O2 = 4

1.6 63 (S) [61]

(continued)
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Table 1 (continued)

Catalyst Reaction
condition

Conversion
(%)

Selectivity (S)
or Yield (Y) to
C2(%)

References

MnxOy-Na2WO4/TiO2-rutile 750 °C,
CH4/O2 = 4

3.6 79 (S) [61]

MnxOy-Na2WO4/TiO2-
anatase

750 °C,
CH4/O2 = 4

1.6 63 (S) [61]

MnxOy-Na2WO4/COK-12
(ordered mesoporous silica)

775 °C,
CH4/O2 = 4

24 60 (S) [62]

MnxOy-Na2WO4/SIC
(porous)

800 °C,
CH4/O2 = 4

35 10 (S) [63]

LaInO3 800 °C,
CH4/O2 = 5

15 54 (S) [64]

La0.9Ba0.1InO3-δ 800 °C,
CH4/O2 = 5

22 59 (S) [64]

La0.6Ba0.4InO3-δ 800 °C,
CH4/O2 = 5

21 61 (S) [64]

La2Ti2O7 800 °C,
CH4/O2 = 4

∼18 ∼35 (S) [65]

La2Zr2O7 800 °C,
CH4/O2 = 4

∼24 ∼55 (S) [65]

La2Ce2O7 800 °C,
CH4/O2 = 4

∼29 ∼59 (S) [65]

3.2 Oxygen Vacancy

Recently, many researchers put efforts to explore the role of oxygen vacancies on
the catalyst activity [66–68]. In the OCM, oxygen vacancies are generally formed
in the oxide catalyst due to the release of H2O or CO and CO2 after CH4 dehydro-
genation [50, 69, 70]. As stated previously, the presence of oxygen species in the
lattice are usually selective for the OCM reaction [50]. Also, the extent at which
these oxygen species favor OCM depends on their capability of capturing hydrogen
atoms from methane molecules.

Undoubtedly, the number of oxygen vacancies in oxide catalysts, particularly at
high temperatures, may be converted into oxygen lattice abundance, along with the
immediate availability for the reaction. Therefore, efficient catalysts for OCM must
have a high amount of oxygen vacancies at the typical reaction temperatures. An iron
oxide system was studied by DFT calculation as an attempt to reveal the pivotal role
of the oxygen vacancies in the partial methane oxidation [69]. The study demon-
strated that the oxygen vacancy amount substantially decreases the energy required
for the hydrogen uptake and consequent production ofmethyl radicals [66]. Nonethe-
less, above a certain oxygen vacancy content, the methane activation barrier became
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Fig. 3 Schematics of active site regeneration on the oxide surface by refilling the oxygen vacancies
created during the activation of methane by OCM

independent of the vacancy distribution. This was probably due to the weak interac-
tions between the species adsorbed on the catalyst surface and oxygen vacancies at
the deep subsurface. Furthermore, the stability and location of the formed oxygen
vacancies also influenced their refilling by oxygen species (from the gas phase) or
via vacancy migration [70]. The refilling process results in the re-oxidation of the
reduced cations and, consequently, the active sites are restored for the next catalytic
cycle. Figure 3 shows the conversion of oxygen species from the gas phase into lattice
oxygen species in the oxide catalyst under OCM [65, 71]. Furthermore, depending
on the oxide nature, the oxygen vacancies may be restored by oxygen diffusion from
the bulk lattice to the surface oxygen vacancy or by nucleation of the reduced phase
with simultaneous exposure of the subjacent lattice plane [70]. However, catalysts
that exhibit high activity for OCM, particularly under the oxygen-free gas phase,
may have their active sites restored via diffusion of oxygen from the bulk lattice
containing a crystallographic shear plane [50]. The vacancies available at the outer-
most oxide surface are more stable than those at the subsurface, so diffusion from
the latter to the former is more energetically favorable [69, 70].

For example, Wang et al. [65] reported that the formation of active surface O2
−

species in La2B2O7 catalysts with different structures (pyrochlore, fluorite, and
perovskite) could occur by two pathways. The first is related to both La2Zr2O7

(ordered pyrochlore cubic structure) and La2Ce2O7 (disordered defective cubic fluo-
rite structure), which have intrinsic oxygen vacancies 8a (1/8, 1/8, 1/8). The active
surface species are formed by activation of oxygen species that enter the oxygen
vacancies, then in the reticulated matrix, and finally, migrate to the surface. In the
second pathway, active oxygen species are formed in La2Ti2O7 (monoclinic layered
perovskite structure), which does not have intrinsic oxygen vacancies, by direct
transformation in the surface of O2 molecules adsorbed. Generally, materials with
many intrinsic oxygen vacancies facilitate the surface electrophilic oxygen sites.
Hence, as has been shown the surface O2

− electrophilic species determined the reac-
tivity of the La2B2O7 catalyst for OCM. The La2Ce2O7 had the highest amounts of
O2

−superoxide sites, consequently having the optimal reaction performance among
the three catalysts [65].
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3.3 Base Properties of OCM Catalysts

The methane activation in the OCM reaction is facilitated on the catalyst surface
[72]. As such, the electrical charge distribution of the species constituting the oxide
influences its behavior in catalytic reactions, and the superficial metal cations and
oxide anions being considered as basic sites [73]. Therefore, from this perspective,
the nature and strength of the bond among cationic and anionic species determine
the base property exhibited by the oxide catalyst [70]. Additionally, many oxide
systems have demonstrated that their base properties are a vital factor that governs
their performance in the OCM reaction [73].

The basic active surface sites with medium strength are beneficial for both CH4

activation and C2 selectivity, but they are inactive at low temperatures due to the
adsorption of CO2 molecules, which may be produced by side reactions. Once the
reaction temperature is increased, these base sites become gradually available for
methane activation due to CO2 desorption. Though, strong base sites easily capture
CO2 to form stable carbonates, which are not active species forOCM [65, 74]. Conse-
quently, it is coherent to believe that basic medium-strength sites (with desorption
in the range 250–600 °C, according to CO2-TPD profiles) contribute to the OCM
reaction to a large extent [74].

The surface basicity is believed to be closely related to anions chemically absorbed
by oxygen species, such as O2

−, O2
2−, O− and surface defects [65, 74–76]. For

example, doping theMgO latticewith Li+ cations creates Li+O− electron pair defects,
in which enhances the basicity of the surface and amount of active oxygen [76].

The basicity of oxide catalysts in the OCM reactions could in principle be
adequately modulated via optimized doping [77]. The authors showed that strong
base sites were essential for improving the OCM performance of Sr2-doped La2O3

nanofibers, particularly at temperatures as high as 600 °C. It was also observed that
the amount of Sr significantly increased the base site strength when compared to
a pure La2O3. A Sr-doped La2O3 catalyst with 8.6 wt% of nanofiber exhibited a
satisfactory OCM activity reaching a C2 yield of about 20% at 650 °C. This cata-
lyst presented high amounts of medium base sites, as demonstrated by CO2-TPD
experiments substantiated with XPS results.

3.4 Optimal Surface Oxide Reducibility

An additional feature that governs OCM reactions, in terms of both catalytic activity
and C2 selectivity, is the reducibility of the oxide catalyst surface at the typical reac-
tion temperatures. Hence, the availability of selective oxygen species in the lattice
relies on the extent and ease by which the oxide catalyst is reduced [70]. Using DFT
calculations, Kumar et al. [78] studied several doped and non-doped oxide catalysts
to describe the role of their surface reducibility in the OCM reaction [78]. It was
established that the greater the oxide surface reducibility, the higher the activity for
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OCM. In addition to a certain degree of reducibility, methane oxidation overloads, it
is resulting in more CO and CO2 selectivity. This suggests that the systematic adjust-
ment of the surface reducibility, which may change the oxide activity/selectivity, is
necessary for an optimal C2 yield. Therefore, the formation of CO and CO2 due
to additional oxidation of methyl radicals (*CH3) generated during the methane
activation may be limited [70, 78].

Lattice oxygen species considerably affect the reducibility of the oxide surface.
At a constant temperature, more electrophilic lattice oxygen results in less surface
reducibility [50, 70]. For example, lattice oxygen from LaAlO3 oxide show a high
electrophilic character, which results in a satisfactory C2 selectivity. In this case, its
binding energy and desorption temperature were found as being relatively high [50].
In general, the reactivity of oxide catalysts for oxidation reactions correlates strongly
with the reduction temperature. Usually, oxide catalysts with low reduction temper-
ature (high surface reducibility) are estimated to exhibit high oxidative activity, and
vice versa [78]. This suggests that, for a specific oxide catalyst, there is a limit atwhich
the reduction temperature may be adjusted downwards to obtain more C2 selectivity
in the OCM reaction. Therefore, the catalyst design for the development of efficient
OCM reactions requires an in-depth understanding of the effective approaches for
proper surface reducibility adjustment [70].

3.5 Prospects of Nanowire Catalysts Applied in OCM

Several innovative strategies on catalyst design and reactor configuration have
widely been developed to perform OCM at mild temperatures with decent and stable
C2 yields. Up to now, the accomplished enhancement was not enough to put the
OCM process in an economically viable stage (above 30% C2 yield). The devel-
opment of nanostructured catalysts with controlled and well-defined morphologies
has revived the hope for enhancing the OCM yields with substantial stability [79,
80]. According to DFT calculations and experimental investigations, the C2 yield in
heterogeneous catalysts is intensely influenced by the nature of the exposed cata-
lyst surface [81], principally for structure-sensitive OCM reactions [51]. As such,
this indicates that designing new catalysts with an optimized surface composition
and structure will allow OCM to be conducted mild temperatures.

The sensitivity of the La2O2CO3 catalystmorphology at the nanoscalewas studied
for OCM [51]. The nanoparticle forms of the La2O2CO3 and La2O3 oxide cata-
lysts showed methane conversion lower than 2%, along with zero C2 yields at 500
°C, demonstrating their inability for OCM at mild temperature. The variations in
morphology at the nanoscale due to hydrothermal synthesis may lead to the different
surface-exposed which are determinants to the activity/selectivity of the prepared
oxide catalyst. Notably, the rod-shaped catalysts synthesized with similar particle
sizes have displayed the highest performance (30%methane conversion and 50% C2

selectivity at about 420 °C). It was also found that the rod-shaped catalyst had a high
proportion of low-index surfaces exposed with moderate basic sites compared to the
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others, as evidenced by atomic density calculations of the exposed crystal planes and
CO2-TPD analysis [51].

Also, some defects (like vacancies) that display essential roles in the case of
the adsorption/activation of methane and oxygen may be accessible at the exposed
La2O2CO3 surface [51]. The study further confirmed that OCM is a structure-
sensitive reaction, and how this can be exploited to decrease the temperature
requirement using nanowire-like catalysts. It was also reported that a rod-shaped
La2O3 catalyst demonstrated doubled OCM performance (27.4% methane conver-
sion and 43.4% C2 selectivity) at temperatures lower than 500 ºC than an equivalent
plate-shaped catalyst.

3.6 Synthesis of Potential OCM Catalysts

Considering the great benefits of OCM for the direct methane conversion into plat-
form chemicals, different methods are widely needed for designing and synthesizing
new OCM catalysts, many of which could lead to an industrially feasible scale in
terms of C2 yield [82–84]. New catalysts are typically designed with basis on the
kinetics of the individual OCM reaction pathways [82], as well as optimization
of the catalyst properties based on fundamental theoretical/experimental studies on
the structure-activity relationships [83]. Generally, the assessment of the reaction
parameters are essential to the progress of kinetic models and contribute to better
comprehend a diverse catalytic process [84].

Additionally, significant dispersion of the active catalyst phase on the support in
the form of nanoparticles, films, and unique sites via atomic layer deposition (ALD)
[85], or design of mesopores in the active phase [86] could improve the catalyst
activity towards OCM. It is known that the ALD can also be applied to include
promoters in the active phase, thus increasing C2 selectivity and catalyst stability
[87].

Developing new and efficient catalyst designs for supports able to establish crucial
interactions with the oxide are essential to enable the use of industrial OCM process
[88, 89]. The support can significantly improve the activity of the catalyst in several
ways, includingmodification of the acid–base properties and in addition to generation
of an interaction edge that could serve as a basis for leading to the formation of a new
and more reactive active site. Moreover, the electrophilicity of the lattice oxygen, it
might displays a fundamental role in theC2 selectivity, could in principle be improved
by the modification of the active phase electronic structure due to an appropriate
support material [77, 79, 90].

Nowadays, Na2WO4-Mn/SiO2 catalysts are recognized as the most promising
OCM catalysts, providing high C2 yields and stability under the OCM reaction
conditions at high temperatures. However, Na2WO4-Mn/SiO2 catalysts are complex
systems and, therefore, the contributions of different additives, such as dopants (alka-
line or alkaline earth metals), used to adjust some of their properties are difficult to
be revealed. The use of mesostructured silica supports is a considerable route for
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achieving improved dispersion of the OCM catalyst’s active phases. On the other
hand, soft modeling with organic surfactants is a pronounced technique that can be
used to create mesoporosity within the active phase itself, thus improving the acces-
sibility of active sites. Furthermore, nanostructured catalysts, such as nanowires,
synthesized by homogeneous precipitation with microemulsion under microwave
heating can display improved activity towards OCM [70].

4 CO2-Oxidative Coupling of Methane (CO2-OCM)

As aforementioned, DRM and CO2-Oxidative are two processes used to convert
methane and carbon dioxide into highly valuable chemicals. Several reports have
described improvements in DRM, while just a little progress on the CO2-OCM
process has been achieved. This section will discuss the knowledge update on the
CH4 and CO2 chemistry and strategies for their conversion, mainly to ethane and
ethylene, by CO2-OCM.

Ethylene and ethane (C2) are essential feedstocks for the manufacture of value-
added chemical commodities. Currently, ethylene is produced industrially through
the steam cracking of a wide range of hydrocarbon feedstocks [91, 92]. The CO2-
OCM process can be an alternative route for ethylene production using CO2 as an
oxidant, and natural gas or biogas as raw materials, both mostly composed of CH4

and CO2, two greenhouse gases [91–93]. In this way, the conversion of CO2 into
value-added chemicals without any separation step becomes possible. Furthermore,
this process is highly advised from the environmental point of view due to the urge
to suppress global warming and climate change trends.

CO2-OCM is a quite challenging process due to the high energy required to
activate both CH4 and CO2. Methane activation demands high temperatures due to
the high stability of theC–Hbonds in the gas phase (434kJmol−1) [94, 95].Moreover,
to activate the carbon dioxide molecule, which C–O bond energy is 532 kJ mol−1,
it is necessary to overcome its considerable Gibbs energy of formation (�G°298.15 K

= −394. 4 kJ mol−1) [95, 96]. So, it is highly desirable to design effective catalytic
systems for achieving optimal C2 hydrocarbon yields.

4.1 OCM Versus CO2-OCM

In the conventional OCMprocess, CH4 and O2 act as oxidants. Although the reaction
selectivity towards ethylene and ethane may be insufficient due to the non-selective
CH3

• oxidation, especially at high oxygen concentrations, CO2 would be an inter-
esting oxidant to prevent the sequential reaction of C2 products in the gas phase
[95, 97–101].

Carbon dioxide has some advantages over O2, as soft oxidant, including the
formation of carbon monoxide as the only byproduct, and high selectivity towards
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C2 hydrocarbons. Moreover, CO2 would not induce gas-phase radical reactions
[95, 97–101].

The CO2-OCM process follows two main reactions to produce ethylene and
ethane, Eqs. 8 and 9, respectively [91, 93, 95, 97, 100–102]:

2CH4 + 2CO2 � C2H4 + 2CO + 2H2O �H◦
1073 K = 285.7 KJ/mol (8)

2CH4 + CO2 � C2H6 + CO + H2O �H◦
1073 K = 108 kJ/mol (9)

However, side reactions leading to CO, represented by Eqs. 3 and 10, are ther-
modynamically more favorable up to temperatures as high as 800 °C [93, 103]. This
challenge could be overcome by the development of catalysts capable of activating
both CH4 and CO2, as well as producing C2 hydrocarbons [104, 105]. In this sense,
some investigation efforts on the reaction conditions and catalyst composition have
been carried out.

CH4 + CO2 � 2CO + 2H2 �H◦ = 247 kJ/mol (3)

CH4 + 3CO2 � 4CO + 2H2O �H◦ = 398 kJ/mol (10)

Figure 4 shows the effects of temperature and CO2/CH4 ratio on the equilibrium
conversions of the CO2-OCM process, as evaluated by thermodynamic calculations.
It was observed that increases in both parameters favored the CH4 conversion into C2

hydrocarbons (C2H6 and C2H4). At 800 °C and CO2/CH4 = 2, the C2H6 and, C2H4

yields were ca. 13% and 25%, respectively. The increase in temperature to 900 °C
still increased the C2 hydrocarbon yields, with C2H6 higher than ca. 15% and C2H4

at about 40% when CO2/CH4 = 2 [104, 105].

Fig. 4 Equilibrium
conversions of CH4 to C2H6
(solid lines) and C2H4
(dotted lines) using CO2 as
an oxidant. a and c:
CO2/CH4 = 1. b and d:
CO2/CH4 = 2 Copyright
©1999 Academic Press. All
rights reserved (with
permission) [104]
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Wang and Ohtsuka [106] studied the effect of CO2 on the OCM process with
a binary CaO-ZnO catalyst for selective conversion of CH4 to C2 hydrocarbons at
875 °C.When the OCMwas conducted without CO2, the main products were H2 and
CO. At the first stage, the conversion of CH4 was ca. 2%, and then decreased after
4 h to ca. 0.2%. However, the CH4 conversion was higher than 5% in the presence
of CO2, with a slight change over time on stream and showing C2 hydrocarbons as
main products. The authors suggested that the oxygen species produced from CO2

during the reaction favored the selective towards C2.
Litawa et al. [107] evaluated the CO2 effect on the OCM process catalyzed by

CeO2, La2O3/CeO2, and CaO/CeO2 at 800 °C. It was observed that CO2 had a little
positive influence on the CH4 conversion and ethylene/ethane molar ratio for all the
catalysts. However, the C2 yield was enhanced in the presence of CaO/CeO2 when
compared with the process carried out without CO2 (7% without CO2 vs. 8.7% with
CO2).

4.2 Catalysts Applied in CO2-OCM

To date, only a few papers evaluated the effect of CO2 as a soft oxidant in the OCM
process. Table 2 lists somemetal oxide catalysts that have been tested for this purpose.

In 1988, Aika et al. [108] published the first report on the utilization of CO2 in
the oxidative coupling of methane using the PbO-MgO and PbO-CaO catalysts at
atmospheric pressure and 750 °C. The authors observed that CO2 raised the C2 yield
for almost all the catalysts. They also found that pure PbO and MgO did not display
catalytic activity, suggesting the importance of the synergism between these oxides
as active platforms for C2 hydrocarbon production.

A wide variety of oxide catalysts have widely been investigated for CO2-OCM,
as shown in Table 2. In this case, as we can see, most of them have prepared from the
impregnation method. Despite the several attempts, a CO2-OCM catalytic system
with an optimal C2 hydrocarbon yield is still quite challenging to achieve. So far,
the CaO/CeO2 catalyst has shown the best performance, attaining C2 yields of 9%
at 800 °C [107], which still is a low yield. This means that a deep understanding of
this reaction chemistry is still needed, as well as parameter optimization to design a
better catalyst for attaining commercial C2 yields in the future.

4.3 Mechanism

Two possible reaction mechanisms involved in the CO2-OCM process have been
proposed in the literature. The first one is related toCO2 adsorption on themetal oxide
followed by decomposition into CO and an active oxygen species (O−), with CO
being further released to the gas phase.CH4 is oxidized by these active oxygen species
to formC2H6 bymethyl radical (CH3

•) recombination. C2H4 can be usually produced
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Table 2 Catalysts applied in the synthesis of C2 hydrocarbons by CO2-OCM

Catalyst Method T (°C) C2 yield (%) References

50%PbO/MgO Impregnation 750 4.4 [108]

15%PbO–5%Na2O–MgO 3.9

20% BiO–MgO 0.8

15% K2O–MgO 2.0

20% Li2O–Sm2O3 0.5

Sm2O 1.8

20%PbO/CaO 2.6

BaO–CaO Impregnation 750 3.6 [109]

15%PbO/MgO Impregnation 750 ~3.6 [110]

Y, La, Sm, Ti, Zr, Hf, Nb, Cr,
Mn, Fe, Co, Cu, In, Al, Si,
Ge, and Bi (oxides)

– 850 – [111]

20%La2O3/ZnO Impregnation 850 2.8 [97]

La, Ce, Pr, Nd, Sm, Eu, Gd,
Tb, Dy, Ho, Er, Tm, Yb, Lu,
(oxides)

Commercial for all of
them and two different
methods for Pr: Pr(A)
commercially, Pr (B)
decomposition and, Pr
(C) reducing it in H2

850 1–1.5 [112]

Pr2O3 Thermal
decomposition

600 2.3 [100]

CaO–CeO2 Impregnation 850 6.0 [113]

Ca–Cr (1.0) Impregnation 850 4.0 [101]

CaO/CeO2 Impregnation 850 3.2 [104]

Physical mixture 0.4

CaO-ZnO Impregnation 850 4.3 [106]

Ca–Ce Impregnation 850 2.7 [114]

Ca–Cr 2.8

Ca–Mn 2.7

Ca–Zn 2.8

Sr–Ce 1.0

Sr–Cr 1.3

Sr–Mn 3.3

Sr–Zn 2.2

Ba–Ce 0.2

Ba–Cr 0.3

Ba–Mn 2.6

Ba–Zn 0.4

(continued)
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Table 2 (continued)

Catalyst Method T (°C) C2 yield (%) References

Mn/Sr Impregnation 875 4.5 [115]

Ca–Ce (0.5) Impregnation 850 4.0 [116]

Ca–Cr (1) 4.0

Ca–Mn (1) 4.1

Sr–Ce (0.5) 1.4

Sr–Cr (1) 1.2

Sr–Mn (1) 4.5

Ba–Ce (0.5) 0.4

Ba–Cr (1) 0.4

Ba–Mn (0.5) 3.2

Ba–Mn (1) 2.7

CeO2/ZnO Precipitation with
micro-emulsion

825 4.8 [91]

12.8%CaO–6.4%MnO/CeO2 Impregnation 854 3.9 [92]

15%CaO–5%MnO/CeO2 Co-impregnation
method

850 3.8 [93]

La2O3/CeO2 Impregnation 800 5.7 [107]

CaO/CeO2 8.7

CeO2/ZnO with Li, Zr, Bi,
Ba, La, Co, TI and or K as
promoters

Precipitation with
microemulsion

700 -900 - [117]

Ca:Na:NaCl at 950 °C Modified polymerized
complex (PC)

950 6.6 (C2-3) [118]

Ca:Na:NaCl at 900 °C 2.5 (C2-3)

CaO 1.6 (C2-3)

by the pyrolysis and/or oxidative dehydrogenation of C2H6. On the other hand, the
second mechanism involves the particular reaction of CH4 with lattice oxygen of the
metal oxides, that is, in order to form a CH3

• radical, which is in general converted
to C2 hydrocarbons and then CO2 oxidizes the partly reduced oxides [92, 95, 119].

CO2-OCM is a complex heterogeneous (surface-catalyzed) and homogeneous
(gas-phase) sequential process, in which the conversion mechanism of CH4 and CO2

into C2 hydrocarbons involves the following steps [92, 95]:

I. oxygen-assisted breakage of a C–H bond in the CH4 molecule on the solid
oxide catalyst surface; or CH4 activation by lattice oxygen in the catalyst;

II. heterogeneous decomposition of CO2 to CO and oxygen active species on the
solid oxide catalyst surface;

III. homogeneous recombination of CH3
• radicals released from the catalyst

surface;
IV. homogeneous oxidative or radical dehydrogenation of C2H6 to C2H4.
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Consequently, it is essential to highlight that the CO2-OCM process can involve
two kinds of oxidant in the surface reaction: oxygen active species from CO2 and
lattice oxygen from the oxide catalyst. Some mechanisms reported in the literature
from 1996 up to the present are described below.

Chen et al. [97] elucidated the CO2-OCM mechanism on La2O3/ZnO, a cata-
lyst with high selectivity towards C2 hydrocarbons (90.6%). It was reported that
the oxygen mobility and non-stoichiometry of the oxides are important to achieve
the C2 hydrocarbon selectivity. In the proposed mechanism, the surface reactive
oxygen species of La2O3/ZnO abstract H2 from CH4 to produce CH3

• radicals,
which are further converted toC2 hydrocarbons. CO2 adsorbs on the oxygen-deficient
catalyst surface (�), followed by thermal dissociation into CO, leading to surface
re-oxidation, as represented in the following Eqs. (11–13).

O(surface) + 2CH4 → 2CH•
3 + H2O + � (11)

2 CH•
3 → C2H6 (12)

� + CO2 → CO + O(surface) (13)

Asami et al. [112] observed that the bulk phase in a Pr oxide catalyst does not
correlate with the active sites to produce C2 hydrocarbons. They also suggested
that the reaction mechanism with the Pr oxide catalyst could be related to a redox
reaction involving the unstable lattice oxygen. However, it was further observed that
the Pr oxide has multiple oxidation states and in addition to its lattice oxygen atoms
are usually labile, suggesting that the lattice oxygen instability in Pr oxides plays a
pivotal role in the C2 hydrocarbons production.

Wang et al. [104] evaluated the modification of CeO2 with CaO, leading to solid
solutions with Ca/Ce ratios of 0.1–0.5, in order to elucidate the CO2-OCM mech-
anism. They observed that the CeO2 modification achieved the highest C2 yield of
6% at under 900 °C and P(CO2) of 70 kPa. According to the mechanism proposed
by the authors, shown in Fig. 5, CO2 molecules adsorb on the Ca+2 sites (step B)
and the interfacial Ce3+ sites activate these molecules, forming CO and O− (step
C), which produces CH3

• radicals from CH4 (Step D). It was concluded that the
formation of a solid solution (neighboring Ca2+ and Ce3+ sites), generates the active
sites for adsorption and subsequent activation of CO2, while the defects generated
by the incorporation of Ca+2 into the CeO2 lattice boosted the redox reactions Ce4+

− Ce3+, thereby favoring the CH4 conversion into C2 hydrocarbons [104].
Wang et al. [114] also investigated the active sites and reactionmechanisms for C2

synthesis from the CH4 conversion using CO2 as an oxidant over Sr–Mn and Ba–Mn
binary oxide catalysts. XRD characterizations revealed peaks assigned to SrMnO3

after the reaction at 850 °C, peaks typical of SrCO3 + MnO and, after He treatment,
peaks ascribed to SrMnO2.5. This means that in the reaction step, the SrMnO3 phase
was reduced to SrMnO2.5. It was shownbyXPS that the valence state ofMndecreased
fromMn4+ mainly toMn2+. However, after He treatment, the valence increased again
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Fig. 5 Proposed mechanism for selective formation of C2 hydrocarbons over CaO–CeO2 catalyst
Adapted from Wang et al. (with permission) (1999) [104]

Fig. 6 Proposed mechanism
for the formation of
hydrocarbons over
Ca–Na–O–Cl catalysts [118]
(with permission) Copyright
© 1999 Academic Press. All
rights reserved

to Mn3+, similarly to previous observations for Ba-Mn. It was considered that the
decomposition of both SrCO3 and BaCO3 to the corresponding oxides, releasing
CO2, could take place simultaneously. Accordingly, the reaction mechanisms were
elucidated, as shown in Eqs. 14–17. The Mn3+ ions are reduced to Mn2+, and the
MnO, SrO, and BaO phases are formed. In the presence of CO2, these oxides are
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converted to the corresponding carbonates, which are further partly converted into
SrMnO2.5 and BaMnO2.5 (Eqs. 14–17). The CH3

• radicals are formed according to
Eqs. 16 and 17 and they undergo coupling reactions to form C2H6. Though, C2H4

can be produced probably by the non-oxidative dehydrogenation of C2H6. It was
concluded that the species Mn3+ probably catalyzed the CH4 activation.

2 SrCO3 + 2MnO → 2 SrMnO2.5 + CO + CO2 (14)

2 BaCO3 + 2MnO → 2 BaMnO2.5 + CO + CO2 (15)

2 SrMnO2.5 + CH4 → 2 SrO + 2 MnO + CH•
3 + OH(a) (16)

2 BaMnO2.5 + CH4 → 2 BaO + 2 MnO + CH•
3 + OH(a) (17)

Cai et al. [17] reported a possible mechanism for C2 hydrocarbon production
by CO2-OCM using Mn-SrCO3 catalysts, as described by the following reactions
(Eqs. 18–22) [95, 115]:

SrCO3
�→SrO + CO∗

2ads (18)

CO∗
2ads + Mn2+ → Mn3+ + CO + O− (19)

O− + 2 CH4 + Mn3+ → 2 CH•
3 + H2O + Mn2+ (20)

2 CH•
3 → C2H6 (12)

C2H6 → C2H4 + H2 (21)

SrO + CO2(g) → SrCO3 (22)

At high temperatures, SrCO3 dissociates into SrO and CO∗
2ads . The adsorbed

CO∗
2ads may be activated byMn2+ producingMn+3, CO, andO−. The surface reactive

species (O−) abstract H2 from the CH4 molecules, producingmethyl radicals (CH3
•),

which are converted into C2 hydrocarbons. Then, SrO may react with CO2(g) in the
gas phase to produce SrCO3 again. Based on this evidence, the satisfactory activity
(C2 yield= 5.1%, selectivity of 68.1% at 900 °C) of this catalysts could be explained
by the dissociation of the SrCO3 phase to form CO∗

2ads , and by the formation of the
Mn3+/Mn2+ pair that activates CO∗

2ads that finally activates CH4.
Wang et al. [116] evaluated Ca–Ce, Ca–Cr, and Ca–Mn binary oxides catalysts

in the CO2-OCM. The proposed mechanism is presented in Eqs. 23–25. First, the
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chemisorption of CO2 on basic Ca2+ sites takes place (Eq. 23), and this chemisorbed
CO2 (CO2(a)) is activated by electron transfer of neighboring species (Ce3+, Cr3+, or
Mn2+) to form CO and O−, possibly via CO2

− (Eq. 24). Then, CH4 is converted into
CH3

• by O− species (Eq. 25), in a precursor stage for the C2 hydrocarbons formation.
The authors concluded that the formation of CaxCe1−xO2−y, Ca0.48Mn0.52O, and
Ca(CrO2)2 involving Ca2+ species results in redox properties that play crucial roles in
the CO2 adsorption and activation, leading to a synergistic effect for C2 hydrocarbons
production [116].

CO2
Ca2+−O2−−→ CO2(a) (23)

CO2(a)
Ce3+, Cr3+, or Mn2+−→ CO2

− → CO + O− (24)

CH4 + O− → CH3
• + OH− (25)

Zhang et al. [118] performed the CO2-OCM using an earth-abundant CaO-based
catalyst and achieved a remarkable C2,3 yield of ~6%. They carried out an exploratory
study by in situ FTIR to elucidate the hydrocarbon synthesis mechanism under the
reaction conditions and evidenced the presence of carbonyl (M=C=O) and methane
radical groups (–CH3). The proposed reaction mechanism onto the Ca–Na–O–Cl
catalyst is outlined in Fig. 6. First, Na2CO3 decomposes into Na2O + CO2 at
high temperatures (above melting point). The Na2O formed on the catalyst surface
converts CH4 into CH3

• radicals with CaO and the assistance of Cl dopants. Then,
two or more CH3

• radicals react to produce C2,3 hydrocarbons.
Despite the fact that somemechanisms involving binary oxides catalysts have been

disclosed in the literature, the knowledge about catalytically active sites is still quite
limited, and the mechanism for C2 formation is still unclear [114]. Therefore, further
investigations are needed to understand the interactions between oxides in order to
develop optimized catalytic systems. This will provide insights into the CO2-OCM
activation process at the molecular level aiming at increasing the C2 yield.

5 Concluding Remarks and Outlook

The feasibility of the C1 process depends on the success in establishing a good
conversion, maximum selectivity, and stability under the reaction conditions. Simul-
taneous studies on catalyst design and kineticsmodelingmust be carried out to obtain
a suitable catalyst for the desired process.

DRM is an endothermic process that needs high temperatures to obtain good
activity/stability and minimize coke deposition. Therefore, from this perspective,
it is crucial to develop catalysts with high thermal stability and with a structure
favorable for adsorption and desorption process of the reactants and products. The
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recent literature indicates that the most promising way is the design of catalysts with
the active phase confined/embedded into mixed oxides, with high oxygen mobility
and strong metal-support interaction. Coating the catalyst with a thermally stable
shell having a controlled pore size may be a good approach to avoid metallic phase
sintering and mass transport limitations.

OCM and CO2-OCM are not conducted on an industrial scale yet. However,
tremendous efforts are being put in the design of catalysts able to provide C2 hydro-
carbon yields above 30%. Despite the several attempts, a catalytic system with
optimal C2 hydrocarbon yield for the OCM and CO2-OCM processes is still quite
challenging to achieve. This means that a deep understanding of the OCM and CO2-
OCM chemistry is still needed, as well as the parameter optimization for the design
of effective catalysts for reaching commercially attractive C2 yields in the future.
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Recent Advances in the Fabrication
of BiVO4 Photoanodes and
CuBi2O4 Photocathodes for the
Photoelectrochemical Water Splitting
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Tatiana Santos Andrade, and Adilson Cândido da Silva

Abstract The sun is a renewable and widely available energy source, but it needs
to be converted into other types of energy to be useful. Conversion of solar energy
directly to electrical energy can be done using photovoltaic cells, but solar intermit-
tency becomes a problem in the generation of electrical energy continuously. Thus,
technologies for the storage of solar energy need to be developed to make the best
use of this energy source. Water splitting photoelectrochemical cells are devices that
can store solar energy into chemical energy. They are formed by a photo(anode) and
a photo(cathode) that can collect solar energy and carry out oxidation and reduction
of water, forming O2 in the anode and H2 in the cathode, thus storing solar energy
in the chemical bonds of the H2 molecule. In recent years, many light-collecting
materials have been tested as photoanodes and photocathodes in photoelectrochem-
ical cells. Among photoanodes, BiVO4 has been widely used due to its moderate
bandgap energy (2.4 eV), the valence band energy level suitable for water oxidation,
and its theoretical solar energy conversion capacity of approximately 10%. Among
photocathodes, CuBi2O4 is a promising semiconductor for use in PEC cells due to its
small bandgap energy (1.8 V) and exceptionally large onset potential (> 1 V versus
RHE) which makes it an excellent semiconductor to be coupled with wide bandgap
photoanodes. Therefore, in this review, we examine the most current strategies used
to improve the optical, electronic, and surface properties of BiVO4 and CuBi2O4,

including doping, heterojunction, passivation, and the use of catalysts for the oxygen
and hydrogen evolution from water.
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1 Tandem Cells

A conventional photoelectrochemical (PEC) water splitting system can store chem-
ical energy as hydrogen bonds under light illumination. Their operation is based on
the interaction of a semiconductor interface and a solution able to conduct electricity,
which leads to water oxidation and hydrogen production [1–3]. Semiconductors are
materials that can be photoactived if enough light energy is provided. The amount
of energy needed to photoactivate the semiconductor is called bandgap and corre-
sponds to the energy difference between its conduction band (CB) and its valence
band (VB). In the presence of light, semiconductors generate charge carrier pairs:
electrons (e−) that goes to the CB and can act as reduction sites and holes (h+) that
stay in the VB and can act as oxidative sites [4–6].

When semiconductors are employed in PEC cells, they are called photoelectrodes.
These materials can be divided into n-type and p-type semiconductors. Negative or
n-type semiconductors are characterized by promoting accumulation of negative
charges in the solution and accumulation of positive charges in their interface. The
opposite happens with positive or p-type semiconductors in which there is an accu-
mulation of positive charges in the solution and negative charges on its surface. In
other words, for n-type semiconductor, the level of its VB is oxidative enough to
promote an oxidation reaction; however, the level of its CB is not favorable for the
surface flow of electrons [7–10].

During PEC operation, electrons from the photoanode (PA) are excited to the CB
and moved to the cathode or photocathode (PC) where they will participate in the
hydrogen-evolution reaction (HER). Meantime, holes placed in the VB of PA will
take part in the water oxidation, acting in the oxygen evolution reaction (OER) [11,
12]. Equations (1) and (2) show OER and HER that takes place in the anode and
cathode, respectively [13]. For PEC operation, an external bias is generally required
in order to promote water splitting, which requires a difference in bias of 1.23 V plus
potential losses [1]. However, a suitable pairing of two distinct light absorbers, with
a photoanode being the top absorber, together an appropriate device configuration
can manage the driving force to uphold water splitting reactions [14].

OER at working electrode:

E0
Red = 0V vs RHE 2H2O + 4h+ → O2 + 4H+

E0
Red = 0V vs RHE; 2H2O + 4h+ → O2 + 4H+.

(1)

HER at counter electrode:

E0
ox = −1.23V vs RHE 4H+ + 4e− → 2H2

E0
ox = −1.23V vs RHE; (2)
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Fig. 1 Tandem cell configuration design. CBmeaning conduction band, VBmeaning valence band,
h+ holes and e− electrons

Among unassisted PEC devices, tandem cells are highlighted as the most efficient
configuration. In this arrangement, the photoanode is in serie with the photocathode.
This way, each one of the photoelectrode creates an electron–hole pair, so photons
will be absorved to create a H2 molecule. Figure 1 shows a standard tandem cell
configuration. In this approach, considering the position where the absorbers are
placed, solar harvesting is optimized as the energy not absorbed by the first one is
utilized by the other one. Thus, tandem cell strikes more of the spectra compared to
a single absorber approach or to configurations that one absorber does not harvest
the energy left from the other, such as a parallel disposition [13–16].

2 BiVO4 as a Photoanode

Bismuth vanadate, BiVO4, has gained increased attention along the years as a poten-
tial photoanode for solar photoelectrochemical water splitting [17–20]. Starting to
become famous as a photocatalyst just in the past decade, this metal oxide has
emerged as a potential alternative semiconductor mainly due to its high visible light
absorption [19, 20] and favorable water splitting band structure.18 Comparing its
performance to other widespread photoanodes regarding the theoretical maximum
conversion of solar energy into hydrogen (H2), BiVO4 presents a conversion of 9.1%
whileWO3 and TiO2 present values of 4.8 and 2.2% respectively [1, 17, 21]. Besides
that, it is environmental friendly and a low cost material based on abundant elements
[1, 17–20]. In such a way, the number of publications using BiVO4 for photocatalysis



274 C. G. O. Bruziquesi et al.

has increased exponentially over the years, reaching more than 800 publications up
to date at Scopus database in contrast to less than 30 before 2010.

BiVO4 can occur in 3 different crystalline phases: orthorrombic, tetragonal zircon
and monoclinic scheelite. Monoclinic BiVO4, widely abbreviated as m-BiVO4, is
formed in temperatures between 400 and 600 °C, and it is the most photoactive phase
with bandgap energy of 2.4 eV [20, 22, 23]. This metal oxide presents itself as an n-
type semiconductor, which means it is capable of promoting oxidation reactions and
therefore acts as a photoanode. In other words, BiVO4 has an adequate valence band
position to promote oxidation reactions. While its conduction band is placed at 0.0 V
versus RHE and therefore, not negative enough to promote reduction reactions, its
valence band at 2.4 V versus RHE is greater than the bias to promote water oxidation
reaction, which requires 1.23 V versus RHE. In such a way, m-BiVO4 is a potential
photoanode to be employed for water oxidation [1, 17–20].

Despite its high theoretical potential, the popularization of BiVO4 as a photoanode
spread when its limiting performance factors could be identified and overcome. Its
low bandgap, even though it is advantageous regarding light spectrum absorption,
alsomeans that valence and conduction bands are close enough to trouble the charges
to be separated and transferred to the surface, allowing their recombination. The
charge recombination of the electrons and holes, both in bulk or on the surface, block
them to act on the redox reactions involved and limit the efficiency of the photocat-
alyst [1–3, 17–20]. Therefore, studies that brought solutions to improve separation
and reduce charge recombination were relevant to make BiVO4 one of the most
promising photoanodes. Among disseminated ways to overcome these limitations,
strategies such as doping, formation of heterojunctions and deposition of oxygen
catalysts are the most diffused and efficient. Besides enhancing charge transfer and
separation, those approaches have also showed potential to improve optical, elec-
tronic and stability properties [24–26]. At present, many studies applying these tech-
niques have been investigated and here we summarize and highlight some of them,
and examine trends and perspectives.

2.1 Doping

Doping with different impurities, in the regular crystal of BiVO4, has been proved
to produce dramatic changes in charge separation. Doping provides the formation
of several p-n junctions by increasing hole density and producing a more effective
internal electric field. Elements such as C, Ni, F, Ce, Zn, Br, and P have been success-
fully employed as dopants to minimize BiVO4 charge-transfer resistance [27–32].
Investigated by Jo and collaborators (2012), PO4-doped-BiVO4 was first presented
and reached a 30-fold enhanced photocurrent and O2 photocatalytic rate compared
to pristine BiVO4 [28]. In the case of halogen dopants, although previously reported
for other semiconductor [33, 34], Qin and collaborators (2020) focused for the first
time to construct halogen-doped-BiVO4 for photocatalytic purposes. In their work,
Br dopant formed an impurity level between the valence and conduction bands that
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increased photo carriers’ separation and boosted the photocatalytic performance of
BiVO4, making it a potential photoanode [32].

Even though other elements have been applied, W or Mo dopants, in amounts
up to 3% molar, is, presumably, the most mature and disseminated strategy to effi-
ciently modify BiVO4 structure [35–38]. These elements are able to replace V5+ with
M6+ atoms contributing to enlarge positive charge load which reduces electron–hole
recombination and leads to higher BiVO4 photoelectrochemical activity.35,38 In the
work of Parmar and collaborators (2012), 12 metal-ion dopants were investigated,
amongwhich justWandMo showed improvement compared to bareBiVO4 for photo
water splitting. TheW andMo-doped BiVO4 presented a 3–fourfold reduced charge-
transfer resistance and a 5–sixfold enhanced photocurrent [35]. Similar results have
been reported by many other studies [36, 37, 39, 40].

Regardless of its consolidation in the literature, this technique has still been inves-
tigated [18, 37, 41–44]. Recently, Yin and collaborators (2020) have reported a
high porosity Mo-doped-BiVO4 by V re-substitution using simple alkali solution
dissolution. Besides an increasing in the carrier density achieved by doping, also
an improving in photoelectrochemical performance has been accomplished by V
enriched surface [42]. In another new report, Liu and collaborators (2019) have
synthetized W-doped BiVO4 single crystals. In this way, the optimization of BiVO4

performance has been performed by coupling two strategies. While the formation of
single-crystal optimizes the surface energy and conductivity, doping promotes greater
charge separation, enhancing photoelectrochemical and photocatalytic properties of
BiVO4 [41]. Doped-BiVO4 is a widespread method and commonly used along other
modifications, such as heterojunction formation [45] and co-catalyst deposition [46],
to improve its photoactivity.

2.2 Heterojunction Formation

The combination of the two or more functional materials to form a new semicon-
ductor is another strategy often explored to overwhelm the limitations of BiVO4.
This method, called heterojunction formation, provides materials with greater charge
separation and transfer, substantially increasing the photocatalytic and photoelectro-
chemical efficiency [26, 47, 48]. Coupling materials with BiVO4, being n or p type,
introduce different band levels in the structure, which permits better mobility and
segregation of electrons and holes [26, 47, 49]. Furthermore, specific advantages can
be achieved. For example, adding compoundswith lower bandgap permits expanding
in light absorption [45, 50] and materials with higher photostability can be deposited
on the top to form a passivation layer [51, 52]. In this way, heterojunction formation
is a potential approach to improve several BiVO4 properties.

Compounds such as carbon nitrides [53–55], g-C3N4 and g-CN, and sulfides [56–
58], Cu2S, CdS, Bi3S3, have been successfully reported forming heterojunctionswith
BiVO4. The different band levels between their deposited layers and the BiVO4 ones
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has been promoted a higher separation of electrons and holes, leading to better photo-
catalytic activity. However, the combination of two metal oxides is the most popular
sort of heterojucntion. Coupling two semiconductor metal oxides also favor the elec-
tronic transfer mechanism between the bands of the different materials promoting
better separation of photocarriers. Besides that, semiconductors metal oxides have
a wide distribution of band positions and low cost and especially high photoelectro-
chemical stability [59, 60]. In this way, several materials are listed associated with
BiVO4, successfully forming heterojunctions to improve BiVO4 performance, such
as: BiOI [61], NiO [62], Cu2O [63], Ag2O [64], BiO0.67F1.66 [65] and many others
[66–68].

The combination of BiVO4 with another widespread photoanode semiconductor
such as TiO2 and WO3 is a popular heterojunction [52, 69–73]. At present, even
studies coupling the three of them have been reported [74, 75]. These heterojunctions
have been shown to be effective in combining the merits for water splitting of each of
thematerials. For example, TiO2 has higher photocatalytic activity and stability,while
WO3 has higher conductivity, and both have greater electronic mobility compared
to BiVO4. As one of the outstanding results, reported by Pihosh and collaborators
(2015), core–shell WO3/BiVO4 nanorods have achieved water splitting photocurrent
of 6.7mAat 1.23Vwhich corresponds to 90%of the theoretically potential forBiVO4

[70].
Recently, another n-type metal oxide has been highlighted to be combined with

BiVO4: V2O5 [45, 76]. Described by Oliveira and collaborators (2018), the light
spectrum absorption of BiVO4 could be extended by V2O5, reaching a photocurrent
of 7.8 mA, the greatest value reported so far for BiVO4 based materials for water
splitting [45]. Heterojunction formation is a widely spread strategy applied not only
with doped-BiVO4 but also with co-catalyst top deposition [67, 77].

2.3 Co-Catalyst Deposition

Top deposition of co-catalyst has been shown to be a crucial modification to provide
high-performance BiVO4 photoanode. The materials composing the deposited layer
are both catalysts for oxygen evolution reaction as well as materials that can interact
with BiVO4 surface. Co-catalysts act lowering the activation energy of OER, there-
fore, improving photocatalytic and photoelectrochemical activity of BiVO4 [46, 78].
Moreover, they can also enhance photostability and charge separation as the case
of heterojunction due the introduction of different band levels. Further, layer top
co-catalyst deposition on BiVO4 has produced significant improvements to enhance
surface carrier transfer [1, 7, 12, 26, 78].

The problem of low charge transfer fromBiVO4 surface to the electrolyte has been
identified by the use of solutions that act as traps to holes, such as hydrogen peroxide,
methanol and sulfites. These solutions have extremely high oxidation kinetic which
arrest the holes generated at the photoanode surface, therefore, the recombination
of surface charges can be neglected when used [1, 46]. To overcome this deficiency
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of low charge transfer to the electrolyte, deposition of oxygen evolution catalysts,
called co-catalysts, on the surface of BiVO4 has produced expressing advances to
both lower charge recombination and improve system stability [4, 46, 57, 62, 79–
81]. Photodeposition of FeOOH/NiOOH is relatively simple and showed to be very
efficient [82, 83]. Studies involving novel materials with top dual layer FeNiOOH on
BiVO4 photoanodes are still a trend topic in the literature. Recently, Yaw and collab-
orators (2020) employing a V2O5/rGO/BiVO4/FeOOH/NiOOH heterojunction have
achieved a 5.5 fold improved in H2 gas production rate compared to V2O5/BiVO4

photoanodes [81].
Zhong and collaborators (2011) described a modification method that suppresses

surface recombination using Co-Pi, another co-catalyst that has also been become
popular. In their work, a layer of Co-Pi is deposited on the top of BiVO4, acting as
a catalyst for oxygen evolution reaction and eliminating almost all the losses due to
surface electron–hole recombination. The Co-PiW-BiVO4 film yields almost double
the photocurrent at 1.23 V compared to the photoanode without the surface modifi-
cation [46]. This work is cited by hundreds others and along the years many studies
using BiVO4 modified with Co-Pi were reported [30, 39, 77, 80]. Recently, Fang
and collaborators (2020) modified BiVO4 with 2 co-catalysts: NiFeOOH and Co-Pi.
While NiFeOOH extends the light absorption spectrum and forces charge separa-
tion, the Co-Pi layer efficiently catalyzes the oxygen evolution reaction. This strategy
promotes higher active area for oxidation reactions and accelerates the surface charge
transfer than when just one of the co-catalysts is applied [80]. Studies that coupled
more than one strategy to improve BiVO4 properties have been commonly reported
and provided high-performance photoanode to be potential applied in tandem cells.

3 CuBi2O4 as Photocathode for Water Splitting

Until now, manymaterials have been fabricated for water reduction as photocathodes
such as Cu2O [84], CuFeO2 [85], CuGaO2 [86], CuInS2 [87], andGaN [88] and noble
metals such as Au, Pt, and Pd are currently used in the electrodes [89–91], which
are expensive. The major part of these materials suffer from the drawback of poor
photo charge separation, faster electron–hole recombination, photocorrosion and
nowadays, novel p-type based semiconductor materials have become explored such
as strategic photocathodes at photo electrochemical cells due their relative low cost
of production and higher photocurrent density [92]. Thus, finding a suitable p-type
photocathodic material is a task not so easy. Complementary studies are need on
stable p-type materials with good photoelectrical performance.

CuBi2O4 has attracted attention recently because it is a nontoxicmaterial, inexpen-
sive and abundant p-type semiconductor with the potential to fill this void. Its main
difference over binary copper oxides (e.g., Cu2O and CuO) second metal instead of
Cu 3d,which precludes the reduction ofCu2+ toCu0 by accepting the photo generated
electrons, improving photo stability [93]. This ternary metal oxide semiconductor
(band gap of 1.6–1.8 eV and a photocurrent onset potential near 1V versus RHE [10])
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could be a good fit for the water splitting application, which was firstly discovered as
a potential photocathode material in 2007 through a combinatorial chemistry study
by the group of Sayama [94]. CBO is also studied for electrochemical and superca-
pacitors applications. There are several works on environmental applications, such as
nanostructured composites involving CuBi2O4 composites oxides for photo degra-
dation of dyes and oxidation of acetaldehyde to CO2, such as other environmental
employs [95–102].

Its spinel structure has a maximum predicted theoretical photocurrent of ~
19.7 mA.cm−2 and proper band edge position with conductive band more negative
than water reduction potential, and valence band more positive than water oxidation
potential, considered as a potential hydrogen producing material in PEC. Several
synthesis and/or deposition strategies for CBO have been currently reported such as
electrodeposition [103], hydrothermal process [104] and spray pyrolysis [105], some
of them require tedious purification steps and complicated immobilization steps for
electrode preparation.

The photocurrent’s copper and bismuth oxide (as it is named) is still low at
about 0.1 mA/cm2 compared to that of other p-type semiconductors like Cu2O
(7.6 mA/cm2), low charge carrier diffusion length (~10–50 nm), efficiency loss is
due to the improper Ohmic contact which results in poor charge injection into the
collecting electrode [106]. Then, efforts have been made to reduce its condition of
poor photocurrent density including doping [107], nanostructure design, co-catalyst
loading, and heterojunction construction [106, 108–114]. Other change can be the
passivation layer, an important strategy for reduction in surface trap density and facil-
itates photogenerated semiconductor/electrolyte interface [115]. Figure 2a shows the
evolution of publications related to the study of CBO, and Fig. 2b shows the different
areas of study reporting the use of CBO.

)b()a(

Fig. 2 a Number of published studies on CuBi2O4 from 1976 to 2020. Data obtained from the
Scopus database; b Perceptual of published studies on CuBi2O4 separated by research area. Data
obtained from the Scopus database
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3.1 Heterojunction, Passivation Layer and Co-Catalyst
Deposition

Some strategies are employed to improve the charge separation of the CuBi2O4 (or
any other semiconductor material). In the heterojunction, basically, an arrangement
that allows direct contact between two (or more) semiconductors resulting in a new
distribution of charge carriers and a band bending with the depletion region, a similar
effect occurs when it puts a solid semiconductor in an aqueous solution. However,
both materials must present suitably aligned energy levels and have good interfacial
contact to ensure reasonable charge carriers transmission [116, 117]. Figure 3 shows
a general scheme of heterojunction and the band alignments.

Some works demonstrate CBO containing cupric oxide (CuO) phase impurities
can result to a phase segregation [106, 118]; however, this result cannot be a problem.
A study reports the benefits of the phase segregation and its response for photo
currents measurements [119]. Decreasing the Bi: Cu ratio, fabricated photocathodes
by spin coating (1.97 and 1.38 with the same thickness), resulted in an increase
in the photocurrent density (0.82 and 1.17 mAcm−2 at 0.58 VRHE, respectively).
Once the photocathodes containing different Bi:Cu ratios but relatively the same
thickness, it has been observed an increased absorption due to the presence of CuO
phase (confirmed by Spectra Raman and XRD patterns). Reflectance diffuse spectra
suggest a parasitic light absorption of CuO phase, where photo carriers generated
in the particles do not contribute integrally to the PEC performance but present as a
hole-selective contact, improving charge collection efficiency.

Combining structural information with PEC performance and band alignment
analysis, the CuO particles reveal to be crucial components of the photocathode
heterojunction, acting as completely selective nanoscale contacts. Thus, CuO can
acts as a hole transport layer for photogenerated charge from the CBO increasing its
photo current density. A photoelectrode, resulting from a CuO|CBO heterojunction,
together with electrodeposited Pt, was prepared by drop casting and subsequently
calcined at 500 °C. This photocathode had a photocurrent of −0.8 mA.cm−2 (0.3 M
K2SO4 at neutral pH). The deposition of Pt on the FTO|CuO|CBO photoelectrode

Fig. 3 General scheme of
p–n junction
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improves its photo instability, reducing photo degradation but it does not prevent the
Cu2+ photo reduction.

A thin layer of Au deposited on the CBO film resulted in an improvement in the
practical photocurrent density from −0.23 to −0.50 mA.cm−2 under a potential of
0.1 V versus RHE applied [120]. In this same work, when Pt is added to the CBO and
CBO/Au film, there is an increase in photocurrent density to−1.24 mA.cm−2. There
is no doping effect of Au to the structure of the CBO, and when adding a thin layer of
Au, there is a uniformity of the electric field, favouring an increase in the growth of
CBO crystals. In addition, there is a greater separation of the photogenerated charges
and a consequent decrease in the resistance of the system, decreasing the activation
energy in the electrochemical deposition [121].

Fabrication of a nanostructured n-Bi2O3/p-CuBi2O4/p-CuO photocathodes by the
electrochemical and chemical techniques. Platelet-like BiOI nanocrystals were elec-
trochemically deposited on FTO substrate [122]. CuI nanoparticles are deposited
on the BiOI surface by successive ionic layer adsorption. Further, an oxidative
heat treatment of BiOI/CuI heterostructure in air leaded to the formation of the
Bi2O3/CuBi2O4/CuO composite123. In the surface, a binary oxide was formed such
as result of solid-state interaction between bismuth and copper oxides. Spectral sensi-
tization of wide-gap n-Bi2O3 (band gap Eg = 2.80 eV) with narrow-gap p-CuBi2O4

(Eg = 1.80 eV) and p-CuO (Eg = 1.45 eV) extends spectral sensitivity range up
to 800 nm. The extension of the spectral range of photocurrent generation up to
800 nm is due to the spectral sensitization of wide band-gap n-Bi2O3 substrate (Eg

= 2.80 eV) by narrow-gap p-CuBi2O4 (Eg = 1.80 eV) and p-CuO (Eg = 1.45 eV). A
generous photocurrent quantum efficiency (IPCE = 70% at λ = 400 nm) occurs due
a Z-scheme implementation, where the cathodic photocurrent is associated with the
transition of photoelectrons from p-CuBi2O4 and p-CuO to the solution, and holes
photogenerated recombine with electrons of n-Bi2O3 of its conduction band.

3.2 Protection Layer

It is recurrent for ternary oxides as CuBi2O4 some limitations related to surface
electronic trap state probably due to the phase-segregation or oxygen defects [123,
124]. In this sense, efforts to increase the time-life of PEC devices, the passivation
surfaces is an essential strategy (Fig. 4). In this electronic protection, it is neces-
sary a good electrons motion between the semiconductor and the layer-passivation,
also needs a Fermi level that is well-harmonized to the photocathode to decrease
Schottky barriers. Furthermore, for long-time operating, the layer passivation must
be stable under electrolyte, under illumination, and voltage operating conditions. A
passivation has been made using a sputtered CBO/CuxTiyOz photocathode varying
the Cu:Ti ratio. Surely, the CuxTiyOz acts as a passivation layer supressing carrier
recombination [123].

Recently it has been prepared a hierarchical nanostructured FTO/CBO/PTh
photoelectrode [125]. Furthermore, it was passivated with polythiophene (PTh), a
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Fig. 4 Band alignments at
interface of CuBi2O4 with
p/n-type caused by the
passivation layer

conducting polymer of thermal stability. In that electrode design, the porous CBO
layers with large surface area alloys better conductivity and the same time, contin-
uous ordered porous structure enhances light absorption. The coverage of PTh could
further increase the absorption of light and furnish better stability. Pure CBO photo-
electrode exhibits a photocurrent density near to 0.21 mA.cm−2 at 0.3 V versus
RHE. In contrast, the photocurrent for the FTO/CBO/PTh reached a photocurrent
of 0.41 mA cm2 at 0.3 V (RHE), which has greatly enhanced especially under the
correct voltage due to photosensitization of PTh.Moreover, the photoconversion effi-
ciency for CBO is near to ~0.063% at 0.3 V versus RHE, and the CBO/PTh exhibits
a higher photo conversion efficiency of 0.12% at 0.3 V versus RHE.

Simultaneously, an example of heterojunction and a protective layer deposition is
the (CBO|ZS|P25) photocathode, both deposited by spin-coating, where CBO film
modified (this, fabricated by calcination method) by the ZS and P25 semiconductors,
exhibiting a photocurrent density of 0.43 mA.cm−2 at 0.3 V versus RHE, approxi-
mately more twice than of CBO pure [126, 127]. Due to its high electron mobility
and protective layer, ZS and P25, respectively, improve the stability and hole extrac-
tion capacity of CBO. An amorphous n-TiO2 layer by spin-coating followed of
Pt (by photoelectrochemical reduction) deposited as co-catalyst altered the CBO
photocathode [128]. The main reason for use of amorphous TiO2 is its disordered
structure resulting in a larger specific area and more density of active sites [128].
Due to the p-n heterojunction formed and presenting a suitable thickness of TiO2, the
layer promotes a separation of the photogenerated charges. While the CuBi2O4|Pt
photocathode reaches a photocurrent density of 0.22 mA.cm−2, the novel photo-
cathode CuBi2O4|TiO2|Pt presents a response of 0.35 mA.cm−2. According to the
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reflectance diffuse data, the light absorption of the CuBi2O4 photocathode is not
altered after modifying the TiO2 layer, which it means that TiO2 layer is solely used
to promote the transmission of electrons generated from CuBi2O4. According to the
EIS spectra, whichmeasures the resistance between the photocathode and electrolyte
interface, the resistance of the Pt|TiO2|CuBi2O4 photocathode is smaller than that of
the Pt/CuBi2O4 photocathode, allowing photogenerated electrons to transfer more
efficiently upon modification with TiO2.

3.3 Doping

Some strategies have been employed in CuBi2O4 photocathodes to reduce the photo-
generated charges recombination. Ag-doped CuBi2O4 photocathodes have been
prepared by adding a trace amount of Ag+ ion. Ag+ ions may replace Bi3+ ions,
increasing the hole concentration in CBO photocathode. This ion exchange has
improved the photocurrent density. In addition, it is largely known on the anodic
photo corrosion suffered during O2 reduction due to poor hole motion. Doping with
Ag+ seems to suppress anodic photo corrosion and, according to flat-band poten-
tials, CuBi2O4 and Ag-doped CuBi2O4 electrodes prepared are more positive than
1.3 V versus RHE in a 0.1 M NaOH solution (pH 12.8), making these photocath-
odes highly promising for use in solar hydrogen production [114]. A ternary hybrid
structure CuBi2O4/Au/N, Cu-C has been prepared for water splitting application
[115]. N, Cu-codoped carbon layer acts a passivation layers, which decreases the
surface charge recombination, and Au nanoparticles can induced between CuBi2O4

and N, Cu-codoped carbon layer improving the charge transfer. Photocurrent density
is near to 0.31 mA cm−2 at 0.5 V (versus RHE). The N-CDs nanoparticles have been
anchored onto the surfaces of CuBi2O4. A nitrogen-doped carbon dots (N-CDs)
modified CuBi2O4 photocathode has been prepared using hydrothermal procedure.
Results exhibited an improved hydrogen production of N-CDs/CuBi2O4 in rela-
tion to CuBi2O4 and CDs/CuBi2O4 [129]. The photocatalytic performance of N-
CDs/CuBi2O4 composite can be due to the synergistic effect between N-CDs and
CuBi2O4, which it increases light harvesting and electron transfer capacity.

Copper and bismuth oxide CuBi2O4 has conduction and valence bands arising
from the Cu 3d and O 2p orbitals, respectively, and the most probable defects
presented in CuBi2O4 are copper vacancies. These nature vacancies can be compen-
sated by free holes, shifting the Fermi level closer to the valence band and increases
the p-type character of CuBi2O4. Based on this way, gradient self-doped CBO photo-
cathodes have been prepared by different amounts of Cu and Bi using a diffusion-
assisted spray pyrolysis technique. The selfing-doping does not introduce an external
dopant element, and thus the tetragonal crystal structure and carrier mobility are
maintained. Decreasing the Cu/Bi ratio occurs the formation of vacancies that
increase the carrier (hole) population and decrease the Fermi level. In other words,
the self-doping through of decreasing of Cu/Bi ratio generates an internal electric
field within CuBi2O4, facilitating the charge separation. Photocathodes containing
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different amounts of Cu/Bi were made by spray pyrolysis using a two-step diffusion-
assisted process. The gradient self-dopedCBOphotocathodes produce -2.5mA/cm−2

at 0.6 v versus RHE (using H2O2 as an electron scavenger at A.M 1.5) and -
1.0 mA.cm−2 at 0.0 versus RHE. These photocathodes have presented a charge
separation efficiency of 34% (at 550 nm). Also for last, it is deposited a CdS/TiO2

heterojunction layer on top of the gradient CBO photocathode along with Pt as
co-catalyst.

Techniques as drop-casting and spin coating are employed in the flux-mediated
one-pot solution process based on the metal–organic decomposition [130]. Precursor
solutions with the various concentrations (0.5, 2, 5, and 10 mol % versus CuBi2O4)
of aliovalent Li (I) flux produced were previously prepared. There is a comparison
between the two deposition methods. The spin-coating method seems to produce
majority secondary phase as compared to a drop-casting method. Interestingly there
is a modification in the morphology for samples containing different percentages of
aliovalent Li (I) varying from roughly spherical particles to a plate-like morphology
probably due to a topotactic growth of the spinel crystal by the flux [130]. However,
these photocathodes presented a photo current density close to -0.13 mA.cm−2.

4 BiVO4 and CuBi2O4 Cells

As BiVO4 has been shown to be a potential photoanode and CuBi2O4 a promising
photocathode, the combination of both photoelectrodes in a dual absorber solar
tandem cell has emerged as a suitable choice. Due the highest bandgap of BiVO4,
it can act as the top absorber while CuBi2O4 can harvest the energy left. Even
though this association is promising, the construction of tandem cells is highly
challenging and therefore, rarely reported. Recently and first reported by Song and
collaborators (2020), a tandem cell composed by W:BiVO4/CoPi photoanode and
a CuBi2O4/CdS/TiO2/RuOx photocathode has been constructed and investigated
regarding H2 production. The study has shown several challenges faced for the cell
development such as photocorrosion and internal photo voltage, but highlight consid-
erable factors for the design of the tandem cells composed by the 2 photoelectrodes
[131].
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Photodynamic Therapy: Use
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Abstract Photodynamic Therapy (PDT) is amedical modality that has been applied
against several types of cancer, macular degeneration, pointed condyloma, actinic
keratosis as well as infections caused by fungi, viruses, and bacteria. When PDT
is applied against microorganisms, the technique is called as antimicrobial photo-
dynamic therapy (aPDT). PDT/aPDT principle involves the association of a light
source (performed by a LASER, LED, and optical fiber), a non-toxic photosensi-
tizer (PS), and molecular oxygen dissolved in the tissue of interest. The photosensi-
tizer is excited by a light source of a specific wavelength which, in the presence of
oxygen, generate high-cytotoxic reactive oxygen species (ROS) aswell as superoxide
anion (O2

·−), hydroxyl radical (HO·), hydrogen peroxide (H2O2) and singlet oxygen
(1O2). These species cause damage to tumor cells and vasculatures by apoptosis,
necrosis, and activating the immune responses. Among the main advantages of PDT
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is the specificity. This is guaranteed by the preferential accumulation of the photo-
sensitizer in the cells of interest and the targeting of the lighting system without
compromising healthy tissues. Additionally, it is a cheaper and less invasive than
most known treatment, such as surgery, chemotherapy, and radiotherapy. Several
classes of photosensitizers have been proposed for application in PDT treatment.
It is necessary to mention phthalocyanines, porphyrins, bacteriochlorins, chlorines,
chlorophyll-based compounds, phenothiazinium salts, and xanthene dyes. Gener-
ally, better PS compounds are hydrophobic once they accumulate in the interest
tumors most effectively. However, the direct application of these in the body is
harmful once PS can precipitate in the body, forming aggregates. Additionally, the
pre-solubilization in an organic solvent before the application is not recommended
once these are high toxicity in the cell. In this way, strategies have been proposed to
solubilize hydrophobic PS in aqueous solutions and increase their biocompatibility.
One of the most successful is the incorporation of PS in nanocarrier systems such
as liposomes, copolymeric micelles, cyclodextrins, gold nanoparticles, microemul-
sions, self-assembled peptide-based nanomaterials, and others. Each nanocarrier has
this specificity in order of its vantages and advantages. The main objective of this
chapter is the description of PDTprinciples and understandsmore about formulations
that have been used for PDT treatment.

Keywords Photodynamic therapy · Antimicrobial photodynamic therapy · Drug
delivery systems · Photosensitizer

1 Principle

Photodynamic therapy (PDT) is a minimally invasive and emerging medical tech-
nique that has been used for the treat of a variety of diseases, such as skin diseases
(condyloma acuminate, actinic keratosis, etc.), several types of cancer, atheroscle-
rosis, macular degeneration, wound-healing, and others. Antimicrobial photody-
namic therapy (aPDT) is the technique denomination when PDT is used in the
inactivation of microorganisms against infections [1].

PDT principle involves the combination of a photosensitizer, light, and molecular
oxygen or other substrates in the local treatment. Firstly, the PS compound accumu-
lates in the injured tissues. The mechanism by which PS localizes selectively in the
interest cells is not understood. However, it is probably due to the affinity for prolifer-
ating endothelium coupled with vascular permeability. Another possibility is the PS
incorporation in the tumoral cell via receptor-mediated endocytosis of low-density
proteins (LDL), primarily expressed by cancerous cells.

Afterward, PS is activated by a proper light source. The light sources used includes
LEDs, LASERs, optical fibers, and near infra-red (NIR) lights. The majority of PS
compounds are stimulated by a light source with wavelength comprised from 630
to 700 nm, which is the region of greater light penetration depth. The red light
source, for example, penetrates in depths greater than 2 mm and is commonly used
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to treat thicker lesions [2]. However, PS compounds that are administered in the
skin can be excited with a light source of lower wavelength and skin penetration [3].
LASERS have the advantage of allowing the medical professional to modulate the
irradiance and administrate a monochromatic light. However, there are significantly
more expensive than lamps and LEDs, in addition to requiring individual expertise
[2]. NIR lights have the advantage of aiming to work in a deeper irradiation depth,
and highly reactive [4]. Conventional lamps have been tested for PDT treatment.
However, they present some disadvantages as well as low light intensity, significant
thermal effect, and difficulty in controlling the light dose. However, most of these
drawbacks can be solved with engineering solutions [5].

Upon activation, PS is promoted from its ground state (1PS) to the first excited
singlet state (1PS*) (Fig. 1). Once in this state, PS can decay again to the ground state
in two different forms: (I) return to its ground state by light emission or (II) by the
non-radioactive process (internal conversion). Another possibility is the occurrence
of an intersystem crossing process. It is characterized by the PS transition to its
longer-lived triplet state (3PS*). The PS in the triplet excited state can then decay
to the PS0 ground state emitting light by phosphorescence or by non-radioactive
processes.

Additionally, PSmolecules in the triplet excited state can transfer energy tomolec-
ular oxygen (3

∑
g
−O2) to form singlet oxygen (1�g

1O2), the lowest excited state
of oxygen [6]. The 1O2 can kill tumoral cells directly or damage tumor-associated
vasculature. PDT also can activate an immune response against the tumor. This

Fig. 1 Schematic illustration of the process that occurs after PS activation by a proper light source



292 B. H. Vilsinski et al.

mechanism is known as type II PDT. The oxygen singlet lifetime in the intracellular
environment is 3 μs in a viable metabolically active cells. This leads to a diffusion
distance of varying from 2 to 4 × 10–6 cm2.s−1 [7]. This short diffusion and life-
time of singlet oxygen make PDT a selective treatment of cancerous cells. In the
type I mechanism, on the other hand, there is an electron or proton transfer from PS
compound to adjacent biological substrates, forming radicals. These radicals act in
photodamage of the cells or react with molecular oxygen in order to produce ROS,
such as superoxide anion (O2

·−), hydroxyl radical (OH·), and hydrogen peroxide
(H2O2) that causes the cellular death.

The occurrence of type I or type II mechanism depends on several factors, such
as oxygen concentration, photosensitizer localization, concentration, and medium
polarity [6]. For example, type I reactions are more predominant in conditions of
low oxygen concentration and high PS concentration.

The advantages of photodynamic therapy include its good target selectivity, no
resistance to multiple treatments, fewer harmful effects, and a cheaper technique.
Additionally, PDT can be applied in regions with minimal medical instruments, is a
technique increasingly used in the poorest countries around the world [8]. Moreover,
aPDT is also interesting, once the increase in microbial resistance to antibiotics
and other drugs is a crescent medical problem [9]. The main disadvantages include
high systemic toxicity and a prolonged period of skin photosensitivity of some PS
compounds. Also, it is known that pain during the irradiation is a common adverse
effect during the treatment. However, these can be controlled using other optimized
PS compounds or using short incubation times [2].

In addition, PS compounds can act as imaging agents in order to better tumor
visualization/diagnosis. In this sense, PS can be theranostic agents against several
diseases. Indocyanine green, for example, is a US-FDA approved PS that has been
used in the diagnostic imaging process as a fluorescent contrast for recognization of
several tumors.

2 Photosensitizer Compounds

Porphyrin and its analogs are themost useful PS classes for use inPDT.Porphyrins are
characterized as an 18–22 π electron macrocycle where methine bridges linked four
pyrroles ring (Fig. 2) [10]. Phthalocyanines consisted of four symmetrical macrocy-
cles rings disposed of four isoindole units linked by nitrogen atoms (Fig. 2). These
compounds have strong absorption bands around 400 nm (Soret band), and absorp-
tion bands in the region comprised from 500 to 800 nm, called Q-bands. The higher
molar absorption coefficient ( 1≈ 5× 105 M−1 cm−1) in the Soret band is not enough
to apply PDT in deeper lesions. On the other hand, light absorption in Q bands is
interesting for this purpose.

The history of photosensitizer compounds used in PDT is based on three main
generations of PSs. In the first-generation of PSs, there are Photofrin® and hemato-
porphyrin derivatives (HPD). Photofrin® is used against early-and-late- stages of
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Fig. 2 Molecular structure of porphyrin and its derivatives

lung, bladder, and esophageal cancer, such as malignant, non-malignant, and early-
stages of cervical cancer. It consists of a mixture of dimers and oligomers of hemato-
porphyrins. In these compounds, the porphyrin unities are linked by ester, ether, and
C–C bonds. The main disadvantages of this PS class are the absorption of the light
source lower skin penetration, which disable the application in more deep-seated
tumors [11]. Photofrin® also presents low values of singlet oxygen quantum yield
(��). For example, the�� is only 0.01 in the PBS medium [12]. This implicates the
necessity of using a considerable amount of PS in order to obtain a phototherapeutic
result.

Foscan® or Temoporfin (5,10,15,20-Tetrakis(3-hydroxyphenyl)chlorin) is a
member of the second-class of PS compounds. Termoporfin presents QI band at
652 nm, with a high extinction coefficient and �� in ethanol (3.0 × 104 M−1 cm−1

and 0.43, respectively). This PS has been studied against Esophageal cancer, and is
this use is approved against head and neck cancer.

The PDT efficacy of Termoporfin is about 100 times greater than Photofrin
and other first-generation PSs. Therefore, second-generation PS compounds present
better photophysical properties than the previous generation [13].

The majority of second-generation-compounds are known for hydrophobic
nature. This is a favorable characteristic since PS can permeate through the cell
membrane more efficiently, further decreasing the therapeutically active concentra-
tion. However, its direct administration in aqueous medium leads to the aggregation
process. The aggregation occurs because the interactions between PS molecules
(by π-π stacking) are stronger than water-PS interactions. The aggregation leads
to changes in the photophysical properties of PS, such as emission quenching and
decreasing in the 1O2 production [14]. This is themain reason bywhichTemoporfin is
intravenously administered using a water/polyethylene glycol 400/ethanol mixture
as the solvent. However, the use of an organic solvent is no desirable once it can
promote several harmful effects.

Metalled phthalocyanines, chlorines, and bacteriochlorins are the new PS classes
that have been synthesized for PDT treatment. The inclusion of metals as zinc (II)
and aluminum (III) increases the molar absorption coefficient in the therapeutic
window (650–680 nm) [15]. For comparison, the 1value for zinc phthalocyanine
is 60 times larger than Photofrin® at 630 nm [16]. Additionally, these compounds
present better photophysical properties than Photofrin®, aswell as longer triplet state
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lifetime and higher singlet oxygen quantum yield [15]. However, phthalocyanines
also are water-insoluble. The strategy commonly used to avoid this problem is to
append biocompatible motifs at the periphery of phthalocyanines or perform the
synthesis of water-soluble phthalocyanines [17]. For example, the sulphonation of
phthalocyanines, chlorines, and bacteriochlorines increases the water-solubility. On
the other hand, this kind of modification decreases the interaction between the PS
compound and the cellular compartment, increasing the therapeutical concentration
of PS [18].

Finally, hydrophilic photosensitizer classes as xanthenes and phenothiazines are
known. The main advantages are that they can be easily applied intravenously and
have improved tumor killing. However, they poorly accumulate in tumor cells and
hardly crossing cell membranes. For example, Bengal Rose (BR) is a hydrophilic
xanthene dye extensively studied for PDT purposes [19]. An alternative is to synthe-
size BR derivatives with a lower solubility in the aqueous medium. For example, BR
ester derivatives with different alkyl chains have been synthesized. These compounds
present more significant interaction with tumor cells. However, xanthene dyes have
different protolytic forms. The structural pH-dependency of xanthenes is a draw-
back for PDT purposes, once some of these forms are no PDT active. On the other
hand, phenothiazinium compounds asmethylene blue (MB) can be easily irreversibly
reduced to their non-active leuco-form, which is no PDT active. This is a drawback
that avoids the direct MB application using PDT treatment [20].

The third-generation of PS compounds is obtained through the conjugation of PS
compounds with targeting components, as an antibody directed against the tumor
antigens. These PS localize and accumulate more effectively in the cellular target
[21].

In addition, an attractive solution to increase the effectiveness of photodynamic
therapy is the use of drug delivery systems (DDS) for hydrophobic and hydrophilic
PS, as discussed in the next section.

3 Drug Delivery Systems

Drug delivery systems (DDS) are biomedical devices that make possible the solu-
bilization of hydrophilic and hydrophobic PS compounds. These systems, besides
promote the solubilization of PS compounds in the aqueous medium, also increase
its bioavailability, decreasing the drug concentration necessary for the therapeutical
effect. The high PS concentration in the human body leads to side-effects, in which
the main is to affect the healthy cells [22]. These effects restrict the dose and dura-
tion of PDT administration, prejudicing the treatment efficacy [23]. Additionally,
DDS protect the drug from degradation after systemic administration, promote the
controlled release, and maintain the drug concentration in the therapeutic in the
organism in a greater time. The excellent drug loading capacity of these materials is
attributed to large surface areas or inner volumes into which a considerable amount
of drugs can be incorporated.
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Fig. 3 Types of drug delivery systems commonly in literature. Reuse authorized [3]

DDS has been studied in a branch of science named nanomedicine, which treats
the comprehension and control of organized structures with size varying from
1 to 1000 nm (Fig. 3). The nanocarriers used for DDS are classified in some
subgroups, such as micelles, liposomes, dendrimers, nanogels, inorganic materials,
andothers. These are used in the pharmaceutical purpose in the application, diagnosis,
prevention, and treatment [22].

Particularly for cancer treatment, it is desirable that the nanocarrier has size
varying from 100 to 200 nm. This is due to the fact that tumor neovasculature is
different from vasculature founded in healthy cells. Endothelial cells, for example,
are no aligned or disordered, while basement membranes and perivascular cells are
vacant or abnormal, owing to a fast angiogenesis within tumor tissue [24]. This fact
results in leaky channels that aim the permeation of materials with a hydrodynamic
size lower than 200 nm into the tumoral region. Additionally, the nanomaterials can
accumulate into tumor cells during prolonged periods due to the fact that the tumor
neovasculature possesses wide lumens and a poorly operating lymphatic drainage
system. This size-motivated tumor selectivity of nanoparticles is named “enhanced
permeability and retention (EPR) effect” [25]. Drug delivery systems widely used
for PDT are discussed below.
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3.1 Metalled Nanoparticles

Metalled nanoparticles have attracted attention as a DDS system of different
hydrophobic PS compounds as phthalocyanines and protoporphyrin, derivatives. For
example, Gold nanoparticles (AuNPs) have been used as the carrier of phthalocya-
nines modified with unique functional groups. For this, the PS is derivatized with a
thiol moiety, attaching to the AuNPs surface. The thiol group extends a direct linkage
to the AuNPs surface through self-assembly. In this research, the PS compound is
not incorporated into nanocarrier but bounded to the AuNPs surface. This system
aims at the solubilization of phthalocyanine in the aqueous medium and an effective
PDT effect [26].

Alexeree and coworkers studied the incorporation of metal-free phthalocyanine
(H2Pc) in AuNPs. The AuNPs were reduced using the biocompatible Potatoes
(Solanum tuberosum) extract. The results revealed that H2Pc was conjugated to the
gold nanoparticles surface through the secondary amine group of H2Pc [26]. Addi-
tionally, the conjugated Au-Pc material does not present any toxicity against buffalo
epithelial cells. Thus, this work suggests the use of PS conjugated with nanoparticles,
as biocompatible materials, for application in PDT.

de Freitas and coworkers combined silver nanoparticles with the PS curcumin
(CUR), generating the Metal-Enhanced Singlet Oxygen effect (MEO effect) [27].
This effect is related to the distance and spectral overlapping between metallic
nanoparticles and PS compounds. MEO increases some important photophysical
properties, as well as the state triplet of PS compound by coupling its dipole moment
with the electric field near the surface of the metallic nanoparticles. In this way,
AgNPs increase the �� of PS (from 0.01 to 0.14 in water), improving this effec-
tiveness. In this study, the authors reveal that CUR is located on the AgNPs surface,
interacting with the citrate ions. Additionally, the CUR-AgNPs conjugate leads to
an increase in the fluorescence emission, which is an exciting result of applying this
material as a theranostic agent in PDT studies.

Noble metal plasmonic nanoparticles, per se, also can be used as Photosensitizer
compounds in PDT. For example, it is known that Gold and Silver nanoparticles
present a higher extinction coefficient in comparison to organic photosensitizers
[28]. They are much more stable under illumination than organic PSs. Including
it is discussed that intense radiations can decompose and quickly cause the photo-
bleaching of the organic PS compounds [29]. Finally, organic PS only can be active
by UV/Vis light, while metalled nanoparticles can also absorb near-infrared light
irradiation.

The human body presents a transparency window in the wavelength region from
650 to 1350 nm [28]. In metaled nanoparticles, it is possible to control the position
of localized surface plasmon resonance (LSPR) depending on the shape and the size
of the nanoparticles. For example, gold nanorods can shift their LSPR band position
by 950 nm, changing the aspect ratio of the nanoparticles. PDT mechanism using
metaled nanoparticles involves the adsorption of some O2 molecules on the surface
of the plasmonic nanoparticles. Under irradiation, the singlet oxygen is formed on
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the nanoparticle surface, after a plasmon mediated electron emission from the noble
metal nanoparticles to surrounding media [29].

3.2 Dendrimers

Dendrimers are considered highly branched three-dimensional macromolecules.
They are composed of repeating unities of polymers (monomers). These nanocar-
riers are synthesized by repeated chemical reactions and have a variety of peripherical
functional groups. The surface of dendrimers can be functionalized by groups that
have interaction with tumor cells to increase these effects.

In this carrier, the bonds emerge radially from a central core. The monomers are
attached in a regular manner, layer by layer, and each layer is denominated “gener-
ation”. The properties and architecture of dendrimers are related with it generation.
Low-generation dendrimers are known as smaller molecules characterized by an
open and asymmetric shape [30]. The higher-generation-dendrimers, on the other
hand is globular and densely packed at the periphery.

PS compounds can be covalently bound to dendrimers on the surface or in the
nanoparticle core [30]. The advantages of using drug-conjugated dendrimers as
nanocarriers are the high drug payload, and the ability to control and modify the
lipophilicity and size of the dendrimers, for optimization of cellular uptake and tissue
biodistribution [31]. For example, it is reported in the literature that the pheophorbide
a (Pheid a) binds covalently with the amino groups of polypropylene imine (PPI)
dendrimers, forming a PS of third-generation [32].

Adittionally, PS compound can be incorporated inside dendrimer core, and
interacts through non-covalent interactions. For example, non-covalent interactions
between dendrimers and hydrophilic and hydrophobic PS compounds, such as
xanthenes and porphyrins, have shown suitable applications in PDT. Non-covalent
polyamidoamine (PAMAM)/Bengal Rose formulations (PAMAM/BR) were studied
for PDT purposes. The results showed that PAMAM dendrimers presented a
high drug loading of BR molecules. Additionally, the carrier systems promoted a
controlled release of BR, releasing 80% of the initial PS amount during the first 72 h.
Finally, PAMAM dendrimers-based nanocarriers release BR maintaining this ROS
generation property upon radiation, reducing BR toxicity [33]. The last is because
dendrimers can hold PS molecules in the internal cavities.

3.3 Liposomes

According to Ghosh and coworkers, liposomes are defined as synthetic or natural
lipids based vesicles formed from a lipid bilayer that encloses an aqueous core and
can comprise one (unilamellar) or more (multilamellar) concentric bilayers [15].
Liposomes usually constituted by lipids that have amphiphilic characters [34]. The
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most common liposomes synthesis is solid dispersion. Solid dispersion is consid-
ered a trivial method and consists of the solubilization of the lipids/phospholipids in
an organic solvent appropriate (generally organic solvents mixture). After complete
lipids/phospholipids solubilization, the organic phase is extracted by rotary evapo-
ration. A thin film is obtained after organic solvent evaporation, with this, the thin
film obtained is hydrated, also can be used buffer solutions, for obtaining liposomes.

Liposomes are formed spontaneously when certain lipids are hydrated
in aqueous media. A common phospholipids used in the liposomes
synthesis are: 1,2-Dipalmitoyl-sn-glycerol-3-phosphocholine and 1-Palmitoyl-
2-linoleoylphosphatidylcholine. Both present hydrophilic and hydrophobic portions
in their structural representation, as shown in Fig. 4a.

In General liposomes formation, during liposomes synthesis hydrophilic portion
of the lipids interact with a hydrophilic portion of the other lipids molecule. Analog-
ically, the hydrophobic portion of the lipids interacts with a hydrophobic portion of
the other lipids molecule, as schematized in Fig. 4. Unilamellar liposomes generally
have a high volume aqueous phase, which can incorporate hydrophilic photosensi-
tizers. On the other hand, multilamellar liposomes are best for hydrophobic photo-
sensitizer, due to the interaction with the lipidic bilayer [35]. In summary, liposomes
have microenvironments with different hydrophobicity, as illustrated in Fig. 4. These

Fig. 4 a Structural representation of the 1,2-Dipalmitoyl-sn-glycerol-3-phosphocholine and 1-
Palmitoyl-2-linoleoylphosphatidylcholine and b Representation schematical of the liposomes; (i)
Bilayer lipid of the liposome; (ii) a cross-section of liposome; and (iii) Bilayer lipid of the liposome
containing hydrophobic and hydrophilic photosensitizer
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facts forward liposomes as an excellent and promissory strategy to carrier photosen-
sitizer. Besides, this carrier is considered organic, biocompatible, and biodegradable
nanosystems [36, 37]. In this way, liposomes are very useful biocompatible tools
used in diverse scientific fields as pharmaceutical and biomedical applications. For
example, it is extensively applied for the vehiculation and drug delivery for treat-
ment of antimicrobial, oral cancer, breast cancer, human melanoma, among others
[36, 38–40].

The main advantage of using liposomes as a drug delivery system (DDS) is that
it promotes good interaction with the cell membrane and, consequently, increase
the accumulation in the target site. Liposomal accumulation in the target cell or
tissue stimulates the photosensitizer delivery and, consequently, it permeation for
the intracellular environment. This increases therapeutic efficacy dramatically [15].

Previously reported studies had demonstrated the potential use of liposomes
containingPS compounds. For example, Freitas and coworkers reported the obtention
of stable liposomes incorporating erythrosine-decyl ester photosensitizer against the
cancerous cell Caco-2 [41]. The low liposome stability in the aqueous medium and
limitation in the sterilization procedure are considered as a drawback for liposome
using as DDS system [42]. The low liposome stability has a relation with liposomes
size. Liposomes higher than 100 nm presents low blood-circulation time, due to
diminishing the uptake by the reticuloendothelial system, as reported in the litera-
ture [43, 44]. Tominimize this drawback, researchers have usedmolecules, generally
hydrophilic polymers, to modify the surface of the liposomes. These hydrophilic
polymers are known as “imperceptible” to the endothelial reticular system [41, 45].
An example is polyethylene glycol (PEG). PEG, when linked in liposomes surface,
turns liposomes imperceptive to macrophages [43].

Commercial liposomes are applied in anticancer drugs, vaccines, and ophthal-
mology [46]. Up to now, only ophthalmology has phototherapy applications. Visu-
dyne® uses the lipids egg phosphatidyl glycerol (EPG) and dimyristoyl phos-
phatidyl choline (DMPC) (3:8 ration molar) in the liposome obtention [46]. The
liposome-based on EPG/DMPC incorporates a hydrophobic photosensitizer, specif-
ically verteporfin, for the intravenous DDS [47]. This formulation can be considered
as the proof of concept of the clinical liposomes use containing photosensitizer.

Thus, liposomes can be considered as versatile platforms due to their microen-
vironments that stabilize hydrophobic and hydrophilic photosensitizers. Surface
ligands can be modulated according to the local target, promoting interaction with
cell membranes and turning invisible for some systems. Also, the interaction between
liposomes and the target is the first step towards the delivery of the photosensitizer
and, consequently, to the efficiency of photodynamic therapy.

3.4 Cyclodextrins

Cyclodextrins (CDs) are cyclic oligosaccharides, which have a hydrophilic exterior
and a hydrophobic cavity (Fig. 5). It is obtained from bacterial digestion of cellulose
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Fig. 5 Chemical structure of native α-CDs

Table 1 Main characteristics of cyclodextrins

Cyclodextrin n Solubilitya (mg/mL) MWb (Da) Cavity diameter
(A)

Cavity
volume
(A3)

α-Cyclodextrin 6 129.5 ± 0.7 973 4.7–5.3 174

β-Cyclodextrin 7 18.4 ± 0.2 1135 6.0–6.5 262

γ-Cyclodextrin 8 249.2 ± 0.2 1297 7.5–8.3 427

Adapted from Igor Yankovsky, 2016 [51]

with units of 6 (α-CD), 7 (β-CD), and 8 (γ-CD) D-glucopyranose units linked by
bonds (1–4) and each one has its characteristics, according to Table 1. This oligosac-
charide allows the formation of complexes increasing the solubility and stability of
hydrophobic drugs, being non-toxic, biocompatible, and used in the pharmaceutical
food industry [48, 49]. Due to steric obstacles, CDs with less than six units are not
obtained. On the other hand, those that have more than eight units of glucopyra-
nose are purchased, but their applications are limited, as they are rapidly reduced to
smaller products [50].

CDs interact with a large number of compounds, improving their properties. As
a result, it began to be used in photodynamic therapy (PDT) as delivery systems
in the mid-90 s. However, it was only in the past decade that intense research on
the application of CDs in PDT began. The photosensitizers most used initially were
tetrapyrroles (porphyrinoids), however, there are reports of successful use in other
PSs, such as hypericin, curcumin, phthalocyanines, among others [52, 53].

With the addition of CDs to the system, some features in PSs have been
improved. As an increase in water solubility, changes in photophysical character-
istics, increasing the production of ROS, and improving the distribution of PSs to
target cells and tissues. The literature reports threeways that are addressed to alleviate
these problems. Through (i) inclusion complexes, (ii) covalent bonding (conjugated
CDs-PSs) or (iii) formation of nanoassemblies between CDs and PSs (Fig. 6) [51].
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Fig. 6 Types of links between CDs with tetrapyrrole photosensitizers reported in the literature.
Adapted from Igor Yankovsky (2016) [51]

The formation of inclusion complexes facilitates the solubilization of poorly
soluble substances, such as PSs. In this system, the CDs act as a host and the PSs as a
guest. These complexes are formed through van der Walls forces, hydrophobic inter-
actions, and hydrogen bonds. The ability to form reversible inclusion complexes is
governed by two factors: the steric effect and thermodynamic interactions. Thus, the
CDs form these complexes with substances that have a size, polarity and geometric
shape compatible with the size of their cavity [54]. This allows CDs and the respec-
tive molecule to interact completely, partially, or axial, depending on the host–guest
stoichiometry [55]. As reported in the work of Mihoub et al. (2018), the inclusion
complexes CD-porphyrinoid PSs improved the fluorescence intensity, tripled the
useful life in aqueous and neutral solutions, increased the production of 1O2 and
the fluorescence quantum yield. Lu et al. (2014) prepared and studied a 4:1 inclu-
sion complex of zinc phthalocyanine (ZnPc) with HP-β-CD ((HP-β-CD)4-ZnPc) to
improve the PDT efficiency of ZnPc by increasing thewater solubility and decreasing
the aggregation in the physiological environment of ZnPc [56].

A second way used to improve the physical–chemical properties of PSs for PDT
applications is through the covalent bonding betweenCDandPS compounds. Several
studies of these phthalocyanine-CD conjugates have been carried out due to the
proven effectiveness of the CD-PS set in PDT. Lourenço et al. (2014) compared the
formation of conjugates between native CDs (α, β and γ) with phthalocyanine. As
previously analyzed andmentioned, due to the lower solubility of β-CD, its formation
of ROS, bioavailability is lowerwhen compared toCDsα and γ. However, it is known
that the presence of CD to PS improves its properties, even though it is poorly soluble
likeβ-CD, thus improving the characteristics of phthalocyaninewhen applied to PDT,
when compared to the drug alone [57].
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The last type of connection between CDs and PSs refers to nanoassemblies. These
are supramolecular colloidal systems that involve a non-specific external connection
between the sites of the CDs and PSs. The changes in the edges, as in the native
CDs, by several substituents, allow producing derivatives of ionic or non-ionic CDs.
Through these modifications, it is possible to form supramolecular buildings that
can host PSs as porphyrins. In-vitro applications have been reported, improving drug
administration and its effectiveness in PDT [54].

3.5 Polymeric Micelles

Micelle is a designation for a self-molecular organization of amphiphilic molecules
and surfactants in aqueousmediumas a natural response for abrupt changes in physic-
ochemical parameters [58]. For instance, when a molecular concentration increase
in a narrow range enough to reduces the interface energy, the molecules start the
formation of well-oriented colloidal aggregates (Fig. 7) [59]. Different types of block
copolymers can be self-assembling asmicellar systems, such as di- (AB), tri- (ABAor
BAB) or tetra- (ABCA) block copolymers by end-to-end addition of a linear sequence
of monomers, alternating block (ABABABAB) with two species of monomeric
units distributed in alternating sequence, and random block (AAABABBAA) with
monomer residues locating randomly [60–62]. On the other hand, micelles can be
structured by graft copolymers, comprising a polymer chain as a backbone with two

Fig. 7 The aMicelle formation by self-organization of amphiphilic molecules in aqueous medium;
b Hydrophobic drugs-loaded inside the core of the micelle
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monomers grafted as side parts (i.e. acrylonitrile–butadiene–styrene graft copolymer
(ABS)) [63, 64].

Polimeric micelles (PM) have been extensively explored as smart and high-
efficiency nanoplatforms to delivery of hydrophobic drugs in a variety of medicinal
applications, especially for cancer therapy. Because the PMs show in the aqueous
medium, high stability, controlled drug release, long retention time, and bioelim-
ination, they have advantages over other micellar systems [13]. In the late 1990s,
Matsumura and Maeda discovered that due to the inflamed or cancerous tissues,
somemacromolecular therapeutics could spontaneously accumulate via the so-called
enhanced permeability and retention (EPR) effect [65]. Besides, the defects of the
lymphatic system in tumors prevent these macromolecular therapeutics from being
cleared from the tumor, giving to PMs a prolonged time to release their active cargo.
Also, PMs have many other advantages over other nanoplatforms; these include the
simple methods used in their preparation, high encapsulation efficiency and loading
capacity, ideal size (20–100 nm) to in vivo applications, and controlled drug release
profile.

As previously presented, most of the PSs of the first and second generation associ-
atedwith the PDT for cancer therapy are hydrophobic chemical compounds, which in
turn tend to aggregate in aqueous environments, losing its spectroscopic and tumor-
selective properties consequently. On the other hand, PMs architected as nanoplat-
forms can solubilize a high concentration of PSs and protect them in the core compart-
ment preventing the aggregation. Thus, the PMs as drug delivery systems in PDT
applications, lead to an improvement of the PSs pharmacological properties, such as
biodistribution, bioavailability, and pharmacokinetics [3, 66]. As a consequence, a
reduced dose of the PS is required to photoinactivation of the therapeutic target, mini-
mizing any side effects. Additionally, their small size and hydrophilic shells render
PMs stealth properties facilitating their escape from the mononuclear phagocytic
system, vital to increase the extension of their circulation half-life, and enhances
the effects of passive targeting to make the nanoparticle more specific to a target
site. Recently PMs based on ABA triblock copolymers, comprised of poly(ethylene
oxide) (EO) and poly(propylene oxide) (PO) blocks), and commercially available as
Pluronic®, have been employed to solubilize Hypericin (HYP), a powerful natural
PS found in plants of the genus Hypericum. In association with PDT, HYP has
showed a broad spectrum of pharmacological activities against microorganisms and
a variety of cancer cells. Montanha et al. has reported the photodynamic potential
of HYP-loaded P123 micelles to inactivation of two lineages of intestinal colon
carcinoma. The authors showed that P123 copolymeric micelles not only improved
the hydrosolubility of HYP but also prevented its self-aggregation, thereby keeping
HYP in a monomeric stade, ensuring the photoinactivation of Caco-2 and HT29 cells
[67]. In another study employing the P123/HYP system associated with PDT, Damke
et al. showed that the micellar copolymer can permeate the membrane of the MCF-7
cells with the internalization of HYP in the mitochondria and endoplasmic reticulum
organelles, leading a selective time- and dose-dependent phototoxic effects on cancer
cells but little damage to MCF-10A cells [68].
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In the last years, block copolymers linked to bioactive molecules, including
chemotherapy, targeted ligands, proteins, photosensitizers, and fluorescent probes,
have been engineered to produce PMs with prolonged blood-circulation times,
cellular signaling effect, and targeting therapy [69]. In this approaches, the surface of
PMs can be decorated with active targeting via chemical conjugation to bind specif-
ically to target cells, resulting in the increased specificity and enhanced penetration
via receptor-mediated endocytosis. The active targeting includes small molecules,
proteins, peptides, antibodies, and nuclei acid-based ligands [70]. Folates, including
folic acid (FA) and 5-methyltetrahydrofolate (5-MTHF), are essential cofactors for
many biochemical reactions [71]. The role of this vitamin in the production of precur-
sors for DNA synthesis and repair makes it essential for proliferating cells. Cancer
cells overexpress FA receptors as folate-binding proteins and have a high affinity to
uptake FA-conjugated CPMs [72]. For instance, Li et al. prepared FA-conjugated
methoxypoly(ethylene glycol) (mPEG) and polylactic acid (PLA) copolymeric
polymer (FA-PEG-PLA) to synthesize an active-targeting, water-soluble and phar-
macomodulated hypocrellin B (HB) nanocarrier. The enhanced uptake of HB/FA-
PEG-PLA micelles resulted in a more effective post-PDT killing of SKOV3 ovarian
cancer cells compared to plain micelles and free drugs [73]. In the same approach,
Gonçalves et al. reported a functional PMs based on Pluronic P84-linked N-
(3-aminopropyl)-2-pyrrolidone (APP) for PDT-HYP treatment of melanoma. The
strategy of authors has used the ability of N-alkyl-2-pyrrolidone moiety of APP as
a penetration enhancer showed an improvement of the HYP potential photodamage
effect in vitro models of mouse melanoma cell lines (B16-F10) [74].

3.6 Polymeric Nanoparticles

Polymeric nanoparticles have been studied for the entrapment of low soluble PSs.
The nanoparticles promote the controlled PS release depending on intrinsic factors
such as redox environment of cancer cells, pH gradient of tumors, or by extrinsic
factors as heat, light, ultrasound, and others [62]. Between the advantages, these
systems are biodegradable and biocompatible. Additionally, the controlled release
of this kind nanocarrier is more controlled than nanocarriers that promotes drug
delivery by a factor of hard control, such as pH, temperature, and ionic force [75].

Particularly interesting are the nanoparticles extrinsically stimulated by light
incidence. These systems have vantage to circumventing the impact of microen-
vironments or tissue types, which restrict pathophysiology-based drug delivery.
For example, the PS release by light activation can be separated into three types:
chemical degradation, disruption by photothermal effect, and molecular structure
change. Polycarbonate-based polymers, for example, can absolve UV light leading
to a polymer degradation along the polymeric backbone [75]. After irradiation, the PS
compound is controllably released from polymer, and, in a second stage, the same
light is used to activate the photosensitizer compound. Finally, the PS compound
promotes the photodynamic effect.
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The main advantage of this kind of carrier is the possibility of the release of
higher PS concentration at the tumoral site, causing fewer side-effects in other body
regions. Additionally, these carriers are biocompatible biodegradable. This, allied to
the small size, makes them suitable carriers for PDT purposes [76].

In addition, some nanoparticles linked to bioactive molecules for PDT appli-
cations have been investigated. In this approach, Son et al. used folate-modified
poly(lactic-co-glycolic acid) nanoparticles (FA-PLGA-Pba) for the tumor-targeted
delivery of Pheid a [77]. The results show a faster cellular uptake and high accumu-
lation of the FA-PLGA-Pheid to MKN28 human gastric cancer cell line during 24 h
after intravenous injection. Yoon et al. reported a tumor-targeting hyaluronic acid
nanoparticles (HANPs) as the carrier of the hydrophobic photosensitizer, chlorin e6
(Ce6) for simultaneous photodynamic imaging and therapy. In this case, hyaluronic
acid (HA) had shown as potential as active targeting. They found that Ce6-HANPs
could be rapid uptake into tumor cells via the passive targeting mechanism and
accurately enter tumor cells through the receptor-mediated endocytosis based on the
interactions between HA of nanoparticles and CD44, the HA receptor on the surface
of tumor cells [78].

Conjugation of NPs to iRGD peptide provides a promising strategy for tumor
targeting. iRGD is a 9-amino acid cyclic peptide sequence (CRGDKGPDC) able
to increase vascular and tissue permeability using a mechanism dependent on αν

integrin and neuropilin-1.Wang et al. [79] reported the synthesis of iRGD-conjugated
PEG-PLGA NPs for the simultaneous tumor delivery of indocyanine green (ICG)
and a hypoxia-activated in both 3D tumor spheroids in vitro and orthotopic breast
tumors in vivo [80].

3.7 Peptide- and Protein-Based Nanomaterials
Self-Assembled

Recently, the use of biocompatible systems based on peptides and proteins as DDS
self-assembled for PDT has gained massive attention for its bioactivity, therefore,
synergic potential on treatment allied with the PS [81].

Supramolecular self-assembly structures build on lipids, peptides and proteins
possess important function in nature, i.e., on formation of cytoskeleton and cellular
membranes. Such complexes formed upon peptides and proteins have ubiquitous
characteristics beyond its chemical moieties, as stability, enzymatic function and
specific receptor interactions [82, 83]. The self-organization depends entirely on
interactions between the amino acid residues,which canbehydrophobic, hydrophilic,
aromatic, aliphatic, cationic or anionic. Thus, the structure of each amino acid enable
intra and intermolecular interactions as π–π stacking, non-specific van der Waals
forces, chiral dipole–dipole interactions and, most importantly, hydrogen bonding
and hydrophobic interactions which maintain the system closely-knit. The many
possibles interactions and any alteration of the chemical, physical and biological
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properties may lead to distinct materials in different sizes, as nanotubes, nanobelts,
fibrils, nano-vesicles, gels and nanocages [82, 84].

Self-assembled nanomaterials can be modulated through pH, temperature, light
and by the introduction of chemical and enzymatic components [85, 86]. From simple
systems based on dipeptides to complex architectures which use proteins as building
blocks, the infinite possibilities of these adaptable structures enable the rational
design of smart drug delivery vehicles, capables of releasing the drug in specific
sites, raise the PS permeation in the cellular membrane, as many other features.
Still, the non-covalent bonds between amino acids and the PS may give rise to the
possibility of changing and modulating its physical properties, as potencial zeta,
fluorescence yield, among others.

3.7.1 Dipeptides

Dipeptides are formed by the conjugation of two amino acids through a peptidic
bond. Its structure is easy to produce and, therefore, it’s easy relatively simple to
modulate so it can accomplish the wanted purposes. Starting with 20 amino acids,
infinite possibilities are possible through its derivations, which mainly characteristic
are biocompatibility, easy biodegradation and low cytotoxicity [87]. research made
byMa et al. (2016) prospected the development of a nearly 100 nm nanoparticle self-
assembled from a cationic dipeptide diphenylalanine (H-Phe-Phe-NH2.HCl, CDP),
using glutaraldehyde as a covalent crosslinker, to deliver the PS Chlorin e6 [86].
Thereby, beyond the cationic dipeptide and the crosslinker, the nanoparticle is deco-
rated in its surface with heparin molecules (Hep), that confer to the structure a nega-
tive potential of 25 mV, which may low its adsorption by negative charged proteins
belonging to mononuclear phagocytic system (MPS) and increase its circulation
time. Indeed, the results show that there are more retention in vitro when the system
is used on MCF-7 tumor cells, enhancing its efficiency when comparing to the free
PS. Other dipeptidic systems based on CDP and derivatives are described [88–90].
Liu et al. (2016) could observe by a batochromic shift in Ce6 spectrum that the PS
actively participated in the vehicle assembly, possibly throughπ–π and hydrophobic
interactions [91].

Abbas et al. (2017) describes the formation of nanofibers upon a diphenylalanine
derivative (FF), fluorenylmethoxycarbonyl diphenylalanine (Fmoc-FF) [92]. Those
nanofibers form a hydrogel upon the electrostatic interactions between the anionic
dipeptide and a cation polypeptide (poly-L-Lys). The system was able to sustain the
liberation of former encapsulated Ce6 up until 48 h, retarding tumor growth and even
reducing its size when teste in mice.
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3.7.2 Polypeptides

Among the use of polypeptides asmajor components, those with amphiphilic proper-
ties usually stand out by efficient producing nanotubes, fibers, vesicles and nanopar-
ticles [84]. Liang et al. [93] report the development of a micellar system proper
for use in PDT based on amphiphilic peptides as building blocks. These peptides
are constructed through the conjugation of a hydrophobic amino acid chain and the
hydrophilic amino acid Lys, which possess an amine moiety sensitive to pH alter-
ations due to its pKa (VVVVVVKKGRGDS). It has been established that neoplastic
tissues present different aspects in comparison with healthy tissue, as enzyme super
expression, receptors, beside the acidosis (pH < 6.0) due to high glycolysis rate [85,
94]. Such conditions can be used by this nanocarriers to destabilize its own structure
in the active site, avoiding its activation in non desired locations, hence diminishing
system collateral effects. The protonation of the amine moiety promotes repulsion
between polypeptidic chains and consequently extensive liberation of the PS. In
this context, Chen et al. (2011) also avail the chemical properties of a polypeptide
which possess 4 hydrophobic chains to enhance the stability of the system in high
dissolution biological medium through increased hydrophobic interactions [95].

Both systems are capable of exploring the high malleability of those structures
based in polypeptides. Still, these systems take advantage on intrinsic bioactivity
of the biomolecules, since the presence of amino acid sequences also can interact
with super expressed receptors presented in pathological conditions, thus raising
the percentage of the PS entering the cell. Several studies use this sort of active
vectorization [96–98]. A knowingly active sequence is RGD (Arg-Gly-Asp), added
on the surface of the nanovehicles by electrostatic interactions so it can interact with
αυβ5 e αυβ3 integrins, exacerbated in themembrane of certain tumors and responsible
for adhesion and migration of these neoplastic cells. Xiong et al. [99] shows in its
research that the functionalization of polymeric micelles with RGD peptide raises
significantly drug permeation in melanoma cells (B16-F10) through endocytosis
mechanism.

Other biomolecules super expressed in cancer cells asMMPs (metalloproteinases)
also can be used as target sites for signaling sequences. Li et al. [100] proposed the
utilization of an amino acid sequence (Gly-Pro-Leu-Gly-Leu-Ala-Gly) to transform
protoporphyrin IX (PpIX) into a prodrug activated by the cleavage of the peptidic
chain by MMP-2. Used as a linker, the amino acid sequence connects a cationic
peptide fraction R9 (sequence whose function is to enhance the PS cell permeation)
to an anionic peptide fractionE8. Through electrostatic interactions, the E8 protect the
R9 fraction from interacting with receptors in the cell membrane. When the complex
approaches the active site, the super expressed MMP-2 cleaves the linker and then
the active portion of the drug is released.

Conveniently, peptides can also be allied to other molecules in order to opti-
mize the self-organized complex efficiency and increase its stability. Zhu et al. [101]
developed a supramolecular nanoparticulated system for use in PDT as a delivery
system for hydrophobic drugs. The construction of a bimolecular complex through
the alliance of pillararene derivatives and a specific designed peptidic sequence
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could bring thermoresponsive properties to the system, without the need for covalent
linkage between the two fractions.

3.7.3 Proteins

Unlike the oligopeptides, which possess between 2 and 50 amino acids in its chain,
proteins configure much more complex structure with more than 50 residues, which
leads to difficult synthetic procedures. Thus, bio produced proteins as albumines,
collagen and ferritins, among others, are preferably used.

Proteic structures can admit hydrophobic and hydrophilic drugs in its differents
domains or empty core. Nanoparticles had been produced through the self-assembly
of human seric albumine (HSA) by Jiang et al. [102] so it can deliver IR780, a
hydrophobic PS. The cleavage of the disulfide bond in the structure exposed its
hydrophobic domains,which could thereby interactwith the PS. The resulting system
was hydrosoluble and stable in aqueous medium.

The alliance between HSA and crosslinkers as glutaraldehyde can be explored
so it can improve the stability of the system, as observed by Wacker et al.
[103]. The use of crosslinkers is a cautious decision as it forms covalent
bonding and may preclude the drug’s liberation. Interestingly, the PS encapsu-
lated in this system, 5,10,15,20-tetrakis(m-hydroxyphenyl) porphyrine (mTHPP)
and 5,10,15,20-tertrakis(m-hydroxy- phenyl)chlorin (mTHPC), did not presented
this drawback and the quenching of the PS when trapped inside the nanoparticles
can reduce the systemic collateral effects as the PS only activates when the system is
dismantled inside the tumor cell. Therefore, none the less the system could properly
deliver the PS in the active site but also preserve its efficiency in producing ROS
only where it’s needed.

In this context, Luo et al. [104] invest in nanocages based on a hybrid protein
(HPOC) developed through the joint of HSA and hemoglobin (Hb), protein respon-
sible for carrying oxygen to the tissues.104 Thus, the recurrent hypoxic conditions
found in neoplastic tissues is outlined through oxygen supply from the system
itself. The structure presented to be able to carry not only Ce6 but also doxoru-
bicin efficiently (93.1± 3.4% and 97.2± 4.5%, respectively), enabling a multi front
treatment.

Zhen et al. [105] also explored the use of nanocages based on a ferritin deriva-
tive (FRT) with its surface modified by a particular amino acid sequence, RGD4C
(Cys-Asp-CysArg-Gly-Asp-Cys-Phe-Cys). The complex demonstrated to be capable
of encapsulating a significant percentage (up until 60 wt%) of the model PS zinc
hexadecafluorophthalocyanine (ZnF16Pc). The small size of the system (18.6 ±
2.6 nm) enables its passive targeting by EPR and active through the RGD fraction.
It’s possible to observe that, as many other systems presented above, this system tries
to operate in different fronts in search to optimize its results.

The advantages of proteic and peptidic systems to PDT are clear, its biocompat-
ibility and easy biodegradability, mostly of dipeptidic complexes, are notable. The
countless transformation possibilities of these systems project many potentials of
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activation through different ambient conditions or even the modulation of the ambi-
ents itself, as O2 supply by the own vehicle. Therefore, through basic precepts as
maintenance of physical properties of the PS and low cytotoxicity in the absence of
light, new self assembly systems can be extensively explored and available for use
in PDT in a near future.

4 Conclusions and Future Prospects

Photodynamic therapy has developed as a medical modality for the treatment of
different diseases caused by abnormal cell growth, with advantages ranging from
greater selectivity to low cost. Although there are different PSs that are promising
drugs for PDT, their intrinsic limitations can hinder the dissemination of the tech-
nique. Thus, the search for appropriate release systems for each photosensitizer is a
constant challenge in different research areas. A fundamental characteristic for the
development of release systems is the maintenance of the photophysical and photo-
chemical properties of the PS, without which the effectiveness of the technique will
be compromised. Therefore, hydrophobic drugs need to be monomerized in these
systems during transport or after delivery to the active site. In addition, high selec-
tivity to target cells is essential for the effectiveness of PDT and to avoid prolonged
photosensitization. Among the numerous release systems investigated for PDT we
highlight: liposomes, cyclodextrins, polymeric micelles, polymeric nanoparticles,
peptide- and protein-based self-assembled nanomaterials, metalled nanoparticles,
and dendrimers. As discussed above, these delivery systems act to increase the photo-
dynamic effect of different drugs, thus being delivery systems suitable for PDT appli-
cation. In a very close perspective, the junction of these release systems, seeking the
combination of their main advantages for the assembly of mixed systems should be
used. Thus, we can project the use of PSs with different targets and/or mechanisms,
aiming to enhance the therapy effect.
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DFT Approaches for Smart Materials
with Ferroelectric Properties

Luis Henrique da Silveira Lacerda, Renan Augusto Pontes Ribeiro,
and Sérgio Ricardo de Lázaro

Abstract In the last decades, the development of new technologies is strongly
related to materials development, mainly for semiconductors and smart materials.
A common property usually observed in both materials is the ferroelectricity. The
ferroelectric materials are largely employed on data storage and memory devices,
sensors, actuators, and others. In summary, the ferroelectricity is evidenced by
a high spontaneous polarization inside the crystalline structure, which can arise
from crystal modifications, such as, structural distortions, chemical bond profile,
or material composition. Nowadays, the more important ferroelectric materials are
the BaTiO3, PbTiO3, PbZrxTi1-xO3 (PZT), and BiFeO3 materials. In addition, the
search for lead-free ferroelectric materials has attracted a big interest from scientists
around the world aiming at environmentally friendly alternatives. As for lead-free
materials as for Pb-based ferroelectric materials, several experimental approaches
are widely reported. However, the investigation of this kind of material through
theoretical investigation still represents a challenge. Therefore, this work presents
theoretical approaches based on theDensity Functional Theory (DFT) demonstrating
its potential to develop advancedmaterials. Thereby, the theoretical methodology has
successfully employed for clarification or prediction of the ferroelectric properties
raised by chemical modifications or structural deformations.
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1 Towards Multifunctional Ferroelectric Materials

The ferroelectricity is a fundamental property of the solid-state materials that exhibit
a spontaneous charge polarization below the Curie temperature (Tc) that can be
switched by an applied electric field [1–3]. Usually, the ferroelectric materials are
transitionmetal oxides, such as perovskiteABO3 compounds, where the spontaneous
polarization arises from ions displacement from the center-symmetrical position,
which can be explained by two different factors: (i) the second-order Jahn–Teller
effect (SOJT) arising from the bonding overlap between empty d shells and Oxygen
(2p) orbitals; (ii) the presence of a pair cations with large stereoactivity effects. This
kind of ferroelectric material is called “proper ferroelectrics” [4].

On the other hand, the polarization can be originated from a more complex lattice
distortion or as a result of some electronic or magnetic ordering, originating the class
of “improper ferroelectrics” [5–7]. A very important aspect of such class of ferroelec-
tric materials is that the leading order can thus coerce the improper polarization into
electronic states that would be avoided in the conventional ferroelectrics generating
superior functional properties [8].

From the viewpoint of technological applications, ferroelectric materials are
promising candidates in several fields. For instance, recently, the ferroelectric and
piezoelectric effects were highlighted to control the optical process in emerging
materials [9]. Indeed, photo-ferroelectricity defines the combination of ferroelec-
tricity and optoelectronic properties to induce superior behavior from ferroelectric
photovoltaic materials, photostriction effect, and others [9–11].

Another subject of the interest for ferroelectric materials correspond to the field
of photocatalysis. In this case, the spontaneous polarization promotes naturally the
separation of the photoexcited charges as well as its migration from the bulk to
surface during the photocatalytic process; thus, it promotes the redox reactions. In
addition, the ferroelectric materials can act as co-catalysts, inducing a large polar-
ization electric field that accelerates the surface charge transfer of the photocatalysts
[12–15].

Ferroelectric materials have been also promising candidates for the consolidation
of the energy storage materials—a subject of increased attention in the past few years
due to the increasing concerns regarding sustainable developments in energy topics.
In this context, ferroelectric materials are receiving increased interest due to their
intrinsic capability for superior energy storage density [16–18].

More recently, the interest regarding ferroelectric increased due to scientific and
technological interest about multiferroic materials—a widespread class of mate-
rials that combines two or more of the primary ferroic order parameters (ferroelec-
tricity, ferroelasticity, ferromagnetism, and others) simultaneously in the same phase.
However, the main focus of recent research related to this area involves materials that
combine some form of magnetic ordering (ferromagnetism, ferrimagnetism, antifer-
romagnetism, etc.) with the presence of the ferroelectricity, giving rise to the name of
magnetoelectric materials. The interest in such materials has been strictly connected
to the perspective of controlling charges through magnetic fields, as well as spins
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through the electric field, enabling the development of ultra-fast, dense and low
energy consumption electronic devices, such as actuators, transducers, multi-state
memories, FeRAMs, and others [7, 19–23].

The precise understanding of the driving force or microscopic origin of the
symmetry breaking that originates the ferroelectric properties plays a fundamental
role in the development of the novel high-performance candidates. In this context, the
ferroelectric polarization can be visualized as a function of the orbital hybridization
involved in off-centered clusters, as well as from the perspective of the exchange–
correlation (XC) energy that generates the inhomogeneous electronic densities
responsible for the spontaneous polarization [24]. Despite the experimental efforts
devoted to explaining these effects, some answers at the atomic level remain chal-
lenging, due to the emergence of the quantum states that governs the overall
ferroelectric property.

Based on previously mentioned facts, the use of computational calculations in the
design of the new ferroelectricmaterials offers numerous complementary advantages
to experimentalmethods, especially due to its precision. Besides, the characterization
of the fundamental properties of promising materials is carried out more quickly
through computer simulations than compared to experimental techniques, improving
the searching for new candidates. These advantages make computer simulations an
essential step in the design of new ferroelectricmaterials in silico before the expensive
and time-consuming experimental process.

In this context, the Density Functional Theory (DFT) corresponds to the most
powerful theoretical tool for studying the properties of the materials, especially the
ferroelectric behavior. Indeed, the DFT can be used to calculate not only structural
and dynamical properties for ferroelectrics but to investigate the polarization prop-
erties from the Berry phase method according to the modern theory of polarization
[25–28]. Further, the DFT methods can also be applied for a wide range of ferro-
electric materials paying special attention to their lattice dynamics, phase transitions,
dielectric and piezoelectric properties, and to the study of defects and surfaces [29].

Recently, an increased number of scientists have confirmed the power of DFT
calculations to understand and predict the most important properties of ferroelec-
tric materials, contributing to the materials design from an innovative strategy
that combines electronic structure calculations, symmetry analysis, and solid-state
chemistry concepts [30–35].

2 DFT Approaches on Ferroelectricity

At thefirstmoment, the theoretical approximation basedonquantummechanics plays
a simple role in the materials’ investigation, being applied to basic structural analysis
or electronic analysis of well-known systems. Due to the strong connection between
materials development and technological advances, the relevance of the theoretical
methodologies increased a lot. Thereby, the theoretical methods represent important
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tools for helping chemists and physicists on the development of materials in a shorter
time enabling the prediction of its properties and employment limitation [36–38].

Among the theoretical approaches available stand out the DFT, which has
contributed largely for simulation of several materials at last thirteen five years,
offering the best relationship between results precision and study time. Suchmethod-
ologywas firstly developed byKohn andHoihenberg in 1964 and posteriorly finished
by Kohn and Sham in 1965. The heart of the DFT consists of the assumption that
the total energy of the system is a function of the electronic density (ρ); thereby, the
density functional determines exactly and completely all the properties of interest
of a system in its ground state, and it is dependent only on the position (x, y, z).
Another important fact about the DFT is that any tentative function for the ρ will
have, therefore, energy greater or equal than the ground state for a real system [39].

The DFT formalism also includes the exchange–correlation energy, which is
described according to the local (LDA, LSDA), non-local (GGA, PBE), hybrid
(B3LYP, HSE06, PBE0) or meta-GGA (Massachusetts functionals series) func-
tionals. The efficiency of each kind of exchange–correlation approximation is
different and, according to extensive results reported in the literature is possible
to states that the hybrid functional leads to better results when allied to localized
Gaussian basis sets; whereas, the non-local approximation guarantees very reliable
results using plane-wave methods [36–40]. In this chapter, all the computational
simulations are based on localized Gaussian basis sets allied to hybrid functional.

Nowadays, DFT approaches are successfully employed in the study of magnetic
[41–48], electronic [49–55], ferroelectric [51, 52, 56–58], optical [59, 60], morpho-
logical [61–64], and photocatalytic properties [65–67]. In particular, the ferroelectric
properties investigation can be carried out by different approaches. Among this, we
highlight the Berry Phase methodology [68, 69] that makes possible a direct predic-
tion of the ferroelectric properties by Spontaneous Polarization values or piezoelec-
tric analysis. It is noteworthy that the spontaneous polarization evaluation enables the
direct comparison between theoretical and experimental results. This methodology
determines the spontaneous polarization (SP) for a crystalline material by the differ-
ence between paraelectric and ferroelectric phases and, for this reason, is known as
a geometric approximation to determinate macroscopic polarization. The main idea
comes from the experimental analysis since the quantity generally measured is the
differential polarization, including the dielectric permittivity, Born effective charges,
piezoelectricity, pyroelectricity, and ferroelectricity. Thus, the polarization observed
in a unit cell is equivalent to a macroscopic current, being directly accessible to
quantum calculations as a bulk property.

Furthermore, the reliability of Bery Phase results makes it themost potent approx-
imation to ferroelectric properties prediction. However, this methodology does not
evidence the anisotropic behavior of the ferroelectric properties when it is possible
since it evaluates the SP overall the material. In this context, the Perturbation Theory
is very relevant predicting the dielectric constant (α) and polarizability (ε) by appli-
cation of the external electric field. This kind of simulation predicts the dielectric
constant by the average macroscopic electronic density as presented in Eq. 1, where
ε refers to relative permissivity, E0 refers to applied field magnitude along a specific
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direction of the unit cell and É is the average electric field value. In turn, the polar-
izability is measured as a function of the electronic density under external stimuli of
an electric field.

ε = E0

E0 + É
(1)

Thereby, theoretical investigations based on both methodologies have enabled a
deeper understanding of the ferroelectric properties of the materials and how these
properties are affected as by chemical modification as by structural factors.

3 Advanced Ferroelectric Materials

3.1 Ferroelectricity Raised by Chemical Modification

Lead zirconate titanate, PbZrxTi1-xO3 (PZT), is a perovskite crystal well-known for
its superior ferroelectric, piezoelectric, and dielectric properties, being widely used
in transducers, actuators, transformers, sensors, capacitors, and other technological
applications [70, 71]. The exceptional dielectric and ferroelectric properties of the
PZT are deeply related to the displacement as of Ti4+ ion as of Zr4+ ion from the
center-symmetrical position, which can be explained by the second-order Jahn–
Teller effect (SOJT) arising from the bonding overlap between Ti/Zr (3d) and O
(2p) orbitals. Moreover, the presence of large cations with lone pair 6s2 electrons
(Pb2+) in A-sites induces another SOJT effect from the stereoactivity factor of the
6s2 lone pair, establishing a large electric polarization on Pb–O bonds through the
mixing between empty Pb(6p) and O(2p) orbitals.

The major issues involving PZT are associated with the high toxicity of the
lead-based oxides, resulting in several environmental problems that contribute to
increasing the scientific and technological interest in the development of new lead-
free ferroelectricmaterials, whose ferroelectric performance is comparable to or even
better than that of PZT.

Recently, several authors have dedicated experimental and theoretical efforts to
elucidate the overall properties of the Sn(II)-based semiconductors owing to their
potential technological importance in different fields, especially for the development
of new ferroelectric devices. Indeed, in the past of a few years, SnTiO3 (STO) and
SnZrO3 (SZO) perovskite structures were founded to have a spontaneous electric
polarization larger than that of the PbTiO3 material [72–76]. In addition, theoretical
studies indicate that Sn-doped PZT at A-site exhibits strong ferroelectric properties
and has much higher values of the piezoelectric coefficients than PZT [77].

Following this discussion, we propose the first-principle calculation of structural,
electronic, and ferroelectric properties of SnZr0.50Ti0.50O3 (SZT) material as a lead-
free candidate to replace PZT. In this case, DFT/PBE0 hybrid calculations were
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Table 1 Theoretical results for lattice parameters (in Å), unit cell volume (in Å3), M–O bond
lengths (in Å), and born effective charges (BEC in |e|) for PZT and SZT materials (A = Pb, Sn)

Models a c V M–O BEC

A–O Ti–O Zr–O A Ti Zr O

PZT 4.007 4.239 68.062 2.511
2.872
3.513

1.758
2.020
2.244

1.958
2.056
2.517

3.534 5.561 5.637 −3.045

SZT 3.963 4.229 66.418 2.429
2.852
3.512

1.747
2.005
2.239

1.930
2.051
2.513

3.596 5.489 5.624 −3.058

carried out considering a large supercell model containing 40 atoms usingCRYSTAL
[78] package.

From an inspection of Table 1, it was observed that SZT has a contracted unit
cell in comparison to PZT, following the smaller ionic radii for Sn atom (1.18 Å)
than for Pb (1.49 Å). Regarding the atomic displacement from the central position
(ideal cubic symmetry), calculated fractional coordinates indicate that both solid
solutions exhibit a similar disorder along the [001] direction coinciding with the
polarization axis of the tetragonal symmetry. In particular, it was noted that the unit
cell contraction for SZT is directly connected with the shortening of the M–O (M
= Sn, Ti, Zr) bond distances, suggesting that the isoelectronic replacement of Pb
for Sn induced a local disorder on the [AO12] cluster, which spreads along with the
crystalline structure.

The Born Effective Charge (BEC) is another fundamental property related to the
dielectric and ferroelectric oxides, controlling the long-range Coulomb component
of the force constants. Our calculated results show that both A- and B-site cations
exhibit large dynamical chargeswhen compared to the nominal charges in a full-ionic
picture, A2+ and B4+. These results are, in turn, a strong indicator of the existence of
the covalent character for both A–O and B–O chemical bonds. Furthermore, it was
observed that both A–O and B–O chemical bonds are sensitive to the isoelectronic
replacement of Pb by Sn; indeed, the BEC for Sn (3.596 |e|) is higher than for Pb
(3.534 |e|), indicating the enhancement of the covalent character for Sn–O, while the
calculated charges for Ti/Zr at SZT are smaller than for PZT, suggesting the higher
ionic component.

Similar observations can be visualized by the electron density maps along with
the A–O and B–O chemical bonds, as depicted in Fig. 1. As discussed above, the
electron density maps clarify the covalent component on the A–O chemical bonds,
where a charge corridor was observed along the Pb–O and Sn–O bond paths. On
the other hand, the plots for B–O chemical bonds indicate that the electronic density
distribution exhibit a discontinuance along the [001] direction, confirming the exis-
tence of the spontaneous polarization effect for tetragonal PZT and SZT materials.
In addition, the increase of the covalent character for Sn–O bonds has induced a
higher charge separation along the axial plane, suggesting an enhancement of the
spontaneous polarization for the lead-free SZT in comparison to PZT.
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Fig. 1 Electron density maps for A–O (A = Pb, Sn) and B–O (B = Ti, Zr) chemical bonds as
charge corridor or charge paths for the PZT (a–b) and SZT (c–d) materials

As a consequence of the increased spontaneous polarization, the calculated band-
gap for SZT (3.03 eV)was lower than for PZT (3.79 eV), suggesting that the increased
covalent character of the A–O bonds have provoked a perturbation of the frontiers
crystalline orbitals, as presented in Fig. 2. Moreover, the calculated effective mass
for the electrons and holes associated with the narrow band-gap suggest a potential
application in photoinduced technologies, such as photovoltaic and photocatalytic
devices for the ferroelectric SZT.

Therefore, combining all analysis is possible to assume that lead-free SZT is
an excellent candidate for ferroelectric-based applications due to the increased
spontaneous polarization associated with very high dielectric constants.

Fig. 2 Band Structure profiles indicating narrow band-gaps for a PZT and b SZT materials
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3.2 Ferroelectricity Raised by Particular Structural Features

The ferroelectricity is one of the most essential ferroic properties on solid-state
materials. The ferroelectricity is justified by the existence of spontaneous polariza-
tion (Sp) raised by bond character between component atoms, structural distortions,
or chemical modification. It is possible to observe this phenomenon as on simple
oxide structures as on complex crystalline structures, such as perovskites and other
structures with ABO3 general formula. The common feature between both kinds of
materials is the existence of some distortion degree within the structures.

Among the highly ferroelectric structures stands out the R3c structures due to its
intrinsic ferroelectric properties; this fact is justified by (i) the distortion degree
for [AO6] and [BO6] clusters; (ii) the alternation between the A and B cations
along the c axis; (iii) highly compacted layer composed by O atoms and (iv) the
presence of intrinsic ordering vacancies [79–82]. Thus, in this section, the results
for Berry methodology, Perturbation methods, and structural aspects obtained by a
DFT/B3LYP calculation level applied on CRYSTAL [78] package for several R3c
materials were used to determine the influence of particular structural features on
ferroelectric properties. As mentioned previously, the Berry methodology considers
the ferroelectric structure (R3c) regarding their respective non-polar structure (R-3c)
to predict the spontaneous polarization; Fig. 3 presents both crystalline structures.

Fig. 3 R3c and R-3c crystalline structures. The [AO6] and [BO6] clusters are represented in brown
and blue colors, respectively
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In summary, the ferroelectric properties of evaluatedmaterials are related to struc-
tural aspects, such as the tilting of [AO6] and [BO6] clusters, displacement of cation
located in the center of clusters andby Jahn–TellerEffects [80, 83].Another important
feature is the chemical composition of eachmaterial. To facilitate the discussion of the
results, the evaluated materials were classified into four different groups according
to their chemical composition. As observed in Table 2, the general evaluation of
results indicates that the ferroelectric property is higher for materials containing
Ti, Al, and Cu clusters, since the TiNiO3, NiTiO3, FeTiO3, AlFeO3, FeAlO3, and
PbCuO3 materials present the highest values of the SP in their respective groups.
Furthermore, it is expected a high influence of the Pseudo Jahn–Teller (PJTE) or
Jahn–Teller (JTE) Effects, structural distortion, and octahedral cluster tilting; hence,
the materials present similar values. The difference in ferroelectricity for evaluated
materials canbe justifiedby the accommodationof cations in the characteristic rotated
clusters of the LiNbO3 structure, which are oriented between the x and y directions.
This is a very particular behavior for this structure since the most common cluster
type for structures is oriented along the z-direction as observed for P4mm and Pm3m.
The cation accommodation on the sites of R3c structures was assessed through the
distortion degree (�) of the octahedra in the structure that is determined by Eq. (2),
where di is M–O bond length and dave is the average value for bond distance in each
cluster. In this context, a high disorder indicates aminor cation accommodation in the
materials clusters. The obtained results indicate that the Al, Ti, Fe, and Ge clusters
present the highest distortion degrees because they are observed in clusters preferen-
tially oriented along directions different from that exhibited on the respective simple
oxides and other perovskite structures [84–89]. A similar effect is found in the Pb (Ti,
Zr) TiO3 (PZT) material that presents high ferroelectric properties arising from the
existence of Zr atoms in non-preferential structural sites (oriented in the z-direction)
[90–93].

� = 1

6

∑

i

{
(di − dave)

2

dave

}
(2)

Moreover, the accommodation of cations in clusters can justify the variation of
ferroelectric properties for all the proposed materials in this section, since a propor-
tional variation of ferroelectricity occurs as a function of cation comfort in the R3c
clusters. The results show that, in general, the cations from the fifth period of the
Periodic Table are well accommodated within the LiNbO3 clusters resulting in the
lowest ferroelectric properties among evaluated materials. Similarly, the disorder
in the system increases for materials composed of cations from the sixth period,
resulting in an increase of SP compared to those formed by elements of the fourth
period. In turn, cluster composed by second and third periods elements is responsible
for the higher ferroelectricity due to their lesser adequacy in characteristic sites of
R3c structures.

The ferroelectric properties of the materials were also investigated using the
constant dielectric (ε) and polarizability (α) values for each material, which are
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Table 2 Theoretical results for Spontaneous Polarization (SP), dielectric constant (ε), and
polarizability (α) for R3c evaluated materials

SP (μC.cm−2) Dielectric Constant
(ε–Bohr3)

Polarizability (α) Distortion degree

x z x z �[AO]6 �[BO]6

Nickel

TiNiO3 103.63 224.03 198.27 4.67 4.25 2.14 46.91

GeNiO3 88.19 149.22 146.94 3.84 3.80 1.97 17.85

ZrNiO3 80.48 174.74 161.55 3.77 3.56 6.56 15.07

SnNiO3 81.62 174.89 166.40 3.85 3.71 6.07 6.06

HfNiO3 84.89 224.04 198.27 4.67 4.25 7.18 10.26

PbNiO3 88.90 2.75 ×
106

41,977.15 285.38 5.35 4.24 8.49

NiTiO3 103.63 4.85 4.20 213.44 177.27 46.97 2.17

NiGeO3 87.01 3.82 3.79 147.48 146.48 19.55 1.83

NiZrO3 90.62 3.74 3.53 173.07 159.66 6.53 6.53

NiSnO3 80.82 4.06 3.98 206.92 201.55 5.94 5.94

NiHfO3 84.33 3.81 3.66 173.66 165.41 7.14 7.14

NiPbO3 88.51 32,427.81 5.29 2.12.106 281.45 4.12 8.71

Iron II

FeTiO3 96.17 4.81 1239.06 241.55 78,504.35 6.23 46.50

FeGeO3 66.62 4.21 3.80 175.02 152.63 8.73 13.89

FeZrO3 72.62 3.92 3.50 192.72 165.01 20.57 11.79

FeSnO3 64.70 4.11 3.71 199.50 174.00 18.22 4.05

FeHfO3 67.48 5.18 3.66 269.52 171.58 19.24 7.47

Iron III

AlFeO3 91.29 194.16 177.59 4.59 4.28 10.50 22.62

FeAlO3 91.81 184.57 161.18 4.61 4.15 22.60 10.97

FeVO3 87.02 306.29 1.91 ×
109

5.90 3.05. 107 34.68 3.40

PbFeO3 76.49 2.96 ×
105

425.15 4253.70 7.088 2.94 18.97

BiFeO3 57.34 456.03 1.67. 106 7.5605 24,111.92 21.51 14.75

Lead

PbVO3 36.76 – – – – 16.78 1.79

PbCrO3 49.56 6.84 ×
107

431.77 1.04 × 106 6.99 11.80 0.73

PbMnO3 62.42 1.64 ×
108

394.73 2.06 × 106 5.95 6.58 18.57

PbFeO3 76.49 2.96 ×
105

425.15 4253.70 7.088 2.94 18.97

PbCoO3 19.73 4.93 ×
109

340.94 7.21 × 107 5.98 8.24 17.57

(continued)
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Table 2 (continued)

SP (μC.cm−2) Dielectric Constant
(ε–Bohr3)

Polarizability (α) Distortion degree

x z x z �[AO]6 �[BO]6

PbCuO3 92.51 – – – – 7.54 4.10

dependent on the direction. The first refers to the level of response of a material
to an external electric field while the latter determines how much it is polarizable.
Therefore, a material with good ferroelectric properties must present high values for
SP allied to high ε and α values in the same direction. The theoretical results obtained
show that the proposed materials have high α and ε values, which are proportional
to the SP values. In addition, it is noteworthy that the systems composed of Pb are
more polarizable and more susceptible to external electric fields compared to the
other materials investigated. This feature is attributed to the cations size and the
lesser interaction between the nucleus and the valence electrons, making the elec-
tronic cloud more polarizable. In particular, for PbVO3 and PbCuO3 materials, the
computational simulation was not able to determine the values of ε and α due to the
high covalent character for the Pb–O bonds in these materials.

It is also noteworthy that the evaluation of dielectric constant and polarizability
evidences the anisotropic behavior of ferroelectric properties along the R3c unit
cell. The results indicate that all investigated materials have high properties more
pronounced along the x and z directions, being the SP more pronounced along z-
direction for the FeTiO3, BiFeO3, and FeVO3 materials, which contain Fe3+ with
a high distortion degree for a cluster within the structure. It is important to high-
light the high values of SP, α, and ε for these materials, mainly for BFO and FeVO3.
Whereas, the other materials possess ferroelectric properties more pronounced along
the x-direction. Thus, the obtained results for evaluated materials indicate that they
have high ferroelectric properties in the crystalline structure R3c, point out all mate-
rials as potential alternatives to the development of technological devices based on
ferroelectricity [41–43, 49, 94].

The reliability of the theoretical methodology is evidenced by the agreement
between theoretical and experimental results to SP for PbNiO3, NiTiO3, and BiFeO3.
The experimental measurements for SP for such materials are 100 μC.cm−2, 97
μC.cm−2 and 60 μC.cm−2, respectively [95–99]. Therefore, DFT simulations are a
very useful tool for the prediction of ferroelectric properties of materials with very
specific structural features.

3.3 Ferroelectricity Raised by Structural Deformations

The widespread utilization of the ferroelectric materials requires complex architec-
tures based in nanomaterial deposited on a properly oriented substrate (thin-films),
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where the molecular level can be described by a combination of the surface and inter-
face effects inducing countless physical and chemical properties [100]. In particular,
in the case of ferroelectricity, the structural arrangement of the different orienta-
tions disturbs the electron density affecting the balance between Colombian (long-
range) and covalent (short-range) effects associated with spontaneous polarization
(Sp) [101–103].

Moreover, the film architecture originatesmechanical stress in the interface region
between the nanoparticle and the substrate, which is due to the lattice mismatch
among the crystalline structures. In this context, strain engineering becomes a
powerful and useful tool that enables the stabilization of intriguing crystalline struc-
tures for various oxides, which exhibits unusual phenomena’s never observed in their
unstrained states [104, 105].

Therefore, to elucidate the ferroelectric properties of strainedATiO3 (A=Mn, Fe,
Ni) materials, we carried out first-principles calculations based on density functional
theory (DFT/PBE0) using CRYSTAL [78] package.

For this purpose, both uniaxial and biaxial strain were considered through
geometry-constrained relaxation for two different models: (i) for uniaxial strain we
fixed the c lattice parameter and relaxed the a and b lattice parameters and all atomic
coordinates; (ii) meanwhile for biaxial strain we fixed the a and b lattice param-
eter and relaxed the c-axis and all atomic coordinates Manually changing the lattice
parameter allows for the investigation of different compressive and expansive strains
applied parallel to the [001] and [110] direction, as depicted in Fig. 4.

Fig. 4 Schematic representation of a [001]-oriented and b [110]-oriented ATiO3 (A=Mn, Fe, Ni)
unit cell. The black, blue, and red balls correspond to A (Mn, Fe, Ni), Ti and O atoms, respectively
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Fig. 5 Calculated spontaneous polarization for [001] uniaxial and [110] biaxial strained ATiO3 (A
=Mn, Fe, Ni) material

Let us now briefly discuss the especially relation among strain-induced struc-
tural disorders and the ferroelectric properties of ATiO3 (A = Mn, Fe, Ni) eval-
uated through spontaneous polarization, as presented in Fig. 5. In this case, it was
noted that [001] uniaxial strain slightly reduces the spontaneous polarization for both
tensile and compressive regions in comparison to the unstrained model of NiTiO3

and FeTiO3. Further, it was possible to indicate that [001] uniaxial strain keeps the
internal polarization because the difference between short and long A–O (A = Ni,
Fe) bonds remains almost constant along the investigated region, confirming that
A-site cations play a fundamental role on the description of ferroelectric properties
of ATiO3 materials with LiNbO3-type structure.

On the other hand, the [001] uniaxial strain induces an important control of the
Sp for the MnTiO3, resulting in reduced/increased values for tensile/compressive
regions, respectively. This fact can be associated with the singular behavior of Mn–
O bonds in comparison to Fe–O and Ni–O, resulting in an intriguing ferroelectric
control.

On the other hand, the biaxial [110] strain drastic change the spontaneous polar-
ization ofMnTiO3 andNiTiO3, where the compressive region results in a large ferroic
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order, whereas the tensile regime reduces the spontaneous polarization. This fact can
be attributed to the increased local disorder of [(Mn/Ni)O6] clusters that become
more distorted for the compressive strain inducing superior ferroelectric properties,
while the shortening of long A–O (A =Mn, Ni) bond distances makes the A center
more regular resulting in reduced polarization. These results allowed us to predict
that biaxial [110] strain is an interesting tool to control the ferroelectric properties
of NiTiO3 materials, following the experimental results reported in the literature
[106–110].

Epitaxial strain can induce collective phenomena and new functionalities in
complex oxide thin films. Strong coupling between strain and polar lattice modes
can stabilize new ferroelectric phases from nonpolar dielectrics or enhance electric
polarization as previously discussed. Furthermore, the magnetic degree of freedom
can be switched or controlled by epitaxial strain being an interesting tool to develop
and enhance the multiferroic properties [111–117].

4 Conclusions

In this chapter, the role of DFT calculations on ferroelectric materials was summa-
rized. In particular, the structural, electronic, and dynamical effects associated with
the raising of ferroelectricity in several oxides were discussed combining symmetry
analysis, electronic structure calculations, and solid-state chemistry concepts.

As regards the origin of ferroelectric properties,main treemechanismswere inves-
tigated: (i) in case of PbTi0.5Zr0.5O3 and SnTi0.5Zr0.5O3 perovskites the ferroelectric
order was addressed to the role of the covalent character of A–O chemical bonds that
induces an increased spontaneous polarization for SZT in comparison to PZT; (ii)
moreover, for several ABO3 perovskites with R3c crystalline structure the intrinsic
polarization was related to structural aspects, such as the tilting of [AO6] and [BO6]
clusters, off-centering cation displacement and Jahn–Teller Effects; (iii) in the third
case, the strain-induced control of ferroelectric properties forATiO3 (A=Mn, Fe,Ni)
materials was confirmed, suggesting that in-plane biaxial [110] strain corresponds
to an interesting tool to control the ferroelectric properties.

Besides the challenge as regards the atomic-level description of the ferroelectric
order, the DFT calculations have been successfully applied as a complementary tool
to elucidate the origin of intrinsic spontaneous polarization, as well as can be used
to predict and design innovative candidates for superior technological applications.
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Nanocrystalline Spinel Manganese
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Magnetic Hyperthermia Applications
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Abstract In this paper, nanocrystalline spinel manganese ferrites MnFe2O4 (MFO)
were synthesised using the co-precipitation method under different conditions and
characterised by XRD, TEM, magnetic measurements and also theoretical calcula-
tions. Herein, the first-principles calculations and electron density topologic anal-
ysis at DFT level, including a comparison on the influence of relativistic effects,
were carried out to obtain the geometries and the electronic parameters of the bulk
and (100), (110) and (111) surfaces of the MFO structure, for the first time. The
magnetisation field curves reveal a superparamagnetic behaviour for all the analysed
samples. The saturation magnetisation values were determined to be 56.6, 53.3, and
54.8 emu/g at 300 K, respectively. Furthermore, the aqueous colloids were trans-
ferred to organic media to investigate the effect of particle size and aggregation
degrees on the heating efficiency of the nanoparticles. Our findings demonstrate that
the MFO spinel nanocrystals hold promise for innovative applications in magnetic
hyperthermia.

Keywords MnFe2O4 · DFT calculations · Magnetic hyperthermia · Nanocrystals

W. E. Pottker · F. A. La Porta (B)
Laboratório de Nanotecnologia E Química Computacional, Universidade Tecnológica Federal do
Paraná, Londrina, PR 86036-370, Brazil
e-mail: felipelaporta@utfpr.edu.br

W. E. Pottker · P. de la Presa · A. Hernando
Instituto de Magnetismo Aplicado, UCM-ADIF-CSIC, A6 22500 Km, 28230 Las Rozas, Spain

P. de la Presa · A. Hernando
Departamento Física de Materiales UCM, Ciudad Universitaria, 28040 Madrid, Spain

M. A. Gonçalves · T. C. Ramalho
Department of Chemistry, Federal University of Lavras, Lavras, Minas Gerais, CEP 37200-000,
Brazil

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
F. A. La Porta and C. A. Taft (eds.), Functional Properties of Advanced
Engineering Materials and Biomolecules, Engineering Materials,
https://doi.org/10.1007/978-3-030-62226-8_12

335

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62226-8_12&domain=pdf
mailto:felipelaporta@utfpr.edu.br
https://doi.org/10.1007/978-3-030-62226-8_12


336 W. E. Pottker et al.

1 Introduction

Nowadays, the heating efficiency of magnetic nanoparticles is being intensively
investigated because of their potential applications in several fields such as
biomedicine, catalysis, or energy harvesting [1–4]. Under certain physical condi-
tions, the magnetic nanoparticles can convert the work of an electromagnetic field
into thermal energy; therefore, they can be used as nano-heaters (e.g., for potential
applications in biomedicine) [5, 6]. In this regard, it is well known that the efficiency
of the energy conversion depends on intrinsic particle properties, including parame-
ters such as coordination number, symmetry, particle size, magnetisation, magnetic
anisotropy, and bond distance and disorders, as well as extrinsic properties, including
parameters such as applied field, media viscosity, and aggregation degree [7–10].

Among the magnetic nanoparticles, manganese ferrite MnFe2O4 (MFO) spinel
nanocrystals have been the focus of intense research in recent years, due to their
low toxicity, excellent chemical stability, and small magnetic anisotropy at room
temperature (RT) that enable a wide variety of biological applications, e.g. in cancer
therapy [7–11]. In particular, the heating efficiency in aqueous colloids of these
nanomaterials has been intensively studied [12–18]. From a structural point of view,
MFO materials generally crystallise in a mixed phase between both the normal and
inverse spinel structures [19, 20]. Specifically, the MFO spinel structures are conve-
niently described as (Mn2+1−δFe

3+
δ )

[
Mn2+δ Fe3+2−δ

]
O2−

4 , where δ is the inversion param-
eter, which indicates that the divalent cations partially occupy both tetrahedral (A)
and octahedral (B) sites, respectively. A broad range of synthetic strategies have been
extensively employed to obtain highly crystalline MFO materials of different sizes,
morphologies, and well-designed structures, utilizing several eco-friendly routes
[8–11].

Overall, in this study we evaluated the crystalline structure, polydispersitivity
degree, morphologies, size distributions, electronic and magnetic behaviour of
MFO nanocrystals, which were synthesised using the co-precipitation method under
different conditions. Also, the first-principles calculations and electron density topo-
logic analysis at density functional theory (DFT) level with relativistic effects were
carried out to obtain the geometries and the electronic parameters of the bulk and
(100), (110) and (111) surfaces of the MFO structure for the first time. We also
investigated the heating efficiency of these magnetic nanocrystals for hyperthermia
therapeutic applications.

2 Experimental Methods

2.1 Synthesis of MFO Nanoparticles

We prepared the followingMFO powders using the co-precipitation synthesis proce-
dure: 2.5 mmol of MnCl2 (Sigma Aldrich) was dissolved in 50 mL of distilled water
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(solution 1); 5 mmol of FeCl3.6H2O (Sigma Aldrich) were separately dissolved in
another 50 mL of distilled water (solution 2) [9, 14]. Both solutions were heated and
mixed at 50 °C under vigorous magnetic stirring. During the sequence, 100 mL of
NaOH (3 M) solution at 95 °C was added dropwise. Then, the synthesis temperature
was maintained at 80 °C for about 120 min under magnetic stirring (600 rpm) to
obtain different particle size distributions [18]. Finally, the products obtained were
magnetically separated, washed several times with water, and dried at RT. Subse-
quently, the obtained precipitate was dispersed in 10 mL of 0.1 M TMAOH and/or
OA according to previous studies [11, 21]. Two additional samples were synthesised
with a similar procedure; however, the synthesis temperature was increased up to
100 °C with different magnetic stirring times, namely 30 and 120 min. To separate
the different sizes, all samples were fractioned by centrifugation [22, 23].

2.2 Structural and Morphological Characterization

Powder X-ray diffraction (PXRD) patterning was performed at RT on a PANalytical
X’Pert Pro MPD diffractometer with Cu-Kα radiation in the 2θ range from 10 to
100 °C using a step of 0.03 min−1. The PXRD patterns were also quantitatively
analysed by the Rietveld method [24], using FullProf software [25]. The size and
shape of the particles were observed using a JEOL JEM 2100F transmission electron
microscopy (TEM) operated at 200 keV.

2.3 Static and Dynamic Magnetic Characterization

Magnetic characterisation of power samples was performed in a vibrating sample
magnetometer (MLVSM9MagLab 9 T, Oxford Instruments) at RT. Hysteresis loops
of the samples were registered at 300 K at a maximummagnetic field of 50 kOe. The
heating capacities of theMFO samples were measured in a closed circuit of water (at
a constant temperature of 16 °C) using a commercial system, namely Magnetherm
1.5 (Nanotherics). The samples were characterised under a radiofrequency field with
110 kHz and 200 Oe field frequency and amplitude, respectively. More details on
this methodology are described in [26].

2.4 Computational Methods

All of the theoretical calculations were performed using the Amsterdam Density
Functional program (ADF-BAND) [27]. For all these models used in this work, were
optimized at the DFT level with Perdew-Becke-Ernzerhof (PBE) functional [28] and
triple-z Slater-type (TZP) basis set for all atoms, including relativistic calculations
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from using the zeroth-order regular approximation (ZORA) [29]. To reduce the size
of the basis set, as implemented in ADF-BAND, a frozen core approximation was
used for the atom cores. And so, the main characteristic of this program is that it
performs “numerical” integrations for all the matrix elements.

Initially, two models were built to verify the spontaneity in forming a solid-
solution with MFO phase. And so, we built the magnetite (with the space Group
Fd-3 m; a = 8.3941 Å; α = 90.00; Z = 8) and MFO phases (with the space Group
Fd-3 m; a = 8.4983 Å, α = 90.00; Z = 8) were evaluated based on the parameters
reported in the literature [30, 31]. The theoretical results suggesting that the MFO
phase has a more stable structure than pure magnetite by about 792.73 kcal.mol−1.
After the optimized bulk, the (100), (110) and (111) surfaces of MFO structure were
built and re-optimized at the same theoretical level. Hence, for these surfaces, was
also performed the topological analysis of the electronic density in order to better
analyzed the electronic structure and chemical bonds of such structures.

3 Results and Discussion

3.1 Structure and Morphology Analysis

PXRD patterns with Rietveld analysis of the single-crystalline MFO nanoparticles
are illustrated in Fig. 1a–c. The analysis results at long range suggest a cubic spinel
structure belonging to the Fd-3 m space group (PDF # 10–0319). A good fit between

Fig. 1 a–c Refined PXRD pattern, d–f TEM images and g–i SAED patterns of the as-prepared
MFO samples
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Table 1 The refined lattice parameters (a) of the cubic phase, unit cell volume, crystalline size
using Scherrer´s formula and average grain size observed by TEM for the three MFO samples

Samples Lattice Parameters Particle Size

Lattice constant
a (Å)

Volume
(Å3)

χ2

(%)
Crystallite size < D311
> (XRD)
(nm)

Average
particle size
(d) (TEM)
(nm)

MFO (30 min–100
ºC)

8.494 612.825 1.3 19.4 17 ± 1

MFO
(120 min–100 ºC)

8.488 611.527 1.4 21.3 19 ± 0.3

MFO (120 min–80
ºC)

8.499 613.908 1.5 25.2 9–50 ± 0.7

the observed and the calculated PXRD profiles was obtained, as shown in Table
1. A small decrease in the unit cell volume of the nanocrystalline with increasing
temperature was observed, which can be related to the distribution of Mn2+ cations
and Fe3+ cations in the octahedral and tetrahedral sites, respectively. In this case, the
substitution of some Fe3+ by Mn2+ cations with larger ionic radius in the tetrahedral
sites could be the origin of the unit-cell volume expansion for the sample prepared
at 80 °C. The crystallite size is in the range of 19–25 nm; this increases with the
stirring time and takes the most significant value for the lowest reaction temperature
(80 °C).

The average crystallite size was estimated from an intense peak, corresponding to
(311) reflection, using the Scherrer´s formula [32, 33], while the TEM images (see
Fig. 1d–f) can discriminate the different particle sizes. A comparison of these results
is presented in Table 1. In this case, the first one measures the coherent diffraction
size, i.e., the more significant the crystallite size is, the thinner the diffraction peaks
become, and the average crystallite size has different contributions from small and
large particles [34]. Therefore, in case of heterogeneous distribution, the crystallite
size calculated as the average of the largest and the smallest particle sizes, and thus
can be larger than the smallest particle size [34, 35]. As previously reported, the
particle size grows over time. Optimal stirring time for homogeneous particle size is
around 30 min for synthesis at low temperature with low polydispersity degree [13].
However, the reaction at a low temperature and long stirring time produces a binomial
particle size distribution, i.e., some nuclei can grow during time of synthesis.

Also, the SAED performed for theMFO samples is observed to be consistent with
the phase indexed by the Rietveld method, revealing the polycrystalline nature of the
as-prepared samples (see Fig. 1g–i). Results from the EDXS spectra on individual
MFO samples showed that the atomic ratio of Mn:Fe for the prepared samples is
0.98:2.02 at 100 °C (30 min); 0.99:2.01 at 100 °C (120 min), and 0.86:2.09 at 80 °C
(120 min). This indicates that the MFO samples have a relatively good average
stoichiometry for each synthesis procedure.
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3.2 Magnetic Properties

The magnetic loops of the obtained manganese ferrite are shown in Fig. 2. At 300 K,
all samples exhibited small but appreciably coercivity, indicating that the particles
are blocked at RT. The values of saturation magnetisation (MS) and coercive field
(HC) of three samples are presented in Table 2.

The criticalMFO size required to exhibit a superparamagnetic behaviour is around
20 nm [34]. For the three synthesis procedures, the average particle size is close to
the critical size, but the largest particles in the size distribution dominate the ferro-
magnetic behaviour at RT. Therefore, the MS obtained for these samples is around
55 emu/g (see Table 2). The results demonstrate anMS value well below the expected
(at 300 K) for MFO bulk (i.e., Ms

bulk ≈ 80 emu/g) [33]. This difference can easily be
attributed to the presence of a small particle size distribution, given that the propor-
tion of the coupledmoment carriers is relatively lower than in larger particles because
of a high surface/volume ratio. It is well known that the smaller particles contribute
with a lower net magnetisation than the larger ones [33]. Therefore, we can see that
a variation in particle size and phase composition leads to structural heterogeneity

Fig. 2 Magnetization versus applied the magnetic field at 300 K with H up to 50 kOe for MFO
samples

Table 2 Coercive fields (HC)
and saturation magnetization
(MS) for manganese ferrites

Samples HC
(Oe)

MS
(emu/g)

MFO (30 min–100 ºC) 13 56.6

MFO (120 min–100 ºC) 32 53.3

MFO (120 min–80 ºC) 62 54.8
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and is responsible for modulating the movement of the magnetic moment in such
particles (see Fig. 2 and Table 2).

3.3 Heating Efficiency

Hence, the magnetic moment of a particle suspended in a fluid can relax after
magnetic field removal by twodifferentmechanismsdescribedby τN = τ0 exp

Kef f VM

kBT

τB = 3ηVh

kBT
, that is, the so-called Neel and Brown relaxations, respectively [34, 35].

According to the hysteresis loops, the manganese ferrite nanoparticles are blocked
at RT. Therefore, the main relaxation mechanism is due to Brownian movement [6,
26], which is governed by the hydrodynamic size. The aqueous colloids usually have
large hydrodynamic sizes due to water polarity, whereas the hydrodynamic size in
organic colloids is significantly reduced because the nanoparticles do not aggregate
[13, 26].

It is known that, for homogeneous size distribution, coating with OA disaggre-
gates the nanoparticles, thereby increasing the nanoparticle heating efficiency [13,
26]; however, based on these preliminary results, it is not possible to explain what
would happen in the case of a heterogeneous size distribution. Therefore, the heating
efficiency of the MFO sample (80 °C for 120 min) was investigated because it has a
binomial particle size distribution. As can be seen from Table 3, the SAR obtained
for this sample is notably small even when coated with OA. A second fractioning by
centrifugation was performed on the MFO samples—denoted here as MFO (A)—
coated with TMAOH and OA, respectively, as an attempt to separate once again the
large particles from the small ones; this sample is called MFO (S). Figure 3 displays
the temperature increased for different iron concentrations for MFO (A) and MFO
(S) samples coated with OA and dispersed in hexane.

Despite the second sample fractioning, the particles coated with TMAOH do not
show any improvement in the SAR. This is likely due to the fact that the centrifu-
gation excludes large aggregates, but the small and large particles still confirm the
small ones. In this case, the sizeable hydrodynamic size slows down the Brownian
relaxation, thereby worsening the heating efficiency. On the other hand, the second
fractioning of the particles coated with OA increases the SAR bymore than 10 times.
The reason for this is that, in the case of the disaggregated particles, the centrifugation
allows the precipitation of the largest particles whereas the smallest ones remain in

Table 3 SAR values for MFO coated with TMOHA and OA and dispersed in water and hexane,
respectively, for as-synthesized samples (A) and the second fractioning of the particles (S)

Samples CmgFe (mg/ml) SAR (W/g)

TMAOH OA

MFO (A) 50 7 4

MFO (S) 2 4 69
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Fig. 3 Temperature increase
per iron concentration as a
function of time for samples
MFO (A) (red curve) and
MFO (S) (blue curve) with
OA and dispersed in hexane
at 110 kHz and 200 Oe

the colloids. Likewise, the smaller hydrodynamic size of the MFO (S) coated with
OA makes the Brownian relaxation faster, thus raising the SAR. Figure 4 depicts the
experimental hyperthermia curves for samples MFO (A) and MFO (S) with OA and
dispersed in hexane. The best heating efficiency corresponds to as-prepared in the
second fractioning of the particles, because of the MFO (A) containing the largest
particles (see Table 3). However, it is well-known that the SAR values increase with
the increasing concentration (TMAOH or OA) coating used in the preparation of
aqueous ferrofluids [36, 37]. This is likely due that TMAOH and OA coating affects
the structural and morphological features, the magnetic properties, as well as, can
also lead to a high disaggregated of MFO nanoparticles, as a result, is observed an
increase in SAR value [21, 36, 37].

Fig. 4 Projected DOS for the bulk and (100), (110) and (111) surfaces of the MFO structure
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3.4 Computational Study

Figure 4 shows the plotting the density of states (DOS) for the bulk and (100), (110)
and (111) surfaces of the MFO structure, including the influence of the relativistic
effects as described in the methodology. An analysis of DOS structure for both
non-relativistic and relativistic calculations of the bulk MFO, in particular, reveals a
typical metallic behavior. Also, these results show that main contribution of the top of
the valence band (VB) is due to iron (Fe) and manganese (Mn) atoms, while that the
oxygen (O) atoms has a contribution in the core level of bulk MFO structure. On the
other hand, however, it is observed that Mn, Fe and O atoms present in the bulkMFO
structure exhibit practically the same effect in terms of their conduction band (CB).
These results are consistent with the literature [38, 39]. Our results suggest that the
relativistic calculations lead to an increase in the band gap value of bulk MFO struc-
ture. Therefore, for a better description of the electronic part can be obtained from
these calculations. The calculated lattice parameters for the construction of the bulk
were close to the parameters found experimentally. In addition, the band gap values
of the (100), (110) and (111) surfaces of MFO structure was smaller than in relation
to the bulk structure. There was no significant difference in these band gap values
for non-relativistic calculations. However, for the case of relativistic calculations,
there is a relevant difference in the trend of surface band gap values. This tendency is
inversely proportional to surface energy, which confirms that relativistic effects must
be added in electronic structure calculations of MFO materials. Besides, the surface
band gap values for the (110) and (111) faces were almost equal regardless of the
method used. Therefore, this suggests that both surfaces likely can react similarly.
These calculations also confirm that the order of stability of these surfaces is (100)
> (111) > > (110). Therefore, for all subsequent theoretical analyzes, in particular,
these were based on the relativistic calculations.

The electrostatic surface contours of the (100), (110) and (111) surfaces of the
MFO structure in terms of Hirshfeld charges are presented in Fig. 5. In general, is
well-known that the Hirshfeld charges are defined relative to the deformation density,
being calculated by the difference between the relaxed and unrelaxed atomic charge

Fig. 5 Electrostatic surface contours of a (100), b (110) and c (111) surface of MFO models
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densities [40, 41]. In Fig. 5, the region red and green indicate volumes of low electron
density and high electron density, respectively. Particularly, these results reveal that
the calculated charge density maps of the (110) and (111) surfaces show that there is
a high charge density around the Fe andMn atoms, but it is worth observing that there
is a charge transfer from the Fe atom to the neighboring Mn atom, which contributes
for the decreasing the band gap. However, for the face (100) does not evident the
occurrence of this charge transfer from the Fe atom to the neighboring Mn atom
(getting the atoms their respective point charges), suggesting that this effect does
not change the surface band gap of the system. Thus, in general, we have that the
bond Mn–O is smaller than the bond Fe–O both in the axial and equatorial position,
this fact is due because the Mn has a larger atomic radius in relation to the Fe atom,
consequently has a greater electrostatic attraction, decreasing the length of the bond
with the O atom to which it is attached.

In order to investigate in more detail these electronic characteristics and the chem-
ical bonding of the MFO structures, in particular, topological analysis of the electron
density distribution was employed in this study. According to the quantum–mechan-
ical concepts of QTAIM, the observable properties of a chemical system of interest
are contained in its electronic density, ρ. Hence, the electronic density is in turn
widely used as a quantum–mechanical observable for the execution of numerical
integrations, in which the gradient vector ∇ρ is the basic condition for determining
their topology [42, 43]. Thus, QTAIM calculations were performed on bulk and
(100), (110) and (111) surfaces, as shown in Table 4. According to these criteria the
relationship between the distance (Å) of the proton-receptors and the relocation of
relationship and the electrostatic energy three considerations are important, whether
∇2ρ(r) < 0 and H(r) < 0 corresponds to the strong covalent bonds, whether ∇2ρ(r) >
0 and H(r) < 0 corresponds to partially covalent interactions and whether ∇2ρ(r) > 0

Table 4 QTAIM parameters obtained for the structures (au) for the bulk and (100), (110) and (111)
surfaces of the MFO models

Structure ρ(r) ∇2ρ(r) H(r)

Ferrite (Mn–Fe) 21.252 0.0625 −0.0257

Ferrite (Mn–O) 25.275 0.0592 −0.0240

Ferrite (Fe–O) 21.252 0.0179 −0.0874

100 (Mn–Fe) 24.421 0.0766 0.0179

100 (Mn–O) 25.194 0.0293 −0.0719

100 (Fe–O) 9.9111 0.0051 0.0257

110 (Mn–Fe) 29.277 0.0651 −0.0009

110 (Mn–O) 27.294 −0.0192 −0.0145

110 (Fe–O) 7.145 0.0063 −0.0172

111 (Mn–Fe) 26.277 −0.0629 −0.0018

111 (Mn–O) 23.124 0.0153 −0.0345

111 (Fe–O) 10.257 0.0073 −0.0237
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and H(r) > 0 indicates a non-covalent interaction, that is the weakest type of interac-
tion [44–46]. An analysis of Mn Fe interaction indicates that it is contributing to the
stability of the system, as was observed in the electrostatic surface contours maps.
Based on theKoch and Popeliers criteria [40], the interactionMn–Fe of the face (100)
represents a non-covalent interaction, while that for the face (110) and (111) corre-
sponds to partially covalent interactions, respectively. This observed result shows
that the interactions of the Mn–Fe in the (110) and (111) surfaces are more stable
than face (100). Consequently, this stableness further decreases the surface band gap
of such faces. Analyzing now the interaction Mn–O, for the face (100) and (111),
we have ∇2ρ(r) > 0 and H(r) < 0 indicates partially covalent interactions, and the
face (100) corresponds to the strong covalent bonds. In interaction Fe–O for the face
(110) and (111) it was obtained ∇2ρ(r) > 0 and H(r) < 0 indicates partially covalent
interactions, the face (100) it was obtained ∇2ρ(r) > 0 and H(r) > 0 indicates a non-
covalent interaction. Thus, these analyzes show that these interactions (O–Mn–O)
and (O–Fe–O) are stronger on faces (110) and (111), which collaborates with the
results obtained from band gap. For the bulk (ferrite) in interaction in all analyzed
(Mn–Fe, Mn–O, Fe–O) interactions we have ∇2ρ(r) > 0 and H(r) > 0 indicates a
non-covalent interaction.

4 Conclusions

In summary, single-crystallineMFO nanoparticles with spinel structure were synthe-
sised using the co-precipitation method under different reaction temperatures (80
and 100 °C) and stirring times (30 and 120 min). It is found that the crystallite size,
which ranges from 20 to 25 nm, increases with the stirring time and takes the most
significant value at the lowest synthesis temperature, i.e., 80 °C. The reaction at low
temperature favours a binomial particle size distribution, centred at 9 and 50 nm.
Hence, the hysteresis loops at RT show coercive fields above 15 Oe, indicating that
the magnetic moments are blocked at RT as the magnetic behaviour mainly reflects
the contribution of the largest particles. The saturation magnetisation is about 25%
smaller than the bulk value, originated probably by the uncoupled moment carriers
at the surface of the smallest particles. As the aqueous colloids are usually composed
of large particle aggregates that slow down the Brownian relaxation, the hydrody-
namic size is reduced by coating the magnetic nanoparticles by OA. The smaller
hydrodynamic size of the MFO prepared at 80 °C for 120 min (S) coated with OA
makes the Brownian relaxation faster, thus raising the SAR. These results are essen-
tial to the application of ferrite in ferrofluid technology and biomedical fields. Our
theoretical findings suggest that relativist effects are most adequate for the electronic
structure calculations of MFO structures. The theoretical data also unveiled funda-
mental aspects about the nature of chemical bonding in MFO structures, suggesting
that these interactions (O–Mn–O) and (O–Fe–O) are stronger on faces (110) and
(111), contributing to a greater stabilization of these faces in the crystal. Also, they
have a good agreement with our experimental data. Therefore, we believe that this
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present study provides a deep understanding of its physical/chemical properties and
may be considered as a fertile bridge to inspire future investigations on these and
other complex systems.
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Synthesis, Properties, and Applications of
Iron Oxides: Versatility and Challenges

Nathalie Danree Busti, Rodrigo Parra, and Márcio Sousa Góes

Abstract Iron (III) oxide is a compound that appears in at least four different poly-
morphs: α-Fe2O3, β-Fe2O3, γ-Fe2O3, and ε-Fe2O3. However, Fe3+ ions are also
present in another form of iron oxide: Fe3O4, which is an iron crystal structure
with both Fe2+ and Fe3+ ions. And in its turn, Fe2+ ions are also present in the FeO
form of iron oxide. Each of these six different structures presents distinctive phys-
ical properties and, therefore, diverse applications. The different crystalline forms of
iron oxide have found fertile ground in the field of nanotechnology, and therefore,
became popular among researchers who have proven a wide variety of biomedicine,
electronics, construction, environmental remediation, and energy harvesting appli-
cations. In this regard, the main technological challenge is related to control of
its physical characteristics such as morphology, size distribution, dispersion, crys-
tallinity, structural defects, porosity, active area, as well as impurities. All of these
influence the physical and optical properties of the synthesized material and will
determine its field of application. As such, the synthesized material characteris-
tics depend on the synthesis method employed. Thereby, in this chapter, we will
cover the main characteristics of iron oxides with a focus on preparation processes,
physicochemical properties, and their relationship with their main applications.

1 Introduction

Iron (Fe) is, of course, the second most abundant metal on our planet, being naturally
found in the oxide form. Among the different types of semiconductors that can be
found, applied in the technological and scientific fields, iron oxides stand out for
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Fig. 1 Sixteen type of iron hydroxides/oxides

their diverse physical and chemical properties, in addition to their abundance. As
previously reported by Cornell and Schwertmann [1], there are sixteen pure phases
of iron oxides, which can be divided into the main groups described in Fig. 1.

Each of these different iron phases presents particular functional properties which
are desired for a broad variety of high-performance applications. Despite the impor-
tance of all iron phases, this chapter will focus specifically on iron oxides (FeO,
Fe3O4, α-Fe2O3, γ-Fe2O3, β-Fe2O3 and ε-Fe2O3). For further information on these
and other iron compounds, we strongly recommend the books by Schwertmann and
Cornell [2] and Fernández-Remolar [3].

2 Oxides Structural and Morphological Characteristics

Characterization methods such as X-ray diffraction and neutron diffraction,
combined with infrared spectroscopy, electron diffraction, and high-resolution elec-
tron microscopy have widely been used by scientists to determine iron oxide struc-
tures [1, 4]. Iron oxides consist of Fe ions (range of positive oxidation states from 2+

to 6+) [5] and O2− ions arranged in crystalline structures. As O2− anions are larger
than Fe cations (oxygen ionic radius is 0.14 nm while Fe2+ and Fe3+ ionic radius is
0.082 nm and 0.065 nm, respectively and with number coordination= 6) [6] the iron
oxide crystal structures are governed by the anions’ arrangement [1, 7]. As such, the
degree at which ions are ordered and the crystal sizes vary according to the conditions
in which the crystals are usually formed [8]. Table 1 shows crystal structure (made
VESTA 3 software) [9] of its main oxides.
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Table 1 Crystal structure of iron oxide. Brown and red spheres represent iron and oxygen,
respectively

Oxide type Crystal structure References

α-Fe2O3 [25]

β-Fe2O3 [26]

γ-Fe2O3 [18]

(continued)



352 N. D. Busti et al.

Table 1 (continued)

Oxide type Crystal structure References

ε-Fe2O3 [27]

Fe3O4 [28]

FeO [29]

2.1 Iron (III) Oxides

Iron (III) oxide is, of course, a compound that exhibits four different crystalline
polymorphs: α-Fe2O3, β-Fe2O3, γ-Fe2O3, and ε-Fe2O3. Hematite and maghemite
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usually appear in nature, while beta and epsilon structures are generally synthetic
oxides [10, 11].

In general, the iron (III) oxides anions arrange in close-packed structures, where
anions sheets (of about 0.23–0.25 nm) stack in a particular crystallographic direction,
for all iron (III) oxides; cations fit into someof the interstices between the anion sheets
forming different crystalline structures [1].

2.1.1 Alpha Iron Oxide

Hematite—rhombohedral corundum-type structure with iron in its 3+ oxidation
state—being the oldest known iron oxide mineral have usually found in rocks and
soils [12]. Among the oxides, hematite is the more stable crystalline oxide [13].
It has a characteristic blood-red colour, and it is the most common form of iron
oxide found in nature, because of its thermal and chemical stability [14]. α-Fe2O3

has weak ferromagnetic or antiferromagnetic behaviour at ordinary room tempera-
ture, and it is paramagnetic at temperatures above 956 K (Neel temperature) [10].
The alpha phase of iron oxide has the same trigonal structure as corundum, α-Al2O3,
with O2− anions arranged in a close-packed hexagonal crystallographic system along
the [001] direction and the Fe3+ cations regularly occupying two-thirds of the octahe-
dral interstices in alternate layers, forming sixfold rings [2, 10, 14]. Each of the O2−
anions are bonded to only two iron cations, making the structure to be electronically
neutral [15].

Hematite belongs to R
−
3 c space group (rhombohedral symmetry) the unit cell

is hexagonal with bulk lattice parameters a = 5.0356 Å and c = 13.7489 Å and at
least six formula units per unit cell [14, 15]. Hematite may also be indexed in the
rhombohedral system; in it there are two formula units per unit cell and arh = 5.427 Å
and α = 55.3º [1].

2.1.2 Gamma Iron Oxide

Maghemite occurs naturally as a weathering product of magnetite or after rising the
temperature from other iron oxides in addition to the presence of organic matter
[1, 2]. As such, the most common procedure for the synthetic making of γ-Fe2O3

involves dehydrating goethite (α-FeOH) that leads to hematite (α-Fe2O3), which
is then reducing the hematite to obtain magnetite (Fe3O4) and finally oxidizing to
maghemite (γ-Fe2O3) [11]. Maghemite becomes unstable at temperatures above
775 K, transforming into hematite [10, 16].

Gamma iron oxide (Fe21+xO32, structure type) is a red-brown coloured mineral
which presents a cubic spinel structure, similar to magnetite, but with cation deficient
sites [1, 2, 10]. It has a cubic unit cell with lattice parameter a = 8.3474 Å, formed
by 32 oxygen anions, 21 1/3 trivalent iron ions, and 2 1/3 vacancies. Its space group
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is P4332 [1, 17, 18]. This ferromagnetic material is easily magnetized and responds
easily when exposed to an external magnetic field10.

2.1.3 Beta Iron Oxide

β-Fe2O3 is, of course, a rare synthetic form of the iron oxide which exhibits a body-
centered cubic structure, aswell. Particularly, this ironoxidehaswidelybeenobtained
by the dehydroxylation process of the β-FeOOH phase under a high vacuum at
about 170 ºC [1, 10]. More specifically, this iron oxide form is the only that have
paramagnetic properties at room temperature, being its Neel transition temperature
in the range of 100 to 119 K, under which it is anti-ferromagnetic. As this is not a
stable form of iron oxide, when heated, it transforms either to maghemite or hematite
[10].

2.1.4 Epsilon Iron Oxide

Epsilon iron oxide phase may appear as a pure disordered form or an ordered form
that might in principle be somehow associated with hematite and maghemite forms
of iron oxide [1, 2]. ε-Fe2O3 is a not yet a fully understood iron oxide form and
exhibits intermediate properties between alpha and gamma phases of iron (III) oxide
[1, 10].

In 1998 Tronc et al. obtained epsilon iron oxide which presented an orthorhombic
unit cell with bulk lattice parameters a = 5.095 Å, b = 8.789 Å and c = 9.437 Å,
being part of Pna21 space group (orthorhombic symmetry) [19]. This iron oxide
phase only exists in the form of nanoparticles and it presents a particular magnetic
behaviour with different magnetic properties at different temperatures, however, its
magnetic behaviour is still being discussed [10, 20, 21]. Depending on the synthesis
method, it transforms into hematite between 500 and 750 ºC [22].

2.2 Iron (II)/(III) Oxide

Magnetite (Fe3O4), an important iron ore, is a black ferrimagnetic material that
normally appears in nature, being usually responsible for the magnetic behaviour
observed in some rocks. Fe3O4—cubic spinel structure—contains the 3+ and 2+

oxidation states of iron, being the stoichiometric ratio Fe2+/Fe3+ = 0.5 [1, 15].
However, it is known that the magnetite is often non-stoichiometric, resulting in
a Fe3+ deficient layer [15].

This black iron oxide has an inverse spinel structure, with 32 O2− anions arranged
in a cubic close-packed along the [111] direction, forming a face-centered cubic unit
cell with lattice parameter a = 8.396 Å, presenting eight formula units per unit cell.
As such, it should be noted that Fe2+ and half of the Fe3+ cations occupy octahedral
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sites while the other half of the Fe3+ cations occupy tetrahedral sites [15]. Trivalent
iron ions may occupy either octahedral or tetrahedral sites (see Table 1). In contrast,
bivalent ions occupy only octahedral sites. This likely is because the trivalent ion has
no crystal field stabilization energy (CFSE) in either coordination, while the bivalent
ion presents higher CFSE for the octahedral coordination [1]. Magnetite belongs to
space group Fd3̄m (cubic symmetry) [23].

2.3 Iron (II) Oxide

This black oxide is an essential intermediate in the reduction of iron ores. However,
it is well-known that the FeO (Wüstite)—cubic rocksalt structure with iron in its
2+ oxidation state—can only exist as a chemically stable phase at low pressure or
pressures above 10 MPa [2]. Wüstite is one of the three pure iron compounds that
contains Fe2+ ion, and it is usually oxygen deficient [1]. In the FeO iron phase, O2−
anions appear on a cubic centred pack structure along the [111] direction, as anions’
and cations’ planes appear alternately [24]. Wüstite belongs to Fm3̄m space group
(cubic symmetry) containing four formula units per unit cell, and lattice parameter
in the range of a = 4.28–4.31 Å, depending on the vacancy content, that is, created
by the proportion of oxidized metal ions [24].

3 Synthesis and Properties

Over the years, diverse synthetic methods have widely been developed to obtain
different forms of iron oxides. However, in the last few decades, more attention has
been given to those methods that allow synthesis of materials in the nanometric
scale, as researchers found an opportunity to tune material properties, including
mechanical, chemical, physical, optical, electrical, and magnetic properties [10].

Nanoparticles reveal different characteristics than those presented by macro-
scopic scale materials, mainly related to surface effects and quantum confinement-
modification in electronic structures [10]. Some metal oxide nanostructures exhibit
better transport properties than those presented by their macroscopic counterparts
[30]. However, the study and applications of nanomaterials strongly depend on the
synthesis and preparation methods.

In this regard, diverse examples have been usually reported in the literature, such
as coprecipitation, hydrothermal, solvothermal, sol–gel, spray pyrolysis, ball milling
and anodization are some ways nanosized ceramic materials may be synthesized
[31]. Varied mechanochemical and chemical methods have been described for the
synthesis of iron oxide nanoparticle, where various iron oxides shapes have been
reported after the particular using of different iron precursor salts [32, 33]. However,
tailoring particle size and morphology towards a particular application still remains
a challenge [15].
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Fig. 2 Transition between iron oxide phases (Adapted from Colpas-Ruiz et al. [36])

Among all, iron(III) oxide phases easily undergo diverse phase transformations
in response to heating and/or pressure treatment [34]. Figure 2 shows the main
phase transitions, which depend on temperature and atmosphere (oxygen-rich atmo-
sphere) conditions. Under standard conditions, the hematite form is the most stable
of the iron oxide, and also, as it is the end-product of other iron oxides or hydrox-
ides forms, according to Campos et al. [10] it is easier to synthesize hematite than
many other forms of iron oxide (Table 2). On the other hand, the relative stability
of hematite in water may be considered uncertain, since thermodynamic calcu-
lations were performed in order to evaluate its transformation into goethite [35]
as [αFe2O3 + H2O → 2αFeOOH]. However, there is a growing interest in the
fields of the synthesis and applications of magnetic iron oxide (Fe3O4 and γ-Fe2O3)
nanoparticles [33].

According toAli et al. [33], for the synthesis ofmagnetic iron oxide nanoparticles,
about 90% of the reviewed literature reported using chemical methods, while 8%
used physical methods and 2% used biological ones. The variation in the synthesis

Table 2 Structure, magnetic and electronic phases of different iron oxide phases (Adapted with
permission of Journal of Materials Chemistry C, Mai Hussein Hamed, David N. Muellera and
Martina Müller, Copyright 2019, The Royal Society of Chemistry from [37])

Iron oxide Iron valence Crystal structure Magnetic properties Electric properties

Fe1-xO 2+ Rock salt Antiferro RT: insulator

Fe3O4 2+/3+ Inverse spinel Ferri Half metal

γ-Fe2O3 3+ Defected spinel Ferri Insulator

α-Fe2O3 3+ Corundum Antiferro Insulator
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Fig. 3 Unit cells of the iron oxide phases γ-Fe2O3, Fe3O4 and FeO and the thermodynamical
processes driving the oxidation–reduction reactions of the chemical phase transitions. (Reprinted
with permission of Journal of Materials Chemistry C, Mai Hussein Hamed, David N. Muellera and
Martina Müller, Copyright 2019, The Royal Society of Chemistry from [37])

processes promotes variation of the obtained phase (Fig. 3) and, consequently, in the
final properties of the material.

Next, some of the most common synthesis methods will be described, and
literature reported results concerning iron oxideswould be commented and reviewed.

3.1 Spray Pyrolysis

Spraypyrolysis is a versatile processing technique that allows the preparation ofmetal
oxide films, ceramic coatings, and powders [38]. It is a simple, low-cost method that
consists of spraying a chemical precursor over a heated substrate in order to prepare
films [31]. This method requires an atomizer, a precursor solution, a substrate heater
and a temperature controller [38]. Three types of atomizers may be used: one is
an air blast where the liquid precursor solution is exposed and carried by an air
stream, the second being an ultrasonic atomizer where the liquid is atomized by small
frequency ultrasonic waves, and the third type is an electrostatic atomizer, where the
liquid is exposed to a high electric field [38]. According to Perednis and Gauckler
[38], due to spray pyrolysis complexity, there are very few and rudimentary models
that attempt to explain its mechanism, as it includes processes such as atomization,
droplet transport and evaporation, spreading on the substrate, drying and precursor
decomposition.Existingmodels divide the process into threemain steps: atomization,
droplet transport and precursor decomposition.
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The atomization process is very dependent on the type of atomizer used and to its
setting parameters, in principle, may influence the produced droplets size and size
distribution directly and, consequently, on the particle sizes of the dried product [15,
38, 39]. During the transport process, the aerosol droplets, produced during atom-
ization will be transported towards the heated substrate, and eventually solvent will
evaporate. Throughout evaporation, droplet size reduces creating a concentration
gradient within the droplet [38]. If droplet surface concentration exceeds the solu-
bility limit, the precursor precipitates on the droplet surface resulting in the formation
of solid microporous particles that will ultimately create dense particles or will form
a porous crust increasing film roughness [31, 38].

The substrate surface temperature is critical, influencing film morphology and
properties, including film roughness, porosity, cracking, and crystallinity [38].
According to its temperature, decomposition may take place either, before or after
heating the substrate, influencing film adherence and solid particle formation; high
substrate temperatures lead to rough and pours films, while low substrate temper-
atures may result in cracked films [38]. Films produced by this technique may be
either dense or porous, thin or thick, and, even, single layer or multi-layered [38].

Although the experimental setting described above is common for the prepara-
tion of films and coatings, for particle production, a different experimental set may
be mounted. Some of the experimental set-ups reported for the production of iron
oxide in the form of nanoparticles involve the use of heated reactors, where the
atomized droplets pass through different heating zones for evaporation and calcina-
tion, before being collected in a filter [40]. Other set-ups for the synthesis of iron
oxide nanoparticles involve the use of a laser to heat a gaseous mixture of iron
precursor materials [39].

Diverse experimental parameters may influence the quality of the synthesised
material. In this regard, variables such as oxygen concentration, impurities/defects,
and heating time will be key factors in the final product quality [39]. Also, the
precursor solution will be an essential variable for the process, being relevant solute
and solvent compositions, pH, solution concentration, as well as additives and impu-
rities [38]. Nitrate salts and metal chlorides may be used as precursors as they
present high solvability [31]. Low solubility precursors may lead to the formation of
impurities [31].

The authors of this chapter have synthesized hematite thin films on conducting
fluorine-doped tin oxide (FTO) glass using conventional spray pyrolysis technique.
For the deposition, an ethanolic FeCl3·6H2O 0.2 M precursor solution was sprayed
onto the substrate maintained at 450 ◦C. Different amounts of precursor solution
were deposited, giving rise to films of varying thickness. However, all the depositions
resulted in similar XRD and Raman spectra signaling the presence of the hematite
phase of Fe2O3. The synthesized films showed enhanced photocurrent when tested
under 1 sun illumination in a three-electrode configuration (using an Ag/AgCl refer-
ence electrode and a platinum counter electrode) in an electrolyte containing 1 M
NaOH (pH 13) (Fig. 4).

Duret and Grätzel [41] described the deposition of 200 nm thick hematite films
on conducting FTO glass, through conventional and ultrasonic spray pyrolysis. Both
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Fig. 4 a Hematite electrode prepared via spray-pyrolysis and b Raman spectra collected on films
containing 20 and 40 ml of 0.2 mol·L−1 solution of FeCl3·6H2O dissolved in ethanol

depositions resulted in similar XRD and UV-visible and Raman spectra; however,
they substantially differ in morphology. On the one hand, the sample deposited by
conventional spray pyrolysis consisted of spherical particles with a diameter of 50–
150 nm and wide size distribution. On the other hand, the sample deposited by
ultrasonic spray pyrolysis consisted mainly of 100 nm platelets, 5–10 nm thick.
The authors attributed this morphological difference, mainly, to the deposition rate,
slower for ultrasonic spray deposition, which according to the authors possibly gave
place to, at least, partial decomposition of precursor before deposition on the FTO
substrate. However, it is relevant to notice that for the conventional spray pyrolysis
deposition, the precursor solution consisted of a 0.05 M solution of ferric acetylace-
tonate in ethanol and was deposited onto a substrate maintained at 400 ºC, while the
precursor solution used for ultrasonic spray pyrolysis was 0.02 M ferric acetylace-
tonate dissolved in ethanol and the substrate temperature at steady-state conditions
was of 420 ºC.

Popescu et al. [42] reported the synthesis of nanostructured Fe2O3 films with a
different number of layers using FeCl3 as a precursor and nitrogen as the carrier gas.
The effects of thermal treatment and the number of deposited layers was studied. The
results for the absorbance of as-prepared film was investigated, and reveals a slight
increase in the absorbance of visible light in their thinner films (118–212 nm thick)
after thermal treatment for 1 h at 550 ºC in air. In comparison, the thicker film (300nm)
presented lower light absorbance after thermal treatment. The authors concluded that
thermal treatment leads to bandgap increase in thinner films, 118–212 nm thick.

Ozcelik and Ergun [43] prepared iron oxide nanoparticles from an iron nitrate
ethanolic precursor solution at temperatures ranging 500–1100 ºC using argon and
air as carrier gases. Also, they studied the effect of collecting the synthesized particles
in different parts of their experimental set-up. Their results showed that particles
prepared using air as carrier gas contained pure α-Fe2O3 phase, and exhibit spherical
uniform morphology. The average size varied according to collection location and
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reaction temperature; higher temperatures resulted in bigger particles; moreover, the
further away from the collection site the bigger the particles. When using argon
(as a carrier gas), the synthesised particles were either magnetite, hematite or a
combination of both phases.Magnetite was dominant at lower temperatures (500 ºC),
andhematite fraction increasedwith temperature increase, up to 900 ºCwhere another
phase appeared (FeO(OH)). When using argon as a carrier gas, higher temperatures
and furtherer away collection sites also resulted in bigger particles.

Kastrinaki et al. [40] reported the synthesis of iron-based nanoparticles through
spray pyrolysis route under different operating parameters. They proved that precur-
sors of different nature resulted in different particle morphology. While iron nitrate
formed spherical particles, the particles synthesized from iron chloride presented
irregularities. Also, their results revealed that flow rate influences particle structure,
forming hollow particles at higher rates and denser ones at slower rates when solvent
evaporation was slower.

3.2 Hydrothermal/Solvothermal

One of the most popular strategies to synthesize uniform crystalline size homo-
geneous ceramic nanoparticles is through hydrothermal reactions at relatively low
temperatures [31]. This is a versatile and environmentally soundmethod, which does
not involve organic solvents or posttreatments [39].

Particularly, the hydrothermal synthesis technique is defined as any heterogeneous
reaction in the presence of aqueous solvents or mineralizers under high pressure
and temperature conditions [15]. Generally, the reactions are conducted in a heated
reactor or autoclave at raised pressure (up to 15 MPa) [31]. When using water as a
solvent, this technique is known as hydrothermal. However, when another solvent is
used, it is referred to as solvothermal [31]. This method is based on water’s ability
to hydrolyse and dehydrate metal salts and the low solubility of the resulting in
the formation of metal oxides in the aqueous phase at the reaction conditions that
supersaturate the medium [33, 39]. As such, the reaction conditions favour diffusion
of reactants in water and high dehydration rates resulting in rapid nucleation and fast
particle growth [39].

Morphology and particle size may be controlled by altering the synthesis condi-
tions and optimizing the experimental parameters; this includes: adjusting solution
composition and solvent or additives used, as well as reaction temperature, pressure,
and time [31, 44]. High temperatures result in rapid nucleation and faster growth,
leading to the formation of small-sized metastable nanoparticles [44]. Increasing
reaction time and precursor concentration will increase particle size [33]. Another
important variable would be the addition of a seeding agent [39]. According to Wu
et al. [45] iron oxide nanoparticles obtained by the hydrothermal method are prone
to present better crystallinity than those synthesised by other methods.
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Ge et al. [46] synthesized highly crystalline magnetite nanoparticles by the oxida-
tion of FeCl2·4H2O in basic aqueous solution under elevated temperature and pres-
sure. By changing reaction conditions (reactants concentration or solvent composi-
tion), particle diameter was tuned (between 15 and 31 nm) and magnetic properties
were modified. Depending on their size, particles presented either ferromagnetic or
superparamagnetic characteristics. Smaller particles presented superparamagnetic
properties, while bigger ones presented ferromagnetic behaviour.

Chen et al. [47] fabricated, through hydrothermal synthesis, magnetite dodec-
ahedral nanostructures from ferrous chloride and ethylenediaminetetraacetic acid
(EDTA), for this, the autoclave was maintained at 180 ◦C for 10 h. In their work, they
also analyzed different reaction times and temperatures to understand the influence
of these parameters in the morphology of the end product particles.

Umar et al. [48] reported the synthesis of hematite hexagonal nanoparticles from
a precursor solution made from iron chloride hexahydrate and, hexamethylenete-
tramine through the hydrothermal synthesis in an autoclave for 3 h at 130 ºC. The
hexagonal disc-shaped and highly dense nanoparticles were successfully applied
as photocatalyst for the degradation of an organic dye and as mediators for the
production of a highly sensitive chemical sensor for 4-nitrophenol in an aqueous
medium.

3.3 Sol–Gel

The sol–gelmethod has typically been used to synthesizemetal oxides through chem-
ical reactions of volatile metal precursors [31]. It usually refers to the hydrolysis and
condensation of metal alkoxides or alkoxide precursors, resulting in the dispersion
of metal oxide particles in “sol”, which is then dried or “gelled” by solvent removal
or by chemical reaction [49]. In general, the solvent used is water; however, the
precursors can in principle be hydrolysed by either acids or bases [49].

Notable benefits of using this strategy include the possibility of scaling up the
fabrication process of creating superfine porous powders alongwith the possibility of
controlling the particle size and product homogeneity [31]. Yet, some disadvantages
of this method are well-known and include the need for product post-treatment and
the possibility of contamination from reactions’ by-products [49].

The sol–gel synthesis method is influenced by pH, nature, and concentration of
precursor, reaction kinetics and temperature, agitation, and gel properties, affecting
the size and structure of the iron oxide particles [33, 49]. Slower and more controlled
hydrolysis rates tend to favour the formation of smaller particles [49].

Magnetic iron nanoparticles tend to agglomerate and form clusters due to their
high surface energy (associated with their large surface-to-volume ratio) [10]. A
strategy to prevent the agglomeration of magnetic iron nanoparticles is the use of
coatings [10]. Different coatings have been applied including organic and inorganic
materials such as polymers, biomolecules, silica, metals, etc. [45].
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Chang et al. [50] reported the fabrication of Fe3O4 thin films via sol–gel method
using iron (II) and iron (III) salts, polydentate ligands and ethanol for the preparation
of the “sol”. After 10 h of stirring, the films were deposited by a spinner and the
xerogel films were obtained by vacuum drying at 40 °C for 1 h. The xerogel films
were sintered in a nitrogen atmosphere for 3 h at 450 °C. The deposition and sintering
processwas repeated to obtainmultilayer films.As a result, the authors obtained films
with different magnetic properties, affected by grain size and film thickness, being
the thinner films those which presented the best magnetic properties.

Cui et al. [51] synthesized nearly monodispersed hematite, maghemite, and
magnetite nanoparticles in large quantities. According to the authors, in a single-
reaction, it was possible to get about 60 g of the sample through the same sol–gel
procedure and startingmaterials. By changing the drying conditions, different phases
of iron oxide nanoparticles were obtained. Their precursor solution included iron
(II) chloride tetrahydrate and propylene oxide in ethanol. After Fe3O4 nucleation,
the nanoparticles were separated from the solution by centrifugation and dried at
room temperature. The hematite nanoparticles were fabricated by drying, in the air
at 150 °C, the Fe3O4 gel, which was previously obtained from evaporation of the
Fe3O4 sol. Maghemite nanoparticles were fabricated by drying the sol and sintering
the obtained xerogel in the air at 100 °C and 150 °C, respectively.

Akbar et al. [52] reported the sol-gel preparation of iron oxide thin films. The
authors showed that varying the pH (from 1 to 13) of the sol, different phases of iron
oxide are possible if they are obtained and it affects the magnetic properties of thin
films.

3.4 Coprecipitation

Coprecipitationmethod is also one of themost frequently usedmethods as it presents
benefits such as homogeneous mixing and good stochiometric control, which result
in the formation of high purity materials [31, 33]. However, this method allows little
control of particle shapes and results in wide-ranges of particle size distribution [15].
Another disadvantage of the coprecipitation method is the generation of highly basic
wastewaters requiring subsequent treatment for proper disposal [45]. Phase, size,
and shape of iron oxide nanoparticles synthesized by coprecipitation method depend
on various parameters such as type of salt used as the iron precursor, precursors’
concentration, solution’s pH, ionic strength of the media, reaction temperature and
stirring rate [10, 33, 45].

To reduce surface energy, caused by a large surface area to volume ratio, nanopar-
ticles fabricated through the liquid phase coprecipitation method tend to aggregate,
and anionic surfactants may be used as dispersing agents to reduce it [33, 49]. Also,
for stabilization, particles’ surface may be coated with proteins, starches, non-ionic
detergents or polyelectrolytes [33] and, in addition, as the number of components
rises, the difficulty to find a suitable precipitating agent grows [31].
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Kim et al. [53] fabricated superparamagnetic magnetite nanoparticles, using the
coprecipitation method, from aqueous solutions containing ferric and ferrous ions
under a nitrogen atmosphere. To avoid undesired critical oxidation, the superpara-
magnetic magnetite nanoparticles have been coated with different biocompatible
protective layers of sodium oleate, starch, and methoxy polyethylene glycol.

Magnetite and maghemite spherical nanoparticles can be fabricated using the
coprecipitation method by mixing Fe+2 and Fe+3 ions in basic medium [10, 49].
Babay et al. [54] fabricated maghemite by using the coprecipitation method of ferric
and ferrous ions (being the stoichiometric ratio Fe+2/Fe+3 = 2) in NaOH basic solu-
tion using the pipette drop method. The authors also confirmed the transition of
maghemite to the hematite phase after thermal treatment at 550 ◦C.

Lee et al. [55] also synthesised maghemite nanoparticles through the coprecipi-
tation method of ferric and ferrous ions in alkali solution through the pipette drop
method. However, as controlling particle size through this method is extremely diffi-
cult and depends on droplet size and dropping times they used a piezoelectric nozzle
to form small size-controlled droplets and consequently control nanoparticles’ size.
While the size distributionof conventional pipette dropparticleswas 5–10nm(pipette
diameter: 2000 μm) with the use of the piezoelectric nozzle (nozzle size: 50 μm) it
was possible to fabricate particles with narrow size distribution: 3–5 nm.

Farahmandjou [56] synthesized hematite nanoparticles using the coprecipitation
method with iron chloride hexahydrate as a precursor and ammonia solution as the
precipitator, and the precipitate was calcined at 500 ºC for 4 h.

3.5 Anodization

Anodization is an electrochemical synthesis method used to treat metals. In it, gener-
ally, the interesting material acts as the anode of an electrolytic cell where oxide
coverings are deposited to improve surface performance. The structures and proper-
ties of the oxide layers formed are influenced by the electrolyte nature, the chemical
reaction, and operational parameters [57].

Self-organized iron (III) oxide films fabricated by anodization were reported by
Prakasam et al. [30], who deposited amorphous nanoporous films through poten-
tiostat anodization of iron foil. By changing the reaction’s potential, the synthesis
conditions and chemical environment were modified, obtaining porous films. After
annealing in a nitrogen atmosphere at 400 ºC for 30 min, the films revealed a reduc-
tion of the aspect ratio of pores and the formation of crystalline hematite, which
shows an intense absorbance of light in the visible range.

Rangaraju et al. [58] also used anodization of iron foils to synthesize vertically
oriented iron oxide nanotubes. In their experimentalmethodology, they used different
reaction times (between 5 and 45 min) at a constant potential (in the range of
10–60 V) and tried different fluoride electrolyte compositions. They revealed that
higher pH caused nanostructured granular oxide layers, while lower pH lead to a
nanoporous oxide layer. The nanoporous structures could be modified to nanotubes
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by adjusting the applied potential and by using an ethylene glycol-based electrolyte
with controlled water composition. After thermal treatment, the hematite samples
with one and two layers of nanotubular oxide structures were tested under simulated
solar illumination, at a specific potential, the two-layered structure presented 4 times
higher photocurrent values than the monolayered structure.

Xie et al. [59] also obtained oriented iron oxides by anodization of iron foil at
potentials ranging between 30 and 50V. The nanotubes presented a diameter between
50 and 80 nm and thickness of 2.7–3.6 μm. Variations in the reaction conditions
during the anodization process strongly influences the morphology and structure of
the formed iron oxide layer. The authors revealed that the hematite nanotube shape
stayed unchanged after thermal treatment at temperatures ranging between 300 and
600 °C. However, they reported that at higher temperatures, the tubular structure
migrates to a porous one.

3.6 Atomic Layer Deposition

A widely used technique for material synthesis in the form of thin films is known as
atomic layer deposition [60]. One of the main incentives for its mayor development
has been its use for the synthesis of semiconductor materials. Yet, themain advantage
related to this technique is the possibility to regulate deposition on the atomic scale
[60]. Atomic layer deposition is related to chemical vapour deposition based on
two reactions, the substrate is exposed to the reactants individually, and the film is
generated step by step by self-limiting surface reactions [60].

Bachman et al. [61] fabricated iron oxide nanotubes by atomic layer deposition
and studied the magnetic characteristics of the synthesized material. Using a porous
anodic aluminum oxide membrane as substrate, they internally deposit a regular
layer of Fe2O3 with a growth rate of 0.26 (±0.04) Å per cycle. The temperature of
the deposition range was between 130 and 170 °C. After deposition, they treated the
nanotubes in an atmosphere of H2/Ar (5/95%) at 400 °C, and iron oxide was reduced
to Fe3O4.

Rooth et al. [62] deposited iron oxide on Si(100) and anodic aluminum oxide
(AAO) membrane. For this the authors used Ferrocene, Fe(Cp)2, and oxygen as
precursors. The authors showed effective depositions in temperature below 500 °C.
Scheffe et al. [63] obtained crystalline maghemite thin films (~2.5 nm thick) on a
zirconium oxide support with a high surface area. The authors use different atmo-
spheres (mixtures of H2, CO, and CO2) for films reduction, showing that γ-Fe2O3

are reduced only to FeO. Using a similar deposition cycle, Yan et al. [64] obtained
maghemite nanocomposites in a graphene oxide aluminum substrate, in a form
rGO/Al@Fe2O3, with an average layer thickness of 3 nm, and its nanocomposite
exhibited superior energy release and reduced electrostatic ignition hazard.
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3.7 Ball-Milling

The high-energy ball milling process, although being of simple operation, has
different adjustable variables, which are strongly correlated [65, 66]. During the
ball milling process, the temperature can vary from ~30 to ~600 °C [67–69], which
is very interesting for iron oxide synthesis.

Lemine et al. [70] analyzed the effect of high energy ball milling in obtaining the
hematite phase; thus, in this study, differentmilling times ranging from1 to 48 h,were
used. The authors showed that the process and step affect the final characteristic
(grain size, lattice parameters, etc.) of the material obtained. Already, Arbain et al.
[71] showed success in getting the hematite by high energy ball milling and showed
that the size of the crystal was influenced by the milling condition.

Stanhaus et al. [72] showed the influence of milling time on the phase formation,
structural, and photoluminescence features of Eu-doped Fe2O3 to apply on energy
conversion systems. The authors showed that high-energy ball milling increased
structural disorder as well as decrease of crystallites sizes. Besides, for the material
containing 5wt.% of Eu2O3, was observed a broadband photoluminescence emission
that is remarkably interesting for system energy-conversion application.

Zhao andWen [73] prepared ε-Fe2O3 from by ball milling of Fe(NO3)3.9H2O and
hydrophilic vapour phase nano-silica and post-annealing. The authors emphasize that
the method is simple and suitable for large scale production of ε-Fe2O3 in the form
of nanoparticles. ε-Fe2O3 nanoparticles prepared showed the magnetic hysteresis
loops apparent shifts along the magnetic field axis at 300 K.

4 Applications

The usage of iron oxides by human beings goes back to prehistoric times when it
was obtained from iron deposits (ochres) and used in cave and rock painting [1,
74, 75]. By around 2000 BC, already a wide range of red and brown pigments
were produced by calcining raw ochres [1]. There is evidence of different civiliza-
tions, in different places and times, using iron oxide pigments either raw or calci-
nated, for wall murals, ceramic or pottery decoration, even as valuable commodi-
ties [1, 76]. Since the first synthetic iron was produced, around 4000 to 2000 BC,
diverse applications have been developed for such materials [1]. Nowadays, iron
oxides found applications in the steel and pigment industries mainly [75]. However,
many other uses have appeared with the advances in nanotechnology. Nanomaterials
present a wide range of possible applications, involving nanoscale optics and elec-
tronics, medicine, and, even, construction [31, 33]. More specifically, nanoscale iron
oxidesmay serve different purposes, such as catalyticmaterials,wastewater treatment
absorbents, pigments, flocculants, coatings, gas sensors, ion exchangers, lubrifica-
tion, magnetic recording and data storage devices, toners and inks for xerography,
magnetic resonance imaging, bioseparation and medicine [15].
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4.1 Energy Storage

Lithium-ion batteries are very important for the development of new electrical prod-
ucts, portable electronic devices and electric vehicles. To improve the storage capacity
of these batteries, some iron oxides with different structures and additives were
synthesized and tested as anode materials in Li-ion batteries [77, 78].

Nuli et al. [79] have reported the obtained of cuboid particles and nanowires of
α-Fe2O3 with different particle sizes by a simple hydrothermal method. As such, the
anode with cuboid particles presented capacity of about 1074.5 and 609.0 mAh/g for
the first and fifth cycles, respectively. However, the electrode with nanowire parti-
cles showed higher capacity: 1173.6 and 704.0 mAh/g for the first and fifth cycles,
respectively. On the same year, Zeng et al. [80] used a facile solvothermal reaction
and successive calcinations to synthesize porously α-Fe2O3 flower-like nanostruc-
tures which presented capacity of 974.43 mAh/g, 705.5 mAh/g and 548.47 mAh/g
for the first, tenth a thirtieth cycle, respectively.

Pan et al. [81] synthesized α-Fe2O3 dendrites through the hydrothermal method
and obtained an initial capacity of 1560 and 1095 mAh/g at 0.1 and 0.5 mA/cm2 of
current density, respectively, but, their cycle performance is poor.

Chen et al. [82] used a top-down method for the fabrication of α-Fe2O3 single-
crystal nanodiscs and microparticles, the nanodisc obtained after 36 h of etching
with oxalic acid presented a reversible capacity of 662mAh/g, while the oneswithout
oxalic acid treatment delivered a much lower capacity, 341 mAh/g, after 100 charge–
discharge cycles.

Wang et al. [83] used a quasi-emulsion-templated method to synthesize α-Fe2O3

spheres and proved excellent cycling stability and high reversible capacity of 710
mAh/g after 100 cycles. Wang et al. [84] synthesized α-Fe2O3 nanotubes particles
with an average size of 400–500 nm, exhibiting an opening capacity of 1200 mAh/g
but only around 40% of it was maintained after 50 cycles.

Liang et al. [78] synthesized Fe2O3 nanocomposites prepared by oxidation of
arc plasma of evaporated nano iron powders, and the nanocomposite obtained at
450 °C exhibited a capacity of about 507.6 mAh/g after 150 cycles. Xu et al. [85]
studied threemorphologies of α-Fe2O3, nanoplates, solidmicrospheres, and irregular
nanoparticles, which presented a reversible capacity of approximately 1950 mAh/g,
790 and 680 mAh/g, respectively. Lv et al. [86] prepared composites to enhance
lithium-ion batteries storage capacity by depositing γ-Fe2O3 nanoparticles on multi-
walled carbon nanotubes by atomic layer deposition. After subsequent cycles, the
synthesizedmaterial is stable, indicating no significant capacity loss and reversibility
in the charge/discharge cycles. Composites with 300 and 500 cycles of atomic layer
deposition presented capacities of 615 and 859.7 mAh/g after 400 charge/discharge
cycles at a current density of 500 mA/g, even at a high current density of 10 A/g, the
charge/discharge capacities remained 400.4 and 464.4 mAh/g, respectively [86].
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4.2 Photocatalysis

While energy consumption rises, society awareness with fossil fuels environmental
impacts is also increasing. Consequently, the use of renewable energy sources is
becoming more and more popular every day. Solar energy is one of the most
promising energy sources for environmentally friendly power generation [87, 88].
However, there are still some significant technological advances that researchers
need to overcome [89].

Photosynthesis is the process by which nature collects and stores solar energy in
the form of chemical bonds. The goal of many researchers in the energy field is to
reproduce this process artificially [90, 91]. One desirable approach to emulate this
process is by the photoelectrolysis of water using semiconductors as light absorbers
and energy converters [90]. Photoelectrolysis of water, also known as solar water
splitting, is a clean and sustainable form in which solar energy can be chemically
stored in simple hydrogen (H2) bonds and later consumed without the emission of
pollutants either during generation or consumption processes [90, 91].

Van De Krol and Grätzel [92], mention several routes for the production of
hydrogen from solar energy and water. However, several authors agree that the most
popular forms are: photovoltaic cells associated with an electrochemical cell, partic-
ulate photocatalysis, and through the use of photoelectrochemical cells [93–96].
Particulate suspensions appear as a promising solution for photocatalysis. The solar
production of hydrogen gas (H2), via dissociation of water molecules using semi-
conductor photoelectrodes in a photoelectrochemical cell, has several advantages,
among which it is highlighted that the production of hydrogen and oxygen occurs in
separate electrodes at room temperature and that the separation device can be built
entirely with inorganicmaterials at low cost: 3–5US$/kg of hydrogen [92]. However,
until now, there is limited understanding of charge and gas separation processes that
limit particulate photocatalysis efficiency [97].

According toVandeKrol andGrätzel [92], the idealmaterial to act as a photoanode
of the photoelectrochemical cell should perform several functions simultaneously:
absorb light, separate and transport charges (electron–hole pairs), and on its surface,
it should participate in the gas (O2 or H2) evolution. In addition to performing these
functions at the same time, the semiconductor material for the photoelectrochemical
cell should: efficiently absorb a significant portion of the solar spectrum, be abundant,
low-cost and present low toxicity, however, it should also be stable when submerged
for long periods in water and under concentrated lighting [88, 91].

Gibbs energy variation under standard conditions for water splitting is
237.2 kJ·mol−1, which using Nernst equation (�E

◦ = −nF�G
◦
) corresponds to

�E
◦ = 1.23 eV [88, 92, 98]. Taking this into consideration, for solar water splitting,

theoretically, the semiconductor needs to absorb photons with at least 1.23 eV [88,
92, 99]. However, in practice, this value is bigger due to the system’s losses, such as
overpotential for the evolution reactions or recombination of charge carriers [100,
101]. Cho et al. [93] highlight metallic oxides as the most promising materials to be
considered as photoanodes in the oxidation semi-reaction of photoelectrochemical
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cells. One of the materials that have attracted researchers’ attention is hematite due
to its narrow bandgap (1.9–2.2 eV) that allows the absorption of visible sunlight (400
≤ λ ≤ 600 nm) [102].

Prakasam et al. [30] fabricated hematite nonporous films by potentiostatic
anodization followed by annealing. The bang gap of the synthesized material was
2.2 eV. Under 1 sun illumination, the synthesized films exhibit photocurrent of
0.51 mA/cm2 at 0.6 V versus Ag/AgCl in an electrolyte containing 1 M NaOH
and 0.5 M H2O2. Townsend et al. [103] fabricated hematite nanocrystals by three
different routes, including bottom-up and top-down approaches, which resulted in
nanoscale crystals of various sizes that were effectively used for particulate photo-
catalysis inAgNO3 aqueous solution.Other positive characteristics of hematite are its
abundance, low toxicity, and stability, but above all, itsmost remarkable benefit is that
it presents a theoretical solar to the hydrogen conversion efficiency of about 16.8%
[104].

Hematite has been studied as a photocatalyticmaterial since 1972when Fujishima
and Honda first used it in a photoelectrochemical cell [105]. However, the use of
hematite photoanodes still faces some limitations, such as a short life of excited loads,
low conductivity, and low oxygen evolution kinetics [106]. Exited charge carriers in
hematite photoanodes present short diffusion lengths (2–4 nm), causing high recom-
bination rates,which demandhigh overpotentials to drive thewater oxidation reaction
[106, 107].

Consequently, diverse efforts have consistently made in order to signifi-
cantly improve the performance of this material. One of the most used techniques
is the doping of hematite with metallic and non-metallic ions such as Ti, Sn, Pt,
and P to improve its electrical properties [102, 104, 106, 108]. For example, Zhang
et al. demonstrated that doping hematite with rare-earth ions also enhances the mate-
rial’s performance through photoabsorption improvement, expanding the spectrum
of absorption to the infrared region [104].

4.3 Photodegradation and Environmental Remediation

Pollution has been a consequence of the progress and development of societies.
However, to ensure appropriate living conditions for the next generations, the world-
wide community has the challenge of remediating contaminated environments [109].
Environmental remediation is the reduction or removal of pollutants from water and
soil for the safety of living systems [110].

Soil remediation can be accomplished by in-situ or ex-situ approaches [110], but,
it is essential to identify that for remediation and pollutant removal, a combination
of technologies has to be used according to specificities in environmental conditions
[110].

Nanotechnology has been focusing on the remediation of poisoned soil with heavy
metals and organic compounds. Heavymetals exist naturally in soil, but as that stay in
it for years their toxic levels, mainly caused by mining and industrial waste disposal,
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make them the most challenging chemicals that need to be remediated [109]. The
main technological processes for the reduction of heavy metal ions in the soil are
adsorption–desorption, oxidation–reduction, and precipitation [109].

Magnetic iron oxide nanocomposites show great potential for environmental
remediation applications, not only because they have large sorption capacity, but also,
due to their capacity to be recycled appropriately by using a magnet, an economical
and lowenergy consumption process [111]. Further research still iswidely required in
order to increase iron oxides potential, through the development of more convenient
and efficient synthesis methods, coating materials, and ways to regenerate and/or
reutilize the particles [111].

When considering a wastewater treatment technology, the main goal is to get
the most successful treatment at the lowest rational cost [112]. Some factors to be
considered include flexibility, efficiency, environmental security, and reuse capacity
of the treatment’s agents [112].

Some iron oxides are interesting for wastewater treatment due to their magnetic
properties that are useful for the immobilisation or absorption of polluting mate-
rials; other iron oxides are attractive as photocatalysts for the fragmentation of
contaminants into less toxic forms [113].

Iron oxide magnetic nanoparticles may treat great volumes of wastewater and are
promisingmaterials for water remediation by the removal of heavymetal ions such as
Ag+, As5+, Cd2+, Co2+, Cr6+, Cu2+, Hg2+, Mn2+, Ni2+, Pb2+, Zn2+ cations [113–116].
Also, iron oxidemagnetic particles (magnetite)may remove, by absorption, polluting
organic compounds such as polycyclic aromatic hydrocarbons, a family of chemical
substances that cause great damage to the environment and living species [117, 118].
However, for organic contaminant removal, the iron oxide magnetic nanoparticles
need to increase their contact surface to improve their adsorption capacity [113].

As reported by Umar et al. [48] metal oxides semiconductors have a potential
application in the degradation of organic dyes and as chemical sensors. Clothes
and papers colouring industries use several organic compounds, which may cause
serious environmental problems to human health and aquatic medium due to their
toxicity and carcinogenic effect [48]. Organic dyes may be decomposed into less
harmful chemicals by using semiconductor nanomaterials through photocatalysis;
metal oxides are famous for this application [48]. Hematite’s narrow bandgap makes
it a promisingphotocatalysis candidate, as itmight collect up to 40%of solar spectrum
energy [48]. On the other hand, some of the chemicals used by these and other
industries are extremely toxic and need to be detected, and their concentration needs
to be quantified as it is the case of 4-nitrophenol for which hematite resulted in an
effective electron mediator for the production of a highly sensitive chemical sensor
in aqueous medium [48].

Laboratory research also studied catalytic properties of iron oxides nanoparticles
against a variety of common environmental pollutants, including anions and radionu-
clides [119–121]. Magnetite nanoparticles are promising for the sorption of uranium
species, even at low concentrations, from aqueous solutions with other competing
anions or species [120]. Also, coated paramagnetic iron oxide nanoparticles were
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synthesized by Li et al. [121] aiming for stability and higher surface area, their
sorption removal efficiency of uranium species was even higher than firstly reported.

4.4 Biomedical

The outstanding properties of iron oxides, in general, prompted scientists to research
within the biotechnological field and, subsequently, in medicine. The magnetic prop-
erties and low toxicity have influenced the increase of recent studies in biomedical
trials and cancer therapies [122].

Nanoscale iron oxides could be covered or linked to biologicalmolecules (proteins
or genes) for targeting a biological entity or tissue [123]. Magnetic iron oxide
nanoparticles can be influenced by an external magnetic field, making them ideal
candidates to be used as carriers for drugs or substances needed for the treatment
of cancer tumours or any other localized disease [123]. Also, these particles are
promising for applications such as medicine, for in vivo and in vitro studies, being
useful for therapy and diagnostics. There are two types of approaches for iron oxides
in medical applications: magnetic liposomes (which is a liposome with an internal
ferromagnetic iron oxide shell), and “ferrofluids” (iron oxides nanoparticles covered
by polymers) [123].

Iron magnetics fluids present some advantages when compared to other types of
magnetic susceptible materials, e.g., such as long-term chemical stability, biocom-
patibility, and relatively easy surface modification and functionalization [124]. Iron
oxides nanoparticles with magnetic properties are good candidates for biomedical
applications as they improve the quality of magnetic resonance imaging (MRI),
cell separation, hyperthermic treatment for cancer cells, targeted drug delivery,
ultrasensitive bio-agent detection, gene therapy, and others [125].

4.4.1 Magnetic Resonance Imaging

MRI mechanism consists in measuring magnetization changes in hydrogen protons,
present in water molecules, in a magnetic field, after a pulse of radio frequencies
hit them [126]. As such, protons from different organs react differently, giving a
representation of in vivo anatomical structures [127]. Magnetic resonance images
can in principle be boosted by adding iron oxide nanoparticles, many of which
may sharpen the contrast significantly through altering the magnetic behaviour of
protons in their proximity [44, 128–130]. This contrast agents, in theory, travel by
the circulatory system accessing organs, and hence growing disparity wherever they
go [131].

Until now, some iron oxide nanoparticles have been produced differing in
particle size, shape and type of covering material. Their size affects plasma half-
life as well as biodistribution of the injected material and also their physicochemical
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and pharmacokinetic properties [132]. Particles greater than 50 nm, called super-
paramagnetic iron oxides (SPIOs), are mainly used for liver tropism. Smaller parti-
cles, called ultra-small superparamagnetic iron oxides (USPIOs) are usually used for
the imaging of ganglion tropism and perfusion imaging in the brain or myocardial
ischemic diseases [133–136].

USPIOs present greater blood circulation time, they provide information on
cellular infiltration, related to inflammation, and also, they can be used in patients
with long-lasting kidney diseases [137–139]. Amore recent strategy used to increase
cell uptake is the usage of anionic maghemite nanoparticles (AMNP). It has been
shown that AMNPs, without any substance coating, lead to a high level of cell intake;
mainly because they interact with the cell membrane due to their surface negative
charges [133].

4.4.2 Hyperthermia

The eradication of cancer cells avoiding the harm of normal cells has been a desired
goal to a most efficient cancer therapy. Nevertheless, the procedures used up to date,
including chemotherapy, immunotherapy, radiotherapy or plus surgery, stay short in
this purpose [140].

Hyperthermia is a type of cancer therapy treatment that uses temperatures ranging
40–43 °C for a small lapse of time (up to fewhours) [141].Hyperthermia as a potential
strategy for cancer cells treatment first appeared after the observation thatmany kinds
of cancer cells are widely sensitive to temperatures over 41 °C, while healthy cells
resisted up to higher temperatures [142, 143]. Hyperthermia with magnetic fluids
was first proposed by Gilchrist et al. [144], who presented the concept of injecting
magnetic iron oxide nanoparticles, into the lymphatic system as a strategy to heat
residual cancer cells from the application of an alternating magnetic field [144].

The use of magnetic fluids for hyperthermia treatment presents a great advantage
due to its non-dependence of an electrical interface, which has been proved to be
a severely limiting factor in radiofrequency hyperthermia [142]. Based on in vitro
evidence that cells (ex. glioblastoma) can up-take magnetic nanoparticles more effi-
ciently than healthy cells in certain kinds of cancers, but the mechanism is not well-
known yet [145]. Improving targeting will be a step key to deliver enough quantities
of magnetic fluids for selective heating of tumours [124]. Hyperthermia treatment
also has the potential to be used with intermediate-risk prostate cancer patients, to
control the more aggressive component of the tumour, in addition to avoid or delay
the need for the use of radiotherapy or plus surgery [146].

4.4.3 Bioagent

Bacterial resistance against antibiotics is, of course, considered a primary global
health concern. Iron oxides nanoparticles with surface modification or encapsulation
were used as antibacterial agents efficiently in many scientific studies [147–149].
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They have been proved to serve as antibacterial agents as their small size allows
them to penetrate some bacterial membranes and generate reactive oxygen species,
which cause severe damage to bacteria’s proteins and DNA [150]. Also, there is
evidence that iron oxides nanoparticles increase the production of osteoblast (bone-
forming cell) without losing antibacterial action, being able to present dual function
[148].

4.4.4 Drug Delivery

Nanoscale particles as an alternative strategy for delivering antibiotics have increased
their use for the treatment of infectious diseases [149]. The increasing research
in surface chemistry of iron oxides nanoparticles offers an opening field for the
incorporation of a variety of biomolecules or antibiotics on the external surface
of the nanoparticles [151]. This strategy can decrease the administration dose of
antibiotics, and consequently, it can reduce resistant infections and side effects, as
iron oxide magnetic nanoparticles make possible the targeting of the same group
of bacteria or specifically infected tissue [152, 153]. As such, the effectiveness of
magnetic drug delivery is related to some parameters, among which including field
strength and gradient, as well as the volumetric andmagnetic properties of iron oxide
nanoparticles [44, 154].

To ensure iron oxide magnetic nanoparticles stability, in physiological condi-
tions, a surface post adjustment is usually required. In this case, a reactive shell has
frequently used for the attachment to the therapeutic compound. The covering must
be carefully chosen as it must ensure stability and non-remarkable visibility of the
nanoparticles in the biological media [155]. Besides, the coating can also be changed
in a way that the drug release becomes stimulus-responsive of the surrounding media
characteristics such as pH, temperature, or even redox states [44, 156]. The coating
can be performed in two different ways: adsorption or encapsulation. In both cases,
the shell will dictate the pharmacodynamic behaviour of the systems and then their
efficacy as drug delivery systems [154, 155].

4.4.5 Gene Therapy

It is proposed that magnetic iron oxide nanoparticles covered with polycationic
polymer polyethyleneimine may work as gene vectors and gene delivery devices
in gene therapy [157]. Higher performance and activity with the presence of iron
oxide magnetic nanoparticles was observed (up to 4 times) compared to traditional
complexes [158]. This combination gives a novel, safe, and effective gene path as
it could provide a powerful tool for treating diseases such as cancer, Alzheimer’s,
Huntington, and Parkinson’s diseases [157, 159].
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4.5 Electronics

Iron (III) oxide has been widely used as a magnetic material for magnetic audio and
video recording and magnetic storage [160]. During tape recording, the iron (III)
oxide is magnetized, and while playing the tape, the magnetized oxide generates an
electric signal that will be the input signal for an amplifier that will reproduce sound
or video [160].

Electronic and telecommunication devices have been gaining interest in the last
decades as a result of human, society, and technological development [161]. The
more expanded use of these devices has induced the creation of some problems
of electronic pollution and electromagnetic interference [162]. Scientists have been
researching new materials that may absorb and reduce electronic pollution and elec-
tromagnetic interference produced by commercial, scientific, and telecommunication
devices [162, 163].

The design and use of iron oxidesmagnetic species asmicrowave absorbingmate-
rials for the protection against electromagnetic fields is a promising approach [162–
166]. However, when studying and characterizing magnetic species for microwave
absorption, there is still disagreement on the transmission line theory used for
modelling reflection loss measurements and calculations. Liu and collaborators
stated that materials scientists need a more in-depth mathematical and theoret-
ical background for a better understanding of microwave engineering concepts
[167, 168].

4.6 Electrochemical Sensing

Iron oxides nanoparticles revealed as promising functional materials in electrochem-
ical sensing, as different techniques allow the fabrication of thesematerials (in various
sizes and shapes) in the presence of two different oxidation states (Fe2+ and Fe3+)
[169].

New compounds created from the association of iron oxide nanoparticles with
metals, organic substances, carbon nanotubes, and graphene oxide have proven to be
useful resulting in better electrocatalytic efficiency for the detection of a significant
number of substances, including hydroxide peroxide, hydrazine, dopamine, nitrate,
nitrites, urea, hydroquinone, phenol, uric acid, glucose, ascorbic acid, L-cysteine,
ciprofloxacin, salbutamol, creatinine, tetracycline, and metals [169–171]. Specifi-
cally, in the case of the carbon nanotubes and graphene, they act as nanoparticles
holders, which ensure shape and size, resulting in better mechanical strength, which
is reflected in efficiency gains, excellent electrical and thermal conductivities, as well
as bigger surface area [169, 172].
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4.7 Construction

Iron and steel industries use iron (III) oxide as one of the primary raw materials for
the production of many iron and steel alloys. Iron (III) oxide reacts with aluminum to
produce iron for welding processes as well as for the production of iron sculptures,
weapons, and small tools [173].

Iron oxides-based nanoparticles may be used as immobilization agents of some
kinds of bacterial cells, representing a promising application in bio self-healing
concrete with the production of calcium carbonate in the presence of proper nutrients
under specific conditions [174]. Magnetic immobilization of bacterial cells may also
increase the concrete’s compressive strength [175]. The strength increase is due to
the properties of iron oxides nanoparticles, which act as a bind of cement hydrate and
promote cement hydration [176]. Usually, bacterial cell immobilization on a solid
carrier surface is accomplished by physical adsorption or covalent binding among
the iron oxide nanoparticles and bacterial cell walls [175, 177].

Due to hematite nanostructures durability and capacity to absorb light in the UV
region, this material is used in paints and when it is fully dispersed completely
transparent paints can be obtained [15].

4.8 Other Uses

Iron (III) oxide powder, also known for its colour as rouge, is commonly used in
the jewellery industry as a polishing material [1, 178]. Again, this hematite powder
has been widely used as a pigment in paints and cosmetics throughout the years [14,
179]. Iron oxides potential as immobilization agent makes them ideal candidates
to improve bioreactors activity, as immobilizing microbial cells can benefit their
separation from the fermentation media, allowing their reuse in the fermentation
process [180, 181].

5 Perspectives and Challenges

Aspreviously discussed, iron oxidemaybe found inmanydifferent polymorphs, each
of which presents different structural and morphological characteristics that result
in distinctive properties. Iron oxides have been used by humankind for many years,
firstly due to its colour, in paintings and pottery. However, nowadays, this material is
being applied in many industries, mainly in the construction field. Even though iron
oxides have been used for centuries, there is still plenty of researchwork to be done. In
the last decades, nanosized iron oxides have called researchers attention as it is a low
cost and environmentally friendly material which can be used in many different areas
of knowledge, including electronics, agriculture, environmental remediation, energy
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harvesting and storage, and biomedical applications. These numerous possibilities
are due to the ease of synthesis processes and the different possibilities of crystalline
structures and morphologies that can be obtained. Perhaps it remains a challenge to
synthesize the desired phase and morphology with the desired optical characteristics
of nanosized iron oxides on a large scale. In order to expand iron oxide possibilities
more research has to be done on the less stable phases, focusing either on new
synthesis processes or in integrating these less stable phases with other materials, as
composites, to expand their applications.
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The Importance of Factorial Design
of Experiments in Functional
Nanomaterials Preparation
and Performance

Alexandre H. Pinto

Abstract The experimental planning and design are important parts for successful
performance and result analysis in a project. Both for industry and academic settings,
there is the constant need to analyze the influence of many variables in the different
types of responses. Traditionally, the influence of different variables in the exper-
imental outcome has been analyzed by changing “one factor at a time”, which is
usually described as univariate or OFAT approach. However, unless all variables are
close to their optimum value, there is no guarantee that this approach will lead to the
best optimized outcome. Additionally, the OFAT approach can lead to the implemen-
tation of an excessive number of experiments, which usually increases the expenses
related to the project. Pursuing to analyze how the synergy between different vari-
ables can influence the experimental outcomes, there is the multivariate approach,
where two or more variables are changed simultaneously enabling the experimen-
talist to analyze the beneficial or antagonistic effect of this combination of variables
in the experimental outcome. Moreover, the multivariate approach may improve the
chances to find the best outcome possible with the conduction of a fewer number
of experiments. In this sense, this chapter introduces the concept of factorial design
of experiments, a multivariate approach based on choosing two or more levels for
multiple variables, calculating the effects of each variable individually and of each
possible combination of variables, obtaining a model from these results, applying
this model to predict untested conditions and judge the statistic significance of the
model. The examples presented in the chapter will all be focused on the prepa-
ration and performance of nanomaterials. For instance, how the concentrations of
different precursors can influence the particle size of colloidal silica nanoparticles.
Or how different variables, such as, time, temperature and reagents concentration
can influence the thickness of manganese sulfide (MnS) thin films. The chapter
begins providing the definition of the basic terms underlying the factorial design,
then, it presents examples from literature applying factorial designs starting with
the simpler ones, such as 23. Then, the chapter evolves presenting optimization and
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response surface methodologies factorial designs, for instance, central composite,
Box-Behken, and Doehlert designs. Finally, the chapter presents tables with refer-
ences from papers published in the period from 2015 to 2020. In each one of them, the
factorial design of experiments was used for the development of functional materials
applied in nanoparticles preparation, drug delivery and encapsulation, wastewater
remediation, and solar cells development. With this chapter, the author hopes to
introduce a powerful and underexplored statistical tool to scientists, engineers, and
all practitioners of nanomaterials science. Focus will be placed on how they can
benefit from the concepts and examples presented, and possibly adapt them for their
own projects, instead of relying on heavy mathematical notations and calculations.

1 Introduction

Thedevelopment of functionalmaterials requires accurate control of each step in their
production. In this sense, to be able to test a broader range of experimental conditions
by performing a lower number of experiments is desirable. So, the factorial design
of experiments is a set of statistical concepts intended to optimize specific properties
by taking advantage of a multivariate approach. In this approach, the interaction
between different factors is interpreted holistically. The design of experiments allows
the research to judge which factors are statistically significant by calculating their
effects on the property to be optimized. Moreover, empirical models can be obtained,
allowing the researcher to predict how that specific property will behave in untested
conditions.

The ability to predict results based on an empirical model opens up an array of
opportunities and saves time and resources from the researcher. So, this chapter aims
to show from the scientific literature examples how the factorial designof experiments
has widely been applied to the development and performance of functional materials.

This chapter is intended to fulfill the needs of readers with different knowledge
levels about the design of experiments, from the beginner to the experienced reader.

That being said, readers from different familiarity levels have the opportunity
to focus their attention on different parts of the chapter. For the beginner ones, it
is recommended to start reading the chapter from Sect. 2. Since in this part, the
essential concepts and terminology of factorial design are introduced. Then, a step
by step 23 factorial design is performed. This 23 factorial design is developed very
comprehensively, aiming that even a beginner reader can try to adapt the design
to their own experimental situation, without using black-box programs. This part
appreciates the statistical formalism whenever it is necessary. In such a way, it can
sound intimidating at first sight. However, with attention and persistence, the reader
can benefit from the knowledge.

Since Sect. 2 is very comprehensive. Consequently, it is also extensive. So, if a
reader is already familiar with all the terminology, structure, and calculations related
to factorial designs, he/she iswelcome to skip this full part and start straight onSect. 3.
There, the reader will find analyses of literature examples where the factorial design
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of experiments and response surface methodologies were applied to the context of
materials preparation and performance. This part appreciates a critical analysis of
each research paper by remarking the steps followed by the authors.

Finally, in Sect. 4, readers will find references from papers published in the period
from 2015 to 2020. In each one of them, the factorial design of experiments was
applied to the development of four types of functional materials. They are nanoparti-
cles preparation, drug encapsulation and delivery, wastewater remediation, and solar
cell development.

2 The Fundamentals and Statistical Basis of the Factorial
Design of Experiments

2.1 Factorial Design of Experiments: Initial Concepts
and Terminology

The experimental planning and design are essential parts for successful performance
and analysis of results in a project. Both for industry and academic settings, there
is a constant need to analyze the influence of many factors in the different types of
responses. Traditionally, the impact of different factors in the experimental outcome
has been analyzed by changing “one factor at a time,” which is usually described as
a univariate or OFAT approach.

For instance, suppose that a research group is aiming to maximize the yield of a
certain chemical reaction, and they know that the yield can be affected by factors such
as pH, temperature, and catalyst concentration. From previous literature knowledge,
the scientists figured out that this reaction has been described to occur in the following
ranges for each factor, as presented in Table 1.

According to the OFAT approach, they would perform a series of experiments
varying the pH and keeping temperature and catalyst concentration constant. For
instance, by fixing the temperature at 85 ◦C, the catalyst concentration at 5 × 10–4

mol L−1, and making the pH equal to 8, 10, 12, and 14 units.
Next, they would vary the temperature and keep the pH and catalyst concentration

constant. For instance, by fixing pH equal to 14, catalyst concentration at 5 × 10–4

mol L−1, and making the temperature equal to 25, 50, 70, and 85 ◦C.
Then, they would vary catalyst concentration and keep pH and temperature

constant. For instance, by fixing pH equal to 14, temperature at 85 ◦C, and making

Table 1 Matrix of
experiments showing the
factors and their respective
lower and upper limits

Factor Lower limit Upper limit

pH 8 14

Temperature (◦C) 25 85

Catalyst concentration (mol L−1) 1 × 10–4 5 × 10–4
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catalyst concentration equal to 1 × 10–4, 2.5 × 10–4, 3.5 × 10–4, and 5 × 10–4 mol
L−1.

There are potential flaws associated with this OFAT approach. The first one is
related to choosing the values for the factors that will remain fixed [1]. Notice that,
whenever fixing the pH and catalyst concentration, the researchers always chose to
fix them at the uppermost level possible. This choice could have been determined
by a preconceived idea that maximizing factor values always are going to lead to a
yield maximization, which is not always true.

Second, this OFAT approach could ignore potential effects related to the interac-
tion of two or more factors being varied at the same time [1]. For instance, the yield
could be maximized at pH 11, 30 ◦C, and catalyst concentration equal to 1.5 × 10–4

mol L−1. This condition was not performed in the OFAT approach adopted, so the
researchers would not be aware of the yield maximization at this set of conditions.

A third potential flaw could be related to the large number of experiments
performed [1]. In general, a higher number of experiments represent higher consump-
tion of chemicals, analysis time, production of waste, and, consequently, a higher
total cost. In this sense, an approach that offers useful trends and conclusions with
a lower amount of experiments is always preferred. So, in the next section, we will
see how this experimental approach could be redesigned according to the factorial
design of experiments. And how the factorial design could potentially decrease the
chance of each of these flaws to occur.

2.2 Planning According to the Factorial Design
of Experiments

Pursuing to analyze how the interaction between different variables can influence the
experimental outcomes, there is the multivariate approach. Where two or more vari-
ables are changed simultaneously, enabling the researcher to analyze the beneficial
or antagonistic effect of this interaction of variables in the experimental outcome.
Moreover, the multivariate approach may improve the chances to find the best result
possible with the conduction of a fewer number of experiments.

Before we start redesigning the series of experiments shown in the previous
section, we should define the terms commonly related to the factorial design of
experiments. The first term is factor. Factors, as seen in the previous section, are the
variables that would be varied across the experimental design. So, according to the
situation we are analyzing, three factors have been studied, they are pH, temperature,
and catalyst concentration.

The second term is the response variable, which is the response the researchers
are aiming to observe by performing the experiments. In the example presented, the
yield is the response variable. It is important to say that experimental designs can
have more than one response variable.
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The values each factor will adopt will be called levels. For instance, let’s suppose
that the temperature will be fixed in their lowest and highest values, so, respectively,
25 and 85 ◦C. In this case, 25 and 85 ◦C are called the levels of the temperature
factor. If only two levels are adopted for each factor, then the factorial design is
called a two-level factorial design. Now, supposing that the scientist had chosen
three levels for each variable, in that case, the factorial design would be called three-
level factorial design. The levels could either be quantitative or qualitative. In case
qualitative levels are chosen, it is necessary to consistently order them in such a way
that a certain level is defined as the lower level, and the other one is the upper level,
taking the two-level factorial design as an example.

The effects are how single factors or the interaction of two or more factors would
influence the value obtained for the response variable. For instance, among the three
factors studied, one of them, for instance, temperature,mayhave a higher influence on
the response variable. Whereas, other factors may be concluded to be insignificant to
change the response variable. The total number of possible effects will be dependent
on how many factors the experimental design has.

In the studied example, as there are three factors, each factor will have its indi-
vidual effect. Then, the design can have secondary effects, which will arise from
the interaction of two factors at a time. So, the secondary factors would be pH-
Temperature, pH-Catalyst Concentration, and Temperature-Catalyst Concentration.
Finally, in models having three or more factors, tertiary effects are predicted, which
are obtained by the combination of three variables at a time. In the studied example,
the only tertiary effect would be pH-Temperature-Catalyst Concentration. If the
design had four factors, it would have more tertiary effects and one quaternary effect.
In conclusion, this three-factor, two-level experimental design has three primary
effects, three secondary effects, and one tertiary effect.

A factorial design is the experimental design comprising all levels of each factor
studied varied in a multivariate manner, in such a way that allows the interaction
effects to be calculated. In general, the factorial designs are named according to how
many factors they have and how many levels each factor has. A common represen-
tation for the factorial design name is sk, where k is equal to the number of factors,
and s is how many levels each factor has. In the studied example, which has three
factors, and two levels for each one of them, this can be called to be a 23 factorial
design.

The sk representation also indicates the minimum number of experiments without
replicas to be performed to be considered a full sk factorial design. To figure out the
number of experiments it is necessary to solve the exponential equation shown in the
sk representation, for instance, a 23 factorial design would require a minimum of 23

= 8 different experimental conditions to be considered complete.
Another important concept is the coded levels. For calculating the effects and

their statistical significance, matrix calculations will be necessary. In this sense, each
level, whether it is quantitative or qualitative, should be normalized according to
a common scale. In general, this scale ranges from −1 to +1. In the case of two-
level factorial design, the lower limit is normalized as −1, and thus, the upper limit
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Table 2 The factors with
their respective limits
represented as coded (in
parenthesis) and uncoded
values

Factor Lower limit Upper limit

pH = A 8 (−1) 14 (+1)

Temperature (◦C) = B 25 (1) 85 (+1)

Catalyst concentration (mol
L−1) = C

1 × 10–4 (−1) 5 × 10–4 (+1)

Table 3 Matrix of
experiments

Exp. number pH Temperature Catalyst concentration

1 −1 −1 −1

2 +1 −1 −1

3 −1 +1 −1

4 +1 +1 −1

5 −1 −1 +1

6 +1 −1 +1

7 −1 +1 +1

8 +1 +1 +1

is normalized as +1. So, Table 1 could be improved to include the coded values
between parenthesis, as shown in Table 2.

Matrix of experiments is the matrix that describes each experiment to be
performed, according to the combination of the coded values for each factor. For
instance, for the example given, as shown in Table 3.

Translating thematrix of experiments from the coded values to the original values,
one can say that the experiment number 1 is performed with pH = 8, Temperature =
25 ◦C, and catalyst concentration=1×10–4 molL−1. Taking another example, exper-
iment 7 is performed at pH = 8, Temperature = 85 ◦C, and catalyst concentration =
5 × 10–4 mol L−1.

The matrix of results is the one that summarizes the values observed for the
response variable for each one of the experiments performed, as shown in Table 4.

Table 4 Matrix of results Exp. number Yield (%)

1 25

2 42

3 76

4 45

5 81

6 5

7 66

8 15
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After being introduced to the essential vocabulary and concepts about factorial
design, we are ready to start seeing how the factorial design is structured.

2.3 The Structure of the Factorial Design

Factorial Design starts with its planning. In the planning stage, the factors and
response variables to be studied should be defined. Then, within each factor is
necessary to identify the upper and lower levels.

When planning a factorial design, it is essential to understand that there is no “one-
size fits all” solution for all the scientific problems. However, there are some steps
that the researcher can follow to better planning the design. For instance, the factors,
their respective levels, and the response variables could be defined according to the
need of the process that the researcher is aiming to optimize. Scientific or technical
literature about the problem to be solved is a reasonable starting point. Also, the levels
can be defined according to the capabilities of the pieces of equipment available for
that experiment performance. The cost of using a specific piece of equipment or
technique could be another decisive factor while planning the design [2].

In summary, to plan a factorial design accordingly, it is necessary: (a) to be
familiar to the system to de studied, (b) to know the technical resources available,
(c) to have clear goals about what is the response variable to be optimized, and (d)
how the researcher is aiming to optimize this response variable, for instance, either
maximizing or minimizing its value [3].

The second step in the factorial design is the factor screening. Due to the prior
knowledge of the system, the researcher can identify variables that influence the
response variable he/she is interested in optimizing. So, at this point, the researcher
will perform a factor screening step. During factor screening, experiments will be
performed according to some 2k factorial design or some 2k−p fractional factorial
design. In either case, k is the number of factors to be studied. Then, all the experi-
ments necessary to complete the selected factorial design will be performed. These
experiments can be achieved with or without replicas, depending on the time and
resources available to the researcher.

After the experiments conclusion, the researcher will analyze the data and deter-
mine which factors have significant effects and which factors do not have significant
effects regarding influencing the response variable. At this point, the researcher
will be able to obtain a linear polynomial equation describing how the significant
factors quantitatively influence the response variable. For some situations, the model
described by this equation can be enough to answer satisfactorily the question asked
by the researcher. And the design can even be concluded on this point [3].

However, for other situations, the linear polynomial model obtained may not
accurately describe the situation faced by the researcher. In this case, the factorial
design will proceed to an optimization step. In this step, the insignificant factors
will be disregarded, and additional experiments will be performed, considering only
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Fig. 1 The four general steps of a factorial design of experiments

the significant factors. Also, in this step, in general, more than two levels will need
to be considered for every factor [3, 4].

As more than two levels will be considered for each factor, the optimization step
will allow the research to obtain a model described by a polynomial equation of
order higher than one, for instance, a quadratic polynomial equation. Also, as the
optimization is a refinement step, some factors may prove to be insignificant under
the new design conditions. Consequently, they will be excluded from the definite
model equation [4].

Most of the time, after one or a few optimization steps, the researcher will have
a model that describes with satisfactory precision the behavior of the system in the
study. Then, the next step is the conclusion of the design. In this step, the researcher
will interpret how the empiricalmodel obtained translates in the context of the studied
situation. Additionally, the researcher will be able to apply themodel to experimental
conditions initially untested and verify how the experimental result agrees with the
result predicted by the model.

The successful accomplishment of the four steps shown in Fig. 1 describes what
is required to complete a factorial design. In the next two sections, we will discuss
how the screening and optimization steps can be performed by using different types
of factorial designs and their particularities.

2.4 Screening the Factors

Depending on the complexity of the experimental problem to be solved, many factors
can influence the response variable. In this sense, it is necessary to have a screening
step, which will start with most of the factors that can hypothetically change the
response variable. Then, the significance of the effects of these factors will be judged
according to appropriate statistical tests, and the insignificant factorswill be excluded
from the optimization step. Besides deciding the significance of the effects, another
goal from the screening step is to obtain a first-order polynomial equation, describing
how the response variable varies according to changing the coded values of the
significant factors.

The main differences between 2 and 2k−p factorial designs are shown in Table 5,
as adapted from Candioti et al. [5].

The fractional factorial designs 2k−p are beyond the scope of this chapter. For
readers interested in learning more regarding this type of design, references number
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Table 5 Comparison of the features of the full factorial design (2k) and fractional factorial design
(2k−p)

Design Type of factors Type of
response
variable

Number of
factors

Minimum
number of
experiments

Number of
estimated effects

2k Quantitative or
qualitative

Quantitative Usually
between 2 and 5

2k 2k–1

2k−p Quantitative or
qualitative

Quantitative Usually higher
than 4

2k−p It depends on p
value and how
cofounded the
design is

[3] and [6] are good references to learn the essential concepts of fractional factorial
designs.

2.5 2k Factorial Designs

In Sect. 2.2, we first defined what 2k factorial designs are and howmany experiments
are necessary to complete the design according to the k value. A feature of a 2k

factorial design is that for each factor, only two levels are defined, a lower and an
upper level. This feature holds for 2k factorial designs used in the factors screening
steps. For more comprehensive steps, like the ones used for optimization steps, more
levels will be needed. In this section, we will see the particularities of a 2k factorial
design. For instance, we will discuss how to calculate the effects and the coefficients
of the equation describing the design model, and how to judge the significance of
these effects.

Beforewe start, it is important to say that to perform all the calculations and graphs
presented in this section does not require any specialized software. Any software
able to program matrix multiplication and graphical plotting, for instance, Microsoft
Excel, is enough to perform all the calculations. However, there are software packets
specialized to perform all of the design of experiments calculations, most of them
are paid packages. The readers more interested to know the names and capabilities
of these software packages are encouraged to read the review paper by Hibbert
[7], which contains a table listing the main commercial softwares used in design of
experiment calculations.

As shown in Table 6, the number of effects possible for a 2k factorial design is
equal to 2k − 1. In this sense, Table 6 explains how many and which are the effects,
according to the k value.

Each one of the effects can be calculated according to the Eq. 1, as exemplified
for Effect A [8]:
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Table 6 Number and type of effects according to the number of factors (k value) in a 2k factorial
design

k value Factors Number of effects Primary effects Interaction effects

2 A, B 3 A, B AB

3 A, B, C 7 A, B, C AB, AC, BC, ABC

4 A, B, C, D 15 A, B, C, D AB, AC, AD, BC, BD, CD,
ABC, ABD, ADC, BDC,
ABCD

E f f ect A =
∑

Y A
(+)

n/2
−

∑
Y A

(−)

n/2
(1)

where Y A
(+) are the values of the response variable for which A has coded value = +

1, Y A
(−) are the values of the response variable for which A has coded value = −1. n

is defined as the total number of experiments in the factorial design, for instance, n
= 8 for a 23 or n = 16 for a 24. Notice that the n value does not change if replicas are
performed. The only thing that changes in case replicas were performed is the fact
that each Y A

(+) and Y A
(−) should be taken as the average of the replicas.

A good way to understand the Eq. 1 is to think that the effect is the difference
between the average of the response variable when A has coded value = +1 and the
average of the response variable when A has coded value = −1.

To minimize the chances to be mistaken during the calculation of the effects, an
alternative to Eq. 1, is to use matrix multiplication for each one of the effects. In
Table 3, in Sect. 2.2, we introduced the concept of the matrix of experiments. Here,
we will expand that matrix to include the coded values for each one of the possible
interactions.

The coded value for each interaction was obtained by simply multiplying the
coded values of the factors giving rise to that respective interaction. We can convert
Table 7 in a square matrix (a matrix having the same number of columns and rows)
by adding a column where all entries will be +1, as the first column of the matrix.

Table 7 Matrix of experiments for the primary effects and interactions in a 23 factorial design

Exp. Number A B C AB AC BC ABC

1 −1 −1 −1 +1 +1 +1 −1

2 +1 −1 −1 −1 −1 +1 +1

3 −1 +1 −1 −1 +1 −1 +1

4 +1 +1 −1 +1 −1 −1 −1

5 −1 −1 +1 +1 −1 −1 +1

6 +1 −1 +1 −1 +1 −1 −1

7 −1 +1 +1 −1 −1 +1 −1

8 +1 +1 +1 +1 +1 +1 +1
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We can call this matrix as matrix (M1):

X =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

+1 −1 −1 −1 +1 +1 +1 −1
+1 +1 −1 −1 −1 −1 +1 +1
+1 −1 +1 −1 −1 +1 −1 +1
+1 +1 +1 −1 +1 −1 −1 −1
+1 −1 −1 +1 +1 −1 −1 +1
+1 +1 −1 +1 −1 +1 −1 −1
+1 −1 +1 +1 −1 −1 +1 −1
+1 +1 +1 +1 +1 +1 +1 +1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(M1)

The transpose matrix (Xt) of the matrix 1 can be written as matrix (M2)

Xt =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

+1 +1 +1 +1 +1 +1 +1 +1
−1 +1 −1 +1 −1 +1 −1 +1
−1 −1 +1 +1 −1 −1 +1 +1
−1 −1 −1 −1 +1 +1 +1 +1
+1 −1 −1 +1 +1 −1 −1 +1
+1 −1 +1 −1 −1 +1 −1 +1
+1 +1 −1 −1 −1 −1 +1 +1
−1 +1 +1 −1 +1 −1 −1 +1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(M2)

The matrix of results, shown in Table 4 can be written as matrix Y (M3):

Y =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

25
42
76
45
81
5
66
15

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(M3)

Multiplying the matrixes Xt and Y, as shown in Eq. 2, will be useful both for
calculating the effects and the coefficients:
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(
Xt

)
Y =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

355
−141
49

−21
−23
−113
−59
73

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(2)

The effects can be calculated by the Eq. 3:

E f f ect (i) =
(
Xt

)
Y

n/2
(3)

The effects calculated are shown in Fig. 2.
From Fig. 2, one can notice that except for the effect of the of the factor B, and

the tertiary interaction ABC, all other effects had negative values. For the primary
effects A, B, and C a negative value means that moving from the lower to the upper
level of these factors, leads to a decrease in the response variable, in this case, the
yield. Similarly, a positive effect means that switching from the lower to upper level
leads to an increase in the response variable.

For the secondary effects, such as AB, AC, and BC, an increase in the effect means
that the response variable increases when the product between the levels of the two
factors switch from negative to positive. The interpretation is similar to the tertiary
effect, such as ABC.

Fig. 2 Graph showing the
effect value for each one of
the primary effects and
interactions possible for the
23 factorial design. The
effects were calculated
according to Eq. 3
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2.5.1 The Empirical Model

As previously told, a 2 k factorial model can produce a polynomial equation where
all the terms are linear; in general, the empirical model can be described by the Eq. 4:

y = b0 +
k∑

i=1

bi Xi +
k∑

1≤i≤ j

bii Xi X j + ξ (4)

where: b0 the independent term related to the average of the response of all experi-
ments, bi or bii are the coefficients for each term, the Xi or Xj are the coded values
of each factor, and ξ is the residual associated to the experiment.

For a factorial 2k, the empirical model contains 2k terms, being one term for each
one of the effects plus the independent term. The residual term ξ is not explicitly
written in the equation. In this sense, the empirical model equations for 22, 23, and
24 designs are shown, respectively, in the equations varying from 5 to 7:

y = b0 + bAXA + bB XB + bAB XAXB (5)

y = b0 + bAXA + bB XB + bC XC + bAB XAXB

+ bAC XAXC + bBC XB XC + bABC XAXB XC (6)

y = b0 + bAXA + bB XB + bC XC + bDXD + bAB XAXB + bAC XAXC

+ bADXAXD+bBC XB XC + bBDXB XD + bCDXC XD

+ bABC XAXB XC + bABDX AXB XD + bADC X AXDXC

+ bBDC X B XDXC + bABCDX AXB XC XD (7)

Each one of the bi or bii coefficients can be calculated by dividing the Eq. 2 by the
number of experiments; in other words, the coefficients can be calculated according
to Eq. 8:

b(i) =
(
Xt

)
Y

n
(8)

So, for the 23 factorial design, we are working on, the empirical model is shown
in Eq. 9:

Y ield(%) = 44.4 − 17.6XA + 6.1XB − 2.6XC − 2.9XAXB

− 14.1XAXC − 7.4XB XC + 9.1XAXB XC (9)
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2.5.2 Judging the Significance of the Effects to Refine the Empirical
Model

Equation 9 presents all the eight possible terms for the empirical model. However,
not all the terms will be significant. To judge which terms will be significant we have
to decide which effects are significant using statistical tests. The coefficients related
to the insignificant effects will be discarded from the model.

To have a rough estimate about which effects might be significant, the effects can
be squared, and then, divided by the summation of all values, and multiplying by
100%, as shown in the Fig. 3.

Figure 3 shows that effects A, AC, and ABC are the three bigger ones. The
summation of these three effects accounts for about 85% of all the effects. We can
affirm, almost unequivocally, that these three effects are significant. Contrastingly,
we can also claim that the effect C, which is smaller than 1%, is insignificant. But
how about the other four effects? Are they significant or not?

To answer this question, we need some statistical tests. One of the most popular
tests is critical t-student, which is shown in Eq. 10:

cri tical − t = sE f f ect × t (DoF; p) (10)

where sE f f ect is defined as the standard deviation of the effects and t (DoF; p) is
the value obtained from a t-Student table with the number of degrees of freedom
(DoF) fromwhich sE f f ect was calculated, and p is the probability. For instance, if the
desired probability is 95%, the researcher should look for the t-student value with p
= 0.05 in the t-Student table.

The sE f f ect can in principle be simply calculated as the square root of the variance
of the effects (sE f f ect

2), from Eq. 11 [9]:

Fig. 3 Graph showing the
percentage of effects
absolute value for each one
of the primary effects and
interactions possible for the
23 factorial design
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sE f f ect
2 = 4s2e∑n

i=1 ri
(11)

where s2e is an estimative of the variances, which can be calculated from Eq. 12, and
ri is the number of replicas. For instance, if each experiment was done twice, ri = 2

s2e =
∑n

i=1

[
(ri − 1)s2

]

∑n
i=1[(ri − 1)]

(12)

In fact, in Eq. 12 the term (ri − 1) is particularly the degrees of freedom used
in order to calculate the estimative of the variances, and s2 is the variance for each
experimental condition, as shown in Eq. 13:

s2 =
∑r

i=1

(

yi−
−
y
)2

(ri − 1)
(13)

where yi is each individual result of the replica,
−
y is the average of each individual

result from the replicas, and r is the number of replicas.
After calculating critical-t using Eq. 10, the critical-t value is compared to the

absolute value of each effect, and only the effects having absolute values higher than
the critical-t will be considered significant, in that probability level p.

The best way to obtain all the variances necessary to calculate the critical-t is by
performing all the experiments with replicas since it allows to calculate sequentially
s2, s2e , sE f f ect

2, from Eqs. 11, 12, and 13, respectively.
However, if no replicas were made for any of the experiments, it is still possible

to obtain the variances necessary to calculate t-value. Yet, there are distinct ways to
accomplish this task, a popular and prudent one is to perform additional experimental
with all the factors fixed at the central point.

For quantitative factors, the central point is defined as the average between the
lower and upper levels, and it has the coded value equal to zero. Table 8 is an
adaptation of Table 2, including the central point for each factor.

As such, the experiment at the central point was then performed in triplicate, and
the following results were obtained for the yield, as shown in Table 9.

Table 8 The factors with their respective limits and central points represented as coded (in
parenthesis) and uncoded values

Factor Lower limit Central point Upper limit

pH = A 8 (−1) 11 (0) 14 (+1)

Temperature (◦C) = B 25 (−1) 55 (0) 85 (+1)

Catalyst concentration (mol L−1) = C 1 × 10–4 (−1) 3 × 10–4 (0) 5 × 10–4 (+1)
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Table 9 Yield obtained for the experiments performed in the central point using triplicates

Factors Yield (%)

A B C Exp 1 Exp 2 Exp 3

0 0 0 41 47 50

Table 10 Average yield,
degrees of freedom,
variances, standard deviation
of the effect, tabled t-student
value and, the critical-t value
with 95% confidence
obtained for the experiments
performed in the central point
using triplicates

Parameter Value

Average yield 46

Degrees of freedom 2

Variance (s2 and se2) 14

Seffect2 18.67

Seffect 4.32

t(2; 0.05) 2.92

Critical-t 12.6

The values for average, degrees of freedom, and variance (s2 and se2), Seffect2,
Seffect, t-student (2; 0.05), and critical-t are shown in Table 10.

The graph shown in Fig. 4 is called Pareto chart, it is a bar graph where in the Y-
axis all the effects are categorized, and in the X-axis the absolute value of the effects
are presented. Then, a vertical line is fixed on the X-axis over the critical-t value.
From the Pareto chart we can see that the effects higher than the critical-t are the
pH (A), the secondary interaction between pH and catalyst concentration (AC), and
between temperature and catalyst concentration (BC), and the tertiary interaction
among the three factors (ABC). Notice that the Pareto chart confirmed the initial
guess based on Fig. 3 that the effects A, AC, and ABC are significant. Also, the

Fig. 4 Pareto chart showing
which effects are higher (if
so, significant) than the
critical-t
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Pareto chart was essential to confirm that BC is significant, whereas the effect B is
insignificant, although it is very close to the critical-t value.

Now that we decided which effects are significant, based on a statistical test. We
can exclude from themodel (Eq. 9) the coefficients related to the insignificant values.
So, the model describing the factorial design is given by Eq. 14:

Y ield(%) = 44.4 − 17.6XA − 14.1XAXC − 7.4XB XC + 9.1XAXB XC (14)

2.5.3 Assessing the Quality of the Model Using Analysis of Variance
(ANOVA) Table

Replacing the coded values for XA, XB, and XC on Eq. 14, it was possible to calculate
the yield (%) predicted by the model for each one of the experiments performed, as
shown in Table 11.

A standard method to assess the quality of the model by using three parameters
called the sum of squares (SS), they are: the sum of square (SS) for the mean, for the
regression, and for the residuals, and they are defined according to Eqs. 15–17:

SSmean =
∑ (

yi−
−
y
)2

(15)

SSregression =
∑ (

yi
∧− −

y
)2

(16)

SSresidual =
∑ (

yi − yi
∧)2

(17)

Table 11 Comparison between the yield (%) obtained experimentally and predicted by the model
represented by Eq. 14

A B C Experimental Predicted

−1 −1 −1 25 31.4

1 −1 −1 42 42.6

-1 1 −1 76 64.4

1 1 −1 45 39.2

−1 −1 1 81 92.6

1 −1 1 5 11

−1 1 1 66 59.6

1 1 1 15 14.4
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Table 12 Analysis of variance (ANOVA) Table for the 23 factorial design

ANOVA table

Source of variation Sum of square Degrees of freedom Mean squares

Mean 5603.88 7 800.55

Regression 5169.12 4 1292.28

Residual 421.40 3 140.47

R2 (SSregression/SSmean) 0.9224

MSregression/MSresidual 9.20

F-test for 4/3 degrees of freedom with 95% 5.39

where: yi is the value obtained experimentally, yi
∧

being value predicted according

to the model, and the
−
y is the average of all experimental values.

Note that each sum of squares has a certain number of degrees of freedom which
can be associated with them. It is known that for SSresidual the number of degrees
of freedom is found to be equal to the difference of the number of independent
experiments (8, in this example) and the number of parameters contained in the
equation describing the model (5, in this example), so SSresidual has 3 degrees of
freedom. For the SSregression the number of degrees of freedom is equal to the number
of parameters (5, in this example)minus 1, so the SSregression has 4 degrees of freedom.
Finally, the number of degrees of freedom of SSmean is equal to the number of degrees
of freedom for SSresidual plus SSregression, so 7 degrees of freedom.

Hence, the mean square (MS) for regression, residual, and mean was then calcu-
lated by dividing each sum of squares by its respective number of degrees of freedom.
So, Table 12 presents the complete ANOVA table for the example analyzed.

There are two criteria used to assess the model quality through the ANOVA
table. The first one is based on the coefficient of determination (R2), which is the
ratio between the SSregression and SSmean. An R2 as close as to 1 represents a better
quality of the model. In this example, an R2 equal to 0.9224 means that 92.24%
of the variation is explained by the model, whereas only 7.76% is explained by the
residuals.

The second parameter is the ratio between MSregression and MSresidual. This value
is in general compared to the F-test value with 95% of confidence, and the number
of degrees of freedom in the numerator as the same number of degrees of freedom as
MSregression. And the number of degrees of freedom in the denominator as the same
number of degrees of freedom as MSresidual. As the ratio MSregression/MSresidual (9.20)
is higher than the F-test with 95% confidence, and 4/3 degrees of freedom (5.39), we
can conclude that the model is appropriately fitted to the data.

For most of the researchers, the model described by Eq. 14 would have enough
quality, which eliminates the need to perform additional experiments for optimization
to obtain a model with quadratic terms, as the ones to be discussed in Sect. 2.6.



The Importance of Factorial Design of Experiments … 405

2.6 Optimization Steps

Depending on the situation studied, an empirical model where all the terms in the
polynomial are linear may not be satisfying. In this sense, the researcher will have to
use experimental designs able to produce polynomials containing quadratic terms,
such as the one generically represented by Eq. 18:

y = b0 +
k∑

i=1

bi Xi +
k∑

i=1

bii Xi
2 +

k∑

1≤i≤ j

bii Xi X j + ξ (18)

Compare Eq. 18 with Eq. 4, and notice that there are no quadratic terms in the
Eq. 4.

In this section, we will be introduced to the basics of four designs able to produce
polynomial models containing quadratic terms. The four designs to be studied are
3k Factorial Design, Central Composite Design (CCD), Box-Behnken Design, and
Doehlert Design. In all these designs, all the factors are studied in more than two
levels.

The group formed by these designs is called Response Surface Methodology
(RSM), as the equations described by each model can be converted in a tri-
dimensional graph called response surface. In none of these models there will be a
detailed example, like the onewe presented for 2k factorial design. Readers interested
to have a more in-depth knowledge about any one of these designs are encouraged
read the references cited in this section or the ones in Sects. 3 and 4.

Also, specifically about RSM, the books: A Comprehensive Guide to Factorial
Two-level Experimentation by Mee [6], and Design and Analysis of Experiments by
Dean et al. [10] are good resources for readers avid for learning more about each one
of the RSMs.

2.6.1 Three Level Factorial Design (3k Design)

In the 3 k factorial design, all the factors have three levels (−1, 0, +1). Although the
3k design implementation is not so complicated due to its similarity to 2k designs, it
requires a relatively large number of experiments. For this reason, the 3k design is
used to study a few factors, generally, two or three [11].

2.6.2 Central Composite Design (CCD)

TheCentralCompositeDesign (CCD) ismade upby the combination of the following
features [3, 9]:

(i) A full 2k factorial design or a fractional factorial design 2k−p.
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Table 13 Matrix of
experiments for a 22 CCD
factorial design

22 factorial design

XA XB 22 factorial design

−1 −1

+1 −1

−1 +1

+1 +1

0 0 Central point experiment

−α 0 Axial point experiments

+α 0

0 −α

0 +α

Table 14 Matrix of
experiments for a 23 CCD
factorial design

23 factorial design

XA XB XC 23 factorial design

−1 −1 −1

+1 −1 −1

−1 +1 −1

+1 +1 −1

−1 −1 +1

+1 −1 +1

−1 +1 +1

+1 +1 +1

0 0 0 Central point experiment

−α 0 0 Axial point experiments

+α 0 0

0 −α 0

0 +α 0

0 0 −α

0 0 +α

(ii) Central point experiments, where all the factors have coded values equal to
zero.

(iii) Experiments in the axial points. In these experiments, one factor will have
coded value equal to ±α. These ±α values are located in the axes of the
coordinated system, and in distance ±α from the origin of the system.

Tables 13 and 14 show the matrix of experiments for a CCD design having a 22

and 23 factorial as screening designs [3].
From the matrix of experiments, one can conclude that the total number of

experiments for a CCD, disregarding any replicas, is equal to the Eq. 19:
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Table 15 Number of experiments at axial level, axial levels, and total number of experiments for
CCD factorial designs according to the number of factors

Number of factors (k) 2 3 4 5 5 6 6

p in 2k−p 0 0 0 0 1 0 1

Number of Experiments in axial levels (±α) 4 6 8 10 10 12 12

+α values 1.414 1.682 2.000 2.378 2.000 2.828 2.378

Total number of experiments 9 15 25 43 27 77 45

NumberofExperiments = 2k + CentralPoint + 2k (19)

where the 2k is the number of experiments related to the 2k factorial, the Central
Point is the experiment carried out in the central point, and 2k is the number of the
experiments related to the axial points ±α.

The coded values ±α can be figured out according to Eq. 20 [9].

α = 4
√
2k (20)

In the CCD, any coded value can be decoded according to Eq. 21. This equation
is also valid to convert the ±α to their respective decoded values [9]:

xi = zi− −
z

�z/2
(21)

where xi is the coded value for the factor i, zi is the decoded value for the factor i,
−
z

is the decoded value for the central point for the factor i, and the �z is the difference
between the upper (+) and lower (−) levels for the factor i.

Table 15 summarizes how many experiments should be made in the axial levels
±α, the value of α, and the total number of experiments according to the k value in
2k−p.

2.6.3 Box-Behken Designs

Similarly to the three levels factorial design the Box-Behken Desing (BBD) is a
three levels (−1, 0, +1) for all factors. The number of experiments to be performed,
disregarding replicas, according to the number of factors (k) is given by the Eq. 22
[12]:

NumberofExperiments = 2k(k − 1) + CentralPoint (22)
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The conversion between the coded and uncoded values in a BBD is given by
Eq. 23 [13]:

xi =
⎛

⎝ zi− −
z

�z

⎞

⎠ (23)

where xi is the coded value for the factor i, zi is the decoded value for the factor i,
−
z

is the decoded value for the central point for the factor i, and the �z is the difference
between the upper (+) and lower (−) levels for the factor i.

One advantage of theBBD is that there is no experimentwhere the factors are taken
all of them at the same time in the lower limit nor the upper limit. This fact avoids
that experiments are carried out at extreme conditions and may avoid unsatisfactory
or abnormal results to happen [14].

For more details about BDD matrix, readers are encouraged to read the review
paper by Ferreira et al. [14].

2.6.4 Doehlert Designs

A feature differing Doehlert Designs (DD) from CCD and BBD is that DD does not
have the same number of levels for all the factors. For instance, in a DD with k = 2,
one factor has three levels (with coded values equal to −8.666, 0, +8.666), and the
other has five levels (with coded values equal to −1, −0.5, 0, +0.5, +1). For a DD
with k = 3, one factor has five levels (with coded values equal to −1, −0.5, 0, +0.5,
+1), the second one has seven levels (with coded values equal to−0.866,−0.577,−
0.289, 0,+0.289,+0.577,+0.866), and the third factor has ‘three levels (with coded
values equal to −0.866, 0, +0.866) [11, 12]. In this sense, we can conclude that DD
requires the following number of experiments, disregarding replicas, according to k
value as shown in Eq. 24:

NumberofExperiments = k2 + k + CentralPoint (24)

The conversion between the coded and uncoded values in a DD is given by Eq. 25
[12]:

xi =
⎛

⎝ zi− −
z

�z

⎞

⎠α (25)

where xi is the coded value for the factor i, zi is the decoded value for the factor i,
−
z is the decoded value for the central point for the factor i, the �z is the difference
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between the upper (+) and lower (−) levels for the factor i, and α is the coded value
limit for the factor i.

For verifying examples about DD matrix, readers are encouraged to read the
review paper by Ferreira et al. [12].

2.6.5 Comparison Between the Different Response Surface
Methodologies

To compare the four RSMs presented in this section, we take advantage of the effi-
ciency parameter, which is defined by the ratio between the number of coefficients
present in the model of the RSM and the number of experiments necessary to accom-
plish that RSM [8]. Table 16 presents the number of coefficients, the number of
experiments, the efficiency, according to the number of factors for the four RSMs
presented.

From Table 16, regardless of the number of factors, the DD presents a lower
number of experiments and higher efficiency. Also notice that the 3k design is not
practical for n ≥ 4 [15].

3 Factorial Design of Experiments Applied
to Nanomaterials Production and Performance

Nanomaterials are recognized for presenting outstanding properties when compared
with their bulk-like versions. In this sense, it is necessary to develop syntheticmethods
able to precisely tune properties such as nanoparticle size, surface area, bandgap, and
photoluminescent emission. To be able to obtain a fine control over these properties,
usually, many factors need to be considered. Most of the time, a comprehensive
study would require a massive number of experiments. For making the production
process more efficient, the factorial design can be used to sort the significant factors.
Then, it can be used to derive models for predicting howmuch that response property
could be in a previously untested condition. In this section, we will see five examples
where the factorial design was applied to obtain as the response variables different
properties of nanomaterials.

3.1 Optimization of Copper (Cu) Nanoparticle Size Using 22

Factorial Design

The first paper of this section deals with the synthesis of copper (Cu) nanoparticles.
Granata and co-workers studied how different capping agents, such as cetyl trimethyl
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ammonium bromide (CTAB), sodium dodecyl sulfate (SDS), and polyvinylpyrroli-
done (PVP). And also, how different reducing agents, such as hydrazine and glucose,
can influence the mean particle size and the stability against oxidation of the Cu
nanoparticles [16].

By combining the three available capping agents with the two available reducing
agents, the authors designed six different 22 factorial designs. The response vari-
ables analyzed were the mean and standard deviation of the particle size of the Cu
nanoparticles as estimated by histograms counting 500 particles from scanning elec-
tron microscopy images. The authors were aiming to minimize the mean particle
size and standard deviation since smaller Cu particles are more likely to present the
surface plasmon resonance (SPR) phenomenon.

For all the designs, the temperature and initial pH were fixed at 85 °C and pH
equal to 10. The levels for the surfactant and reducing agent factor for each one of
the six 22 factorial designs are shown in Table 17 [16].

When glucose is used as the reducing agent, for design 1, only the glucose had
a significant effect, and this effect was around +11.6 nm. As this effect is positive,
it means that increasing glucose concentration from 0.2 to 0.5 mol L−1 led to an
increase of 11.6 nm in the size of Cu nanocrystals. For design 2, both the capping
agent and reducing agent had significant effects. The glucose had a negative effect,
whereas the CTAB had a positive effect. These results mean that the Cumean particle

Table 17 The six 22 factorial
designs used to analyze the
interactions between capping
and reducing agents—data by
Granata et al. [16]

Factor Lower limit (mol
L−1)

Upper limit (mol
L−1)

Factorial design 1

Capping agent SDS 0.1 SDS 0.2 mol L−1

Reducing agent Glucose 0.2 Glucose 0.5

Factorial design 2

Capping agent CTAB 0.1 CTAB 0.2

Reducing agent Glucose 0.2 Glucose 0.5

Factorial design 3

Capping agent PVP 0.1 PVP 0.2

Reducing agent Glucose 0.2 Glucose 0.5

Factorial design 4

Capping agent SDS 0.1 SDS 0.2

Reducing agent Hydrazine 0.2 Hydrazine 0.5

Factorial design 5

Capping agent CTAB 0.1 CTAB 0.2

Reducing agent Hydrazine 0.2 Hydrazine 0.5

Factorial design 6

Capping agent PVP 0.1 PVP 0.2

Reducing agent Hydrazine 0.2 Hydrazine 0.5
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size increased when the glucose concentration decreased or CTAB concentration
increased. Finally, for design 3, not only glucose and PVP presented significant
effect, but, the interaction between these two factors was significant as well. For all
cases, the effects presented were negative, which means that by increasing the level
of all variables from lower to the upper limit led to a decrease in the Cumean particle
size.

When hydrazine is used as the reducing agent, for design 4, only hydrazine
and SDS had significant effects, being the hydrazine positive and the SDS nega-
tive. So, the Cu particle size increased with increasing hydrazine concentration a
decreasing theSDSconcentration. For design 5, both hydrazine andCTABhad signif-
icant effects, both of them positive. These results mean that the Cu mean particle
size increased when the hydrazine or CTAB concentrations increased. Finally, for
design 6, hydrazine and PVP presented a significant effect, following the same trend
observed in design 4. Interestingly, for none of the designs, the interaction between
capping and reducing agents showed significant effects.

After calculating the significant effects for each factorial design, the authors did
not advance on using the factorial design to estimate a model for the mean particle
size or standard deviation for the nanoparticles. From effects estimation the authors
concluded that the PVPwas probably the best capping agent for their purpose, as it is
the capping agent that, for either reducing agents, had the highest effect on changing
the nanoparticle size.

To subdivide all the data in six smaller 22 factorial designswas awise decision, and
it simplified a lot of the data analysis.Although this simplification eliminated, to some
extent, the holistic character of the factorial design. To obtain a more comprehensive
model would require that each factor to have a different number of levels.

3.2 Optimization of Silica Microspheres Size Using a 23

Factorial Design a Linear Response Surface Model

Silica (SiO2) microspheres are multifunctional materials, having applications in
colloidal templating, photonic crystals, polymer encapsulation, to cite a few of them
[17]. SiO2 microspheres are prepared through the alkaline hydrolysis of silicon alkox-
ides in a water–ethanol solvent mixture. A common source of silicon is the tetraethyl
orthosilicate (TEOS), whereas the reaction is usually catalyzed by water. The diam-
eter of microspheres depends on an accurate control of the quantities of the reactants,
catalysts, and solvents, for instance, TEOS, NH3, and water. Considering that the
diameter of the microspheres can determine its possible applications, to be able to
control this feature systematically in a predictable way is a characteristic necessary
for the synthetic method [18].

Aiming to obtain precise control over the diameter of SiO2 microspheres, Arantes
et al. used a 23 factorial design to study the effect of the factors number of moles
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Table 18 The three factors and their levels in the 23 factorial designs used to control the size of
SiO2 microspheres—data by Arantes et al. [19]

Factor Lower level Upper level

NH3 (mol) 3.0 × 10–2 6.0 × 10–2

TEOS (mol) 2.0 × 10–2 4.0 × 10–2

H2O (mol) 0 1.0 × 10–1

of ammonia, tetraethyl orthosilicate (TEOS), and water in the particle size of SiO2

microspheres [19]. As such, the levels of each factor are shown in Table 18.
Only NH3 and H2O presented significant primary effects. The other significant

effect was the interaction between TEOS and H2O. After having concluded the
significant effects, the authors calculated the coefficients related to each one of them
and obtained a linear polynomial model to predict the SiO2 particle size out of the
initially performed experimental conditions, as shown in Eq. 26:

Y = 158.82 + 97.52X1 + 47.97X3 + 29.092X2X3 (26)

where X1 is the coded values for the number of moles of NH3, X2 is the number of
moles of TEOS, and X3 is the number of moles of water.

This model equation allowed the authors to plot a response surface graph by fixing
NH3 either in its lower (0.3 mol) or higher (0.6 mol) levels and varying the other two
factors, as shown in Fig. 5.

From Fig. 5, we notice that both graphs presented a similar behavior. In other
words, by increasing the amount of H2O and TEOS led to a maximization of the
particle size of the SiO2 microspheres. However, when NH3 is fixed on its upper
level, the SiO2 particle size predicted is much higher than ones predicted by fixing
NH3 on its lower level and varying H2O and TEOS.

Fig. 5 Surface responses a by fixing the NH3 molar amount in the level +1 (0.06 mol) and b by
fixing the NH3 molar amount in the level−1 (0.03 mol). Adapted from reference number [19], with
permission from Elsevier
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To confirm the quality of themodel, the authors calculated the analysis of variance
(ANOVA) table, and it revealed a coefficient of determination (R2) equal to 95%,
which means that 95% of the variation observed can in principle be explained by the
obtained model. Finally, to experimentally confirm the applicability of the model,
the authors performed an experiment where the coded values for NH3, TEOS, and
H2O were, respectively, equal to -1, 0, and 0.5. By plugging these values into Eq. 26,
it was predicted that the particle size should be around 85 nm. And in practice, the
result of the experiment performed revealed that the SiO2 particle size was very close
85 nm. This result showed a nice agreement in relation to the experimental data and
the values predicted by the model.

3.3 Optimization of Manganese Sulfide (MnS) Thin-Films
Thickness Using a 24 Factorial Design and Dohelert
Approach for Quadratic Response Surface

To be able to control thin film thickness is an essential property of a proper deposition
procedure. In this sense, Hannachi and co-workers used a 24 factorial to study the
effects of time, temperature, initial concentrations of manganese acetate and thioac-
etamide on the thickness of manganese sulfide (MnS) deposited via chemical bath
deposition onto glass substrates [20].

The levels were studied for each one of the factors, as shown in Table 19.
The authors found that the deposition time, temperature, and manganese acetate

initial concentration had significant primary effects. All these three factors had posi-
tive effects, which means that increasing either one of them from their lower to the
upper levels would lead to an increase in the film thickness. On the other hand, the
thioacetamide concentration effect was not significant. The secondary interactions
involving the deposition time, temperature, and manganese acetate initial concentra-
tion when taken at two by two at a time also were significant. Endly, the tertiary inter-
action combining the three significant factors was significant as well. After judging
the significance of the effects, the authors obtained the eight terms linear-polynomial
model describing the thin-film thickness:

Y = 483 + 204.3X1 + 159.5X2 + 189.4X3 + 98.3X1X2

+ 106.6X1X3 + 159.1X2X3 + 71.4X1X2X3 (27)

Table 19 The four factors
and their levels in the 24

factorial designs used to
control the MnS thin-film
thickness—data by Hannachi
et al. [20]

Factor Lower level Upper level

Time (h) 1 24

Temperature (◦C) Room temp 70

Mn acetate conc. (mol L−1) 0.5 2

Thioacetamide (mol L−1) 0.5 2
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where X1 is the coded values for the deposition time, X2 is deposition temperature,
and X3 is the concentration of manganese acetate.

The conclusions obtained in the 24 factorial design served as the foundation to
further optimize themodel using a Doehlert approach, studying only the three factors
thatwere significant in the 24 screening factorial design.ThisDoehlert design allowed
the authors to obtain a quadratic model (Eq. 28), and a set of response surface graphs.

Y = 349.0 + 136.5X2 + 119.2X3 − 129.0X2
1 − 187.0X2

2

− 124.0X2
3 + 98.2X1X2 + 148.5X2X3 (28)

where X1 is the coded values for the deposition time, X2 is deposition temperature,
and X3 is the concentration of manganese acetate.

The first response surface graph was plot fixing the thioacetamide concentration
at 0.5mol L−1 and varying the deposition temperature and time. The second response
surface graph was plot fixing the thioacetamide concentration at 0.5 mol L−1 and
varying the manganese acetate initial concentration and deposition time. Finally, the
third surface was plot fixing the thioacetamide concentration at 0.5 mol L−1 and
varying the manganese acetate initial concentration and deposition temperature. The
three response surfaces are shown in Fig. 6.

By analyzing the three response surface plots, it was concluded that theMnS thin-
film thickness was maximized (thickness around 330–400 nm), when the deposition
temperature was 60 °C, time was 20 h, manganese acetate concentration around
1.6 mol L−1, and thioacetamide concentration equal to 0.5 mol L−1.

To be able to indicate a narrow range of conditions thatwould lead tomaximization
of the thin-film thickness demonstrates how resourceful factorial design and response
surface methodologies are. This affirmation comes from the fact that none of the
conditions indicated as optimum were the same as the ones the authors initially used
as levels in the 24 factorial.

The authors deposited a thin-film under the conditions deemed to produce the
highest thickness. The structural characterization techniques indicated the MnS was

Fig. 6 Surface responses (left) varying time and temperature (middle) varying time andMn acetate
conc. (right) varying temperature and Mn acetate conc. Adapted from reference number [20], with
permission from Elsevier
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satisfactorily deposited onto the glass substrate. However, the authors failed to inform
the thin-film thickness, which makes the readers unable to infer if the model used to
produce the response surface graphs has a good agreement to the experimental data
or not.

3.4 Optimization of Cellulose and Sugarcane Bagasse
Oxidation Using a 23 Factorial Design with Full Central
Composite Design (FCCD)

The use of functional materials derived from natural sources or obtained fromwastes
is a procedure aligned with the Green Chemistry Principles, as long as the obtaining
of these materials does not cause any environmental harm [21]. In this sense, Martins
et al. studied the oxidation of cellulose and sugarcane bagasse by a simple procedure
[22]. The oxidation procedure is based on stirring either the cellulose (Cel) or the
sugarcane bagasse (SB) with phosphoric acid (H3PO4) and sodium nitrite (NaNO2)
for different time intervals.

To accomplish this goal, initially, the authors designed a 23 factorial design, where
the factors studiedwere the duration of the oxidation procedure (in hours), the volume
of H3PO4 (in mL), and the mass of NaNO2 (in g). The response variable was the
number of carboxyl groups per gram of material, represented by the symbol nCOOH
(in mmol/g), which can be taken as an indication of the successful oxidation of the
initial material.

The Pareto plot revealed that for Cel, all the primary effects were significant, with
the secondary effect between the volume of H3PO4 and the mass of NaNO2 also
being significant. For the SB, the Pareto plot revealed that only the primary effect
related to the mass of NaNO2 was significant. Additionally, the secondary effect
between the volume of H3PO4 and the mass of NaNO2 also was significant (Fig. 7).

Having concluded the significant factors for the oxidation of each one of the
materials studied, the authors started to optimize the model by doing a full central
composite design. This design was accomplished by a full central composite design
(FCCD). For each one of the materials studied, this FCCD was carried out by
performing the eight experiments predicted by the 23 design, without replicas. Plus,
the experiment in the central point, in triplicates, and six more experiments. Where,
each one of these six, one of the factors assumed a + α or −α, whereas the two other
factors were kept in the central point.

From the FCCD, the authors could obtain empirical models containing quadratic
terms. These empirical models were used to plot the response surface graphs by
fixing the reaction duration in 5 h, and varying the H3PO4 volume and NaNO2 mass,
as shown in Fig. 8.

The response surface graphs showed that, when the reaction duration is equal to
5 h, the nCOOH is maximized for H3PO4 volume between 11 and 19 mL, and NaNO2
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Fig. 7 Pareto charts for Cel (top) and SB (bottom). Adapted from reference number [22], with
permission from Elsevier

volume between 500 and 970 mg. This conclusion agrees with the results initially
obtained during the performance of the central point experiments.

After completing the full factorial design regarding the nCOOH, the authors used the
products of Cel and SB oxidation to remove the dyes auramine O and crystal violet
from simulated wastewater by adsorption. In general, the oxidated Cel presented
better performance than the oxidated SB, for the removal of either of the dyes.
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Fig. 8 Response surface graphs for Cel (top) and SB (bottom), by varying H3PO4 volume and
NaNO2 weight, the reaction duration was fixed at 5 h. Adapted from reference number [22], with
permission from Elsevier

3.5 25-1 Fractional Factorial Design with Box-Behnken
Optimization—Improving Reproducibility Between
Batches of Silver Nanoparticles Using an Experimental
Design Approach

Silver nanoparticles (Ag NPs) are very versatile materials since they can be applied
inmany different fields, such as catalysis, biological sensors, antimicrobial activities,
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DNA sequencing, surface-enhanced Raman spectroscopy, and information storage
[23].

Ag NPs can be produced by the reduction of Ag+ with gallic acid (GA, C7H6O5)
in alkaline pH, by stirring the reaction mixture in the dark, at room temperature.
However, this procedure lacks reproducibility since the AgNPs tend to have different
size distributions according to the reaction batch [24]. With the goal to decrease this
lack of reproducibility, Núñez et al. performed a two-level factorial design to study
the effects of NaOH, AgNO3, and GA molar concentrations, also the effects of the
reaction time and stirring speed [24]. So, the study had a total of five factors, with
two-levels each. The response variable studied was a parameter called ψ, which was
defined according to Eq. 29:

ψ = Amax

λmax × FWHM
(29)

In Eq. 29, Amax is the absorption intensity of the band corresponding to the surface
plasmon resonance (SPR), λmax is the wavelength of SPR band, and FWHM is the
full-width at half-maximum of SPR band. The bestψ values are obtained when Amax

is maximized, and λmax and FWHM are both minimized, in other words, the ψ is
better as it gets higher. And higher ψ means that Ag NPs were smaller and with a
narrower size distribution [25].

As five factors were studied, a full two-level factorial design would lead to the
performance of 32 experiments. To minimize the number of experiments to be done,
the authors opted to do a fractional factorial design (FFD). In general, an FFD is
symbolized as 2(k−p). Where k is the number of factors, and p is the number of
design generators. More specifically, in this paper, the authors carried out a 25–1

factorial design. The number 5 represents the five factors ([NaOH]=A, [AgNO3]=
B, [GA]= C, time=D, and speed= E), and 1 represents the generator I=ABCDE.

The FFD was made up of sixteen experiments plus five experiments with all the
factors in the central point. All experiments were performed with replicas. The lower
and upper levels of each variable were defined, as shown in Table 20.

The Pareto chart indicated that the significant primary effects were the [GA], the
reaction time, and [AgNO3]. As shown in Fig. 9.

Table 20 The five factors
and their levels in the 25–1

factorial designs used to
control the ψ in Ag NPs
preparation—data by Núñez
et al. [24]

Factor Lower level Central point Upper level

[NaOH] (μmol
L−1)

500 750 1000

[AgNO3] (μmol
L−1)

50 75 100

[GA] (μmol L−1) 5 12.5 20

Time (min) 10 30 50

Stirring speed 1 5.5 10
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Fig. 9 Pareto chart showing the effects of ψ in Ag NPs synthesis. Adapted from reference number
[24], with permission from Elsevier

After concluding the significant effects, the factorial designed continued by
performing an optimization using the Box-Behnken design (BBD). The BBD is
an incomplete three-level design to obtain a quadratic polynomial model. According
to the number of experiments conducted is equal to 2k(k − 1) + C0. Where k is the
number of factors, in this case, k = 3, and C0 is the number of experiments in the
central point, in this case, C0 = 5. In summary, 17 experiments were performed on
this BBD. For the BBD, instead of usingψ as the response variable, the authors used
Amax, λmax, and FWHM separately.

For each one of the response variables (Amax, λmax, and FWHM), quadratic poly-
nomial equations were obtained, and response surface graphs were plotted by fixing
either one of the factors ([AgNO3], [GA] and reaction time). For the Amax, it is maxi-
mized as [AgNO3], [GA], and reaction time increase. The λmax is minimized when
[AgNO3] increases, and [GA] decreases. And the FWHM became narrower when
[AgNO3] increased, and [GA] decreased. The response surface graphs are shown for
the λmax in Fig. 10.
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Fig. 10 Response surface graphs of λmax by varying a [AgNO3] and [GA], b [AgNO3] and time,
c [GA] and time. Adapted from reference number [24], with permission from Elsevier

4 Factorial Design of Experiments Applied
to Nanomaterials Production and Performance

The fields of Materials Science, Materials Chemistry, and Nanotechnology are all
very broad. That being said, it would be impossible to cover every single possible
application in a book chapter. In this sense, this part is intended to present some
references related to four areas of application in Materials Science and Nanotech-
nology. They are nanoparticles preparation and characterization, drug encapsulation
and delivery, wastewater remediation, and solar cell development.

For each one of these areas, around ten to twenty references, are presented clas-
sified according to the Factorial Design and Response Surface Methodology used
on each paper, and the goal set by the papers. Unlike Sect. 3, there will not be any
further detail about any paper. Instead, the readers are encouraged to read the tables
and figure out if they get interested in the statistical methods or the theme of the
paper. Then, they should feel free to consult these references independently. In order
to show the relevance and the insertion of the factorial design of experiments in the
current scientific literature, all examples presented were published between 2015 and
2020.
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4.1 Design of Experiments Applied to Materials Synthesis
and Characterization

See Table 21.

4.2 Design of Experiments Applied to Drug Encapsulation
and Delivery

See Table 22.

4.3 Wastewater Remediation

See Table 23.

4.4 Design of Experiments Applied to Solar Cells Design
and Performance

See Table 24.

5 Concluding Remarks

This chapter presented the theoretical bases of the factorial design and applications of
thedesignof experiments in different areas ofMaterials Science andNanotechnology.
The depth and extent of the technique open up the possibility for the optimization of
many experimental situations.

Hopefully, the knowledge brought by this chapter can motivate the readers to see
the usefulness of the factorial design of experiments and encourage them to apply
this knowledge to their own experimental situations.
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Table 21 List of papers related to materials synthesis and characterization

Experimental
situation and year of
publication

Factorial design RSM Goal Refs.

Synthesis of Ag
nanoparticles using
plant extract, 2020

N/A CCD for 5 factors Maximize the
intensity of SPR
peak

[26]

Synthesis of
AgInS2/ZnS in
aqueous media using
microwave heating,
2020

25–1 23-CCD Photoluminescence
emission peak and
lifetime, quantum
yield, and Ag:In:Zn
ratio

[27]

Functionalization of
amino-silane on
superparamagnetic
iron oxide
nanoparticles, 2020

N/A 22-CCD Atomic percentage
of Fe, N, and Si

[28]

Synthesis of Au
nanoparticles using
Coffea arabica
extract, 2019

25–1 32 Maximize yield,
monodispersity,
control shape and
size

[29]

Synthesis of ZrO2
nanoparticles using
plant extract, 2019

23 with replicas in
central point

N/A Maximize the
amount of
tetracycline
adsorbed in ZrO2.
Maximize the
percentage of
tetragonal ZrO2
phase. Particle size
control

[30]

Synthesis of Ni2P in
phosphonium-based
ionic liquid, 2019

26–3 DD Control particle size [31]

Synthesis of Au
nanoparticles using
plant extract by
sonochemical
method, 2019

N/A CCD for 4 factors,
and 5 levels per
factor

Control de
hydrodynamical
size

[32]

Synthesis of CdSe
quantum dots in
aqueous media, 2019

24 with central point DD for 4 factors Photoluminescence
peak intensity and
FWHM

[33]

Synthesis of Carbon
quantum dots from
chitin, chitosan, and
graphite via
hydrothermal
carbonization, 2019

N/A 32 Determination of
quantum dot
composition and
band gap

[34]

(continued)
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Table 21 (continued)

Experimental
situation and year of
publication

Factorial design RSM Goal Refs.

Synthesis of iron
oxide nanoparticles
from mineral coal
tailings, 2019

22 with central point N/A Control particle size [35]

Synthesis of cyano-
functionalized SiO2
nanoparticles, 2018

26–2 N/A Minimize particle
size and get narrow
particle size
distribution

[36]

Synthesis of
1-dimensional TiO2
via hydrothermal
method, 2018

N/A 33-BBD Control the band
gap energy and
crystalline phases

[37]

Synthesis of
multi-wall carbon
nanotubes by
chemical vapor
deposition, 2018

24 N/A Control the yield,
band gap and aspect
ratio of the carbon
nanotubes

[38]

Growth of highly
oriented Sb2Te3
thin-films by radio
frequency sputtering,
2018

25–1 with replicas in
central point

BBD Maximize the
degree of thin-film
preferred growth

[39]

Synthesis of
SrMoO4 using
EDTA-Citrate
complexation
method, 2018

23 with replicas in
central point

N/A Control SrMoO4
band gap

[40]

Synthesis of Au
nanorods by
reduction with
NaBH4 and ascorbic
acid, 2017

28–4 CCD Control SPR peak,
particle dimensions
and distribution,
yield, and shape
purity

[41]

Synthesis of
thiol-capped CdTe
quantum dots using
microwave heating,
2017

N/A 23-CCD Maximize
photoluminescence
quantum yield

[42]

Electrodeposition of
Cu2O thin-films by
tuning morphology
and optical
properties, 2017

24 N/A Deposition charge
and morphology
coverage degree

[43]

Synthesis of ZnO by
coprecipitation in
aqueous media, 2017

23 N/A Control the
crystallite size

[44]

(continued)
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Table 21 (continued)

Experimental
situation and year of
publication

Factorial design RSM Goal Refs.

Synthesis of
curcumin-loaded
albumin
nanoparticles at
room temperature,
2017

24 N/A Control particle
size, yield, and drug
loading

[45]

Abbreviations: BBD Box-Behnken Design, CCD = central composite design, DD = Doehlert
Design, EDTA = Ethylenediaminetetraacetic acid

Table 22 List of papers related to drug encapsulation and delivery

Experimental situation
and year of publication

Factorial
design

RSM Goal Refs.

Design of SLN as
nanocarrier for the
anticancer drug
docetaxel, 2019

23 with replicas
in central point

N/A Control hydrodynamic
diameter, polydispersity
index, and zeta potential

[46]

Design of
curcumin-loaded SLN
for inhibition of
post-angioplasty
restenosis, 2019

24 with replicas
in central point

N/A Control entrapment
efficiency,
hydrodynamic
diameter, polydispersity
index, and zeta potential

[47]

Design of antiretroviral
drug ritonavir-loaded
SLN, 2019

N/A 32 Particle size
minimization,
entrapment efficiency
and zeta potential
maximization

[48]

Design of PLGA
nanoparticles for
co-delivery of
temozolomide and
O6-benzylguanine.
2019

25–2 with
replicas in
central point

N/A Control entrapment
efficiency,
hydrodynamic
diameter, polydispersity
index, and zeta potential

[49]

Design of furosemide
loaded SLN, 2018

N/A 32 Entrapment and
dissolution efficiencies
maximization; particle
size, polydispersity
index, and time elapsed
for 50% drug release
minimization

[50]

(continued)
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Table 22 (continued)

Experimental situation
and year of publication

Factorial
design

RSM Goal Refs.

Design of
PLGA-chitosan
nanoparticles loaded
with a HIV-1 fusion
inhibitor peptide, 2018

N/A 23 - CCD Control entrapment
efficiency,
polydispersity index,
and average particle
size

[51]

Design of HSA
nanoparticle for
entrapment of
anticancer agent
irinotecan, 2018

N/A 32 Control entrapment
efficiency,
polydispersity index,
particle size, and drug
loading percentage

[52]

Design of
chitosan-based nanogels
for controlled release of
the antibiotic
gentamicin, 2018

28–2 with
replicas in
central point

CCD Control particle size
and loading efficiency

[53]

Design of
poly-caprolactone
nanoparticles loaded
with the antipsychotics
olanzapine, 2018

N/A 32 Control particle size
and encapsulation
efficiency

[54]

Design of octanoyl
chitosan nanoparticles
for improved rifampicin
pulmonary delivery,
2018

N/A 32 Particle size
minimization and
entrapment efficiency
minimization

[55]

Design of SLN loaded
with the anti-cancer
drug citral, 2018

22 with replicas
in central point

N/A Control mean particle
size, polydispersity
index, and zeta potential

[56]

Design of PLGA loaded
with the anti-cancer
drug doxorubicin, 2017

N/A BBD Particle size,
polydispersity index,
and zeta potential
minimization;
entrapment efficiency
maximization

[57]

Design of SLN of
efavirenz for brain
targeting and enhanced
availability, 2017

N/A 32 Control mean particle
size, polydispersity
index, and entrapment
efficiency

[58]

Design of multiple
protein delivery for
cardiac repair, 2016

24–1 N/A Determine the ejection
efficiency

[59]

Design of
curcumin-loaded PLGA
nanoparticles for colon
delivery, 2016

23 N/A Control particle size,
zeta potential,
entrapment efficiency,
and in vitro release over
24 h

[60]

(continued)
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Table 22 (continued)

Experimental situation
and year of publication

Factorial
design

RSM Goal Refs.

Design of
levofloxacin-loaded
stearic acid SLN for
ocular delivery, 2016

N/A BBD with 3
factors and 3
levels

Control particle size
and entrapment
efficiency

[61]

Design of
PLGA/poloxamer
nanoparticles loaded
with zolmitriptan, 2016

24 N/A Control particle size,
entrapment efficiency,
and cumulative drug
release in 8 h

[62]

Design of
carvedilol-load SLN for
intranasal drug delivery,
2016

23 N/A Control particle size,
entrapment efficiency,
and amount of drug
permeated per unit area
in 24 h

[63]

Design of
paclitaxel-loaded
folate-conjugated
amphiphilic
cyclodextrin
nanoparticles, 2016

N/A 32 Control particle size,
polydispersity index,
entrapment efficiency,
zeta potential, and
paclitaxel amount per
polymer

[64]

Design of
methotrexate-loading in
chitosan nanoparticles,
2016

N/A 32 Control particle size,
polydispersity index,
entrapment efficiency,
and zeta potential

[65]

Abbreviations: BBD Box-Behnken Design, CCD central composite design, HAS human serum
albumin, PLGA poly(D,L-lactic-co-glycolic acid), SLN solid lipid nanoparticles

Table 23 List of papers related to wastewater remediation

Experimental situation
and year of publication

Factorial
design

RSM Goal Refs.

Removal of the dye
tartrazine by UV-light
photocatalytic
degradation using zinc
oxide (ZnO) nanorods
with different aspect
ratios, 2020

24 N/A Maximize removal
efficiency and
pseudo-first-order rate
constant

[66]

Central composite design
to mineralization of olive
mill wastewater by the
electro/Fe+2/persulfate
oxidation method, 2020

N/A 23-CCD Decrease chemical
oxygen demand in olive
mill wastewater

[67]

(continued)
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Table 23 (continued)

Experimental situation
and year of publication

Factorial
design

RSM Goal Refs.

Electrocoagulation for
treating Kraft paper mill
wastewater, 2020

N/A 22-CCD Maximize the removal
efficiency of color,
chemical oxygen
demand, biochemical
oxygen demand, and
tannin/lignin ratio. Also
to maximize the
biodegradability index

[68]

Microplastic pollution
reduction by a carbon
and nitrogen-doped TiO2
via visible light
photocatalytic
degradation, 2020

22 with
replicas in
central point

N/A Maximize high density
polyethylene mass loss in
microplastics

[69]

Removal of nickel and
COD from wastewater
from electroplating
industry using
Electrocoagulation and
AOP, 2020

23 Multiple 22

designs until
finding the
optimum value
for each level

Maximize the removal
efficiency and COD from
wastewater from
electroplating industry

[70]

Pesticide Diuron removal
from wastewater by
photo-electrochemical
oxidation with TiO2
Nanotubes, 2020

23 N/A Maximize the specific
rate of removal and
minimize the cell
potential

[71]

Graphene oxide/TiO2 for
visible light
photocatalysis to degrade
eight pharmaceutical
contaminants from water
and wastewater, 2020

N/A BBD with three
factors

Maximize the
mineralization
percentage of the
pharmaceutical
contaminants

[72]

Solar electrocoagulation
and adsorption processes
with granular oil palm
shell activated carbon for
Pb(II) removal from
aqueous solution, 2019

N/A 23-CCD Maximize the removal
efficiency

[73]

Performance of different
coagulants in the
coagulation/flocculation
process of textile
wastewater, 2019

N/A 32 Analyze the chemical
oxygen demand of the
coagulation/flocculation
process

[74]

Electrodisinfection of
real swine wastewater for
water reuse, 2019

22 N/A Maximize E. coli
inactivation

[75]

(continued)
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Table 23 (continued)

Experimental situation
and year of publication

Factorial
design

RSM Goal Refs.

L-Histidine (C, N)
codoped-TiO2-CdS
nanocomposite for
efficient visible
photo-degradation of
recalcitrant compounds
from wastewater, 2019

N/A CCD Maximize methyl orange
removal efficiency

[76]

Optimization of saline
wastewater treatment
using electrochemical
oxidation process, 2019

N/A 24-CCD Maximize COD and TOC
removal from saline
wastewaters using
electrochemical
oxidation process

[77]

Biological treatment of
wastewater containing a
mixture of polycyclic
aromatic hydrocarbons
using the oleaginous
bacterium Rhodococcus
opacus, 2018

23 N/A Maximize polycyclic
aromatic hydrocarbons
removal efficiency

[78]

Degradation of
paracetamol by an
UV/Chlorine advanced
oxidation process, 2018

N/A 24-CCD Maximize paracetamol
removal efficiency

[79]

Electrochemical
treatment of wastewater
from a bakery industry,
2018

23 N/A Maximize removal of
COD and minimize
turbidity

[80]

Sono–photo-Fenton
process for degradation
of phenol derivatives in
petrochemical
wastewater, 2018

N/A 33 Maximize the removal of
COD

[81]

Decolorization of
Reactive Blue 235 dye by
barium alginate
immobilized iron
nanoparticles synthesized
from aluminum industry
waste, 2017

N/A BBD with 4
factors and 3
levels

Maximize the Reactive
Blue 235 removal
efficiency

[82]

Carbon and CNT
fabricated carbon
substrates for TiO2
nanoparticles
immobilization for
continuous photocatalytic
elimination of dye
molecules, 2017

N/A 24-CCD Maximize the dye and
COD removal efficiency,
and minimize electrical
energy consumption

[83]

(continued)
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Table 23 (continued)

Experimental situation
and year of publication

Factorial
design

RSM Goal Refs.

Evaluation and
disposability study of
actual textile wastewater
treatment by
electro-oxidation method
using Ti/RuO2 anode,
2017

N/A BBD with 3
factors and 3
levels

Maximize the color and
COD removal efficiency,
and minimize electrical
energy consumption

[84]

Treatment of real
wastewater with
TiO2-films sensitized by
a natural-dye obtained
from Picramnia sellowii,
2016

23 N/A Maximize the color and
COD removal efficiency

[85]

Abbreviations: AOP advanced oxidative process, BBD Box-Behnken Design, CCD central
composite design, CNT carbon nanotubes, COD chemical oxygen demand, TOC total organic
carbon

Table 24 List of papers related to solar cells design and performance

Experimental situation and
year of publication

Factorial design RSM Goal Refs.

Doping of polyaniline to
prepare polymer electrolytes
for DSSC, 2020

N/A 32 Increase the efficiency of
the DSSC

[86]

Improving the properties of
indium tin oxide thin films by
the incorporation of carbon
nanotubes with
solution-based techniques,
2020

23 N/A Minimize the sheet
resistance of the thin-film

[87]

Optimization and
performance analysis of a
solar concentrated
photovoltaic-thermoelectric
hybrid system, 2020

N/A 24-CCD Increase the electrical
efficiency of the solar
concentrated
photovoltaic-thermoelectric
hybrid system

[88]

Ga-doped indium-zinc oxide
films obtained by magnetron
sputtering as transparent
conductors for visible and
solar applications, 2019

N/A BBD Control the chemical
composition, optical,
electrical, and structural
properties of the GIZO film

[89]

(continued)
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Table 24 (continued)

Experimental situation and
year of publication

Factorial design RSM Goal Refs.

Optimizing the optical
properties of a dye-based
luminescent down-shifter to
improve the performance of
organic photovoltaic devices,
2019

23 with replicas N/A Control the absorbance and
photoluminescence
quantum yield

[90]

Multistress testing of OPV
modules for accurate
predictive aging and
reliability predictions, 2018

23 N/A Study the degradation to
80% or 50% of the original
maximum efficiency value

[91]

Improve the properties of
Cu2ZnSnS4 films grown by
spray pyrolysis, 2017

N/A 23-CCD Improve the microstructural
properties of Cu2ZnSnS4
films

[92]

Modeling of organic solar
cell using response surface
methodology, 2017

N/A 23-CCD Improve the organic solar
cell performance

[93]

Systematic optimization of
boron diffusion for solar cell
emitters, 2017

24 N/A Control sheet resistance,
lifetime, surface
concentration, and junction
depth of the solar cell
emitter

[94]

Modeling of photogenerated
charge collection of
silver-based plasmonic
DSSC using CCD
experiments, 2017

N/A 25-CCD Improve the charge
collection

[95]

Systematic optimization of
phosphorous diffusion for
solar cell application, 2016

25 N/A Control the sheet resistance,
lifetime, and junction depth
of solar cell p–n junction

[96]

XPS analysis of the chemical
degradation of PTB7
polymers for organic
photovoltaics, 2016

23 N/A Control the stability of the
PTB7 polymer

[97]

Abbreviations: BBD Box-Behnken Design, CCD central composite design, DSSC dye-
sensitized solar cell, PTB7 Poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]dithiophene-2,6-
diyl][3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thio- phenediyl]],OPV organic photovoltaic
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Abstract A novel computational protocol for drug discovery is presented. Pre-
screening binding sites of selected targets with high accuracy and precision using
different molecular docking programs is combined with a virtual drug discovery
platform (VDDP) to screen a large number of small molecules. Several relevant
proteins were identified as targets for this protocol. The protein coordinates were
downloaded for docking studies from the RCSB PDB for each target. FBPase was
used as a case study for the complete implementation of the VDDP. Compounds with
high affinity predicted scores were identified and molecular dynamics studies were
performed on the 10 highest scoring protein/small molecule complexes focusing
on the allosteric binding sites. Studies were carried out using NAMD. Dissocia-
tion constants (Ki’s) for the protein–ligand complex were calculated throughout the
NAMD runs and respective conformational changes in the FBPase binding pocket
were observed. The inhibitor binding pocket was evaluated based on pocket shape
and volume. Predicted interfacial structural changes produced in response to small
molecule binding at two allosteric sites was generated in NAMD. Novel hydrogen
bonding and hydrophobic interaction networks of residues in the 3D structures were
identified to connect the active sites to the allosteric binding sites using an NAMD
protocol.
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1 Prescreening the Binding Sites of Selected Targets
and Precision with Different Molecular Docking
Programs

Docking programs can be distinguished by their different ligand placement
approaches, which directly interfere with the scores results [1]. Additionally, it has
been shown that the docking scores can vary according to the target and the ligand
molecule [2, 3]. Thus, the choice of the docking software program is an important
factor for the automated docking protocol. Keyes et al. [4] have demonstrated that
the geometric shape of docking sites from various protein structures can be used as
a protocol to choose the best performing docking program.

2 Monoamine Oxidases in Cancer and Parkinson’s Disease

Monoamine Oxidase (MAO) enzymes are expressed in two isoforms MAO-A and
MAO-B and their amino acid sequences share 70% identity. MAO enzymes are
present at the outer membrane of the mitochondria and catalyze the oxidative deam-
ination of amines neurotransmitters in the brain and peripheral tissues [5]. MAO
enzymes have dopamine, noradrenaline, adrenaline, tryptamine and tyramine as
common substrates. MAO-A also acts on serotonin, while MAO-B has phenylethy-
lamine and benzylamine as substrates, presenting an important role in degrading
neurotransmitters. Both enzymes have been suggested as mediator molecules in
tumorigenesis, psychiatric and neurodegenerative disorders [6–8].

MAO-A has been shown to be highly expressed in prostate cancer, glioma, lung
cancer, and classical Hodgkin’s Lymphoma,while its down-regulation has been iden-
tified to play an important role in multiple cancer types, including breast cancer,
hepatocellular cancer and nasopharyngeal carcinoma [9–15]. MAO-A is inhibited
by clorgyline and phenelzine and shown suppressive effects in the growth of prostate
carcinoma and restore sensitivity in anti-androgen enzalutamide resistant prostate
cancer [16–18]. The use of clorgyline has also been investigated for brain tumor
and Hodgkin’s Lymphoma, showing in vitro and in vivo reduction of tumor cell
proliferation, migration, and angiogenesis [12, 13].

MAO-B is predominant in the human brain and elevated levels are associated with
neurodegenerative disorders, such asAlzeimer’s andParkinson’s disease [6].MAO-B
converts dopamine to hydrogen peroxide, which is essential for the pathomechanism
processes of oxidative stress and oxidative damage that occur in Parkinson’s disease
[19]. Parkinson’s disease therapy mainly includes the used of dopaminergic regula-
tors (i.e. Levodopa) and selective MAOB inhibitors, such as selegiline (L-deprenyl).
These may lead to an improvement of the motor symptoms, protect against neuronal
damage, potentialize dopaminergic effects, and are shown to reduce oxidative stress
and glutamate-induced toxicity in in vitro studies. However MAO-B inhibitors also
stimulate cardiovascular side effects and action of the neurotoxic metabolites might
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compromise its neuroprotective effect at high doses they interfere with MAO-A
activity [19–21].

3 Beta Secretase 1 and Alzheimer’s Disease

β-site APP-cleaving enzyme (BACE-) 1 and 2 are membrane-bound aspartic
proteases expressed in peripheral tissues of the brain, sharing 59%of their amino acid
sequences, BACE-1, being the most abundant isoform [22, 23]. BACE-1 has been
reported as an important enzyme for the control of nerve myelination by cleaving
neuregulin 1 (NRG1), and in synaptic function by using Seizure protein 6 (Sez6) and
Seizure 6-like protein (Sez6L) as substrates [24–26]. BACE-1 also cleaves the trans-
membrane amyloid precursor protein (APP) and, together with y-secretase, gener-
ates amyloid β-peptide (Aβ) that aggregates and deposits in the brain in Alzheimer’s
disease (AD) [23, 27].

BACE-1 concentration is increased in the neocortex of Alzheimers’ disease
patients [28, 29]. In this view, BACE-1 has been posited as a potential target to
reduce Aβ levels in AD patients. However, all clinical trials with BACE-1 inhibitors
were discontinued due to infectivity or safety reasons, such as liver toxicity and
cognitive worsening in the active treatment group [30].

4 Chloride Protein Channel and Cystic Fibrosis

The cystic fibrosis transmembrane conductance regulator (CFTR) is an ATP-binding
cassette (ABC) family transporter and its structure includes two transmembrane
domains, two nucleotide-binding domains and a regulatory domain with multiple
phosphorylation sites [31]. ATP hydrolysis, cyclic AMP-dependent protein kinase
A (PKA) and protein kinase C (PKC) are used to control its activity [32].

CFTR plays a fundamental role mediating the transport of chloride and other
anions across the membrane of many epithelial organs including the lungs, pancreas,
and gastro-intestinal tract. Mutations in the gene encoding CFTR causesCystic
Fibrosis (CF) [33]. The major impact of CFTR dysfunction in CF is on the respira-
tory system. Dehydration and obstruction of airway surfaces by mucus accumula-
tion, acidification of surface fluids, frequent opportunistic pathogenic colonization of
the airways that trigger intense inflammatory response, and irreversible progressive
destruction of the epithelial lung cells lead to declining lung functions [34–37].

Over 2,000 CFTR variants) identified in CF patients. CFTR gene mutations have
particularly been classified into six classes and themutations can compromise protein
expression, processing, channel function and stability [38, 39]. The F508del is the
most prevalent, accounting for 60% of all CF mutations [40]. Due to it’s main role in
CF pathophysiologyCFTR is an ideal target for smallmolecules that can improve and
rescue the mutant protein’s function. Modulators that directly target CFTR mutants
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aiming to restore CFTR function have shown promise for a subgroup of patients with
CF [41]. Drugs that act as correctors and potentiators, such as Lumacaftor (VX-809)
and Ivacaftor (VX-770) have been used to restore the CFTR channel gating activity
in patients bearing class II F508del mutation and reduce chloride levels, improving
forced expiratory volume to one second in patients that presents at least one allele
of class III mutations [42–44].

5 FBPase as a Case Study: A Target in Drug Discovery
for Lowering Blood Glucose Levels in Type II Diabetes

To facilitate understanding of the process of using the VDDP, the remainder of this
chapter will focus on one target as a case study: FBPas. eFructose 1,6 Bisphosphatase
(FBPase) is an allosteric enzyme found in two isotypic forms in mammals, sharing
77% sequence identity [45]. FBP1 is mainly expressed in the liver and kidneys and
has a regulatory role in gluconeogenesis, while FBP2 is primarily found in muscle,
and is involved in the glycolytic and gluconeogenesis pathways and is indicated as
a thermogenic regulatory enzyme in mice [46–49].

FBPase is a catalyst in the rate controlling step of this pathway. FBPase FBPase
cleaves the terminal P-O phosphate bond of fructose 1,6 bisphosphate. (F1, 6) to
fructose 6-phosphate and inorganic phosphate [50]. The physiological form of this
enzyme is a homotetramer composed of two dimers which changes conformational
state to either the active “R” state which is stabilized by FBPase bound with fructose
1,6-bisphosphate at the active site and a metal cation (Mg2+, Mn2+, or Zn2+), or the
inactive “T” state where the enzyme is in complex with adenosine monophosphate
(AMP). Each monomer of FBPase has one fructose-1,6-bisphosphate binding site
located at the active site of the enzyme and an AMP binding domain at the allosteric
regulatory site[51–53].

FBP1 is synergistically inhibited by AMP and fructose 2,6-bisphosphate [54].
Binding of AMP at the allosteric site promotes a conformational change in the
tetrameric structure, stabilizing the inactive state. [52]. Binding of Fructose 2,6-
bisphosphate (Fru 2,6-P2) at the active site inhibits enzyme activity further [54]. A
schematic picture of the FBPase biological unit is shown in Fig. 1 showing the AMP
allosteric binding site (1), active site (2), and binding site at the tetramer interface
(3) [55].

Inhibitors of the active site would need to target the phosphatase activity of
FBPase. Phosphatase activity is common to many other enzymes and phosphate
binding sites are highly conserved. Hence, inhibitors of the active site may not be
specific enough and may inhibit more than one enzyme in vivo, causing unwanted
off-target effects. Additionally, FBPase competitive inhibitors are often highly polar-
ized molecules and interact with residues in the active site primarily through H-
bonding networks and polar interactions since the active site is highly hydrophilic.
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Fig. 1 Overlay of human
and pig kidney FBPase (PDB
codes 1FTA and 1KZ8).
Identification of the three
possible targets for drug
discovery: The AMP
allosteric binding site (1); the
active site (2); and the
tetramer interfacial PFE
binding site (3) (PDB 1FTA
[56], 1KZ8 [55])

A highly charged potential drug may have trouble passing through the lipophilic cell
membrane.

In contrast, the AMP binding site contains ~ 65% hydrophobic residues and
hydrophobic interactions dominate for AMP and other small molecules that may
bind the site with high affinity. As the AMP binding site plays an important role
in the negative regulation of FBPase, researchers have been working on FBPase
as a drug target with a focus on the AMP binding site [57]. Uuncompetitive and
noncompetitive FBPase inhibitors that interact with the AMP allosteric site or act
as AMP mimics, such as Anilinoquinazoline, ZMP (AICAr 5-Aminoimidazole-
4-carboxamide-1-β-D-ribofuranosyl 5′-monophosphate), MB05032 are of interest.
[55, 58, 59].

In this perspective FBPase is an attractive target for inhibitory drugs since it would
directly control glycemic levels while avoiding side effects such as hypoglycemia
which is associatedwith conventional Type II Diabetes drug therapies [60]. However,
challenges of toxicity and/or bioavailability have prevented a definitive promising
lead compound until this time.

In our approach, FBPase small-molecule inhibition is achieved by a two pronged
approachwhere large numbers of small molecules are screenedwith in silico docking
and molecular dynamics on a high speed computer using a Virtual Drug Discovery
Platform (VDDP). Once docking and molecular dynamics protocols have produced
predicted lead compounds or “hits” they are then validated with assays in the lab.
An overview of this process is shown in Fig. 2.
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Fig. 2 Schematic flowchart
incorporating the Virtual
Drug Discovery Platform
(VDDP) in the drug
discovery process. Starting
with ~ 500 million molecules
a subset of molecules is
selected followed by
molecular docking and
molecular dynamics.
Analysis of scores leads to
candidate selection and
validation
(enzymatic/cell-based
assays) and finally in vivo
studies

6 The Virtual Drug Discovery Platform (VDDP): Design
and Implementation

Selection of Small Molecules and Ideal Docking Program:

The molecules or “hits” for FBPase were selected from the original ZINC database
[61] and downloaded onto a departmental supercomputer “Ada” for these studies. A
description of Ada’s architecture is available at the company website: (https://www.
symmetriccomputing.com/products.html). A subset of natural products purchasable
from IBScreen Bioactives selected from the original ZINC cited above ( ~85,000
molecules) were identified based on similar LogP, pH and molecular weight as AMP
(AI driven subset selection from Fig. 2). Autodock Vina [62], Autodock 4 [63] and
Dock 6.9 [64], were compared to identify the best docking program whose docking
scores best matched literature binding constants before large scale searches were
performed (Table 1) [4]. In addition, the position of the docked ligands in the crystal
structure was also examined in a graphics program to check the orientation of the
docked ligands was correct like the crystallographic ligand. Table 1 shows that for the
targets discussed in this chapter, the best predicted binding scores are achieved with
Autodock Vina. This is consistent with a previously described method of correlating
the shape of the binding pocket to a solvent channel. The ratio of solvent accessible
volume to total molecular surface volume is high for binding pockets on these targets
and they tend to be enclosed on ~ 3 sides with an “open mouth” to a solvent channel
[4] which makes them amenable to AutoDock program predictions.

Kd: Estimated dissociation constant. Ki: Inhibition constant. Km: Michaelis
constant. IC50: inhibitory concentration 50%.

Molecular docking of FBPase was performed by first targeting the AMP binding
site using Autodock Vina [62] with rigid protein geometric docking of small
molecules (flexible torsions) and then implementing key flexible residues (Lys112,
Tyr113, Arg140, Thr31 and Val17). As shown below in Fig. 3 with PDB 1FTA AMP

https://www.symmetriccomputing.com/products.html
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Fig. 3 The crystallographic AMP binding site of human FBPase compared between Autodock
Vina and Autodock 4.2.6, respectively. The best performing programs that agreed with actual
(experimental) Ki values for AMP as black [68] and Autodock Vina as gold [62] (AMP docked
in black) compared to actual crystallographic AMP co-crystallized with the protein in the 1FTA
structure (gray) [4, 56]. The RMSD’s for the docked AMPswere < 1.5 angstroms squared compared
to the crystallographic AMP in 1FTA

binding site with AMP inhibitor, AutoDock 4 and Autodock Vina docked AMPwere
in close proximity to the actual AMP co-crystallized in the x-ray structure:

Once the most accurate predictive docking program was identified, based on
orientation and Ki, the large-scale docking was executed within the VDDP. Imme-
diately after docking the data was harvested from the database and small molecules
with affinity scores that produced calculated Ki’s exhibiting ~ tenfold or tighter
binding (lower) values than natural or known inhibitors were selected to continue
on to molecular dynamics protocols. A protein–ligand complex was prepared for
Nanoscale Molecular Dynamics (NAMD) [69, 70] by generating the protein–ligand
complex protein structure file (psf) using standard topology files for the protein
and a Visual Molecular Dynamics (VMD) plugin called Molefacture which allows
building parameter and topology files for small molecules in VMD [71, 72]. A water
box was generated using molecular dimensions and periodic boundary conditions
(PBC) defined as previously described [73, 74]. The protein–ligand complex was
ionized to physiological ionic strength (0.150 M) and files then generated for input
to NAMD.Molecular dynamics scripts were tested for�G calculations utilizing two
different approaches to calculate the overall �G of the protein first alone then the
protein–ligand complex. The �G of binding was the difference between these two
values and calculated as previously described [75]. Once each �G for the undocked
positionally randomized potential inhibitor was calculated and deemed insignificant
(< 1% of the �G of the system), the overall �G of the protein alone in the water
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box was subtracted from the protein/ligand complex �G which estimates the �G of
binding for the protein and the ligand.

Briefly, the two molecular dynamics methods compared the overall �G of the
system with or without small molecules using thermodynamic integration or free
energy perturbation (FEP) [75]. For each molecule both methods were run and a %
difference of < 10–15%between the two resultant estimated�G’s of binding for each
molecule was deemed adequate to proceed to laboratory experimental validation (as
long as calculated Ki’s for the small molecule potential inhibitors were tenfold lower
than predicted Ki for AMP). Calculated �G of binding values were used in the �G
= −RTlnK equation to calculate the Ki. The calculated Ki for docked AMP was
compared with the literature for experimental Ki values to assure the computational
methods were sound and a % error of 5% was deemed acceptable. See Table 2 for
top 3 ZINCMolecules Predicted Ki’s from AutoDock Vina and NAMD. As the data
indicates, these molecules are predicted to bind to the AMP binding site with ~10
and 100 fold higher affinity than AMP, the natural allosteric inhibitor of FBPase.

In Fig. 4 the top three scoring molecules from the search of the natural products
collection from the VDDP binding to the AMP binding site of human FBPase [56]
are shown. Two are piperazine derivatives that bound with ~10 and ~100-fold higher
predicted affinity over natural inhibitor AMP and a carboxamide carboline derivative

Table 2 Comparison of predicted binding affinities (kJ/mol) and Ki’s (nm) of best ZINCmolecules
docked to human FBPase with autoDock vina

Ligand Autodock predicted
binding constant
(kCal/mol)

Predicted Ki (nM) NAMD Potential
Energy of binding
difference
(kCal/mol)

NAMD Predicted
Ki (nM)

AMP −7.7 3.33 × 10–6a −10.7 2.67 × 10–6

ZINC_1 −10.4 4.69 × 10–8 −13.2 1.28 × 10–8

ZINC_2 −9.2 3.29 × 10–7 −8.80 6.29 × 10–7

ZINC_3 −9.2 3.29 × 10–7 −10.2 2.5 × 10–7

aActual AMP binding constant (Ki) is 1.60 × 10–6

Fig. 4 Surface maps of the AMP binding site of human FBPase PDB code 1FTA [56]
VDDP Autodock Vina Docked (a) ZINC_1 (ID# 70687957) [3S,3aR,4aS,8aR,9aR)-3-[[4-
[bis(4-fluorophenyl)methyl]piperazin-1-yl]methyl]-8a-methyl-5-methylene-3], (b) ZINC_2 (ID#
20412773) [3S,3aR,8aR,9aR)-3-[[4-[(R)-(4-chlorophenyl)-phenyl-methyl]piperazin-1-yl]methyl]-
5,8a-dimethyl-3,3a, and (c) ZINC_3 (ZINC02161329) 1-(1,3-benzodioxol-5-yl)-N-[2-(1H-indol-
3-yl)ethyl]-9H-$b-carboline-3-carboxamide molecules
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with ~ tenfold lower predicted Ki thanAMP. Notably the fluorophenyl piperazine
derivative fluorine atom is predicted to be stabilized by a hydrogen bonding network
at the mouth of the AMP binding site (Fig. 4a). It is also striking that all 3 inhibitors
completely fill the space of the AMP binding site cavity. Within the natural products
catalogue of the VDDP, the next highest predicted affinity inhibitor was only ~2–
threefold better than AMP.

The AMP binding site is ~20 angstroms away from the active site. Through
hydrogen bonding and hydrophobic interaction networks the AMP binding site
connects to the active site. After docking the ZINC molecules with AutoDock Vina
in the VDDP, top scoring ZINC/FBPase complexes were then run through NAMD to
confirm the predicted Ki’s by performing molecular dynamics on the protein/ligand
complex. The results for the estimated Ki’s calculated from NAMD runs using
the overall potential energy as an estimate of the difference of binding energy of
protein/ligand complex (subtracting overall potential energy of protein alone) as
described above as shown in Table 2.

The active site architecture before and after the binding of the ZINC_1 molecule
is significantly different (Fig. 5).

More specifically, in Fig. 5c, the AMP binding site is 460 and 203 Å3 after
ZINC_1 binding indicating the binding site changes shape when in complex with the
ZINCmolecule. In contrast, the active site is in an open solvent accessible confirma-
tion conformation before ZINC binding at 323 Å3, but only 224 Å3 after the ZINC
molecule has bound to the allosteric binding site. In the absence of a crystal struc-
ture of the FBPase/ZINC complex, the conformations generated from NAMD are
compelling and to predict that the ZINCmolecules may indeed act as allosteric regu-
lators of the activity of the FBPase, by changing the active site to a closed conforma-
tion. In addition, the predicted closed active site conformation upon ZINC_1 binding
at the allosteric site, has been shown to prevent successful docking of the substrate
fructose 1,6-bis-phosphate into the active site cavity. The predicted change in the
active site architecture after ZINC molecule binding to the AMP binding strongly
indicative of allosteric inhibition.

Many FBPase/ligand structures have been solved and the data deposited in the
Rutgers Consortium for Structural Biology (RCSB) including all three sites on the
protein indicated in Fig. 1 (PDBs 1FTA [56], 1KZ8 [55] and 1CNQ [76]), the global
conformational changes of the native protein tetramer from the T or inactive to the R
or active conformational state have been studied and characterized in detail. [77, 78].

As a result of studying the crystal structures of the FBPase/ligand complexes in
the PDB and the many site directed mutagenesis studies of the pig kidney and nearly
identical human liver FBPase in the active site, AMP binding site and interfacial
residues linking the two sites, the hydrogen bonding and hydrophobic interactions
networks have been identified from the AMP binding site to the active site and the
tetramer binding site the active site [55, 79–81].
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Fig. 5 Comparison of surface maps of human FBPase active site before (A) and after (B) NAMD
with ZINC_1 docked in AMP binding site and (C) graph of volume of active site and AMP binding
site before and after NAMD

7 Future Studies and New Directions

Now that the molecular underpinnings of specific amino acid interactions are known
that lead to allosteric inhibition of FBPase, the identification and development of
potent allosteric inhibitors of FBPase continues to be a viable research program
for many investigators to pursue. Issues of toxicity and bioavailability currently
need to be worked out. In addition, mutations in the FBPase gene of patients with
hypoglycemia have been discovered in the clinical area. Two critical residuesMet177
and Tyr164 are mutated to alanine in some patients with hypoglycemia. As shown
in Fig. 6, Met177 is adjacent to Asp178 and probably stabilizes the conformation of
this residue at the interface of the AMP binding site and the active site.

Tyr164 and Asp178 are critical for hydrogen bonding networks connecting the
allosteric binding site to the active site. These residues may display a pivotal role
in allosteric regulation of FBPase. In addition, it may be that some patients with
elevated blood glucose levels (impaired glucose tolerance) or type II diabetes also
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Fig. 6 Connecting the active site to the AMP binding site. Surface map of PDB codes 1FTA/1KZ8
[55, 56] overlay showing crucial conserved residues Met177 (adjacent to Asp178) and Tyr164 that
link active site to AMP binding site

have mutations that act by a unique mechanism to uncouple AMP regulation of
the FBPase enzyme thus exasperating high blood glucose levels in patients with
metabolic disorders [81]. Once mutations in the FBPase gene have been identified in
patients with blood glucose disorders, specific drugs that bind tightly to the mutant
FBPase present in these patients may be developed to help alleviate their maladies.
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Abstract Virtual screening studies consists of applying successive filters to large
groups of molecules, called virtual libraries, in order to obtain a small number of
hits. These hits, after going through activity-proving studies, generally in vitro enzy-
matic activity assays, can be followed by optimization studies aiming to increase
activity and generating lead compounds. Computational approaches used in virtual
screening studies are basedonpreviously reported information about ligandormacro-
molecular receptor structures, and thus are called Ligand or Structure-Based Drug
Design, respectively. The starting point for a virtual screening study is to obtain and
prepare the virtual library to be used. The number of compounds present in virtual
libraries, which can reach hundreds of thousands, have different characteristics, and
depend on the study to be performed. In order to have a good efficiency of a virtual
screening study, the compounds of a library must follow the criteria of representa-
tiveness and diversity, since these studies aim not only to obtain compounds with
biological activity, but also to broaden the knowledge of different chemical classes
of compounds able of interacting with a given target. In this chapter, we will address
the fundaments of virtual screening studies, as well as the emergence and how these
studies are currently conducted. From the initial choice of strategies that can be
adopted, followed by the choice and preparation of databases, techniques that can be
adopted, and ending with studies of hits optimization.
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1 Introduction

The process of developing new drugs is a lengthy and costly activity. For this reason,
there is a high added value to the product, which accounted for ca. of 17.5% in
estimated profit in the year 2017 in the USA [1]. The cost data for the development of
a new drug is not accurate, but the sales from 2000 to 2018 generated an accumulated
revenue of USD 11.5 trillion for the 35 major pharmaceutical companies and a gross
profit ofUSD8.6 trillions [2]. KiuTay-Teo and collaborators studied the income from
sales of cancer drugs, comparing research and development costs, and concluded that
there is an average of accumulated sales revenue of USD 14.50 per dollar invested
in R&D, which is obtained in an average time return of 5 years [3]. Experts estimate
that for a new drug to be launched on the market there is financing in the range of
billions of dollars, about USD 2.56 billion [4, 5]. These expenses account for failures
and advertising, invested over 10 to 15 years, [6, 7] and there are still those who say
that this process requires an even longer period ranging from 12 to 24 years [8].

Unlike costs, the trajectory for the development of new pharmacological entities
is well defined. As such, this starts with a medical need and moves through the pre-
clinical studies phase, determined by the discovery of new chemical entities, which
are led to the development phase, comprised of clinical studies until the drug is
approved.More precisely, theFDAsegments the drug development process in 5 steps:
(1) Discovery and Development, (2) Preclinical Research, (3) Clinical Research, (4)
FDA Review and (5) FDA Post-Market Safety Monitoring [9].

The first years of research by new pharmaceutical entities (Discovery and Devel-
opment) are aimedat the discoveryphase of bioactivemolecules, chemical substances
called hits, which are the starting point for the development of new substances with
potential biological activities. This process usually starts with new ideas that aim to
interrupt or reverse the effects of a disease. As such, it is necessary to have prior
knowledge of the biochemistry of the disease and to determine a target to be studied,
which is validated to combat the pathology, called biomacromolecules that are usually
proteins, enzymes, ion channels or DNA / RNA. After choosing the target, one may
seek to identify small molecules capable of modulating their action, which ultimately
will have this capacity evaluated by in vitro studies and later, depending on the inhi-
bition rate, by in vivo studies. If the inhibition rate reached is not satisfactory, but the
molecule under study is promising, additional studies on drug optimization can be
developed, aiming on increasing the activity of thesemolecules [8, 10–12]Molecular
optimization studies can still be designed at later stages, whereby improvements in
the pharmacokinetic characteristics of the compounds may be necessary.

The identification of hits usually occurs through real or virtual screenings. Real
screening, commonly called high-throughput screening (HTS), was introduced by
the pharmaceutical industry in the 1990s. This drug development technique is a
scientific experimentation methodology that involves a wide variety of chemical
libraries in addition to testing biological techniques, process engineering platforms,
and computer procedures to track and analyze the results in order to eliminate the
intrinsic noises to themethod and elucidate complex biological processes. Thus, large
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libraries of chemical compounds can be analyzed against specific biological targets
through the use of automation, miniaturized assays, and large-scale data analysis.
[13, 14].

On the other hand, virtual or in silico methods that mean “computer-aided”, are
methods that have been widely, and continue to be, driven by the advancement
of computational technology. These drug development methods are able to reduce
the time and funding spent on traditional screenings, in addition to using a greater
diversity and quantity of compounds, present in libraries, which can currently reach
up to hundreds of millions. Finally, these selected compounds can be purchased
commercially and tested in vitro to confirm the required activity.

The use of computational chemistry in drug development is already a well estab-
lished process present in the largest pharmaceutical industries around the world [15].
As an example of the importance of using computational techniques in the develop-
ment of drugs, in 2015, five out of twenty drugs that were undergoing pre-clinical
trials at the pharmaceutical giant Bayer, were only possible to be discovered through
the use of computational chemistry. We can observe the growing consensus within
large companies of the importance given to the process of development and improve-
ment of new drugs through computational chemistry and that this activity is essential
in the current scenario of drug development [16].

The growing importance of using computational methods in the process of drug
development and optimization is due to the ability of these methods to allow
researchers to obtain as much information as possible about a biological target, such
as conformational, topographic data and interaction sites, among others. In addi-
tion to information about ligands, such as the locations and modes of interactions
with a macromolecular target under study and pharmacokinetic and toxicological
predictions [17].

The development and planning of drugs through computational chemistry,
commonly referred to by the term Computer-Aided Drug Desing (CADD) has
achieved its expansion and popularization thanks to advances in computer science.
The increase in the processing and storage capacity of current computers was essen-
tial for the development and execution of the new software used for this activity. In
addition to these computational advances, the increase in chemical and experimental
data, such as the number of databases containing chemical compounds with biolog-
ical activity and protein structures resolved by crystallography studies, are essential
for the quality of the information obtained [18, 19].

Currently, CADD has been used for the development of compounds that have
potential biological activity (hits compounds) and in the optimization of these
compounds (leading compounds), which aim to improve the pharmacokinetic and
pharmacodynamic properties (ADMET) [20]. However, there are limiting factors in
the use of CADD. The process and methodology adopted will depend on the amount
of information and data on a specific pathology to be studied, the work dynamics
of each researcher, the power of the computational apparatus of the research center,
and the time available.

Currently, CADD studies are divided into two approaches that can be adopted
individually or together called structure or ligand-based drug design (SBDD and
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LBDD, respectively). SBDD studies may be carried out in view of the existence of
data regarding the therapeutic target under investigation, which can be elucidated by
means of X-ray crystallography, nuclear magnetic resonance imaging [21], and the
Protein Data Bank (PDB) is deposited in the protein structure repository [22] or even
by studies of structural protein homology [23]. The use of crystallographic structures
is the most common choice. From it, it is possible to identify the target’s interactions
with the ligand, through the drug-protein complex, allowing this information to be
used in virtual structure-based screening (SBVS), in addition to docking simulation
studies [24]. In conjunction with SBDD, techniques can be applied to better elucidate
the behavior of the drug-receptor complex, such asmolecular dynamics,which allows
assessing the conformational changes thatwill be caused by the interaction among the
target protein and the drug under study, thus being possible optimize such interactions
[25].

If the structural data are not available, it is possible to use techniques that are
based on previous knowledge of ligands with activity already reported. These tech-
niques are known by the term development of drugs based on ligand (of (ligand
based drug design; LBDD). These techniques mainly address studies of pharma-
cophoric patterns (pharmacophore), studies of similarity (shape and electrostatics)
and studies related to the quantitative structure–activity relationship (QSAR) [26, 27].
In addition to being used in the early stages of drug development, LBDD techniques
are also commonly used in the optimization process of hits in leading compounds
or in the optimization of existing leaders, for which energy optimization studies,
bioisosteric modifications are common and calculation of electronic, geometric and
physicochemical properties [28].

The use of CADD techniques can be approached from three different perspectives:
(1) Perform the identification of hits with potential biological activity in extensive
databases of chemical compounds using LBDD or SBDD techniques, called virtual
screens (VS) that when based in ligands or the structure of the receptor they are
named LBVS and SBVS, respectively; (2) Optimization of leading compounds [29];
(3) New development, approach based on the construction of new molecules from
functional groups found in key positions within the active site of a specific target,
which may be fragmented or not [30].

Therefore, given the versatility of CADD techniques, we intend in this chapter to
highlight the main virtual screening techniques given the importance of these studies
in the current scenario. We aim to clarify the concepts adopted by the main existing
VS techniques, in order to assist the reader since the initial choice of strategies that
can be adopted in a VS study, as well as to make this study more efficient with the
preparation of databases and validations.

1.1 Virtual Screening Studies

Several researchers, when describing virtual screening studies, in order to exemplify
and facilitate the understanding of this complex area, make an analogy with the
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expression “look for a needle in a haystack”. According to them, the haystack would
be the representation of vast chemical space, and the needle would be the desired
chemical structure, which would become a medicine in the future. However, even
for a didactic representation, this analogy oversimplifies virtual screening tasks and
corresponding difficulty in finding an active molecule.

In order to better illustrate the difficulty and conduct of VS studies, we can make
another analogy. Imagine a seamstress in her craft and she needs a specific button,
which can be found in a drawer that contains tens of millions or even hundreds of
millions of buttons. What is the most efficient way for this seamstress to find such
a button? In fact, does she really need a button exactly as she imagines or does a
button with similar characteristics already satisfy her need? Therefore, an efficient
way for her to find such a button would be to use filters in her button drawer, initially
removing the very large and the tiny ones, later with different shapes or colors to the
intended one, and so on.

Now, imagine that the button box is a database of chemical compounds that can
contain hundreds of millions of compounds, and that in this database there is not only
one molecule of interest, that is, that for a given study there may be some molecules
that can inhibit a pharmacological target. What is the best approach to find these
compounds? Applying successive drug discovery techniques. So, didactically, we
can refer to VS studies as successive filters applied to large groups of molecules
(drug library) in order to obtain, at the end, a small amount of hits that can later be
optimized and become leading compounds [31].

The filters in question are LBDD and SBDD techniques and each filter adopted
must contain a specific methodology in order to minimize the number of compounds
present, seeking the selection of the most viable molecules [32]. Additionally, worth
mentioning that there is no rule to be followed for the application of filters, and only
one technique, or more than one, can be applied depending on the previous data, the
computational capacity of the study center, the time required, or even the experience
of the researcher.

In VS studies, it is most convenient to use methods with less computational
detachment in the first stages of screening, such as similarity studies, for example,
and the more robust methodologies that require more processing capacity are for
the final stages of the study, in which they will already have a reduced number of
compounds. At the end of the screening stages, after selecting the hits, they can have
their activities confirmed by enzyme inhibition assays and, if necessary, the selected
hits can be subjected to optimization studies foreseeing the increase in power and
efficiency. Additional studies of molecular dynamics and QSAR studies (depending
on the compounds tested) are great suggestions for understanding the mode of action
and physicochemical characteristics important for the activity of the compounds. A
suggestion of virtual screening studies and optimization studies can be seen in Fig. 1.

Filters adopted in VS studies can be applied in different ways, being called
sequential VS, parallel VS and integrated VS. In sequential methods, the different
approaches are adopted, as so referenced, in sequential forms, where the output of
one filter becomes the input of the next, so it is possible to use methodologies with
low computational detachment at the beginning, and end with more efficient robust
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Fig. 1 Schematic representation of a virtual screening study, in which examples of screening can
be observed, as well as examples of hit optimization studies aiming to obtain lead compounds

methods. In the parallel VS methodology, several methods are executed indepen-
dently and the final results are analyzed. Finally, integrated VSmethods are methods
developed in conjunction with experimental HTS techniques, for example [33–35].

In addition to identifying new inhibitors, VS studies have the property of inves-
tigating and expanding the chemical diversity of known ligands. These studies have
become increasingly attractive in recent decades due to the ability to investigate
billions of compounds contained in a single database, such as the database Drug
Like of the company ZINC15 [36, 37].

Currently, the need for supercomputers, clusters or a computer lab with a large
processing capacity, desirable for the use of extensive databases or long simulations,
is a panorama that has been changing. Today, some researchers in the field of drug
development can opt for computer services available in high performance systems
(HPC) in the cloud, offered at low costs, which greatly reduce the costs of infrastruc-
ture and maintenance of these centers processing [38–40]. In addition to this option,
which will be discussed in more detail in the final sub item of this chapter, there are
still computer programs available on online servers, as many examples mentioned
in the Click2Drug (www.click2drug.org) and VLS3D (www.vls3d.com) repositories
[41, 42].

In the following sections of this chapter, we will cover some of the main and
most used techniques in virtual screening studies, as well as some processes that are
extremely important to the development of an efficient study in the area.

http://www.click2drug.org
http://www.vls3d.com
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2 Choice and Preparation of Databases

After determining the strategies that will be adopted in the virtual screening process,
the common starting point for any study consists of choosing and preparing the
databases. This process is extremely important, since the final results will depend on
the appropriate choice of the compounds under study and they will directly influence
the final result of the same [43]. The size of the library to be used will depend
on the strategy and the computational apparatus available, reaching hundreds of
millions of compounds, as in the current compilation of bases made by ZINC15
[37], a relevant one used in VS studies, in addition to others compiled bases made
available by PubChem [44], NCI [44], eMolecules (https://www.emolecules.com/),
ChemSpider (https://www.chemspider.com/), ChEMBL (https://www.ebi.ac.uk/che
mbl/), or basesmade available by theEnamine suppliers themselves (https://enamine.
net/), and MolPort (https://www.molport.com/), for example. It is worth mentioning
that these mentioned bases have, in their entirety, compounds that are commercially
available, which, after acquisition, can now proceed directly to in vitro studies.

The number of compounds contained in each of the currently available bases is
not relevant at this time, as these values are updated periodically. It is noteworthy
that there are various bases available, Gopal Pawar and his collaborators identified
in a study 80 databases of chemical structures available for drug-design [45], some
bookstores being able to reach hundreds of thousands, or even hundreds of millions,
of compounds.

There are studies that relate the influence of the size of the database to its effec-
tiveness, so that the success rate is proportional to the chemical space covered [46]
and suggest that applicability, efficiency and diversity are dependent on the extent of
such bases [45]. The total chemical space, which covers all possible small organic
molecules (about 500 Daltons) is estimated at 1060, [47] which makes it impos-
sible, with current computational resources, to apply any methodology capable of
exploring this number of compounds.

On the other hand, considering that the total number of small molecules present
in our organism, called “biologically relevant chemical space”, it presents only a few
thousand compounds and mediates all reactions that occur in our organism [48], in
such a manner that we notice that approaching as close as possible to 1060 it is not a
task of extreme necessity. Thus, the vast chemical space can be restricted to libraries
of specific and accessible compounds [49], determined by studies of refinements in
existing libraries [50], or previous studies for the development of bases that can direct
them to a specific target, as in the case of study of combinatorial analyzes for the
development of libraries for specific targets or studies [51]. Thus, the library will not
be as extensive, but in all cases the base under study must ensure that the structures
meet criteria of diversity and representativeness [52], that is, the bases need a wide
variety of compounds that must not only diverge in small portions of the structure as
radical changes, these must also have a wide variation in their scaffolds [53].

According to the study in progress, bases can be previously prepared and there
are computer programs to meet this demand. Many bases due to the size can be

https://www.emolecules.com/
https://www.chemspider.com/
https://www.ebi.ac.uk/chembl/
https://enamine.net/
https://www.molport.com/
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made available only in 2D format, or in extensions that are devoid of formal loads
or, depending on the sorting to be performed, it may be necessary to have a database
that presents a library of conformers, as they can be used primarily by programs
that do not perform the step of generating conformers. It may still be necessary to
correct the size of the bonds and the dihedral angles, check the presence of tautomers
and protonation states; additionally, programs that standardize the database can be
used, eliminating molecules outside drug-like or lead-like profiles, as per example
excessive number of rotatable bonds, heavy atoms or even carbon atoms [54, 55].

In addition to correction methods, another preparation method for the bases can
be applied with the intention of previously reducing the compounds present with
undesirable characteristics. Some physicochemical properties may be irrelevant to
the study in question or premature withdrawal of compounds with toxic, reactive and
undesirable groups, or even pan-assay interference compounds (PAINS) [56].

The use of specific bases may also be desired or indicated. There are bases previ-
ously filtered for studies of Fragment Based Drug Design (FBDD), bases with drug-
like or lead-likes compounds, bases pre-filtered by the rule of 5 of Lipinsky [57, 58]
or rule of 3 [59], for screening compounds used as pesticides, [60] specific bases
such as those of natural products or metabolites, drugs approved by the FDA or other
global regulatory agencies, used in studies of drug repositioning, compounds in the
testing phase and still specific to certain pathologies or targets.

As stated earlier, success in virtual screening studies does not depend directly
on the use of supercomputers, robust methods or the use of bases with hundreds
of millions of compounds. These factors can, and do, add significance to the study,
however, the correct choice of the applicable methods and their parameterization, in
addition to the database to be used, as well as the validation of the methods before
starting the screening studies itself, are fundamental to the success rate. Therefore,
even before we approach the main VS methodologies, we will describe some of the
main validation methods in VS.

3 Validation Methods Applied in VS

Even before starting the virtual screening studies, it is advisable to validate the
methods adopted in the study of interest. These validation studies are necessary to
assess the ability of these methods to distinguish active from inactive ligands, and in
the case of SBDDwhether the method is capable of reproducing the crystallographic
pose of a ligand in a complex. These previous studies generate reliability to the work
to be developed and guarantee that they are able to obtain adequate performances,
that is, that the adopted parameters are adjusted to the study and that they are efficient
in the identification / recovery of the active ligands against a diverse base andwhether
the pose generated in an SBDD study is reliable.
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Recovery of active ligands

Bearing in mind that virtual screening studies aim to identify hits in the middle of a
large set of different molecules, it is advisable to check if the methodology to be used
for in a given study is able to distinguish ligands with and without activity. One way
to carry out this verification, and evaluate the performance of the method to be used,
is to develop a previous study of recovery of active ligands. This validation study is
nothing more than a simple screening using a database with information on reported
biological activity, composed of active and inactive ligands, thus, it is possible to
analyze whether the adopted method is able to recover the ligands with activity, that
is, if the ranking generated by the program is able to score active ligands better than
inactive ones.

In order to develop a more rigorous evaluation of the performance of a given
method, the base usedmay contain, in addition to the active compounds, ligands with
great similarity to these, called decoys. Decoys are molecules compatible in terms
of physicochemical properties, such as molecular weight, logP, number of rotating
bonds and hydrogen bond acceptor donors, in relation to the active ligands. This
base that will be used to validate a VS study can be developed by the online server
Directory of Useful Decoys–Enhanced (DUD-E), which is capable of generating
50 decoys for each added asset [61], or DecoyFinder [62]. These sets of decoys
are commonly used to validate docking simulations, LBVS methodologies, or to
compare / evaluate functions with different scores (in the same program, or not).

After the generation of a subset of molecules, this may be used in the screening
study that one wants to evaluate, either by methods based on ligands or on structure.
As such, it is possible to assess the recovery capacity of these ligands by analyzing the
scores projected on enrichment factor (EFs), receiver operating characteristic (ROC),
the area under the curve (AUC) [63], among other forecast models and metrics [64].

One of the most used metrics, the ROC curve, is applied in several and different
areas of knowledge, in which it is intended to evaluate the rate of true unanimous and
false positives in an event of binary occurrence, that is, if the expected positive event
was really positive and not false positive, and if the expected negative event was
really negative and not false negative. For this, the expected events are represented
by a graph correlating true positive fractions, called the sensitivity axis (y-axis), with
false positive fractions, called the specificity axis (x-axis); where a curve is expected
(optimal event) passing through the upper left corner of the graph, where the true
positive fraction is 1 (perfect sensitivity) and the false negative fraction is 0 (perfect
specificity).

Still in relation to the obtained ROC graph, the area under the curve (AUC) that
determines the accuracy of the method can be calculated, by the probability that
a randomly chosen active compound has a higher score than a randomly chosen
inactive compound, or by the factor enrichment (EF) fraction of active compounds
obtained when a certain percentage of inactive compounds is found [63, 64].

The development of a ROC, AUC and EF curve study can be used for any virtual
screening event, including similarity, pharmacophore, docking or QSAR, in which
it is intended to assess the system’s ability to recover active ligands. The process
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starts by creating a simple table where the expected and observed results are placed,
that is, if the compound that is known to be active was well ranked (true positive)
and if the compound that is known to be inactive was badly ranked (true negative).
Still, there will be compounds that are known to be active and have been poorly rated
(false negatives) and compounds that are known to be negative and have been well
ranked (false positives). A threshold will define what will be called “good” or “bad”
ranked, and from this, the false positive fractions (False positive = False Positive
/ True Negative) x-axis and the positive fractions (True) Positive = True Positive /
False Negative) y-axis. Changing the threshold will generate several points and thus
determine the curve.

Redocking and Cross-Docking

Despite the increasing use of molecular docking in the discovery of new drugs, some
problems to determine the success of such involved algorithms still occur [61, 65].
Some reasons to these failures can be mentioned, such as the reconstruction of the
known position of a ligand [66, 67], the accuracy of the binding affinity capable of
differentiating the ligands from the decoys [61, 66, 67] or even the identification of
the receptor when ligands are coupled to different conformations of that same protein
[68].

Several studies have shown that one of the most influential factors in the success
of molecular docking is the choice of the ideal receptor/protein structure to be used
as a reference [69–71]. To solve the flaws presented in the success of an algorithm,
two techniques can be used: redocking and cross-docking.

Redocking consists of the coupling of a ligand extracted from a resolved 3D
structure and embedded in that same structure. Cross-docking, on the other hand,
consists of extracting a ligand from a 3D structure and fitting it into another shape
of the same receptor [68]. In both cases, success is relative to the mean square root
deviation (RMSD) between the embedded pose and the respective complex formed
[72]. Therefore, cases in which redocking is used are easier to be solved since the
structure of the receptor is in its ideal shape. The cases involving cross-docking are
more challenging and simulate the type of link predictions to which the algorithms
are intended [68].

Fischer randomization for pharmacophore validation

Fischer’s randomization is a validation methodology often used in studies of the
development of pharmacophoric patterns. This methodology aims to verify the exis-
tence of a strong correlation between the chemical structure of the selected molecule
and its biological activity, and is developed based on the random reassignment of
the activity data of a set of compounds with known biological activity. Several
hypotheses of pharmacophores are generated randomly using the same parameters
used to develop the original hypothesis and this is confirmed apt if the correlation
and cost coefficients are higher in it, than the pharmacophoric models generated
randomly [73–76].



Key Aspects for Achieving Hits by Virtual Screening Studies 465

4 Approaches Used in Virtual Screening

4.1 Similarity Studies

Molecular similarity: 2D structure

Awidely used approach inVS studies, not only, butmainlywhen there are no resolved
receptor structures, are the ligand-based methodologies, LBVS. These methodolo-
gies are linked to previously reported activity data and are developed from molecu-
larly similar aspects between the ligands under study and ligands with known activity
[53, 77]. Therefore, being based on the structure of the ligand, it allows the possibility
of establishing a relationship between structural similarity and its biological activity,
as already proposed by Koshland in 1958 [78].

LBVS studies can be developed from structural similarity data, and thus carry out
studies of proposals and analyzes of pharmacophores, or of quantitative structure–
activity relationships (QSAR), which allow the possibility of analyzing themolecular
determinants for activity of compounds, among them, the specific arrangement of
functional groups or even physicochemical properties. Molecular similarity analyzes
derive from the concept / term ‘molecular similarity property’ (SPP), which employs
a general molecular view of the structure of compounds, being directly related to
the concept of structure–activity relationship (SAR), and ligand-based VS (LBVS)
approaches [79].

The SPP concept is based on the theory called “key-lock” proposed by Fischer,
[80] in 1894. Fischer was the first researcher to relate the complementarity between
the ligand and its receptor, which was later, even better, exemplified by Koshland
in 1958 [78] suggesting the “induced fit” theory. In fact, such theories help us until
current days, since they allow to propose the correspondence between similarity and
biological activity between molecules. Thus, a simple LBVS strategy can be applied
based only on the calculation of similarity between a reference structure, with known
activity, and other molecules present in a database, resulting in the method known
as VS based on ‘2D fingerprint’. This method uses only the “fingerprint” that each
molecule has in its structure, and thus, it makes it a simple, fast technique, with low
computational detachment and widely used in the initial stages of the VS process
[81, 82].

There are three important components related to similarity measures that need
to be considered in an LBVS study based on structural similarity: the structural
representation of molecules, the weighting scheme that is used to determine values
of relative importance of structural representation, and the similarity coefficient [82].

In order to define structural representations in 2D, the concept of “fingerprints”
was developed, which makes it possible the computational analysis of the complex
and subjective comparison by similarity. Fingerprints are representations of the
molecule in the form of bits, which in turn can be analyzed objectively by compu-
tational methods. There are several methods for generating 2D fingerprints, among
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them, the two most used are the one based on key substructures in the molecule, and
the topological or based on the molecular path.

The substructure-based method uses the 10-bit format. This method assigns 1 bit
for parts of molecule that contains specifics functional groups, and 0 bits for parts of
the molecule that do not contain functional groups. Thus, a fingerprint in 10 bits is
obtained for each molecule, based on the structure of the compound under analysis.
The topological method also makes use of 10 bits, but it consists of performing the
analysis of all fragments of a molecule. This method starts from a specific point,
usually a functional group, and follows a linear path in its structure, forming frag-
ments according to the number of pre-established connections, in this way, fragments
are generated according to the analyzed path and the related bits are analyzed [83].

After the structural representation and weighting steps, to perform the structural
similarity analysis, it is necessary to choose a mathematical method that makes these
results obtained into quantitative results. There are several coefficients that can be
used for this analysis, the most consensual being the Tanimoto coefficient which is
defined by the following equation:

TC = NAB

NA + NB − NAB

Therefore, NA corresponds to the number of characteristics present in molecule
A, (bits= 1), NB corresponds to the number of characteristics present in molecule B
(bits= 1), and NAB being the number of characteristics shared by the twomolecules
under analysis (bits = 1). Thus, the Tanimoto coefficient has its value calculated
between 0 and 1, with 0 corresponding to a structure that has no similarity with the
reference molecule, and 1 corresponds to a greater similarity between the analyzed
molecule and the reference molecule [81, 82, 84–86].

Therefore, in spite of a simpler methodology, 2D fingerprint studies have some
peculiarities, for which this method still remains in use even after the emergence of
more robust methods. Among them, we can highlight the low need for computational
processing to perform the screenings and their rapid development, in addition to an
easy execution and the need for a minimum amount of structural information, which
makes this method still in use in studies concerning planning and development of
drugs [81, 83, 87].

3D Similarity Studies–Shape

Methodologies that address the structural similarity between ligands with reported
activity and different structures present in databases are frequently used in LBVS
studies. These studies stand out for presenting a high efficiency and effectiveness,
mainly when using data of two and three dimensions (2D and 3D) [88]. Processing
capacity, memory and time are factors that must be taken into account when choosing
the method used, as the amount of information used in a given study is directly
proportional to their consumption. Thus, simpler methodologies like those based on
2D, omit information such as the spatial conformation of the compounds under study
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and require low computational processing and storage capacity. 3D studies, when
using this information, require greater computational performance [89].

The increase in amount of information present in similarity studies has occurred
due to 3D similarity methods. From structural and mechanistic information of
molecules, absent in two-dimensional methods, the diversification of similarity tech-
niques in LBVS studies improved by incorporating pharmacophore modeling, 3D
fingerprint, shape similarity and electrostatic similarity, among others [90]. These
studies take into account the conformation and volume of molecules, and are based
on the assumption that molecules that have similar shapes to an active molecule will
also have a great propensity to bind in a similar way in the same receptor [78].

Comparison of structural similarity between molecules can be performed by
methods that use 3D information, and such methods employ approaches that may, or
may not, use structural alignment or overlap between the molecules. Both methods
allow the comparison between molecular surface properties, such as hydrophobicity
and polarity, to be determined satisfactorily. However, methods that do not require
overlap are, to a large extent, faster methods and they are generally used in VS for
large libraries of compounds. On the other hand, those that perform alignment or
overlap are highly effective methods for determining similarity, but they are compu-
tationally more expensive methods, as they require more computational processing
and storage [90].

Approaches that do not use structural overlap to perform similarity calculation
between molecules, use methods that are based on atomic distance. These methods
are often used in similarity searches based on shape, due to their ability to perform
scans at high speed, which allows the use of this methodology in extensive databases,
in addition to their use as pre-screening [91, 92].

The methodologies based on atomic distance make use of geometric descrip-
tors and, thus, describe the shape of a molecule through the relative position of the
corresponding atoms. Therefore, similarity is calculated from the comparison of the
distribution corresponding to atomic distances. For performing a similarity calcula-
tion based on atomic distance, each molecule is considered to be a collection of 3
triatomic submolecules, and eachmolecule is capable of generating between 300 and
500 atomic triplets. The atomic triplet triangles the distance perimeter with the other
two sub molecules, and in this way, comparison histograms are generated, which are
used in the comparison of similarity [90, 93].

Another approach, frequently used in LBVS studies for calculating shape simi-
larity without using structural overlap, is the USRmethodology (Ultra Speed Recog-
nition) [94–96]. USR is based on the method of descriptors based on atomic distance
and is capable of calculating the molecular form from the atomic distance distribu-
tion in four reference positions: the molecular centroid being the atom closest to the
centroid, the atom furthest from the centroid and the most distant atom to the furthest
atom from the centroid. These positions represent the center of the molecule, and its
extremes, and thus, these measures allow the shape of the molecule to be calculated,
due to the understanding that the number of atomic distances is proportional to the
number of atoms in the molecule [90–92, 97].
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A method often used in shape similarity studies that uses structural alignment
or overlap to calculate similarity is the atom-based Gaussian form method. This
method is based on the molecular volume of the structure to perform the calculation
of shape similarity, because it is based on the assumption that two molecules will
have similar shapes if they have similar volumes. Gaussian method is used regularly
in VS methodologies in large databases even though it is not as fast as the methods
based on atomic distance. The wide use of this method in LBVS studies is, due to the
fact, that it allows the graphic visualization of the similarity between the molecules
under study. This functionality makes it extremely useful for understanding SAR and
optimizing structures [90].

The two most adopted models for representing the volumes used in the methods
that use the atom-based Gaussian form are those of Gaussian sphere and hard sphere.
Thehard spheremodel represents themolecule as a set of spheres, each corresponding
to an atom of the molecule, and for this purpose, use the size relative to the Van
de Walls radius. In this way, the volume of the molecule can be obtained from
calculations that correlate the number of sets of spheres that make up the structure
and its interactions. Gaussian model of spherical representation, on the other hand,
presents themolecule using a set of overlappingGaussian spheres, and the calculation
of the volumeof the structure is carried out from the integral volumeof all overlapping
spheres [90, 98].

Similarity methods, described above, are often used in LBVS approaches. Simi-
larities in shape are procedures usually performed in the first stages of screening, but
the literature also reports their use in single screenings, with performance compared
to SBVS studies [99, 100]. In fact, these methods have their own characteristics,
which allow them to be widely used for scans in extensive databases, such as the
fact that they do not need a large amount of computational processing, in addition to
not requiring a large storage capacity. Thus, similarity methods become increasingly
versatile, which depending on the study, may have their results used later in other
approaches to VS, such as electrostatic similarity or pharmacophore, for example.

3D Similarity Studies - Electrostatic potential

Asmentioned in the previous items of this chapter, the formation of the drug-receptor
complex is a dynamic process, whereby the structure of the ligand and the macro-
molecular target interact in order to form a stable and low-energy complex. For the
formation of the complex, the ligand and the residues of the receptor interaction
site adopt conformations that aim to lower the energy of this system, thus assuming
conformations that can efficiently direct the functional groups present in their struc-
tures. Therefore, not only the shape of the ligand is important for interaction with the
receptor, but also, how its functional groups are arranged, that is, how the electrostatic
potential is distributed over their surface.

In this way, similarly that the form and shape of ligands are explored in virtual
screening studies, the possibility of identifying potential maps quickly and effec-
tively makes this measure an essential tool for the development of new drugs in
virtual screening studies. This study, called electrostatic similarity, is developed from
obtaining the value of molecular electrostatic potential (MEP), a value that makes
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it possible to compare two different molecules, based on their electronic properties
[101, 102].

An efficient possibility of exploring similarity in LBVS studies is the association
of similarities by shape and by electrostatic potential as proposed by the company
OpenEye, through the programs ROCS and EON [103–108]. ROCS software is used
initially to perform a search for similarity in 3D shape and it is based on the shape-
based overlay method. This program performs the alignment of the structures by
maximizing the volume of overlap between a reference structure used as query and
all structures/conformers contained in the analyzeddatabase.The structural similarity
of shape between two molecules is calculated by Tanimoto indices [104–106].

Themolecules obtained from theROCS that present greater shape similarity to the
reference molecule are used as input in the EON program, which is used to calculate
the electrostatic similarity of these molecules, using the electrostatic coefficient of
Tanimoto (ET) defined by the equation:

ET = A ∗ A

A ∗ A + B ∗ B − A ∗ B

where A is the electrostatic potential around the reference molecule and B is the
electrostatic potential around the molecule under analysis.

The electrostatic potential of themolecules is calculated internally in the software,
through the Zap program, which solves the Poisson-Boltzmann equation, calculating
new partial charges using the MMFF94 force field in addition to having the ability
to establish a neutral pH for the molecules in analyze. Finally, EON classifies the
molecules by means of the ET value, which varies between -0.3 and 1, being -0.3
those molecules that have similar potential but opposite, and at 1, those that present
same electrostatic potential [103–106].

4.2 Pharmacophore Studies

Thefirst concept of pharmacophore formulated in the literaturewas suggested in 1909
by the German bacteriologist Paul Ehrlrich. Ehrlrich stated that pharmacophore is
a molecular structure, composed of certain structural patterns that are fundamental
to the biological activity in a given molecule. In short, the etymology of the word
pharmacophore derives from the terms phoros, related to molecular structure, and
pharmacon, related to the essential molecular patterns for biological activity [109].
A century after the first elucidation of a pharmacophore model, we can see that the
current concept has not undergone many changes but there has been an expansion
as to its meaning and its applications. Currently, according to IUPAC (International
Union of Pure and Applied Chemistry), a pharmacophoric model is “a set of steric
and electronic characteristics, which are necessary to guarantee the ideal molecular
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interaction with a specific biological target, to be able to activate and/or block the
biological response of that particular target” [109, 110].

In other words, a pharmacophoric model is a hypothesis obtained through a group
of molecules, which share common aspects and interact with the same target. Such
characteristics may be based on atoms present in the structure of molecules, on their
topology, or even on the chemical functions present in their structure [111, 112].
Therefore, a pharmacophoric model can be obtained both by investigating points of
interaction and by investigating structural properties between the target and a group
of overlapping molecules [109]. It is noteworthy that pharmacophore is a model and
not a representation of a real molecule or an association of functional groups, but
rather, a model that describes a set of points that favor the ligand-receptor interaction,
a “common denominator” between a group of molecules [113].

Currently, programs aimed at the study and generation of a pharmacophore model
face two difficulties. The first is due to the generation of conformers from the group
of compounds used to generate a pharmacophore in a three-dimensional field that
involves flexible structures and to find a correlation between these structures [109,
111, 114]. If conformational data like crystallized complex data exist, this step can
be neglected and it is called generation directly [112, 114, 115]. The second difficulty
present in the study of generating a pharmacophoric model is the efficiency of the
algorithm in aligning unusual structures [109, 111, 114].

Based on the informations related to presence or absence of the resolved structure
under study, there are two possibilities for working with the derivation of pharma-
cophoric patterns. A pharmacophoric model can be established based only on struc-
tural data of ligands, whereby a set of molecules with known biological activity on a
given target are superimposed allowing the identification of chemical features that are
essential for its activity, called LBP (ligand based pharmacophore). If the structure
of the molecular target is available in repositories of crystallographic structures, the
study can be improved using the SBP (structure based pharmacophore) approach, in
which points of essential interactions between target-ligand can be analyzed, defining
a pattern of chemical interactions [116].

SBP approach can be used in two manners: if the structure of the protein-inhibitor
complex is present, or if only the protein structure is present. These approaches
use an interaction site analysis of the biological target and from this, it is possible
to derive chemical patterns complementary to the cavity. With this information,
a pharmacophoric model is then generated, which can be used to investigate the
complementarity of the evaluated cavity [109, 117].

For the development of a pharmacophore pattern usingLBP it is necessary to select
a set of active molecules presenting important chemical patterns for the interaction
with the biological target. These molecules are aligned, in their bioactive conforma-
tions, when they exist, or when nonexistent, the program tries to strategically position
the functional groups present in the ligands in such a way to represent their interac-
tions with the organic functions present in the receptor. In this way, it can be deduced
how such functions are correlatedwith the formation of a drug-receptor complex and,
if possible, carry out the identification of common pharmacophoric patterns between
them, when they are overlapping [117]. The next step is to refine these patterns,
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obtaining in the end a consensus pattern that suits most of the molecules, for which,
virtual screening steps will be performed in databases [109].

As an example for generations of pharmacophore models the program Catalyst
uses two algorithms for LBP studies:HipHop [114] andHypoGen [118] algorithm. In
theHipHop algorithm,molecular patterns are identified through an exhaustive search,
which begins with the identification of common features between molecules and
spatially locates them. After identifying the common features among the molecules
that make up the training set, a simplistic pharmacophore model is proposed. This
model is prepared for each molecule and all possible combinations of two common
aspects between them are aligned. Subsequently, the research continues with all
possible combinations of three aspects and so on, until it is no longer possible to
generate further combinations [111–114, 119].

Another possible way to generate pharmacophoric patterns is through the inclu-
sion of biological activity data (IC50). Hypogen algorithm uses this information
to distinguish pharmacophoric patterns belonging to active compounds from those
belonging to inactive compounds. The generation of the pharmacophore model using
this algorithm is divided into three phases, being the first one intended for construc-
tion, i.e. associated with formation of the pharmacophore. At this phase, the active
molecules are identified and all the pharmacophoric patterns of the two most active
molecules are stored. This is followed by the subtraction phase that is intended to
refine the selected pharmacophore, in which pharmacophores that fit at least half
of the inactive molecules are removed and then finalized by the optimization phase.
The quality of the pharmacophore hypothesis generated byHypogen can be described
using statistical parameters like fixed cost, null cost and total cost. As such, the best
model selected is usually the one with the highest correlation coefficient (R [2]),
low total cost, high cost, largest cost difference, and low RMSD (root mean square
deviation) values [118, 120].

Result generated by studies involving pharmacophoric patterns, are represented by
pharmacophoric models constituted of features. For instance, the BIOVIADiscovery
Studio program generates features that are represented either by a sphere or by
two spheres and an arrow. Features composed of two spheres represent the region
of the ligand that is coupled by the arrow, which represents the direction of the
charge donation, followed by the second sphere that is called the sphere of exclusion,
representing regions of steric hindrance. In order to distinguish different features the
spheres have different colors, as shown in Fig. 2 that exemplifies all possible features
generated by the program [121].

In addition tomethods named as substructure pattern-based,widely used andmade
available by programs PHASE [122], LigandScout [123] and Catalyst, there are still
other methodologies used to derive a pharmacophore pattern, such as feature-based
and molecular field-based [117]. We emphasize that generation of pharmacophore
models is very useful because they may serve as a basis for the search for ligands
in 3D databases (virtual screening), as well as they can also serve as an extremely
helpful tool for synthetic chemicals, in an attempt to synthesize a new inhibitor
through visual inspection of the generated model [115].
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Fig. 2 Examples of features generated by the BIOVIA Discovery Studio program. a Hydrophobic,
b Hydrophobic, aromatic, c Hydrophobic, aliphatic, d Hydrogen bond donor, e Hydrogen bond
acceptor, f Hydrogenbondacceptor lipidic,gNegative charge,hPositive charge, iPositive ionizable,
jNegative ionizable,kRing aromatic, lPositive ionizable 1,mZnbinder,nHydrogen bond acceptor
heavy, o Hydrogen bond acceptor projection, p Hydrogen bond donor 1, q Hydrogen bond donor
heavy and r Hydrogen bond donor projection

4.3 Molecular Docking

One of the major goals during the drug discovery process is to obtain drugs that
perform interactions with the chosen target and one of the most used strategies is the
experimental method High-throughput screening [124]. However, as mentioned in
introduction, it is an expensive and time consuming technique [125]. Thus, it becomes
necessary to use techniques that has lower cost and does not consume a large amount
of time [126]. Obtaining resolved crystallographic structures from therapeutic targets
associated with the development of robust and sophisticated computational tech-
niques allowed the development of techniques such as strucuture based drug design
(SBDD) [127]. The fact of dealing with the disease at a molecular level associated
with a 3D structure of the corresponding protein target, made SBDD become a more
specific, efficient and fast process in the discovery and optimization of leads [125].

Among the most common methods used in SBDD, one can mention molecular
docking simulations applied to structure-based virtual screening (SBVS). It is addi-
tionally possible to evaluate the interactions that occurs in the formation of the ligand-
receptor complex, analysis of the binding energy and evaluationof the conformational
changes that occur during the coupling process through this technique [128]. The
great advantagewhen using SBDD techniques inVS studies is the possibility of iden-
tification and direct evaluation of the probability of molecules, present in databases,
to bind to the therapeutic target in the study [129].

The structural description between the ligand-receptor complex is useful for the
discovery of key intermolecular interactions, investigation of binding conformations,
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study mechanisms, discovery of new binding sites and of conformational changes
induced by ligands [130].

Onemain aspect in SBVS studies is the knowledge of the three-dimensional struc-
ture of the biological target. This data is extremely important due that it allows the
study of the binding site, which in turn makes it possible to identify the optimization
of the binding between the ligand and the receptor [131]. Crystallographic structures
of macromolecules are obtained by methods such as X-ray crystallography or NMR
spectroscopy [132], but sometimes that is not possible. If the experimental structure
is not available, it is possible to create a model by homology based on experimentally
resolved structures of similar proteins [133].

A SBVS study begins with the preparation of the receptor and the library of
compounds to be used in the docking stage. Molecular docking is intended to predict
the complex formed between the molecules present in the library and the protein
target [134] with certain precision [135]. The simplest way to describe these studies
is by means of combining two components: a conformation algorithm and a scoring
function [136]. Thus, the fit between the ligand and the active site will be scored,
and this value indicates the degree of this interaction. Then, the compounds with the
best score will proceed to new filters or even an experimental evaluation [136].

The conformation algorithm consists of exploring the conformational space of
the receptor and/or the ligand and obtaining the pose (conformation and orientation)
of the ligand [137], while the scoring function evaluates each docking mode [138].
Despite all the technology used, the true potential of SBVS is questioned due to the
great challenge that no single tool is able to consistently predict the correct bioactive
conformation of all compounds from a chemical library [139].

Molecular docking can be performed in 3 different ways depending on the flexi-
bility of the ligand and receptor. In rigid docking, both the receptor and the ligand are
considered rigid. This type of docking works with small molecules that have great
complementarity with the receptor’s site and the simplest algorithms such as DOCK
are used [140]. This algorithm works with geometric correspondence to overlap the
ligand within the connection pocket and although it reduces the computational load,
it is not the best methodology for fitting solutions [141].

Flexible docking can be performed with the flexible ligand and the rigid receptor,
or vice versa, or with both flexible. Generally, in the case of the receptor, only the
residues thatmakeup the binding site are used inflexible form. In caseswhere only the
ligand is flexible, its pose generation can be determined using conformational search
algorithms. These algorithms must be able to explore the different energy scenarios
within a reasonable period of time, regardless of the method used, which can be
systematic, stochastic or simulations [142].

Systematic search method consists of analyzing the degrees of freedom of the
ligand, often using incremental construction based on fragments for this task [143].
The ligand grows in the active site and is then fragmented into a rigid core and
flexible side chains. The core is positioned and side chains are included incrementally,
considering their degrees of freedom [143] and thus avoiding the combinatorial
explosion [144]. One of the disadvantages presented by this method is that, although
it is effective in exploring conformational space, results can converge to a local and
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not a global minimum. However, this can be solved by conducting simultaneous
searches from different conformations [145].

The stochastic method performs conformational search by randomly modifying
the ligand parameters [146], generating a set of molecular conformations and filling a
wide range of energy scenarios. These randommodifications are accepted or rejected
depending on the probability functions, which are based onMonte Carlo and genetic
algorithms [142] which apply concepts from the Theory of Evolution and Natural
Selection. These algorithms increase the probability of finding the global minimum,
however the computational cost is a key limitation factor [145, 146].

Finally, the simulation algorithm is integrated with energy minimization in order
to reach local minimums. This type of algorithm together withMonte Carlo is widely
used in flexible protein docking [147, 148]. The algorithms available in such amethod
are Newton–Raphson, least squares and conjugated gradient [142].

After the step of generating conformers, the second problem to be solved by
docking studies is the classification of these bymeans of a score, which is determined
bymeans of a scoring function. The scoring function is intended to help themolecular
docking program used in the study to calculate the binding affinity between the ligand
molecule and the receptor [149], evaluating the molecular interactions, desolvation
and entropic effects involved in ligand-receptor binding [150].

The larger the number of physicochemical parameters evaluated, the greater will
be the accuracy of a scoring function. It must offer a balance between precision
and speed, a critical aspect when working with a large library of compounds. Next,
we describe the four classes of scoring functions: empirical, force field, knowledge
based and machine learning [137, 138, 151].

Empirical scoring functions analyze the affinity of the ligand and receptor based on
their number of atoms, [152] and each function termdescribes an event involved in the
formation of the complex, such as hydrogen bonds, ionic and non-polar interactions,
solvation and entropic effects [153]. A disadvantage of this scoring function is the
dependence on the accuracy of data used [153]. However, the energy terms used
are simple, making the empirical scoring function faster than the force field based
scoring [153].

The calculation of the force field score is based on the energy of the complex plus
intermolecular interactions, such as electrostatic and Van der Waals forces between
the objects of study [154]. A limitation of this function is the precision in the estima-
tion of entropic contributions, in addition to the solvent not being considered, which
makes complicate to estimate desolvation energies [155].

A knowledge-based scoring function depends on the statistical potential of inter-
molecular interactions. This method is based purely on the assumption that frequent
functional groups or a certain type of atom are energetically favorable and contribute
to the binding affinity [156]. This type of scoring function offers an appropriate
balance between accuracy and speed, as it does not depend on the reproduction of
binding affinities or ab initio calculations [157], as also present in the empirical and
force field methods respectively.

The last method of scoring functions is machine learning, which does not restrict
analysis to a single predefined functional form [158]. This method takes into account
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interactions among the ligand and the receptor, ignoring error-prone interactions and
working with nonlinear dependence between binding interactions [149]. Machine
learning method is becoming more and more popular [159] and has presented a
better performance than other methods in calculating binding energy [160].

Hence, docking programs are able to successfully predict the formation of the
ligand at the receptor’s binding site, however, most do not reproduce the complex’s
absolute interaction energy satisfactorily. Some issues like entropic effects and desol-
vation represent significant challenges that must be overcome by available docking
algorithms [161, 162]. Scoring functions are often compared in several studies [153]
and present different rates of accuracy depending on the conditions, showing that
one cannot replace the other. Thus, the use of different scores applied simultaneously
has been increasing, in order to obtain a consensus score [163].

Consensus score has been used in order to combine the advantages presented by
each different score aiming to minimize their errors [164]. It additionally is based on
the fact that the true value is closest to the average value of replicated experiments
[165]. Therefore, consensus scoring function can perform better than a single scoring
function since it presents results with a greater probability of true hits and a false
positive rate, besides being widely used in several studies and applications.

Finally, SBVS studies have proven to be the most robust method for drug
discovery. Molecular docking programs successfully predict bindingmodes between
ligands and receptors, proving their ability to track compounds in large databases and
making it a low-cost alternative when compared to experimental techniques such as
HTS.Current search algorithms are efficient, but the scoring functions do not estimate
with satisfaction the absolute energy of intermolecular interactions since they ignore
issues such as solvent effects and entropy calculations. Therefore, successful SBVS
studies require knowledge of the fundamentals applied since its comprehension is
essential in producing significant results.

5 Pharmacokinetic and Toxicological Predictions

In silico studies to estimate pharmacokinetic and toxicological properties (Absorp-
tion, Distribution, Metabolism, Excretion and Toxicity–ADMET or ADMETox) aim
to predict the in vivo behavior of drug candidate molecules, bringing together the
kinetic processes in an inclusive model. These studies are extremely important in the
development of new pharmacological entities, as the early discovery of this informa-
tion can reduce failures in clinical trials, which are part of the costliest steps in the
development of drugs and are, generally, result of inappropriate ADMETox proper-
ties. Thus, it becomes important to elucidate, as soon as possible, adequate pharma-
cokinetic and toxicological indices, as this should result in a saving factor regarding
time and money during the development of new bioactive substances [166–169].

In silico methods for the prediction of ADMETox properties at initial stages
of researching new pharmacological entities have assured satisfactory results, and
have become increasingly acceptable methods. Besides being relatively inexpensive
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and quick to execute, which allows their use in initial stages of virtual screening
campaigns when the number of compounds is high [170], these methods are also
commonly used in initial stages of preparing databases, in final selection of hits or
even in the drug optimization process, as they are able to highlight physicochemical
aspects that can provide important information when optimizing lead compounds
[167, 169, 171]. Therefore, one could state that these methods go along since the
discovery phase until clinical trial phase [172].

However, a negative point of such methods is the low accuracy, which can, at
times, overestimate some values [167]. Nevertheless, it must be taken into account
that depending on the ADMETox property that is intended to be predicted, and also
on the computational approach used for this, low predictive power or, sometimes,
false negative results can be verified. Thus, it can be seen that these approaches
are extremely useful and important for predicting /estimating ADMETox properties,
especially in the planning steps mentioned above, but they are limited and dependent
on experimental studies.

Currently, there are several methodologies and computer programs designed for
ADMETox calculations, for instance there are several methodologies and programs
available at the vls3d.com repository (www.vls3d.com), which contains approxi-
mately 200 programs or free online servers with the theme “ADMET and physchem
predictions”. An interesting point to highlight are the physicochemical prediction
models and the molecular descriptors, which are models of rapid execution and the
properties analyzed have significant effect on pharmacokinetic behavior. From the
various examples, we can highlight the calculation of aqueous solubility and disso-
lution rate, which are important factors for the rate of oral bioavailability, the pKa
calculation to determinations of solubility, lipophilicity, permeability and absorption,
and also, calculations of descriptors that predict the permeability being oral, gastro
intestinal or blood–brain barrier [168]. There are several ways to calculate each one
of these descriptors and physicochemical properties and such models are generally
based on statistical models that relate structural characteristics of the compounds,
measured in a given test to their biological properties, whereby each developer holds
their equations, parameters, validations and distinct methodologies [171], which can
lead to different results [173].

A major milestone for the use of molecular parameters relating them to oral
bioavailability (good water solubility and intestinal permeability) was the widely
cited work by Lipinski et al., which is referred to as the Lipinski’s rule of 5. By
correlatingmore than 2000drugswith their physicochemical characteristics, Lipinski
and collaborators identified that for good absorption or permeability, they should
have no more than 5 hydrogen bond donors (HBD), more than 10 hydrogen bond
acceptors (HBA), molecular weight greater than 500 daltons and calculated logP
(ClogP) greater than 5 [57, 58]. Although there are exceptions to the rule of five, this
is still commonly used to assess druglikeness and is widely used in drug development
studies.

After the rule of 5, other rules emerged in order to assist researchers in the drug
development process, by correlating physicochemical and structural data with oral
bioavailability. Oprea and collaborators studies differentiated characteristics of drugs

http://www.vls3d.com
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series with other compounds that gave rise to the same lead compounds, concluding
that there is an increase in the lipophilicity and complexity of a lead compounds,
originating the Rule of 4 that is used for lead development.

According to the authors ofRule 4, these rules are guidelines for lead development,
structures of less structural complexity with affinities for the structural target and
subject to optimization, which must have a molecular weight ≤ 450, ClogP between
−3.5 and 4.5, no more than 10 terminal methylene groups, HBD ≤ 5 and HBA ≤
8 [174]. A further study on this theme conducted by Yvonne C. Martin attributed
the dependence on bioavailability to the predominant charge in the physiological
pH because neutral species, negatively or positively charged, differ in the behavior
in the pH range between 6 and 7. Hence, it was concluded that the polar surface
area is a property that should be considered for anions, while for cations and neutral
compounds the rule of 5 has good predictive capacity, thus creating a bioavailability
score [175].

Veber and colleagues identified a positive influence of increasing molecular
rigidity in association with the count of rotatable bonds, i.e. < 10, as well as a nega-
tive impact of increasing polar surface area, i.e. ≤ 140. They alert for the rigidity of
molecules being attributed only to the low number of rotatable bonds, and emphasize
that rings are not rigid systems, as addressed by them [176]. Lu and colleagues, when
reproducing Veber’s studies using two different methodologies, found a significant
difference in results for calculations of polar surface area and rotatable bonds, which
made them state to be aware of using generalized rules depending on the classes of
drugs under study [173].

Depending on the study, there are interesting rules to be used beforehand, ensuring
greater effectiveness, as in the case of the Rule of 3 used in studies Fragment-based
lead Discovery, which is characterized by structures with molecular mass ≤ 300;
ClogP ≤ 3, HBD ≤ 3 and HBA ≤ 6 or the Tice Rules for herbicides 150 ≥ MM ≤
500; alogP ≤ 5; HBD ≤ 3; 2 ≥ HBA ≤ 12 and RTB ≤ 12 and insecticides 150 ≥
MM≤ 500; 0≥ alogP≤ 6.5; HBD≤ 2; 1≥HBA≤ 8 and RTB≤ 12 [60, 177, 178].

The use of a specific druglikeness rule in VS studies is an important factor in
increasing the probability that a selected hit will have biological activity with favor-
able pharmacokinetic properties [179]. Methods for determining these properties
are simple and are used more often in the initial stages of screening, in which it is
intended to eliminate a large number of compounds that are not interesting for the
study of interest, such as molecules with high polar surface area, excessive number
of rotatable bonds, hydrogen bond donors or acceptors. However, to ensure that the
study generated a selection of relevant compounds they can be evaluated by such
rules in final stages of obtaining the hits.

More robust and specific studies are generally used in advanced stages of
screening, or even optimization stages. In addition to calculation of descriptors and
filters for estimating ADMETox properties, different studies may also be applied,
such as machine learning, Artificial Neural Networks Ensemble, and also use of
statistical models, often QSAR, QSAR-3D, similarity, and structure-based methods.

In this way, considering the above exposed concerning the use of in silicomethods
to predict ADME/Tox properties, it is evident that such stage/filter plays a crucial
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role in the development of robust virtual screening studies. These, together with a
rational selection of most appropriate guideline/criteria to select compounds with a
greater tendency to become hit, lead or drug candidate, in the context of interest,
should be considered as essential to achieve such goal.

6 Use of Cloud Platforms in VS: Future Perspectives

Although we have portrayed a coherent and effective way of working with VS,
which is possible to be developed independently of large installations with high
computational processing capacity, there is a great interest on the part of medicinal
chemists to identify and cover the effective rate for development of drugs present
in the vast chemical space composed of small molecules. In fact, there is still a
great deal of difficulty in working with ultra-large libraries that can easily contain
up to hundreds of millions of compounds [50], however, this difficulty has been
overcome by following a strong worldwide trend, driven by the development and
use of programs, aimed at the development of drugs using high efficiency computing
(HPC) redirected to computational clouds.

Some virtual screening services are already offered on cloud computing plat-
forms, with the proposal to cover billions of molecules in virtual screening studies.
The pioneer of Big Data analytics was Google with MapReduce designed to analyze
20 pentabytes of data per day, [180] through the open source implementation with
Apache Hadoop [181] and later with Apache Spark [182]. The implementation and
success of these systems for drug development studies has been demonstrated by
the development of several studies using robust LBDD and SBDD techniques, as a
supervised machine learning technique Support Vector Machines (SVM) [183] and
even docking simulationswith the popularAutoDock4 docking program (AutoDock-
Cloud) [184–186] also reported being carried out in extensive databaseswithmillions
of molecules [187].

In addition to the platforms offered by Google, new proposals for implementing
programs aimed at drug development are also being developed in other HPC cloud
infrastructures such as Amazon Web Servives (AWS). Kainrad and collaborators,
implemented the LigandScout [123] intended for the generation of conformers and
LBVS based on pharmacophore models directly into the Graphical User Interface
(GUI) applications, which they named LigandScout Remote. The tests developed by
the authors estimate the approximate time of 211 min for the screening of a base
containing 1 million compounds [188].

Another cloud plataform available to virtual screening study is Orion, OpenEye’s
cloud platform [189] also hosted on Amazon Web Services (AWS). This server
houses several programs from the company OpenEye and these softwares are mostly
offered as toolkits versions, which are simplified versions of corresponding orig-
inal softwares, with equivalent efficacy. Among toolkits and softwares included in
Orion, we can cite FastROCS, OMEGA, EON, BROOD, OEDocking, and others.
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For instance, FastROCS is able to develop 3D similarity studies by shape over-
laying and it has been applied in virtual screening studies with large databases of
ca. 1010 conformers, showing a great performance, being able to run that amount of
compounds in minutes [40].

In fact, hosting servers on highly efficient cloud computing platforms will change
the landscape of drug development in a few years. The costs for the maintenance
and use of an HPC center are extremely high and these factors make it impossible
for many researchers to carry out large-scale screening or to develop simulations
over long periods of time. There are still few services offered but their low cost will
enable, in addition to greater efficiency in research in the field of drug development,
a greater number of researchers using equipment and programs with high efficiency.
It is possible that the drug development scenario will change in a short period of
time, as it is possible to observe the growing interest of large companies that develop
pharmaceutical programs and industries that are increasingly closer to these services.

7 Conclusion

The stages of proposals and development of hits and leads compounds are critical
steps for the success of the discovery of a new drug. In view of the high financial
expense and time spent in the process of developing a new drug, the selection of inap-
propriate molecules in initial stages of this process can carry ineffective molecules
to future stages, causing enormous financial losses. Thus, aiming at a better use of
the initial stages of drug development, CADD studies become increasingly essential
stages for the pharmaceutical industries.

CADD techniques stand out from the others for being comparatively cheaper,
in addition to presenting efficient results for the initial stages of drug development.
These studies being directly allied with computational progress evolve together with
it, both in terms of software and hardware, and demonstrate themselves as an efficient,
fast, cheap and versatile technique for the initial stages of discovering hits and leads
compounds. Regardless of the computational need required in CADD studies, some
previous steps can guarantee their quality, especially if they are intended for VS
studies such as the choice and preparation of databases and the most appropriate
method for the study. The methods can vary between LBVS, SBVS, or combined,
and must be in accordance with the intended study, as well as validated, so that they
can guarantee the reliability of the study.

Finally, considering that VS studies evolve every day and become more and more
efficient in the development and search for new bioactive molecules, we have pushed
our efforts to show some of the techniques used in these studies, as well as the
processes necessary for a good development of the same.
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Abstract The regulation of redox homeostasis and the reduction of oxidative stress
is one of several strategies used in the development of anticancer drugs. Under-
standing from in silico studies, how a particularmolecule binds to the receptor, allows
the selection of promising compounds that may be used in antineoplastic pharma-
cotherapy. Protein–ligand coupling can use the study and relationship between the
protein–ligand complex or that is the origin of the ligand-target interaction. The
docking algorithms used present a high complexity; however, currently, the systems
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used to perform such studies present a friendly interface. A comparative study of
various coupling algorithms can provide us with useful information to select the
appropriate algorithm for drug research, design, and selection using new compu-
tational techniques. Hence, from this perspective, the purpose of this chapter is
to provide new information about how it is possible to study via docking molec-
ular Reactive Oxygen Species (ROS) enzymes against antineoplastic agents and to
associate them with antitumor pharmacotherapy. The performed molecular docking
results will be shown both the lower binding affinity (�G) values for the receptor-
ligand, as well as interactions in the two enzymes, obtained after validation of the
molecular docking protocols for the receptors: cytochrome P450 (CYP450) and
NADPH oxidase (NOX).

Keywords Binding site · Free radicals · Anticancer drugs · Inhibition constant

1 Introduction

The system of redox reactions at the cellular level helps in the regulation and mainte-
nance of redox homeostasis in living organisms. The existence of a group of enzymes
that act in conjunction with the mechanisms of aerobic respiration is known to act
on reactive oxygen species (ROS). In the living organism, causing oxidative damage
and leading to a condition known as cellular oxidative stress [1, 2].

Several studies indicate that chronic illnesses, such as diabetes, neurodegenerative
and cardiovascular diseases, and cancer itself may be associated with an oxidative
stress condition [3]. This condition is due to the activation of transcription factors,
which are capable of expressing a great variability of different genes, among them
growth factors and cytokines linked to inflammation, which in turn activate inflam-
matory pathways modifying a normal cell for the state of a cancer cell [4]. It must be
considered that the maintenance of homeostasis of the redox system and the reduc-
tion of cellular oxidative stress are dependent on the antioxidant efficiency present
in the cell [5]. Enzymes such as cytochrome P450 (CP450), lipoxygenase (LOX),
myeloperoxidase (MPO), NADPH oxidase (NOX) and xanthine oxidase (XOX),
originate ROS during arachidonic acid metabolism and which, when inhibited, inter-
vene in the ROS production cycle leading to the reduction of oxidative stress and
promoting the maintenance of cellular redox homeostasis [6, 7].

C. B. R. dos Santos
Laboratory of Modeling and Computational Chemistry, Department of Biological Sciences,
Federal University of Amapá, Rod. Juscelino Kubitschek, Km 02, s/n, Macapá, AP 68902-280,
Brazil
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1.1 Virtual Screening Versus and High-Throughput-Based
Virtual Screening HTBVS

The initial search for compounds that have a promising biological activity on a
given target carried out from an in silico study is known as virtual screening VS.
The identification of hits that can be studied as drug candidates from a library
of compounds from the perspective of a theoretical model will support a more
advanced study based on an experimental approach at the molecular biochemical
level and its substrate enzyme reactivity, and how this set of larger molecules selected
in public and commercial databases can be studied applied to a specific target is
a technique called High-Throughput-based Virtual Screening HTBVS. Therefore,
analyzing these enzymes in the light of the drug-receptor coupling study, using
molecular docking techniques, is relevant in the observation and evaluation of the
receptor-ligand interaction, as well as in the inhibition of enzymes related to antiox-
idant activity. The use of these techniques can assist in the selection of molecules
as well as point out binding sites and which amino acid residues are involved in the
interactions, the type of bond, and atoms that form the complex [7]. The exploration
of an extensive online platform in the search for compounds based on ligands, with
access to databases commercial and public is available on theWeb, using a Bayesian
learning method, being able to create virtual screening models due to their noise
tolerance, speed, and efficiency in extracting knowledge from a database which is
widely used in the world of virtual research [8].

In this study, we will aim to observe the following aspects: (1) visualizing the
structural model of the five ROS-generating proteins (CYP450C9 and NOX), (2)
investigating a structural analysis of the proteins using control molecules in the
studies to confirm the target site (3) perform sorting and virtual anchoring to identify
inhibitory molecules against the appropriate target.

2 Materials and Methods

2.1 Molecules selection

Based on a large number of methods exist to molecular structures map, the choice
of a group of initial molecules for study depends on several factors, such as the
definition of the molecular target under research and the types of filters that will be
used in the virtual search, which can be from 2D similarity, pharmacophoric or based
on the format and anchoring. In general, the main steps employed in preparing the
database for study involve the use of filters the “garbage filters”; it is the removal of
compounds with unwanted functional groups, removal of compounds with unwanted
physical–chemical or structural properties, correction of structures, and obtaining
different conformations. Allied to this, the Lipinsk rule of five RO5 is used when
looking for promising compounds that present possible oral solubility [18] and the
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Tanimoto index [18, 19], which is an appropriate method in a few specific scenarios
for fingerprint-based similarity calculations, as shown in Table 1.

2.2 Public and Commercial Database Collections

Currently, the world of research with the aid of computers has a great variability
of virtual databases of compounds, public or commercial, the data banks, to be
used in HTBVS [9–14]. Table 1 A large number of molecules are available on
the websites in different formats according to each database, among which they
may present similarities regarding the availability of the other formats, using inter-
national codifications such as: International Chemical Identifier InChI, which is a
textual identifier for chemical substances, created by IUPAC [14], whose purpose is
to facilitate the use of molecular databases, the Smile Simplified Molecular Input
Line Entry Specification [15], a representation of chemical structures encoded using
ASCII characters. The Chemical table file (CT File) is a chemical file formats that
describe molecules, lists each atom in a molecule the x–y-z coordinates atomics, and
the bonds among the atoms. This format was created by MDL Information Systems
(MDL), which is a file formatwidely used for holding information, e.g., regarding the
atoms, bonds, connectivity, and coordinates of a molecule [16]. However, such infor-
mation are currently acquired by Symyx Technologies, that now so-called BIOVIA
(a subsidiary of Dassault Systemes of Dassault Group) [16]. The SDF is one of a
family of chemical-data file formats developed by MDL. Another important format
file used in drug design is The Protein Data Bank (pdb) file format PDB [17]. Note
that this text file format describing the three-dimensional structures of molecules
held on Protein Data Bank. The pdb format provides description and annotation and
structures, including atomic coordinates, secondary structure assignments of protein,
atomic connectivity. Also, various experimental metadata are stored.

Table 1 List of available databases compounds for HTBVS

Database Website Availability since Current size in 2020

PubChem https://pubchemdocs.ncbi.nlm.nih.
gov/

Public 2004 102,404,298

ChEMBL https://www.ebi.ac.uk/chembl/ Public 2009 1,897,206

BindingDB https://www.bindingdb.org/bind/ind
ex.jsp

Public 2000 804,949

ZINC https://zinc.docking.org/ Public over 230 million

DrugBank https://www.drugbank.ca/ Public 13,491

ChemBridge https://www.chembridge.com/ind
ex.php

Commercial 1995 Over 1.3 million

Maybridge https://www.maybridge.com Commercial 53,000

https://pubchemdocs.ncbi.nlm.nih.gov/
https://www.ebi.ac.uk/chembl/
https://www.bindingdb.org/bind/index.jsp
https://zinc.docking.org/
https://www.drugbank.ca/
https://www.chembridge.com/index.php
https://www.maybridge.com
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2.2.1 PubChem

PubChem is a famous free chemistry database, which is maintained by the National
Institutes of Health (NIH) https://pubchem.ncbi.nlm.nih.gov. Launch in 2004,
PubChem is the greatest chemical information resource for scientists, students,
and the general public [20–23]. PubChem contains a vast colections of data with
about of 102,404,298 compounds with unique chemical structures deposited in
this database. The PubChem Substance records, are approximately 251,658,675
substances. As such, information about chemical entities provided by PubChem
contributors, 1,067,849 biological experiments also are provided.About 268,275,849
data related to biological activity are made available in this database. Other rele-
vant information in this database are: genes targes tested (~58,029); protein targets
(~17,847); taxonomy of organisms (~3746); scientific publications with links in
PubChem (~30,474,654); and so on. Additionally, this database provides all records
for a specific molecule into an aggregate record, thus making searching more effi-
cient. The Bioassay database provides descriptions of biological experiments on the
tested compounds, particularly from HTS. It should be pointed out that PubChem
represents the largest base of molecular structures, including data of spectral infor-
mation available of 13C NMR, 1H NMR, 2D NMR, ATRIR, FT-IR, MS, GC–MS,
Raman, UV–Vis, vapor-phase IR [24–26].

2.2.2 ChEMBL

The ChEMBL25 is the current realese, [26–29] [3, 8–10] Provided under a Creative
Commons Attribution-ShareAlike 3.0 Unported license. This database holds to date
about 12.482 targets, 1.897.206 distints compunds, 15.404.603 activities, 72.221
publications band 54 deposites datasets., including information on assays, binding
constants, pharmacology, absorption, distribution, metabolism, excretion, and toxi-
city ADMET data. All data are derived from the literature extensive from multiple
screening resources, PubChem bioassays, GSK (Glaxo SmithKline) deposited data,
and the BindingDB database [30].

A widely used public database, is BindingDB web interface for query, download
and virtual compound screening, which is based on providing online binding data, the
existing data sets are 2291 crystalline structures of protein ligands with BindingDB
affinity measurements and 5816 mostly crystalline structures with 100% of its struc-
ture elucidated. This database is completely accessible via the web for measurement
connections, focusing mainly on the interactions of chemical substances and drug
targets with small molecule compounds similar to drugs. The BindingDB contains
1,819,720 binding data, for 7,470 protein targets and 804,949 small molecules in
September 2017 [31–34].

https://pubchem.ncbi.nlm.nih.gov
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2.2.3 ZINC

ZINC is a famous free database of commercially-available compounds to perform
virtual screening, for use in ligandDiscovery and phamacophore screening. This data
base provides access to other resources. Applications in this web is find Endogenous
human metabolites and epigenetic targets, currently ZINC contains over 230 million
purchasable compounds in ready-to-dock, 3D formats. ZINC also contains over 750
million purchasable compounds you can search for analogs in under a minute. INC is
provided by the Irwin andShoichet Laboratories in theDepartment of Pharmaceutical
Chemistry at the University of California, San Francisco (UCSF). We thank NIGMS
for financial support (GM71896) [35].

2.2.4 DrugBank

DrugBank The latest release oin january 2020, is a data bank wath contains 13,491
drug entries including2641approved smallmolecule drugs, 1364 approvedbiologics,
informations of proteins, peptides, vaccines, and some allergenics, 130 nutraceuti-
cals and over 6,347 experimental (discovery-phase) drugs. Additionally, 5183 non-
redundant protein (i.e. drug target/enzyme/transporter/carrier). Note that each entry
usually holds more than 200 data fields, as well various sequences are linked to these
drug entries; in this case, half of the information has been devoted to drug/chemical
data, while that the other half are in turn related to drug target or protein [36, 37].

2.2.5 ChemBridge and MayBridge

ChemBridge https://www.chembridge.com is a comercial data base what has been a
provider of high quality screening compounds and libraries since 1995, in last years
continues to produce novel druglike and leadlike screening compounds. Over 1,3
milion of compounds indata base canbe used in requirements of drug discovery and
chemical biology researchers in industry and academia in all world. The EXPRESS-
Pick Collection and CORE Library,in respectively Collection stock compounds,
are selected using novelty, diversity, druglike properties, offering diverse classes
of compounds with analogs to support initial SAR work. This data base in CORE
Library of smallmolecule screening compounds offermore than735,000.MayBridge
avaliable in https://www.maybridge.com as ChemBrige is commercially available
screeningCollections libraries complementary, with highly diverse set of over 53,000
hit-like and lead-like molecules widely acknowledged as a critical tool in screening
campaigns. The core of the Maybridge building block collection, these pharma-
cophorically rich intermediates are specifically designed for medicinal chemistry,
allowing logical SAR development and Hit-to-Lead optimization. 30,000 small
compounds (mw <300) taken from the complete Maybridge collection for use in
fragment screening to further accelerate the identification of lead compounds.

https://www.chembridge.com
https://www.maybridge.com
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3 Result

3.1 Selected Molecules

Four compounds were used in redocking on receptors cited according to Table 2.
In silico simulations molecules with potential epitelial anticancer activity via inhi-
bition ROS have been studied from the zinc database by HTBVS virtual screening,
ZINC000000004840, ZINC000003872277, ZINC000029562604, ZINC3984017
and molecules controls [38] 5-Fluorouracil (FLU), Dextromethorphan (DEX).

Table 2 Ligands ZINC data
base promissor ROS enzyme
inhibitor and molecules
control used

Molecules Assignment

5-Fluorouracil (FLU)* 

Available on inhibitory
activity at the CP450
receptor [39, 40]

Dextromethorphan (DEX)* 

Available on inhibitory
activity at the NO
receptor [40–42]

Z40 

ZINC000000004840**

Z04 

ZINC000029562604**

   Z77 

ZINC000003872277**

 Z17 

ZINC3984017**

*Molecule control commercially available, **Molecule test
commercially available
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3.2 Protein Preparation

To explore a protein complex at the level of molecular structural biochemistry and
observe drug-receptor interactions using molecular docking, initially the crystallized
structure of the appropriate protein containing the complex for studies is selected.
Proceed with the removal of the crystallization water molecules and some ionic arti-
facts that are not capable of influencing the interaction of the complex and its ligands.
In some cases, it becomes necessary to optimize the protein and to reconstitute some
lost loop which is observed with the sequence of the incomplete or interrupted chain.
This can be done with Chimera or Pymol easily. In this paper, the Discovery Studio
Visualizer 2019 software was used, using the receptor-Ligand Interactions tool, for
more accurate visualization of the residues that form the pocket binding site of all
proteins.

3.2.1 Cytochrome P450

A superfamily with a very large group is cytochrome P450 (CYP450s) proteins.
The haem proteins promote the biotransformation of many physiologically impor-
tant compounds, they are present not only in mammals in the isoforms CYP1A2,
CYP2C9, CYP2C19, CYP2D6 and CYP3A4, they contribute to the oxidative
metabolism of over 90% of drugs in current clinical use but are also found in certain
species of microorganisms, plants and animals [43, 44] Fig. 1.

After properly choosing the CYP2C9 protein with a resolution of 2.55 Å, which
catalyzes the 6-and 7-hydroxy hydroxylation of the active enantiomer of warfarin,
S-warfarin [45, 46], so that it is currently considered that a good resolution should
have up to 3.0Å. For the proposed study, it must contain a complexedmolecule on the
active site. The cytochrome P450 of ID 1OG5 obtained from the link https://www.
rcsb.org/structure/1OG5, this protein has a record in the literature of the following
residues that make up the active site: a bag of hydrophobic nature coated with
residues: Arg 97, Gly 98, Ile 99, Phe 100, Leu 102, Ala 103, Val 113, Phe 114,
Asn 217, Thr 364, Ser 365, Leu 366, Pro 367 e Phe 476 [47] Fig. 2.

3.2.2 NADPH Oxidase NOX

NADPH oxidase is an enzyme complex of oxyrredutase systems expressed in
mammalian cells. Its isoforms are called NOX1, NOX2, NOX3, NOX4, NOX5,
DOUX1 and DOUX2. The inflammatory cell NADPH oxidase enzyme consists of
a number of protein subunits including the catalytic subunit Nox2 [48]. They are
capable of generating in a oxidative stress via ROS as superoxide. Found in plas-
matic membranes as well as in phagosomes and are used by neutrophils. Yet, it is
well-known that the NADPH oxidase is the primary source of superoxide production
by inflammatory cells [49, 50]. The ID 2CDUCrystal Structure of Nad(P)H Oxidase

https://www.rcsb.org/structure/1OG5
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Fig. 1 Structure of human cytochrome P450 CYP2C9 ID 1OG5 chains A and B, HEMEC complex
and S-Warfarin substrates

Fig. 2 Interactions S-Warfarin bindin site pocket CYP450: van der Walls; Conventional
H-Bond; Carbon H-Bond; Pi-Pi Stacked and Pi-Alkyl

from Lactobacillus Sanfranciscensis Insights Into the Conversion of O(2) into two
Water Molecules by the Flavoenzyme was deposited in the data bank https://www.
rcsb.org/structure/2CDU with ligand adenosine-5′-diphosphate ADP [51] Fig. 3.

Phosphate groups of the ADP are H-bonded with the Ile160N, Tyr159N and
Tyr188OH. Additional hydrogen bonds are suggested between the ADP ribose

https://www.rcsb.org/structure/2CDU
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Fig. 3 Crystal Structure of
Nad(P)H Oxidase from
Lactobacillus
Sanfranciscensis ID 2CDU
chains A and B with
adenosine-5′-diphosphate
and flavin-adenine
dinucleotide complex

hydroxyl groups and His181N.The active site pocket is surrounded by Gly 156,
Tyr 159, Ile160, Asp 179, His 181, Tyr 188, Lys 213, Val 214„ Ile 243, Gly 244, Phe
245 residues, which interact with the ligand adenosine-5′-diphosphate Fig. 4.

Fig. 4 Interations adenosine-5′-diphosphate bindin site pocket NADPH oxidase: van der Walls;
Conventional H-Bond; Carbon H-Bond; Pi-Sigma and Pi-Alkyl
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3.3 Workflow

3.3.1 Hardware and Software

Computer: Linux,MacintoshorWindowsPC, Internet access, pyrxvirtual,Autodock,
Autodock Vina, OpenBabel and Python 2.5, Discovery Studio and Text editor.

The typical inputs of HTBVS workflow are selection the target protein, either
experimentally solved or computationally modeled and a compound library of small
molecules available via purchase in data base or synthesis.

PyRx 0.8 [52, 53] downloaded in https://pyrx.sourceforge.net/downloads it is a
free powerfull GUI with AutoDock Vina [54], AutoDock 4.2 [55], Mayavi, Open
Babel and Python to docking molecular and virtual screening studies. Two fitting
methods can be performed using PyRx to meet different needs. Start with Pyrx
to run the AutoDock 4.2, continue sequentially observing the results compared to
the complete study. This initial procedure is called validation, in this point will be
observed docking for the estimation of ligand-receptor affinity with complex. Then,
perform the molecular coupling of the entire test set with autodock vina to VS using
the parameters obtained by grid validation.

3.3.2 Protocol

Prerequisites: PyRx 0.8, Autodock Vina 1.1.1, Autodock 4.2, Python 2.7 and
Discovery Studio Visualizer 2019 [56].

Files Supplied: Targets-(CYP450 ID 1OG5, MP ID 1DNU, LOX ID NQ8,
XOR ID 3NRZ and NOX ID 2CDU; ligands- ZINC000029562604(Z04),
ZINC000000004840 (Z40),ZINC000003872277(Z77), ZINC3984017(17) and
molecules controls 5-Fluorouracil (FLU), Dextromethorphan (DEX).

This protocol establish how to performe a virtual screening for potential inhibitors
of ROS enzyme, using docking applications PyRx. The procedure will be to demon-
strate how to run the docking to generate a protein receptor grid, set ligands to dock
in target grid and analyze results.

The PyRx procedure is summarized in 10 steps:

1. Double-click in PyRx Icon:

Initially the structures com be imported from PDB directly, or from directory
designed workspace added in Browse of prefernces.

2. Go to Edit > Preferences (Find the dirtectory and choose Set workspace
Browse) Fig. 5.

3. File > Load Molecule
This botton load your protein and ligand (s) into PyRx workspace (Fig. 6).

4. Right Button Click > Autodock > Make Macromolecula (Fig. 7)

https://pyrx.sourceforge.net/downloads
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Fig. 5 Select a preferences directory

Fig. 6 Load molecules

Fig. 7 Convert macromolecule to PDBQT format
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Fig. 8 Convert ligand to PDBQT format

Select protein and convert to PBBQT autodock input format. In Make
Macromolecule will be add polar hydrogens atmom, Atom types, charges in
macromolecule and parameters necessary to proced docking.

5. Right Button Click > Autodock > Make Ligand
Now select ligand and convert to PQDQT format. This conversion is realized
for Open Babel directly included in Pyrx software (Fig. 8).

6. Select the Ligand and Macromolecule for view
In this window you can visualize all loading molecules (Fig. 9).

7. In Vina Wizard select start here and leave the option checked: Local (using
/Library/MLGTools/PyRx/bin/vina) and click start.
In this step, you can choose to perform docking calculations on your own PC
or perform on a server externally. this protocol demonstrates how to perform
in local mode. To perform on an external server, one must consult the correct
address which may change according to the updates (Fig. 10).

8. Then This Screen Will Appear Noting that the Grid Box Must Be Involve All
the Residues of the Active Site in 3D Scene (Fig. 11).

9. The bottom Toggle Selection Spheres.

The sphere selection button will help to make it possible to dimension the grid
box with a minimum size which must contain the binding pocket. Select the residues
Arg 97, Gly 98, Ile 99, Phe 100, Leu 102, Ala 103, Val 113, Phe 114, Asn 217, Thr
364, Ser 365, Leu 366, Pro 367 and Phe 476 (Fig. 12).

10. Click forward button to start Vina calculations (Fig. 13).
In this step autodock vina is running all simullations to set compunds ou just
one compond.When the calculation is then finished, in particular, the obtained
results will be available in the workbook selected in the preferences.



502 W. J. C. Macêdo et al.

Fig. 9 Visualization loading molecules

Fig. 10 Configuation wizard to local calculations

11. Finished calculations

When the calculations are completed, the results will be filled in as shown below
in the table with the Binding affinity values BA (kcal / mol). The Most significant
parameter is the most negative value regarding the BA, which must be associated
with better orientation binder at the pocket (Fig. 14).
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Fig. 11 Preview grid box extension

Fig. 12 Visualize the grid box without outlines residues

4 Evaluation of Molecular Docking

The molecular docking calculations take into account the contributions of intra and
intermolecular forces (TROTT; OLSON, 2010) [57], and require a prior specification
of the search spaces and the elaboration of the grid box containing the specifications
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Fig. 13 Run autodock vina

Fig. 14 Results obtained to analyses inDiscoveryStudio or anothermolecule visualization software

regarding the size of the binding site that involves the enzyme site of interest is
assigned to information from the X, Y, Z coordinates of the search point.

At this point there is a translation problem to solve, the translation in the pocket and
its relationship of effective interaction with the binder that must have the conditions
in terms of a rotational solution for their rotational degrees of freedom according
to statistical thermodynamics. Then when these conditions are satisfied, we will
typically have the optimization of the space of translation and rotation of the studied
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system, associated with the accuracy of connection distances and angles present in
the receptor-ligand relationship (Wang et al. [58]).

The use of the Lamarckian algorithm allows quite an assessment in that task. The
10 best results obtained are ordered based on the lowest energy values and Root
Mean Square deviation RMSD, such results that should be inspected visually with
the overlapping of the 3D ligands in the target site containing the ligand. The ideal
is to obtain a good crystallographic structure containing the co-crystallized ligand
(Aggarwal et al. [59]). The RMSD value essential help in analyzing the difference
between coordinateswhen theoretical versus experimental observed, as the difference
is essentially the distance here between those coordinates which are calculated as an
average quadratic function of the square root on these who pondered the distances
between observations and calculated between theoretical and experimental values.
Usually, the observed or incorrect initial limit is used as compounds that attribute
their analytical quality to values less than <0.5 angstroms. In that case, it is considered
really good. however, treating the result as <1.5 angstroms is ideal for the accuracy
of the study and with values around <20 being acceptable. However, there are some
problems with the RMSD that should be noted. The dimensions of the ligand, in
this case, it will be possible for the study to have a higher RMS which may be
larger can be tolerated as opposed to a small fragment molecule and sometimes there
may even be symmetry artifacts, depending on the programs that you use and your
implementations.

The validation protocol for molecular coupling was performed with Pyrx using
Autodock wizard (Autodock 4.2), where the results of the compound overlap at the
binding site. Literatures express the RMSD values corresponding to the relation-
ship between the x, y and z coordinates of crystallographic data calculated from
the complexed ligand with acceptable resolution up to 2.0 Å [14–16]. The visual-
ization of the superposition of crystallographic poses obtained shows the similari-
ties regarding orientation, calculated conformation, obtained by means of molecular
couplingwhich exhibits a lowRMSDvalue, characterizing good results (see Fig. 15).
These results suggest that the protocols used in molecular coupling analyzes are very
useful, to assess the relationship between the selected receptors and the ligands.

CP450 complexedwith S-warfarin shows the active site of an interaction is consti-
tuted by ARG97, GLY98, ILE99, PHE100, LEU102, ALA103, VAL113, PHE114,
ASN217.WasteTHR364, SER365,LEU366, PRO367 andPHE476. Specific interac-
tions as described in PDB 1og5. Pi–pi interaction), PHE100 and ALA103, hydrogen
bonding are present [17], showing similarity of interactions with the CP450 receptor
between the tested and control molecules Table 3.

The values of BA (Z04 = −6.7 kcal mol−1, Z40 = −7.4 kcal mol−1 and Z77 =
−6.6 kcal mol−1, suggests antioxidant capacity for these molecules.

Figure 15 shows the 2D interactions of the tested molecules linamarin (Z17), Z40,
Z04, Z77) and control (FLU) with the CyP450 receiver. The amino acid residues of
the binding site (PRO367, ALA 103, LEU366 and PHE 114) are present in the
connections of Z04, Z40, Z77 and FLU. suggesting that these molecules may have
antioxidant potential. The molecules respectively) described BA (−6.7, −7.4 and −
6.6 kcalmol-1, respectively) greater than control 1 (FLU)withBA=−4.7 kcal.mol-1.
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eliFataddirGxelpmoC

S-warfarin in Complex CYP450 
ID 1OG5 Resolu�on 2.55  Å 
∆G= -9.04  kcal mol-1  RMSD 0.47 Å

Grid Point Spacing =0.375 Angstroms 
Coordinates of Central Grid Point of Maps (-
20.025, 87.282, 38.599) 

Even Number of User-specified Grid Points 
48 x-points 
50 y-points 
50 z-points 

adenosine-5’-diphosphate in Complex 
NOX 
ID 2CDU Resolu�on 1.80 Å
∆G=-4.49 kcal mol-1   RMSD 0.48 Å 

Grid Point Spacing =0.375 Angstroms 
Coordinates of Central Grid Point of Maps 
(0.380, 8.526, 51.245) 

Even Number of User-specified Grid Points 
48 x-points 
40 y-points 
64 z-points 

Fig. 15 Results of the validation protocol: in green experimental pose and redocking in red
representation calculated for CYP450 and NDPH oxidase NOX

The antioxidant capacity is evidenced by the similarity of interactions and site
assets [18]. The local asset is surrounded by residues ILE160, ILE243, ASP179,
LYS213, VAL214 and TYR188, which interact with the adenosine-5′-diphosphate
ligand. (ILE243, ASP179, LYS213 and VAL214) (see Fig. 16).

Using the same analytical methodology to study theNOX enzyme against ligands,
it appears that the molecules do not bind in a set of at least three residues to compose
the catalytic triad. In this case, even the studied compounds had a satisfactory BA
Z04, Z40, Z77 and Z17 energy when compared to the control energy, it clearly
demonstrates that the NOX enzyme is not suitable to satisfy a minimal condition
to classify such compounds as promising. In cases like this, one should look for an
appropriate test set or analyze the tale of compounds in another binding site with
another control and thoroughly study the possibilities of the enzyme in question
Table 4.

In this way, the understanding of the aspects related to the activation and inhibition
of ROS enzymes can provide the means for the development of the molecular design
of possible modifications in the ligands, which result in a better thermodynamic and
conformational system more favorable to docking with the active enzyme–substrate
site, which may serve as a starting point for the rational proposition of promising
new drugs that can treat diverse metabolic disorders Fig. 17.
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Table 3 Binding energies of ligands components in blind docking against Cyp 450

Ligand Free
binding
Energy in
Kcal/mol*

Hydrogen bonding
interacting residues

π-π Staked/
π-Alkil
interactions

van der
Waals
interactionsConventional

H-Bond
Carbon
H-Bond

CYP450 ID 1OG5

S-warfarin 10.1 – Phe 100 Phe 114, Phe
476 / Ala
103, Leu
366, Pro 367

Arg 97, Val
113, Leu
102, Leu
208, Ile 213,
Asn 217, Ser
365, Thr
364, Leu 388

5-fluorouracil 4.7 Gly 98,
Phe100

– Phe114/Leu
366, Pro
367, Ala 103

Arg 97, Val
113, Ile 99

ZINC000029562604(Z04) 6.7 Asn 217 – Phe114/Leu
366, Pro
367, Ala 103

–

ZINC000000004840
(Z40)

7.4 Phe 476 Pro 367,
Arg 97

Ala 477*/
Ala 103, Leu
366, Phe 114

–

ZINC000003872277(Z77) 6.6 – – Arg 97*, Val
113*, Leu
366*, Phe
114, Ala
103, Leu
366. Pro 367

–

ZINC3984017(17) 6.3 Arg 97, Cys
436, His 368

– – –

*Alkyl, **π-donor H, ***π-Cation

5 Final Considerations

HTBVS using molecular docking on crystallographic data from biological receptors
with activities available in the Protein Database, allows to evaluate the possible
protocols for coupling the studied molecules (Z04, Z40, Z77, Z17, FLU and DEX).

In this protocol the two receivers CYP450 and NO,have all been validated by with
RMSD values (experimental x theoretical) less than 2.0 Å. A binding affinity (BA)
was assessed for values with low�G values. A good one correspondence of negative
BA values for CP450 and NO) associated with interactions of the Z04, Z40 and Z77,
molecules in relation to the control molecules based on the Show good antioxidant
capacity for the tested molecules.

Overall, the results obtained revealed that Z04, Z40 and Z77 have at least antiox-
idant potential at least three receivers (CP450 and NO) via ROS generation. Thus,
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Fig. 16 Two-dimensional binding representation ofCypP450with different ligands: (1) S-warfarin,
(2) fluoracil (control), (3) linamarin (Z17), (4) Z40, (5) Z04, (6) Z77. van der Walls;
Conventional H-Bond; Carbon H-Bond; Pi-Pi Stacked and Pi-Alkyl
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Table 4 Binding energies of ligands components in blind docking against NOX

Ligand Free
binding
Energy in
Kcal/mol*

Hydrogen bonding
interacting residues

π-π Staked/
π-Alkil
interactions

van der
Waals
interactionsConventional

H-Bond
Carbon
H-Bond

CYP450 ID 1OG5

NOX ID 2CDU −
Aadenosine-5′-diphosphate 10.8 Tyr 159, Asp

179, His 181,
Val 214, Tyr
188

Gly 156,
Gly 144

Lys 213, Ile
243

−

Dextromethorphan 6.7 − − Phe 429/Leu
424, His 396

−

ZINC000029562604(Z04) 7.7 Thr 9 Thr 113 Lys 134*** −
ZINC000000004840 (Z40) 8.4 Asn 34, ser

41, Csx 42
− Ala 303* −

ZINC000003872277(Z77) 7.1 −
ZINC3984017(17) 6.9 Asp 397, Ser

401
Tyr 435 Met 423*,

Leu
424*/Thr9**

−

*Alkyl, **π-donor H, ***π-Cation

results can be used to more analysis to better assess its efficiency in reducing oxida-
tive stress and to be used as possible antioxidant to be used in the production or
replacement of drugs within the pharmaceutical industry.
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Fig. 17 Two-dimensional binding representation of NOX with different ligands: (1) adenosine-5′
-diphophate, (2) DEX (control), (3) Linamarin (Z17), (4) Z40, (5) Z04, (6) Z77. van der Walls;

Conventional H-Bond; Carbon H-Bond; Pi-Sigma, Pi- Cation and Pi-Alkyl
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Syntheses and Biological Applications
of Fluorescent Probes

Suzane Quintana Gomes, Ismael Raitz, Mariana Pegrucci Barcelos,
Carlton Anthony Taft, and Carlos Henrique Tomich de Paula da Silva

Abstract Fluorescent probes are powerful tools with vast potential for application
in chemical biology. The specific characteristics of the main group of fluorophores
coupled with the development of new techniques, have boosted their investigation
in various research areas. For instance, the necessity of fluorescent tags applicable
in different studies of subcellular localization and mechanisms of action of bioac-
tive compounds has increased the development of fluorophores and new synthetic
protocols toward the application inmedicinal chemistry. This chapter discuss the first
syntheses as well as modern synthetic methods, and some biological applications of
the main fluorescent probes for drug discovery.

1 Introduction

The study of the molecular structure and its interactions encouraged the development
of methods to identify and detect biomolecules such as enzymes, proteins, antibodies
or amino acids [1]. One of the techniques developed was the fluorescent probe, a
molecule that contains a fluorescent functional group, which changes its fluorescence
emission when binding to a specific region of the target biomolecule, in response to
a chemical reaction or alteration in their environment [2].
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These molecules are being widely used in drug discovery, cell imaging, environ-
mental analysis, and various medical applications [3]. One of the main reasons for its
use at scale is that the fluorescence emission can be measured with great sensitivity,
versatility, and quantitative capacity. In addition, the composition of the probe can be
varied in order to control the excitation and emission of wavelengths, binding affinity
to the molecular target, chemical reactivity, among others [4]. Although fluorescent
probes have only been used recently, the discovery of fluorescence has been going
on for a long time.

1.1 The Discovery of Fluorescence and Its Mechanism

The first method used to detect and identify molecular compounds was the use
of radioisotopes, however, over time, safer methods have emerged, based on
fluorescence [4].

The first reports on fluorescence appeared in 1560 and 1565 by Bernadino de
Sahagún and Nicolás Monardes, respectively. Both described an infusion of water
from a small Mexican tree, used to treat kidney and urinary problems, which had a
bluish opalescence [5].

Although several other scientists have described fluorescence over the years, it
was not until 1852 that the term was coined [6, 7]. George Gabriel Stokes was
responsible for coining the term in his article “On the Change of Refrangibility of
Light” in which he describes the ability of fluorite and uranium glass to transform
invisible light, in addition to the violet end of the visible spectrum, into light blue
[8].

Fluorescence is a form of luminescence in which light is emitted by a substance
that has absorbed electromagnetic radiation. In this case, the light emission occurs
from an excited singlet state, in which the excited electron does not change the spin
orientation, remaining unpaired [9]. During the short excitation period, part of the
energy is dissipated by molecular collisions or transferred to a nearby molecule,
while the remaining energy is emitted, in the form of a photon, returning the electron
to its fundamental state [10].

The entire cycle of excitation and emission described above is presented in
the Jablonski Diagram, designed by the Polish physicist Aleksander Jablonski and
published in Nature in 1933, in the article entitled “Efficiency of anti-Stokes fluores-
cence in dyes”. The diagram created by him is simple and effective, being divided
into three energy levels and highlights the behavior of the functional group in the
process of excitation of the electron from the fundamental to the excited state and its
return with the emission of a photon with the length of the longer wave [11].

The chemical group associated with fluorescence is called fluorophore and was
named by Richard Meyes in 1897 [12]. Fluorophores are divided into two major
classes: intrinsic and extrinsic. The former corresponds to the functional groups that
emit light naturally while the latter refers to those added to the sample to perform
the probe function [9].
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Each fluorophore has an excitation and emission wavelength, which is the funda-
mental aspect in the detection of fluorescence in biological applications. As such,
the first fluorophores used in research emitted only in the visible range of the elec-
tromagnetic spectrum, mainly due to limitations in the detection of the photon [13].
Also, the entire fluorescence process is cyclical and it can be repeatedly performed
until it is irreversibly damaged, allowing these molecules to be used in a wide range
of research applications [14].

For the use of fluorophores in bioimaging, properties such asmaximumabsorption
(λmax) and maximum emission (λem), fluorescence quantum yield (�) and extinction
coefficient (ε) must be considered, as well as solubility, the tendency to aggregate
and photobleaching [15]. Fluorophores absorbs and emits in a range of wavelength,
with a λmax and λem values. Usually, the λem has a longer wavelength then the λmax

and the difference between them is called the Stokes shift. Quantum yield (�) is
related to the brightness of emission and can be defined with the base in the ratio
among the number of emitted photons by the number of absorbed photons. Extinction
coefficient (ε) is also related to fluorophore brightness emission and measures the
absorbed light by the dye. So, the highest extinction coefficient the greater is the
amount of light will be absorbed by the dye. Photobleaching is the permanently loss
of fluorescence upon continuous light excitation, caused by irreversible structural
modifications in the fluorophore [15].

1.2 Types of Fluorophores

Several types of fluorophores have been developed in recent years due to technical
advances and developments in fluorescence chemistry, although this property has
been explored in biological research in the last 100 years [16].

Since each fluorophore has different characteristics and there is a vast amount on
the market, these compounds have greater flexibility, performance, and variation for
applications in the research area. Below, two general groups of these molecules may
be explored: organic dyes and biological fluorophores [13].

Organic dyes

As is well-known, the first fluorescent compounds used in biological research were
the synthetic organic dyes. Their small size allow them to participate in bioconjuga-
tion strategies with biomolecules without interfering with their biological functions.
There is a wide variety of compounds comercially available, and derivatives of the
original compounds were created to improve their photostability and solubility [17].

Biological fluorophores

The first biological fluorophore used in the research was the green fluorescent protein
(GFP). This protein was cloned from the living water Aequorea victoria and used
as a probe for gene expression [18]. After this use, several GFP derivatives were
created and other proteins were designed, making the use of biological fluorophores
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common in research [19]. The advantage of this type of fluorophore over others is that
the expression plasmids can be induced in other organisms and allow the expression
of that fluorophore alone or fused to a protein of interest. On the other hand, its
disadvantage is due to its size, the alteration of the biological function of the protein
of interest is possible in addition to providing a sensitivity and photostability equal
to synthetic organic dyes [17].

2 Synthesis of Fluorophores and Biological Applications

2.1 2,1,3-Benzoxadiazole

The history of the small-molecule probe 2,1,3-benzoxadiazole (2, benzofurazan)
started in the late 1960s. The reduction reaction of benzoxadiazole 1-oxide (1, benzo-
furaxan) using hydroxylaminewas the first synthesis to obtain benzofurazan (2)many
decades before, in 1899 (Scheme 1) [20].

Fluorogenic property was revealed after efforts to synthesized 4,7-substituted
2,1,3-benzoxadiazoles (Scheme 2). 1,3-Dichloro-2-nitrosobenzene (3)—previously
prepared by oxidation of the respective aniline—reacted with sodium azide to
produce spontaneous 4-chlorobenzofurazan (5) via attack from the nitrogen of the

Scheme 1 First synthesis of
2,1,3-benzoxadiazole (2)

 

Scheme 2 Synthesis of 4-chloro-7-nitro-2,1,3-benzoxadiazole (6) and further amination
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azide moiety to the oxygen on nitroso group with the loss of nitrogen gas [21]. Nitra-
tion reaction was performed to obtain the 4-chloro-7-nitro-2,1,3-benzoxadiazole (6)
[22]. The high fluorescence was serendipity discovered after nucleophilic aromatic
substitution of the chlorine atom of 6 to amino groups (Scheme 2) [23].

Benzofurazan ring was also prepared using N-(O-nitrophenyl)carbamates in high
temperatures [24] and the propose mechanism is described in Scheme 3 [25].

Oxygen from the nitro group of the compound 10 attacks the electron-deficient
carbonyl group from carbamate to remove the alkoxide ion which reacts with the
proton on the nitrogen in an acid–base reaction toward carbon dioxide elimination.
After that, cyclization of the 2,1,3- benzoxadiazole (2) is conclude when nitroso
substituent attacks the nitrogen atom on ortho position [25]. Benzofurazan deriva-
tives was also prepared in mild conditions reacting 4-substituted 2-nitroaniline with
potassium hydroxide and sodium hypochlorite solution [26]. These methods make
feasible different groups on benzene ring including those to produce fluorescent
compounds.

Fluorescence observed in 4,7-substituted benzofurazans derivatives occurs due
to system named “push–pull” wherein one substituent is electron withdrawal group
(e.g. NO2) and another one is an electron donor group (e.g. amino-alkyl) [27]. The
substituent effects at the 4- and 7-positions were investigated evaluating seventy
compoundswhichwas classified into twogroups according to differenceofmaximum
excitation and emission wavelengths: excitation related to intramolecular charge
transfer transitions andπ → π* transitions [28]. A new highly fluorescent compound
precursor was synthesized based on this study considering Hammett substituent
constant as parameter, the 4-phenylaminosulfonyl-7-fluoro-2,1,3-benzoxadiazole
(15), which could be react with amines to produce the very intense chromophore
16 (Scheme 4), a useful tool to investigate amino acids [28]. Furthermore, molecular

Scheme 3 Mechanism of N-(O-nitrophenyl)carbamates converted into benzofurazan (2)
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Scheme 4 Amination of
4-phenylaminosulfonyl-7-
fluoro-2,1,3-benzoxadiazole
(15)

orbitals study [29] and elucidation of fluorescence on–off switching mechanism—
associated to fast intersystem crossing or fast photoreaction—of 4,7-substituted
benzofurazans [30] was able to sum at the previous findings.

A small collection of 5-substituted benzofurazans had a similar evaluation and
its results indicated the photoreaction is responsible for the relaxation process [26].
The quantum yield of these compounds was investigated according to excited states
and ground states and that information is a start to develop new fluorogenic 2,1,3-
benzoxadiazoles [26].

4-Chloro-7-nitro-2,1,3-benzoxadiazole (6) reacts with nucleophiles, however the
7-sulfonium salt 17 is water soluble and specific for thiols in protic solvents
(Scheme 5) [31].

Compound 17 was synthesized via sulfonation reaction of the 4-chloro-2,1,3-
benzoxadiazole (5) and neutralised with ammonium hydroxide. Next, in a compe-
tition reaction using product 17 and similar amine and thiol compounds, 17 was
specific for thiol in aqueous medium [31]. The investigation continued and it
proved in a similar fashion the same behaviour using different amino acids and
peptides: only those bearing a free thiol groups had reaction with the 4-chloro-7-
sulfobenzofurazan 17. All products are highly fluorescents [31]. More fluorogenic
sulfo-2,1,3-benzoxadiazoles 19 and 20 were specific for thiols—bearing fluorine
rather than chlorine atom—and recommended as a tool for bioimaging (Fig. 1) [32].

The synthetic chemistry involved in nitrobenzoxadiazoles (NBD) were explored
in bioimaging applications. Modern eletrophilic NBD derivatives could react with
cysteine, homocysteine, and reduced glutathione (GSH) in different manners. Ether-
NBD 21 was cleaved by thiol group and changed the fluorescence spectrum

Scheme 5 Synthesis of 4-Chloro-7-sulfobenzofurazan ammonium salt 17 and its preferential
thiolation
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Fig. 1 Fluorogenic
sulfo-2,1,3-benzoxadiazoles
specific for thiols

(Scheme 6) [33]. Compound 24 was specific for cysteine and homocysteine because
the thiol group replaced the thioether-pyrimidine and further it was converted to a
higher fluorescent amino compound via intramolecular nucleophilic aromatic substi-
tution reaction—Smiles rearrangement—due to proximity of amino residue which
is not possible for glutathione (Scheme 7) [34].

Reactivity of benzofurazan derivatives was utilized for different species rather
than amines or thiols. Compound 27 is an example of fluorescence probe for reactive
oxygen species (Scheme 8) [35] and the structure 31 could identify formaldehyde
(32) in living cells via aza-Cope rearrangement (Scheme 9) [36].

Fluorescent probes based on 2,1,3-benzoxadiazol (2) are an important tool to label
biologically active substances. NBD derivatives 36 and 37 are tagged on ligands
for mitochondria membrane receptor [37, 38], 38 on the Tigeclyne [39]—a newest

Scheme 6 Cleavage of NBD 21 by biological molecules

Scheme 7 Selective reaction of NBD 24 for cysteine and homocysteine
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Scheme 8 Reaction of NBD 27 with reactive oxygen species

Scheme 9 2,1,3-Benzoxadiazole specific for formaldehyde

tetracycline derivative antibiotic with low toxicity—and 39 on the D-gluocose for
the anti-diabetic investigation in zebrafish [40] (Fig. 2).

Fig. 2 NBDs structures tagged on biologically active molecules
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2.2 2,1,3-Benzothiadiazole

Heterocycle 2,1,3-benzothiadiazole (41, BTD; piazthiole is the old name) is
isostere of 2,1,3-benzoxadiazole (2). The basic synthetic pass to prepare it uses
ortho-phenylenediamine (40) and a sulphur source like sulfur dioxide (SO2), N-
sulfinylaniline (PhNSO), bis(benzenesulfonyl)sulfodiimide [(PhSO2N)2S] or thionyl
chloride (SOCl2) [41]. The latter reactant is more common (Scheme 10) [42].

Each nitrogen atomof 40 attacks the sulphur atom in the thionyl chloride and, after
aromatization process, BTD (41) is formed eliminating triethylammonium chloride
and water.

An alternative method to synthesize BTD (41) uses 1-piperidinosulfenyl chlo-
ride (42) whose proposed mechanism is described in Scheme 11 what is like the
thionyl chloride. However, dihydro-2,1,3-benzothiadiazole 44 is also isolated after
purification [42].

The interest in the fluorescence of BTD (41) provided a detailed report about
its spectral properties in 1975 [43]. Substituents on the benzene ring of the BTD
(41) causes different brightness—as well as it works for benzofurazan (2). Recently,
the synthesis of 4,7-diaryl-2,1,3-benzothiadiazoles 48 (Scheme 12) displayed new
compounds with high fluorescent quantum yields justified by the π-extended
conjugated structures [42].

Bromination reaction of BTD (41) to obtain 4,7-dibromo-2,1,3-benzothiadiazole
(47) was not so feasible. BTD (41) and bromine mixture produced 4,5,6,7-
tetrabromo-4,5,6,7-tetrahydro-2,1,3-benzothiadiazole (46) in an electrophilic addi-
tion reaction—and probably with the quinoid system intermediate 45 (Scheme 12)
[44]. Product 47 was isolated only after it had reacted with potassium hydroxide
[44]. However, a solution of BTD (41) and 47% hydrobromic acid, and droplet addi-
tion of bromine allowed prepare compound 47 in almost quantitative yield [44].
Dibromo-BTD derivative 47 is the ideal starting material to produce π-conjugated

Scheme 10 Synthesis of
2,1,3-benzothiadiazole (41,
BTD)

Scheme 11 Alternative method to synthesize BTD (41)
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Scheme 12 Bromination of BTD (41) further Suzuki coupling

fluorescent BTDs by means the synthetic protocols of carbon–carbon couplings like
Suzuki (Scheme 12) and Sonogashira reactions (Scheme 13) [42].

Fluorescence properties of 4,7-disubstituted-2,1,3-benzothiadiazole—aryl 48 and
ethynyl 51—were applied in biological assays in the last years. Compound 52 (Fig. 3)
were a sensitive probe for DNA [45, 46]. Fluorescence of 52 occurs due to charge-
transfer process from electron-donor 4-methoxyphenyl group to electron-acceptor
BTD core [45]. Alkynyl moiety had the linker function—and π-extension conjuga-
tion to improve the brightness—for the DNA binding site [45]. BTD derivatives 53
and 54were incorporated into DNA oligonucleotides showing a fluorescence depen-
dence of the neighbourhood. Such structures were considered building blocks for
optical DNA-materials owing π-π stacking interactions [47].

Other views to the BTD applications are a non-fluorescent cytotoxic nitro-
derivative 55 converted to light-up amino-derivative 56 by nitroreductase in
cancer cells (Scheme 14) [48], a simple push–pull fluorophore BTD 57—4-(N,N-
dimetilamino)phenyl group as electron donor—for lipid droplets in living and
fixed cells (Fig. 4) [49], and a BTD derivative 58 specific to plasma membrane—

Scheme 13 Sonogashira coupling of dibromo-BTD (47)
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Fig. 3 Fluorescent BTD derivatives for DNA

Scheme 14 Light-up process by action of nitroreductase enzyme

Fig. 4 BTD derivatives for lipids and plasma membrane

water soluble compound with a hydrophilic domain and a lipophilic anchor due to
hydrophobic preferences of BTD core (Fig. 4) [49, 50].

Mitochondria is an important organelle to study because their disfunctions are
responsible for many diseases [51]. Then, selective fluorescent probes for mitochon-
dria—like some BTD derivatives—help to investigate cellular mechanisms of action
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[52]. Previous presented molecule 58 has not aryl or ethynyl group directly attached
to the heterocycle. Besides that, it has only one substituent. Structures like 58 were
synthesized via directBuchwald–Hartwig amination, a palladium-catalysed coupling
reaction of amines with aryl halides in mild conditions and ample scope (Scheme 15)
[51, 52].

2,1,3-Benzothiadiazole 60 displayed an excited state intramolecular proton
transfer (ESIPT) effect that stabilize the molecule during the energy emission in
addition to intramolecular charge transfer (ICT) [51]. Compound 60 stained only
mitochondria in different tumor cell lines [51]. Backing to aryl- and ethynyl-BTD,
substance 52 was also specific for mitochondria in bioimaging experiments in living
cells [53].

A positional isomer of 60 had an additional study extending the molecule with
alkyl groups on nitrogen atom of the pyridine moiety providing singly and doubly
charged structures (Fig. 5) [52]. In biological assays, structures like 61was selective
for mitochondria and 62 was an unexpected fluorescent dye for plasma membrane
[52].

Biologically active molecules may be a target to tag BTD probes. (R)-
Goniothalamin (63) is a natural product has presented antitumor activity [54], and
its structure allowed synthesize the racemic hybrid compound 64 with a fluorescent
BTD indicating a preferential mitochondrial localization in cancer cell lines to this
styryl lactone (Fig. 6) [55] Lapachone (65) is also a natural product with medicinal
interest, and a fluorescent BTD corewas tagged to the nor-β-lapachone byClick reac-
tion (compound 66) [56]—a 1,3-dipolar cycloaddition in mild conditions between
azides and terminal alkynes with large application as synthetic tool for bioconju-
gation, including in situ reactions (Fig. 6) [57]. Quinone moiety was the potential

Scheme 15
Buchwald–Hartwig
amination of 4-bromo-BTD

Fig. 5 Singly and doubly charged BTDs
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Fig. 6 BTD tagged into natural products derivatives

reason for the quenching in 66which was solved synthesizing the compound 67—by
reacting 66with o-phenylenediamine (40, Fig. 6) [56]. Even though nor-β-lapachone
derivative 66 had low fluorescence intensity, it was active against tumor cell lines,
what was not observed for 67 [56].

2.3 Cyanine

The first report of cyanine dye occurred in 1856 byWilliams who synthesized a blue
cyanine using quinoline, amyl iodide and ammonia as chemical reagents [58]. The
general structure of cyanine dye (68) consists of two heterocyclic nitrogen rings, one
of which is a positively charged, conjugated through an odd number of carbon atoms
(Fig. 7). Cyanine dyes can be classified according to the number of carbons chain
as monomethine (Cy1), trimethine (Cy3), pentamethine (Cy5), and heptamethine
(Cy7) [59].

Fig. 7 General structure of
cyanine dye
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General synthesis of Cy3 (71), Cy5 (73) and other cyanine dyes involves the
condensation of aromatic quaternary ammonium salts and condensing agents [59].
For the formation of trimethine (71), it is necessary the presence of methyl group
that can be activated by base, resulting in the formation of a carbanion. It is also
necessary the presence of a condensing agent as trimethyl othoester [59]. In this
case, the formation of the condensing agent occurs in the reaction medium, with
the protonation of trimethyl orthoformate (70), resulting in an aldehyde interme-
diate. This intermediary can undergo a condensation reaction. The cycle is repeated,
resulting in the formation of trimethine (71, Scheme 16). The traditional synthesis of
pentamethine (73) is similar to the synthesis of Cy3 (71). For Cy5 (73) synthesis, it is
necessary the use of an unsaturated bis-aldehyde or equivalent compound, usually as
Schiff base in the presence of the sodium acetate or other catalyst, for condensation
reaction (Scheme 16) [59].

In 1995, Narayanan and Patonay reported a new non-catalyzed synthesis of
heptamethine cyanine dyes. The protocol involved a quaternary salt of nitrogen
heterocyclic rings and 2-chloro-1-formyl-3-(hydroxymethylene)-1-cyclohexene 75
in 1-butanol and benzene as solvent, resulting in a chloro dye intermediate 76. The
intermediate 76 can be reacted with other nucleophiles from phenols, in presence
of sodium hydride, to form substitution products in high yields (Scheme 17). Addi-
tionally, it is essential to notice this protocol is not limited to synthesize symmetrical
cyanine dyes due its slower rate reaction, but it is also not limited to the formation of
pure nonsymmetric dye alone [60]. This protocol avoided some disadvantages of the
traditional synthesis of heptamethine cyanine dyes, such as difficulty in purifying the
product, the need to use a catalyst, problems during the synthesis of non-symmetrical
dyes and low yield during reaction scale up [61].

Initially, the new cyanine dyes synthesized for use in biological systems exhib-
ited disadvantages in photochemical and photophysical properties which precluded
their application. However, the possibilities for change of heteroaromatic moiety and
insertion of new groups in both heterocycles and nitrogen boosted the discovery of
new cyanine derivatives with wide application in bioimaging studies [62].

Scheme 16 General synthesis of Cy3 (71) and Cy5 (73)
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Scheme 17 General synthesis heptamethine cyanine dyes (77)

Fig. 8 General structure of
the sulfoindocyanine dyes 78

In 1993, Waggoner et al. synthesized a series of symmetrical and unsymmetrical
sulfoindocyanine dyes 78. The presence of negatively charged sulfonate group on
the aromatic nucleus increased the water soluble, being used to prepare brightly
fluorescent materials varying the visible to the near-infrared region (Fig. 8) [62].
Nowadays, sulfo-cyanine dyes with modifications in the structure (heteroaromatic
moiety and N, N’-substituents) are still widely used in fluorescence applications.

In 2000, Lilley et al. could define the effective position of Cy3 (71) in the DNA.
It stills commonly used in applications such as nucleic acid labeling, which attaches
to 5′ end of a DNA duplex being stacked onto the end of the helix [63].

In general, Cy5 (73) and Cy7 dyes are more favorable for developing chemosen-
sors. TheCy5 (73) andCy7fluoresces in greenish yellow and red region, respectively.
Both have less photodamaging, low background interference, and less light scat-
tering [64]. Almost all recent cyanine chemosensors developed for small molecule
in biological image are based on heptamethine cyanine (Cy7) dyes. Modifications
on the nitrogen of 3H-indolenine and substituents in the central chlorine atom on
the cyclohexene ring improve the photostability, fluorescence and solubility of these
dyes [65]. For instance, a highly selective and sensitive cyanine derivative 79 was
developed for detection of arylamineN-acetyltransferase (NAT2). In this case, NAT2
transfers an acetyl group to the aromatic amine of the 79 causing an effective PET
quenching effect in 80 (Scheme 18). The probe could monitor the NAT2 activity in
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Scheme 18 Structure of derivative cyanine dye 79 used for detection of NAT2

enzymatic system, living mice and tissue homogenate samples [66].
A different application of heptamethine was the development of two cyanine-

based fluorescent probes able to detect thiols such as glutathione, cysteine, and homo-
cysteine in living cells. The new structures contain 2,4-dinitrobenzenesulfonamide
group in 81 and 5-(dimethylamino)naphthalenesulfonamide group in 82 as
substituents in the central chlorine atom on the cyclohexene ring (Fig. 9). The
probe 81 exhibited a reversible response to thiols when treated with a thiol-blocking
reagent N-methylmaleimide, while probe 82 showed high selectivity for glutathione
over cysteine and homocysteine (Hcy), with reversible response when used N-
methylmaleimide. Probe 82 proved to be able to monitor glutathione in a mouse
model, with strong fluorescence emitted from various tissues, and, monitoring the
depletion of glutathione in mouse tissue cells promoted by excessive administration
of acetaminophen [67].

Other uses of cyanine dyes derivatives can be found in literature. Hemicyanine 83
and squarines 84 and 85 are members of the cyanine family, but biological applica-
tions still have a lack (Scheme 19) [64]. For instance, relatively short excitation and
emission wavelengths of hemicyanines 83 and generation of aggregates in aqueous
media of squaraines 84 and 85 are not desirable properties in biological research

Fig. 9 Structure cyanine-based fluorescent probes 81 and 82
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Scheme 19 Hemicyanines and squaraines cyanine family members

[64]. As mentioned, photochemical and photophysical properties can be improved
by changing the heteroaromatic moiety and insertion of new groups in the struc-
ture of cyanine. Maybe, these strategies can also be applied to hemicyanine 83 and
squaraines 84 and 85 for expand their use in biological systems.

2.4 Dansyl

In 1970, Mendel published a new protocol to synthesized dansyl chloride (87) [68].
Mendel complained that the commercially available dansyl chloride (87) had a vari-
able purity and the current protocol was tediously because the need to melt the
reagents, resulting in 25 to 40% yield. So, he described a new synthesis using phos-
phorus oxychloride in the presence of 5-dimethylamino-1-naphthalenesulfonic acid
(86) and phosphorus pentachloride in a room temperature solution, in 85% yield
(Scheme 20) [68]. Dansyl chloride or 1-dimethylaminonaphthalene-5-sulfonyl chlo-
ride (87) is a typical aromatic sulfonyl chloride, which reacts with a wide variety of
bases, and, nowadays, is commercially available with 98% purity.

Hartley and Massey’s proposed the use of dansyl structure in studies of the α-
amino and other reactive groups of proteins and peptides, butwasGraywho described
the formation and stability of dansyl amino acids [69]. When dansyl chloride (87)
reacted with primary and secondary amino groups, it formed a fluorescent sulfon-
amide adduct, while tertiary nitrogen bases catalyzed the reaction of dansyl chloride
(87) with other bases [70]. In 1975, the amino acid sequence of natural enkephalin,
a natural ligand for opiate receptors, was determined using dansyl-Edman procedure
[71].

Jiang et al. reported a new dansyl based probe 88 for detection of cysteine in vivo
based on a d-PeT switching mechanism (Fig. 10). The strategy was based on electron

Scheme 20 Dansyl chloride
(87) synthesis
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Fig. 10 Dansyl-based
fluorescent probe 88 for
detection of cysteine

transfer from the dansyl moiety to the LUMO of acryloyl group, resulting in the lack
of fluorescence.When acrylate is cleaved by the cysteine, the electron transfer and the
fluorescence is restored with bright green fluorescence. The probe showed selectivity
and sensitivity for cysteine in vitro over other various biologically relevant species,
and could detect Cys in living cellswith potential use in real-time cysteinemonitoring
[72].

Despite dansyl fluorophore is widely used in amino acids and protein, a few
dansyl based probes for the detection of metal ion have been reported. For instance,
a sulfonamide-based probe containing a dansyl fluorophore was developed to detec-
tion of copper in living cell. Ion Cu2+ can strongly quench the fluorescence of fluo-
rophores by electron or energy transfer. Then, when the dansyl based probe 89
interacts with the metal ion and the complex 90 is formed, the fluorescence is extin-
guished (Scheme 21). The probe 89 exhibited low detect limit for Cu2+ (2.98× 10−8

M), good water-solubility, good selectivity, high sensitivity, good cell permeability,
with potential to be employed as biomarker to monitor the level of Cu2+ in living
cells [73].

Scheme 21 Dansyl based probe 89 selective for copper(II) ion
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2.5 Fluo-4

Fluo-4 (97) is a fluorescent dye used to quantifying cellularCa2+ in living cells. Fluo-4
(97) is similar in structure and spectral properties of Fluo-3. The structural modifica-
tion consisted in the substitution of two fluorines for two chlorine in the fluorophore
which conferred certain advantages over Fluo-3. So, Fluo-4 (97) absorbs more effi-
ciently than Fluo-3 in 488nm, generating more intense fluorescence when used with
argon-ion laser sources or in microscopes equipped with standard fluorescein filter
sets [74].

The synthesis of Fluo-4 (97) is similar to that used for Fluo-3, reacting 91 with
tert-butyl bromoacetate which protects the amino groups for further treatment with
bromine and tert-butyllithium. The organolithium intermediate 94 reacts with 95 to
synthesize the intermediate 96 which is treated with BF3 etherate in acetic acid to
remove the t-butyl groups, resulting in the Fluo-4 (97, Scheme 22) [75].

Fluo-4 (97) can be used in the non-fluorescent acetoxymethyl ester form, Fluo-
4 AM (98), which usually is cleaved inside the cell in order to furnish the free
fluorescent Fluo-4 (97) (Fig. 11) [74]. Fluo-4 AM (98) is commercially available
for use in fluorescence and confocal microscopy, flow cytometry, and microplate
screening applications.

The use of Fluo-4 (97) in calcium image neuronal network was successfully
applied in mouse brain tissue. The method provided a simple and robust approach
for imaging Ca2+ in cortical networks with single-cell resolution in vivo [76].
Fluo-4 (97) also showed applicability in the erythrocytes measurements of intracel-
lular calcium. Compared to popular calcium indicators such as Fura-2 and Indo-1,
Fluo-4 (97) exhibited visible light excitation more suitable for calcium imaging in

Scheme 22 Synthesis of Fluo-4 (97)
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Fig. 11 Structure of Fluo-4 AM (98)

individual erythrocytes, with minimal influence by hemoglobin and no significant
auto-fluorescence of the erythrocytes [77].

2.6 Fluorescein

Fluorescein (101) was first synthesized by Adolf von Baeyer in 1871 from phthalic
anhydride (99) and resorcinol (100) in the presence of zinc chloride (Scheme 23)

Scheme 23 First synthesis of fluorescein (101) and its open-closed equilibrium
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[78]. Fluorescein (101) can exist in two major different forms: ring opened fluo-
rescent form or lactone non-fluorescent form (Scheme 23) [79]. Interesting features
of fluorescein (101) as good water solubility, absorption maximum at 494 nm and
emission maximum of 521 nm (in water) and high quantum yield can be explored in
different biological and biochemical applications [79].

Fluorescein isothiocyanate (104, FITC), a derivative of fluorescein (101), was
first synthesized in 1958. Fluorescein isothiocyanate (104) was developed to substi-
tute the fluorescein isocyanate used to labeled antibodies due to disadvantages in
the synthesis of fluorescein isocyanate and the low stability of product. The substi-
tution of isocyanate for isothiocyanate resulted in a mild synthesis by the reaction
of aminofluorescein diacetate 102 and thiophosgene (103) in acetone, resulting in
stable solid with satisfactory fluorescence when labeling antibodies (Scheme 24).
The use of FITC (104) showed a great advanced compared with previous fluorescein
isocyanate, which demanded use of highly toxic phosgene gas, besides the instability
of the isocyanates [80].

In 1990, Confalone found that succinyl fluorescein dye could be synthesized in
mild conditions using phthalic anhydride (99) and resorcinol (100) with methane-
sulfonic acid as both solvent and a Lewis acid catalyst [81]. In 1997, Sun et al.
prepared a series of novel fluorinated fluorescein based on Confalone protocol,
resulting in Oregon Green carboxylic acid 107 and 108, which could be excited with
the 488 nm spectral line of the argon-ion laser (Scheme 25) [82]. The higher photo-

Scheme 24 Synthesis of fluorescein isothiocyanate (104, FITC)

Scheme 25 Synthesis of the isomers of the Oregon Green® carboxylic acid 107 and 108
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stability, ionization at a lower pH (insensitive in the pH range), and a high quantum
yield make these fluorinated fluoresceins very popular. Nowadays, Oregon Green®

carboxylic acid, 5-isomer (107) and Oregon Green® carboxylic acid, 6-isomer (108)
are commercially available.

Ma et al. reported a highly selective and sensitive spirofluorescein hydrazide probe
109 for Cu2+. Experiments showed that spiro fluorescein hydrazide 109 has nearly
no absorption in the visible region. According to the authors, hydrazide recognizes
and binds to Cu2+, and the complexation of Cu2+ results in the hydrolytic cleavage of
the amide bond, causing the release of fluorophore 112, and recovering the yellowish
green fluorescence characteristic of fluorescein (Scheme 26). In 0.01 M Tris–HCl
buffer (pH 7.2), the probe exhibited a highly selective fluorescence response only to
Cu2+ allowing the probe to be used for the direct detection of Cu2+ in some biological
systems, as demonstrate in preliminary applications in fluids such as human serum
and cerebrospinal fluid [83].

Yoon and coworkers have developed a fluorescein-based fluorescent probe 113 for
the detection of thiol-containingmolecules with high selectivity and sensitivity. They
observed changes in the fluorescence spectra of probe in the absence or presence
of glutathione (0–100 mM) in HEPES buffer. The probe 113 is essentially non-
fluorescent in the absence of glutathione, however, the addition of glutathione causes
probe fluorescence enhancements (115) with a strong new emission peak at 520 nm.

Scheme 26 Spiro fluorescein hydrazide probe 109, and hydrolytic cleavage of the amide bond by
Cu2+
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Scheme 27 The opening of the fluorescein 113 by 1,4-addition of thiol specie

Murine P19 embryonic carcinoma cells and zebrafish exhibited high fluorescence
when treated with 69. However, when they were pretreated withN-methylmaleimide
(NMM) and, then, incubatedwith probe 113, they observed a decrease in fluorescence
intensity, confirming the presence of thiol species. Experimental evidence suggests
that the 1,4-addition of thiol to the unsaturated ketone results in the opening of the
fluorescein spiro ring, increasing the probe’s fluorescence in the aqueous medium
(Scheme 27) [84].

2.7 Phenoxazine

Phenoxazine (118) is an oxazine fused to two benzene rings. The first synthesis
of phenoxazine was reported in 1887 by Bernthsen by pyrolytic condensation of
o-aminophenol (116) with cathecol (117, Scheme 28) [85] Almost 30 years later,
Kehrmann and Neil synthesized phenoxazine (118) heating an equimolar mixture of
o-aminophenol (116) and o-aminophenol hydrochloride (119, Scheme 28). Later, it
was demonstrated that the catechol (117) acts only as proton donor, and the evidence
was obtained by the isolation of the intermediate 2,2′-dihydroxydiphenylamine [86,
87]. A different procedure for the synthesis of unsubstituted phenoxazine (118)
involves the auto condensation of o-aminophenol (116) in the presence of iodine,
with elimination of ammonia and water (Scheme 28) [88]. However, for substituted
phenoxazines, the Turpin’s reaction has been widely used. This reaction is based
on the condensation of o-aminophenol (116) with picryl chloride (120), resulting in
an intramolecular nucleophilic displacement of the 2-nitro group by the phenoxide
group in alkaline medium to obtain 122 (Scheme 28) [89].

Phenoxazine derivativesmost used in cell biology are the dyesNile Blue (125) and
Nile Red (126). The first reported synthesis of Nile Blue dates to 1896 by Möhlau
and Uhlmann by condensing 1-naphthylamine (124) with 4-nitroso-N,N-diethyl-
3-aminophenol (123) to obtain a blue dye 125 (Scheme 29) [90]. An alternative
synthesis of Nile Blue (125) involves the use of perchloric acid instead of acetic acid
for condensation (Scheme 29) [91].
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Scheme 28 Syntheses of phenoxazine phenoxazines 118 and 122

Scheme 29 Original and modified synthesis of Nile Blue (125)

Nile Red (126) can be synthesized via hydrolysis of Nile Blue (125) with sulfuric
acid (Scheme 30) [90]. The most common method reported for preparing Nile
Red dyes is the use of 5-(dialkylamino)-2-nitrosophenol like 123 with 2-naphthol
(128) through an acid-catalyzed condensation reaction (Scheme 30) [92]. Nile Red
(126) has a neutral oxidized phenoxazine structure and exhibits highly fluorescent
properties. It is poor water soluble, but in other solvents its fluorescence varies,
consequently, Nile Red (126) is particularly useful for studying lipids and events
that involve impregnation of the dye in apolar medium [93]. For instance, the first
report of Nile Red (126) for the detection of intracellular lipid droplets by fluores-
cence microscopy and flow cytofluorometry was in 1985. It was observed that the
cytoplasmic lipid droplets could be performed with yellow-gold fluorescence [94].

Chang and coworkers reported a phenoxazine 129 and fluorescein 130 deriva-
tives as a peroxysensor (Fig. 12). The new probes are ROS selective, membrane



Syntheses and Biological Applications of Fluorescent Probes 539

Scheme 30 Syntheses of Nile Red (126)

Fig. 12 Boronate based fluorescent probes

permeable and respond to H2O2 by an increase in red, green, and blue fluores-
cence. The hydrolytic deprotection of the boronates with H2O2 recover the fluo-
rescence of phenoxazine and fluorescein derivatives. These boronate dyes are all
membrane-permeable and can be used to measure micromolar changes in intracel-
lular H2O2 concentrations in living cells using confocal microscopy and two-photon
fluorescence microscopy as well as nanomolar concentrations of H2O2 in vitro [95].

Wu et al. reported a study with phenoxazine derivative fluorescent probe 131 for
detection of the biomarker of melanoma and tyrosinase activity. The probe structure
consists of (4-hydroxyphenyl) urea group as a substrate for the enzyme, and a phenox-
azine moiety as chromophore. Tyrosinase can recognize the hydroxyphenylurea and
reacts with the urea linkage by oxidation followed by hydrolysis, activating the fluo-
rescence (Scheme 31). The probe 131 was able to detect sensitively and selectively
the endogenous tyrosinase in live cells and in zebrafish [96].

2.8 Rhodamine B

Classical rhodamines are prepared from 3-dialkylaminophenols condensed with
phthalic anhydrides under harsh conditions in different protocols described in the
literature [75, 80, 97]. A generic synthesis of Rhodamine B (135) is shown in the
Scheme 32.
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Scheme 31 Phenoxazine derivative fluorescent probe 131 for detecting tyrosinase

Scheme 32 Synthesis of Rhodamine B (135)

Rhodamine B (135) was first reported by Noelting and Dziewonsky in 1905
[97], however, it was only in 1997 that the Rhodamine B derivative and its ring-
opening reaction received more attention [98]. Czarnik and coworkers designed the
Rhodamine B hydrazide probe 136 selective for Cu2+ in water. The reaction with
Cu2+ in water resulted in redox hydrolysis, restoring the fluorescence of rhodamine
(Scheme 33) [98].

Ma et al. reported a N-benzoyl rhodamine B–hydrazide probe 140 designed for
hypochlorite anion (OCl−) detection. The non-fluorescent probe 140 interacts with
hypochlorite anion selectively, resulting in the oxidation of dibenzoylhydrazine,
which promotes the opening of the closed spirolactam ring (Scheme 34). They
observed that the pink color of Rhodamine B (135) is largely restored due to the
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Scheme 33 Mechanism of interaction of Rhodamine B hydrazide 136 with Cu2+

Scheme 34 Mechanism of interaction ofN-benzoyl rhodamineB–hydrazide 140with hypochlorite
ion

increase of the OCl− concentration. The fluorescence-on reaction has shown high
sensitivity and high selectivity for OCl− over other common ions and oxidants [99].

2.9 Alexa Fluor®

Alexa Fluor® is the basic name of a series of commercially available fluorescent dyes
widely used in many laboratories around the world. Before that, the research group
managed by Richard P. Haugland and his wife Rosaria P. Haugland synthetized
various other fluorescent probes for decades until the breakthrough which it was
patented and produced by his Company—Molecular Probes, nowadays part of
Thermo Fischer Scientific.

The first Alexa Fluor® compounds reported were Alexa 350 (142), Alexa 430
(143), Alexa 488 (144), Alexa 532 (145), Alexa 546 (146), Alexa 568 (147), and
Alexa 594 (148, Fig. 13)—each number is related to excitationwavelengthmaximum
in nanometres—with significantly quantum yield and photostability in bioconjugate
forms [100].
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Fig. 13 Structures of Alexa 350 (142), Alexa 430 (143), Alexa 488 (144), Alexa 532 (145), Alexa
546 (146), Alexa 568 (147) and Alexa 594 (148)

Those structures of Alexa dyes are the sulfonated version of aminocoumarins
and rhodamines derivatives. Sulfonation were largely tested in many hydrophobic
compounds to increase the solubility [100]. The sulfonyl group had improved the
hydrophilicity and furthermore the brightness of the fluorescence for the Alexa dyes.
Synthesis of Alexa 488 (144) is described in Scheme 35 [101].

5(6)-Carboxyrhodamine 110 was prepared like presented before—for
rhodamines—and the classic sulfonation was performed using fuming sulfuric
acid in an ice bath. The product was obtained as a triethylammonium salt after
neutralization and purification. This protocol is carried out to prepare other Alexa
dyes, including the starting materials (e.g. 7-hydroxy-1,2,2,4-tetramethyl-1,2-
dihydroquinoline and a phthalic anhydride (99)). Carboxylic acid substituent may
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Scheme 35 Synthesis of Alexa 488 (144)

be converted to succinimidyl ester, esters containing alkyl chains and amides for
future reactions [100].

Other Alexa Fluor® compounds were reported and compared to cyanines when
conjugated to antibodies and specific proteins [102]. The conclusion was Alexa
555, Alexa 633, Alexa 647, Alexa 660, Alexa 680, Alexa 700 and Alexa 750—
some of them are sulfonated cyanines and other structures has not been disclosed
by the suppliers—were more fluorescent when observed properties like resistance to
photobleaching and labelling [102].

Applications of Alexa dyes are numerous. Alexa 647 was tagged to an effector
caspase recognition sequence and a quencher compound what it was possible to
observe a quenching in baseline conditions and the imaging of apoptosis after
cleavage of fluorescent probe [103].

Alexa 488 (144) was fluorescent probe for bioorthogonal labelling by copper-
free click chemistry using difluorinated cyclooctyne promoting the imaging in
mouse [104] and zebrafish [105]. Bicyclo[6.1.0]nonyne derivative was function-
alised with Alexa 555 for the three-dimensional visualization of living melanoma
cells demonstrating a novel alkyne derivative for biorthogonal chemistry [106]. Like-
wise, tetrazines carryingAlexa 750 orAlexa 568 (147)were efficient for biorthogonal
conjugation via Diels-Alder cycloaddition reaction in cancer cells [107].

A major application of Alexa 488 (144) is as donor fluorophore in Förster (fluo-
rescence) resonance energy transfer (FRET) which was useful in the study of linker
length and rigidity for the determination of distance of nucleic acids [108]. RNA
molecules also were labelled with Alexa 488 (144) and Alexa 594 (148) in specific
sites in a long chain [109]. Synthetic carbohydrates could be monitored in a single-
molecule level when tagged with Alexa 488 (144), an example of the study of
glycosaminoglycan fragments [110].

In the G protein-coupled receptors (GPCRs) field, Alexa 647 was tagged in a
human adenosine A2A receptor (hA2AAR) antagonist for pharmacological studies
of this drug target [111]. Cell surfaces could be investigated via semisynthetic fluo-
rescent sensor proteins by FRET using the pair Alexa 488 (144)/Alexa 594 (148)
[112].
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2.10 Coumarin

Coumarin (152)—further its derivatives—is a versatile natural product first isolated
in 1820 from tonka beans, widely diffused in plants and applicable in biology,
medicine, materials and common products like cosmetics and beverages [113, 114].
Perkin was responsible for first synthesis of coumarin (152) [115]. Essentially, it
was first reported the use of the sodium phenolate salt as starting material aiming
the acetylation of the oxygen, but additional investigations by Perkin—because he
had unexpected obtained coumarin (152)—determinate salicylaldehyde (150), acetic
anhydride (151) and sodium acetate as reactants (Scheme 36) [116, 117]. Studies
involving the synthesis of coumarin (152) lead Perkin to produce cinnamic acids
from aromatic aldehydes and acid anhydrides what is known as Perkin Reaction
[117].

Pechmann reaction is a classic method to synthesize coumarin derivatives like
umbelliferone (155, 7-hydroxycoumarin), described in Scheme 37 [118].

Initially malic acid (153) is decarboxylated and dehydrated by sulfuric acid
medium to form formylacetic acid (154) which reacts with resorcinol (100) to
produce umbelliferone (155) after three steps (attack on the carbonyl group, elec-
trophilic aromatic substitution followed by dehydration for aromatization) [118]. β-
Ketoester could be used in this protocol [118]. Knoevenagel condensation is a well
know reaction and it is also relevant for synthesis of coumarins whose mechanism
resemble Perkin reaction [113, 119].

Coumarins were first identified after isolation of the product through the odour
and its fluorescence, what was the case of umbelliferone (155) [118]. 7-Substituted
coumarins with electron donor groups are fluorescent [120]. This luminescence
is increased with an electron acceptor substituent at 3-position of the heterocycle
(Fig. 14) [121].

Scheme 36 Synthesis of coumarin (152) by Perkin

Scheme 37 Synthesis of umbelliferone (155) by Pechmann reaction
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Fig. 14 Design for
fluorescent coumarins

Fig. 15 7-Aminocoumarins; fused carbazole ring had highest quantum yield

In this context, 7-aminocoumarins are a significant class among coumarins in
fluorescent field. A series of this amino compounds were evaluated, and their results
indicated fused carbazole ring had highest quantum yield (Fig. 15) [120].

The advantageous electron acceptors in 3-position of coumarin derivatives are
cyano, benzothiazoles and benzimidazoles groups. Then, coumarin analogue 166
was synthesized (Scheme 38), and it presented red shift in absorption and emission
assigned to rigidity of the nitrogen at 7-position what enhanced the electron donation
efficiency [121].

Fluorescent 3,7-substituted coumarins could be prepared through one-pot reaction
using basic reactants to form coumarin ring as presented before plus ortho-substituted
aniline to construct heterocycle at 3-position (Scheme 39) [122].

Post-functionalization of coumarin derivative 170 was realized via palladium-
catalysed carbon–carbon cross-coupling reaction when two equivalents of 3-
bromocoumarin (170) were converted into 3-(benzofuran-2-yl)-coumarin (172,
Scheme 40) [123].

Plausible mechanism to produce 172 contains a halo-reduction of one molecule
of 3-bromocoumarin (170), and a decarboxylation ring-contraction to form benzo-
furan ring [123]. There are other examples of post-functionalization of coumarin
derivatives aiming different purposes [124].

Coumarins have a countless biological application as such as active molecule
for diseases and fluorescent probe in bioassays [123]. Chromones 174 and 176
were designed as fluorescent false neurotransmitters (FFNs) based on serotonin—an
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Scheme 38 Synthesis of coumarin analogue 166

Scheme 39 Synthesis of the 3,7-substituted coumarin 169

Scheme 40 Synthesis of 3-(benzofuran-2-yl)-coumarin (172)

endogenous neurotransmitter requiring a fluorescent core—and a previous reported
fluorescent coumarin derivative—demanding a recognition element for synaptic
activity [125]. These molecules could be prepared by same method using either
chloro(triphenylphosphine)gold(I) or platinum(IV) tetrachloride with latter being
less sensitive (Scheme 41) [125].
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Scheme 41 Synthesis of potential fluorescent false neurotransmitters

One of the main biological tools for tag fluorescent probes is the copper-catalyzed
azide-alkyne cycloaddition (CuAAC; Click) reaction. Azido-coumarin 177 is a non-
fluorescent compound though triazolemoiety bounded in proteins afterClick reaction
has revealed the fluorogenic substance 179 (Scheme 42) [126].

Bioorthogonal chemistry has applied coumarin dyes in many important studies.
Scheme 43 describes Staudinger reaction between the phosphorous-derivative of
coumarin 180 and enzyme bearing azido-group to form the highly fluorescent

Scheme 42 Fluorescent coumarin after Click reaction

Scheme 43 Fluorescent coumarin 181 after biorthogonal Staudinger reaction
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Fig. 16 Coumarins bearing cyclooctyne group for biorthogonal chemistry

compound 181—because lone pair of electrons on phosphorous atom trigger the
quenching [127].

Likewise, coumarinswere tagged into cyclooctynes, themajor class of compounds
to bioassays (Fig. 16) in living cells in biorthogonal protocol [128, 129].

Coumarin derivatives were utilized as probes for biological metal detections like
magnesium(II) (184) [130], zinc(II) (185) [131] and copper(II) (186), latter being
selectively detectable in LLC-MK2 cultured cells (Fig. 17) [132].

Nucleic acids could be monitored by coumarin derivatives [133]. Chromone
187 remained fluorescent in DNA after incorporation by oligonucleotide synthesis
methods, and it was possible observe dynamics in the interior of DNA (Fig. 18)
[134].

Determination of thiol groups in biomolecules inside the cells was achieved
by coumarins, in general not fluorescent before reaction with cysteine or reduced
glutathione (Scheme 44) [135–137] These structures were designed to be either
cleaved by thiols or suffer nucleophilic attack or electrophilic addition [136, 138].

Fig. 17 Coumarins for metal detection
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Fig. 18 Coumarin derivative
187 to monitor DNA

Scheme 44 Coumarin derivative 188 selective for cysteine

Lastly, some commercially available coumarins acted as fluorescent reporter in
drug release investigations for visualization of cellular uptake of the nanoparticles
containing the active ingredient [139, 140].

2.11 BODIPY

BODIPY is an acronym name for boron dipyrromethene (or boron dipyrrin), a usual
denomination for the fluorescent 4-bora-3a,4a-diaza-s-indacene derivatives whose
synthesis of the basic structure 192 is described in Scheme 45 [141].

BODIPY 192 was prepared reacting pyrrole (190) and its 2-aldehyde analogue
191 with boron trifluoride diethyl etherate in a one-pot two-steps reaction in basic
medium [141]. This method was reported more than forty years after the synthesis
of the first BODIPY [142] (Scheme 46) probably because that simple structure has

Scheme 45 Synthesis of 4,4-difluoro-4-bora-(3a,4a)-diaza-s-indacene (192)
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Scheme 46 Serendipity formation of BODIPY core

low stability in post-functionalization protocols [141].
BODIPY’s breakthrough was an unexpected reaction aiming the acetylation of

2,4-dimethylpyrrole (193)with boron trifluoride diethyl etherate and acetic anhydride
(151) under reflux (Scheme 46). Further investigations—derivatives and function-
alization—were made in the same work on account of new molecule was highly
fluorescent [142].

Preparation of symmetric BODIPY 201 has the following general reaction using
two equivalents of pyrrole 197 (Scheme 47) [143].

Initially two molecules of pyrrole 197 react with the aldehyde 198 via acid catal-
ysis to produce 199 eliminating water. This compound is oxidised to dipyrrin 200
usuallywith 2,3-dichloro-5,6-dicyanobenzoquinone (DDQ) or p-chloranil as oxidant
[143]. Compound 200 could be prepared directly—no oxidation step—using acyl
chloride rather than aldehyde [144]. Boron complex 201 is formed as presented
before [143]. It was just recently reported results about the mechanism of complexa-
tion of boron trifluoride by dipyrrin which they indicated a first attack of pyrrolenine
nitrogen on the boron atom further high interaction of hydrogen from pyrrole with
the fluorine atom to produce hydrofluoric acid [145]. The basic protocol to synthesize
asymmetric BODIPY 203 is described in Scheme 48 [143].

Scheme 47 General reaction for symmetric BODIPYs
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Scheme 48 General reaction for asymmetric BODIPYs

Mechanism of reaction to prepare asymmetric BODIPY 203 is like that to
symmetric ones. It only difference is one pyrrole ring—aldehyde or ketone 202—has
different substituents from the other heterocycle and may be prepared in a previous
step using formylation—like Vilsmeier-Haack reaction—or acetylation methods
[143].

As noted, functionalised BODIPYs may be prepared with substituted pyrroles.
Another option is the post-functionalisation of BODIPY core which it is summarized
in Fig. 19 [146].

There is a myriad of methods of post-functionalisation of BODIPYs. Basically,
reactions on the carbon atom are related to reactivity of pyrrole rings like nucleophilic
and electrophilic aromatic substitution, modern carbon–carbon cross couplings—
using halogens—and C–H activation, and radical C–H arylation with aryldiazonium
salts. Knoevenagel condensation occurs on methyl substituent. Fluorine atom can be
suffering nucleophilic substitutions by carbon and oxygen nucleophiles [146].

Last strategies to post-functionalisation of BODIPY core can be reviewed as
follow (Fig. 20). Arylation on the methyl group at the meso position was achieved
through palladium-catalysed direct C(sp3)-H arylation (compound 204) [147]. A
styryl group at the meso position obtained by Suzuki cross-coupling reaction
(compound 205) could suffer cycloaddition reaction with trienamine—via amino-
catalysis—wherein BODIPY moiety act as electron withdrawing group (compound
206) [148].

Fig. 19 Resume of post-functionalization reactions of BODIPY core
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Fig. 20 Examples of post-functionalisation of BODIPY at the meso position

All these protocols are important to improve the fluorescence properties of
BODIPY (192). In general, BODIPYs have emission wavelength up to 600 nm.
Beyond that, BODIPY is poor water soluble. Solutions for these drawbacks could be
rationalized in different research and it was compiled in recent reviews [149, 150].
In the main term, aryl and styryl groups at 2,6- or 3,5-positions like in 210, and
fused aromatic rings like in 208 help to obtain a near infrared spectrum (Fig. 21)
[150]. Hydrophilicity might be reached by ethylene glycol chains as observed in 207,
carboxylates, sulfonates (e.g. 209), and phosphonates (Fig. 21) [150].

Since there are numerous BODIPY derivatives—in addition to many synthetic
possibilities—amajor application of this kind of fluorescent compounds is bioassays
because their structures have high fluorescence quantum yields, photostability and
they are biologically active [141, 151]. In order to use BODIPY as fluorescent label
for receptor ligands, an investigation about linkers has shown different alkyl groups
at meso position of 211–214 were stable in distinct conditions without quenching
(Fig. 22) [152] Biorthogonality was aimed synthesizing the BODIPY attached to
bicyclo[6.1.0]nonyne 215 for bioimaging of (azido-tagged) organelles in living cells
[153], or it was prepared with tetrazine moiety to obtain 216 which made it highly
fluorescent after reaction with trans-cyclooctene [154], and the resembling structure
217 was applied for labelling of DNAs (Fig. 22) [155].

Fig. 21 Hydrophilic and/or with near-infrared shift BODIPY derivatives
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Fig. 22 BODIPY designed for receptor ligands (211–214) and for biorthogonal assays (215–217)

BODIPYs bearing chelating agents were useful tools for monitor metals like
zinc(II) using 218, [156] copper(II) and mercury(II) testing 219 in biological experi-
ments (Fig. 23) [157]. Indeed, coordination complexes with biological interest were
label with fluorescent BODIPY as observed in 220 (Fig. 23) [158].

Amino acids and proteins also are targets for BODIPY labelling mainly reacting
with biothiols [159, 160]. Fluorescent probe 221 (Fig. 24) was selective for cysteine

Fig. 23 BODIPYs for metal investigations
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Fig. 24 BODIPYs for amino acids, peptides, or proteins

detection in lysosome—leaving behind homocysteine and reduced glutathione—
through amino substitution of the thioether moiety [161]. Structural modification via
palladium-catalysed C(sp3)-H activation of BODIPY probe 222 (Fig. 24) was efficient
for experiments in peptides [162]. Carboxylesterase 1 reacted with not-fluorescent
meso-ester BODIPY 223 resulting in a very brightness carboxylate anion compound
(Fig. 24) [163].

BODIPY 224 and 225 were examples of selective probe for endoplasmic retic-
ulum—in low and no cytotoxic concentration [164]—and for membrane potential
imaging—with increase water solubility [165]—, respectively (Fig. 25). Fluorescent
dyes were designed for in vivo evaluations using BODIPY [166] like the compound
226whose “light up” response was observed in zebrafish after sulfonate cleavage by
cysteine (Fig. 25) [167].

Lastly, a simplemention for application of fluorescent BODIPY core for detection
of reactive oxygen/nitrogen species, and gaseous molecules in living cells [168].

Fig. 25 BODIPYs for biological assays



Syntheses and Biological Applications of Fluorescent Probes 555

There are many other utilizations for BODIPY derivates, but they did not fit in this
document.

2.12 Carbazole

Carbazole (230) is a substance mainly found in coal tar whose first known synthesis
date from 1872 when aniline passing through glowing tube had resulted in a mixture
of compounds where the required heterocycle was isolated after purification [169,
170]. In the same opportunity, it was confirmed the structure of carbazole (230), a
tricyclic aromatic ring [170].

Shortly thereafter, other (nowadays acknowledged) protocols to prepare
carbazoles were reported like Graebe-Ullmann synthesis (Scheme 49) [171].

Graebe-Ullmann synthesis of carbazole (230) involves the intermediate of diazo-
tization 228, and one step to formation of benzotriazole ring 229. Product 230 is
formed after elimination of nitrogen gas [171].

The Borsche–Drechsel cyclization produce tetrahydrocarbazoles using phenyl-
hidrazine (231) and cyclohexanone (232) via acid catalysis with removal of ammonia
and, in a second procedure, an oxidation reactionwith lead oxide results in carbazoles
(Scheme 50) [172].

There are also modern methods to synthesize carbazoles. This heterocycle
was prepared in a one-pot palladium-catalysed reaction based on Suzuki–Miyaura
carbon–carbon coupling and on intramolecular amination (Scheme 51) [173].

3-Substituted carbazoles were synthesized in three steps: first, Ullmann cross-
coupling between enone 239 and bromo-aryl 240 followed by reduction—to isolate
tetrahydrocarbazoles—and lastly anoxidationwith palladiumoncarbon (Scheme52)
[174].

Scheme 49 Graebe-Ullmann synthesis to produce carbazole (230)

Scheme 50 Borsche–Drechsel cyclization to produce carbazole (230)
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Scheme 51 Tandem Suzuki–Miyaura coupling and intramolecular amination

Scheme 52 Synthesis of carbazole 243 via Ullmann cross-coupling

Backing to free-metal protocols, carbazoles could be prepared via (meta-) C-H
activation using hypervalent iodine (Scheme 53) [175].

Post-functionalization of carbazole ring is summarized in Fig. 26 [169]. There are
three major positions able to add new substituents: 3-,6- and 9-position. Hydrogen
on nitrogen (9-position) is weakly acidic which it may be removed by strong bases to

Scheme 53 Synthesis of carbazole 246 using hypervalent iodine

Fig. 26 Main post-functionalization reactions of carbazole ring
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Fig. 27 Examples of carbazoles as fluorescent probes for biological application

realize nucleophilic attacks. Several characteristic reactions are possible at electron-
rich 3- and 6-positions. Halogens in those positions work as precursor for palladium
cross-coupling reactions since nitrogen had been protected [169].

Carbazoles had its electronic and fluorescent properties investigated since the late
1950s [176, 177]. The main carbazole dyes bear electron donating substituents in
9-position and electron withdrawing groups at 3- and 6-positions [169], however this
is not a verdict [178].

Some examples of biological application of carbazoles as fluorescent probes are
resumed as follows (Fig. 27): carbazole 247 targeted mitochondria to react with
hydrogen peroxide [179]; derivatives of compound 248 are selective for mitochon-
dria, lipid droplets or tissues depending on substituent [180]; copper(II) and zinc(II)
could be detected including in vivo analysis (compound 249 for zinc) [181, 182];
lastly carbazoles stained peptides [183] and nucleic acids [184].
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Abstract Tuberculosis (TB) is a serious infectious disease of chronic evolution
caused by Mycobacterium tuberculosis (MTB). In general, TB control depends on
many factors, among which a fast and accurate diagnosis is essential, which in turn
makes it possible to carry out a complete treatment involving the proper administra-
tion ofmedications by patients with active disease, that is, to prevent the transmission
and evolution of this disease. Despite efforts to TB control, only in 2018, about 1.5
million people died for causes attributed to TB. This likely is due to the appearance
of multidrug-resistant strains to known drugs, as well as individuals with HIV/AIDS
who are more susceptible to TB. Thus, in this perspective, it is fundamentally impor-
tant to develop new therapeutic options for the treatment of TB. Hence, this chapter
aims to identify new therapeutic alternatives available in the scientific literature based
on the use of functional nanoscale materials as strategies to control the increase in
bacterial resistance to drugs commonly used in the treatment of TB.
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1 Introduction to Tuberculosis

Tuberculosis (TB) has plagued humankind for millennia and to remains considered
one of the most lethal infectious diseases in the modern world [1–3]. Along this line,
there are reports of its occurrence, e.g., in Greece and the Rome empire. However,
it is believed that the disease has existed since the time of ancient Egypt since
researchers have found characteristic TB lesions in mummified bodies [4]. Despite
this, the etiologic agent responsible for this disease was isolated only in 1882, by
the scientist Robert Koch, known as Mycobacterium tuberculosis (MTB) or Koch’s
bacillus (BK) [4–6].

As such, the MTB bacterium belongs to the Mycobacterium genus of the
Mycobacteriaceae family, which has great clinical relevance [7]. This species of
saprophytic bacteria is a mandatory, or opportunistic, parasite that generally does
not develop in the living organism. On the other hand, they feed mainly on the waste
products present in these organisms. Also, they may have free life in soil/water, but
it is widely known that most of these microorganisms prefer to parasitize the tissues
of living hosts [8].

The MTB species has curved or straight bacilli, not sporulated and immobile,
in general, its chemical structure is similar, varying only in terms of its thickness
and length, which is, measuring about 0.2–0.6 μm in thickness, with approximately
1–10 μm in length [9]. In addition, it is well-known that MTB has a high resistance
to acid-alcohol due to a cell wall absorbed by high lipid content, such as microor-
ganisms, which causes a hydrophobic barrier it difficult for acid-acid discoloration
and, consequently contributing to its high resistance to antibiotics [9, 10].

The first antibiotics started to appear around 1940, when there was a hope that
this severe disease could eventually be eradicated. Unfortunately, this optimism was
premature, as TB is currently the bacterial infection that kills most people world-
wide [8, 11, 12]. In 2018 alone, this disease was responsible for about 1.5 million
deaths, with approximately 10 million new cases reported worldwide, according
to the World Health Organization (WHO) [2, 13]. The frightening spread of TB is
mainly associated with society’s living conditions. Like most infectious diseases, TB
also proliferates in areas of high human concentration, especially with poor infras-
tructure services (such as sanitation and housing), where, for example, hunger and
misery exist. For obvious reasons, particularly its incidence is more significant in the
peripheries of large urban centers, and can also infect anyone in rural areas [14].

Data released in 2018 (Fig. 1) by WHO shows that the majority of incidence of
TB cases occurred mainly in Africa (24% of the total), Southeast Asia region (44%),
and Western Pacific (18%), encompassing countries like Bangladesh, China, India,
Indonesia, Nigeria, Pakistan, Philippines, and South Africa [13]. In this scenario,
Brazil occupies the 20th position in the classification of the incidence of this disease.
The latest Ministry of Health report, released in 2018, reported records of about
75,717 new tuberculosis cases and 4614 deaths attributed to the TB disease, with
higher mortality rates in the states of Amazonas and Rio de Janeiro [15].
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Fig. 1 Incidence of tuberculosis cases in the world in 2018. Reproduced with permission from
reference [13]

Usually, transmission occurs when an individual infected with BK eliminates it to
the external environment, by sneezing or coughing, contaminating a healthy person
[15, 16]. As such, the most important factors to prevent the MTB transmission are
to avoid agglomerations in closed spaces, cover your mouth with your arm or hand-
kerchief when coughing and keep the environment well ventilated [4, 9]. Another
prominent factor is the delay in visiting a doctor and to diagnosing of this disease,
which can trigger the intensification of the spread of the disease, since, in each
positive case, several people may also be infected before it has been diagnosed in
locations with a high prevalence of the disease [9].

Yet, a peculiar fact related to TB transmission is that not all individuals infected
with MTB progress to the active form of the disease. As such, there are latent and
active TB infections. In particular, latent TB infection usually is when the patient has
no symptoms of the disease, as the body is able to fight the infection, it is assumed
that more than 2.0 billion people have latent TB [9, 17, 18]. These patients are at risk
of some point reactivating the disease, because factors such as aging, poor diet, stress,
and hormonal disorders and people infectedwith HIV/AIDS can be important factors
in decreasing the effectiveness of the immune system, leading to the appearance of
the active TB [17, 19]. Other routes of transmission of the TB bacillus, e.g., such
as the skin or the placenta, are rare and hence have no considerable epidemiological
importance [4].

As for TB infection, it usually starts when the bacilli reach the alveoli through
the individual’s airways, as illustrated in Fig. 2. In particular, BKs are ingested by
alveolar macrophages that most often can kill the bacteria, that is, likely due to the
host’s immune response. If BKsmanage to survive through this first line of defense of
the immune system, in particular, the bacteria begin to multiply within macrophages
and spread to neighboring cells, such as endothelial and epithelial cells. In addition,
through the lymphatic and circulatory systems, they can also migrate to other organs,
contaminating them and therefore reaching a high bacterial load in a few weeks [12,
20].

Thus, after this initial inflammatory reaction of the innate immune system,
in particular, the adaptive immune system leads to the dispersion of neutrophils,
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Fig. 2 Process of infection byM. tuberculosis. Reproduced with permission from reference [21]

lymphocytes, as well as other immune cells to the first infection site (pulmonary),
naturally originating a cellular infiltrate that, at some point, exhibits the structure of
a granuloma, with fibrotic components, surrounding it and making it calcified [12].
Then, the bacilli are protected and asleep within this granuloma. For reasons still not
well-defined, the immune system fails and the bacilli uncontrollably start to repro-
duce, making the TB disease active, with manifestations resulting from symptoms
[9, 12].

As previously mentioned, TB can affect any organ of the infected individual. Yet,
most infections are restricted to the lungs. Outside the lungs, the places where TB is
located, in order of frequency, are ganglia, pleura, urinary system, bones and joints,
meninges, and peritoneum, but virtually all organs and systems can be affected by
TB [4].

The detection ofTB is an essential step towards its control, since, one of the leading
causes of high TB load in low-income countries are the cases of TB undetected. Thus,
the early detection of TB implies the reduced transmission of the disease significantly
[22]. Generally, the set of symptoms, which involve a chronic cough, fever, night
sweat, chest pain, anorexia and adynamia (muscle weakness) can raise the suspicion
of TB [5, 23]. However, confirmation only occurs through the definitive diagnosis
that is made by identifying the bacilli in a biological sample of the patient, which
can be bronchial sputum, bronchoalveolar lavage, as well as other samples related
to the respiratory tract, through bacilloscopic, culture or molecular methods. Other
tests such as blood count, biochemical and radiological tests assist in the diagnosis,
leading to solicitation of more specific tests [9]. Hence, the main advantages and
disadvantages of some TB detection tests are summarized in Table 1.

These tests shown in Table 1 are widely used to verify the immune response
developed in the host against MTB, since the latent infection generates a late hyper-
sensitivity reaction to the type, as opposed to various components of the bacterium
[30, 31]. After diagnosis, the current treatment for controlling the spread of TB
usually consists of the use of antibiotics such as isoniazid, rifampicin, ethambutol
and pyrazinamide (Fig. 3), which involves ingesting these antibiotics in its combina-
tion for the first 2 (two) months of treatment [6, 32, 33]. In view that this initial phase
consists of the rapid elimination of the bacilli. While the second phase consists of
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preventing relapses and is called the continuation phase, where treatment with isoni-
azid and rifampicin is carried out for 4 (four) months [22]. The chemical structure
of these drugs used to treat TB are illustrated in the Fig. 3.

In addition, among these measures available for the prevention of the disease are
the intervention to assess latent infection of contacts and BCG vaccination (Bacillus

Table 1 TB detection tests and their advantages and disadvantages

TB detection test Advantages Disadvantages Explanation References

Chest X-ray Simple procedure,
identify atypical
changes in the
lungs

Small peripheral
nodules may not be
seen and risk of
cancer due to
excessive radiation
exposure

Excessive exposure
to X-rays affects the
location of exposure

[24]

TB skin
test/Mendel
Mantoux test

Highly requested
exam to detect TB
and replace
multiple puncture
tests

Test that indicates
only infection and
is not sufficient for
the diagnosis of the
disease, in addition
to generating
false-positive or
false-negative
results

The result depends
on knowledge about
the antigen used,
immunology of the
reaction to the
antigen and
administration and
reading techniques,
as well as on the
result of
epidemiological and
clinical experiences

[25]

TB culture Test It is a detection
method of high
specificity and
sensitivity for
pulmonary and
extrapulmonary
TB
In addition to
indicating cases of
suspected bacterial
drug resistance

Expensive
procedure that
requires
infrastructure and
levels of biosafety

Due to the slow
growth of
mycobacteria, this
procedure takes
time, taking a long
time to obtain the
results

[26]

TB interferon
gamma release
assays (IGRAs)

The result of this
test is obtained in
24 h, it is a blood
test and
vaccination does
not give false
results

Results do not
show selectivity
between latent
tuberculosis and
active tuberculosis

In this test, the white
blood cells of the
patient who has
already had contact
with the TB
mycobacterium,
when mixed with the
Mtb antigen, release
a large amount of
IFN-g
(interferon-gamma)

[9]

(continued)
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Table 1 (continued)

TB detection test Advantages Disadvantages Explanation References

Bacilloscopy Most widely used
identification
method in the
world, because it
is simple, fast and
cheap

In the case of
positive results,
thousands of bacilli
are needed per ml
of sputum, in
addition, it has low
sensitivity and
specificity

As the sample is
sputum, it cannot
detect
extra-pulmonary TB

[26]

Serological tests Method
considered simple,
economical and
minimally invasive

The antibody
response to M.
tuberculosis in
chronic infection is
highly complex
and variable, not
precise and quite
difficult

Detection of
antibodies to TB in a
blood sample

[27]

GeneXpert test The automated
GeneXpert
method identifies
the complex, also
checks resistance
to rifampicin

Constant power
and air
conditioning is
required

Detection method
based on the
identification of
specific sequences
related to antibiotic
resistance

[28]

TrueNat TB The method is
partially
automated and
only 0.5 ml of
sputum sample is
needed

Rapidly detects Tb
resistance to
rifampicin

Polymerase chain
reaction-based
testing identifies
Mtb infection and
antibiotic resistance

[29]

of Calmette-Guérin) [34]. In particular, the BCGvaccine was developed from a strain
of Mycobacterium bovis by researchers Léon Charles Albert Calmette and Jean-
Marie CamilleGuérin, in Paris, between the years 1906 and 1919 [34–36]. As such,
the BCG vaccine is became widely used successfully in humans and prevents the
development of lethal disease in children andyoungpeople; however, its effectiveness
in protecting against lung disease in adults is still questionable [4, 34]. Therefore,
there are huge efforts to the development of new and more efficient vaccines, being
that some of them are underway in the phase of clinical trials [22].

On the other hand, however, patients’ lack of adherence to the available therapeutic
regimens, the subsequent increase in multidrug-resistant strains of TB (with high
tolerance to some drugs) and also, co-infection with the HIV/AIDS virus, decrease
the effectiveness of treatment [4–22]. Particularly, we had reached an alarming point
where some bacteria exhibit high resistance to the use of the main antibiotics. This
likely is due to the fact that, in many cases, these drugs are used in large excess
(often wrongly and without any medical consent). This could lead to a global health
crisis, which could lead us to the time when antibiotics did not exist [37–41]. Thus,
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Fig. 3 Cocktail of drugs used to treat TB: Rifampicin (a), isoniazid (b), pyrazinamide (c) and
Itambutol (d)

in this perspective, the functional nanoscale materials emerging as a new and very
promising strategy for overcoming bacterial resistance [4, 9].

There are many recent studies emphasizing the use of nanotechnology as a thera-
peutic strategy [42–44]. Significant advances have been made in the design of novel
functional nanoscale materials, which can be obtained in a controlled manner by
different preparation methods. Hence, the major goal of this chapter is to introduce
the potential benefits related to the potential use of functional nanoscale materials to
the treatment ofmultidrug-resistant TB strains. In addition, we believed that this ther-
apeutic approach based on nanomaterials could, in principle, contribute to reducing
the overall incidence of death and new TB cases in the future.
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2 Therapeutic Strategies Based on Functional Nanoscale
Materials

The employment of nanomaterials in medical applications, such as for the TB treat-
ment, has increasingly grown in the last decade [45]. It is important to highlight that
the conventional antibacterial drugs present some limitations, such as short-term
efficacy, a poor release profile along with cumulative toxicity, and even the develop-
ment of resistance. Hence, the fundamental concepts of nanotechnology may aid in
solving these drug-related problems [46]. Also, these functional nanoscale materials
can protect antibiotics from deactivating enzymes, increasing the therapeutic efficacy
of the medication and are easy to handle, portable, efficient and inexpensive [22].
Particularly the use of nanomaterials for drug delivery purposes aims at maximizing
the dose into specific target organs, thus resulting in the reduction of systemic side
effects [47–49]. Thus, it is important a careful assessment of the in vivo biodistribu-
tion, which for nano-sized materials, due to their behavior is deeply dependent on the
size, charge, stability, in addition to other biophysical features [50]. In this context,
the formation of the biomolecular corona is known to determine the successful appli-
cation of nanoparticles in vivo (Fig. 4). As such, the adsorption process of biomacro-
molecules (like proteins), in principle, is an important and necessary step that occurs
immediately by biding with the surface of nanomaterials when circulating in physi-
ological fluids (such as the blood). More specifically, these strategies are needed in
order to improve the functional properties of the nanoparticles significantly and hence
allow for targeted stimuli-responsive drug delivery [51]. In view that the biomolec-
ular corona has a crucial role in determining immune system clearance and targeting
when nanomaterials are injected through the intravenous route [52], particularly for
anti-TB treatment since macrophages stand for the leading target site [53, 54].

Some methods for the preparation of polymer-related nanoparticles can be
observed in Fig. 5. Nano-delivery-based systems developed for both purposes of
targeting and treating TB, without the use of conventional drugs, have been designed
[46]. These include species like liposomes, which boost the intracellular killing
of MTB [55], as well as the employment of liposomal formulations containing

Fig. 4 Representation of the corona formation process. A = pre-coating, B = corona formation
and C = cell uptake. Reproduced with permission from reference [51]
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Fig. 5 Representation of conventional methods for the preparation of nanoparticles. Reproduced
with permission from reference [57]

antisense oligonucleotides [56]. Faced with the exposed, some advantages of the
nanoformulation are as follows, according to Patel et al. [57]:

(i) The use of nanomaterials-based delivery systems can potentially protect
drugs from degradation;

(ii) Tunable physicochemical properties due to the alteration in composition,
particle size, and morphology;

(iii) Reduction in dose frequency preventing problems related to misuse and in
excess;

(iv) Economic and patient compliance;
(v) The delivery of insoluble drugs can also take place by using nanomaterials-

based delivery systems;
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(vi) These systems can also incorporate previously rejected drugs or drugs with
administration issues;

(vii) Refining and improving drug targeting due to specific pathophysiological
feature of the diseased tissues;

(viii) A promising targeting system have longer circulating time and optimum
concentration at target sites;

(ix) Its pharmacological activity is not affected by longer circulating time;
(x) Enhanced permeability and retention effect are characteristic aspects of the

tumor, favoring drug delivery;
(xi) Drugs passively target macrophages (liver and spleen);
(xii) Blood–Brain Barrier (BBB) is the most efficient and challenging natural

barrier for the central nervous system (CNS) targeting lipophilic drugs. For
these drugs, the nanotechnology is a simple solution as such drugs reach the
target site via ultra-filtration process due to its nano-size;

(xiii) Enhance the oral bioavailability of the agents that are not effectively used
orally.

As such, the administration of the majority of anti-TB drugs occurs via either
oral or intravenous routes. Yet, these modalities of delivery have usually impaired by
extensive limitations, thus significantly decreasing the therapeutic efficacy of medi-
cations [45]. Among these limitations, we can cite (i) the poor delivery and accumu-
lation of drugswithin target organs, whichmay result in reduced efficacy in the lungs,
urinary tract and spinal vertebrae; (ii) aspects related to the selective permeability of
diverse biological barriers such as BBB. This process of selective permeability often
inhibits the efficient delivery of these drugs to their intended sites; (iii) high first-pass
metabolism and short half-lives of traditional anti-TB drugs, which may lead to the
need of a prolonged treatment durations; and (iv) the undesirable side effects of some
medicines result in reduced treatment processes and ultimately, drug resistance and
disease recurrence [45, 58, 59]. Due to these limitations mentioned above, particu-
larly the nanocarriers havewidely been designed tomanage these deficiencies, that is,
thus improving TB drug delivery. Some strategies that have demonstrated enhancing
in vivo drug performance consist in the employment of nanoparticulate-based drug
delivery systems, with improved plasma membrane permeability, tissue selectivity,
and even controlled drug release [45, 58, 59]. As such, the use of nanotechnology
in medicine is undoubtedly revolutionizing the current forms of treatment, allowing
for and making the treatment process more efficient and customized for a range of
diseases. Figure 6 shows the representation of some functional nanoscale materials
can be widely used in diverse medical applications.

It is additionally biodegradable and biocompatible polymeric nanoparticles have
been used since long in the cancer treatment as drug vehicles for enhancing anti-
cancer drug delivery so that it would be possible to maximize in vivo drug efficacy
[61]. Guided by the prosperous results demonstrated with anticancer drugs, these
polymeric nanoparticles have currently been used to improve anti-TB drug delivery
[62, 63]. Some of the approaches, which have been adopted, as well as notable
achievements, are highlighted in Tables 2 and 3.
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Liposome Polymer micelle Gold nanoparticle Dendrimer

   Oil nanoemulsion                 Porous            Iron oxide               Carbon nanotube 
                                            nanoparticle                  nanoparticle 

Fig. 6 Schematic representation of some nanoparticulate materials. Reproduced with permission
from reference [60]

A range of polymeric nanoparticles have been studied for the purpose of enhancing
drug delivery, and among these species, the poly(lactide-coglycolide) (PLGA) in
form of nanoparticles is one of the most deeply investigated. In view of their biocom-
patibility and good safety profiles, the PLGA nanoparticles have particularly been
approved by the US Food and Drug Administration (FDA), for application in a
variety of situations. Efforts have been made in order to design PLGA nanoparticles
for the delivery of anti-TB drugs. These strategies are, therefore, essential to address
legitimate clinical needs [45].

In work from Pandey et al. [64], were developed PLGA nanoparticles (diam-
eter 186–290 nm), aiming at improving anti-TB drug delivery. In addition, these
nanoparticles have been applied to encapsulate first-line anti-TB drugs, such as
rifampicin (RMP), isoniazid (INH), and pyrazinamide (PZA) (Table 2). Interestingly,
the encapsulation efficiencies (EE) reached 56%, 66%, and 68%, respectively. On
the other hand, these PLGA-based nanoparticles also demonstrated good potential in
prolonging the half-life of anti-TB drugs, as well as reducing the dosing frequency
of these medications. Pharmacokinetic investigations in mice models were capable
of detecting the presence of RMP in plasma, and surprisingly, even up to 6 days after
oral administration. In the case of INH and PZA, up to 9 days. These outcomes are
totally in contrast with the shorter half-lives of the unadulterated drugs, being 2 h
for RMP and 2–3 h for INH [64]. Furthermore, sustained drug levels, i.e., above
minimum inhibitory concentrations, were shown in target organs, such as lungs, for
a period of time of up to 9–11 days [45].
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Table 2 Nanoparticle formulations employed in enhancing in vivo TB-drug delivery

Formulation Drug Drug EE [%] Animal/dose/routes

PLGA nanoparticles
(186–290 nm)

RMP
INH
PZA

56
66
68

a Mice/5 doses (RMP, INH and
PZA, 12, 10, and 25 mg kg−1;
once every 10 days)/oral

b Mice/single dose (5 mg of drug
loaded
PLGA
nanoparticles)/subcutaneous

c Guinea pigs/5 doses (once every
10 days
administered via
nebulization)/inhaled

PLGA nanoparticles
(316 nm)

RMP d Zebrafish/intravenous

Lectin functionalized PLGA
nanoparticles (350–400 nm)

RMP
INH
PZA

54
64
66

e Guinea pigs/3 doses (RMP, INH,
and PZA, 12, 10, and 25 mg kg−1;
once every 15 days)/oral

f Guinea pigs/3 doses (RMP, INH,
and PZA, 12, 10, and 25 mg kg−1;
once every 15 days)/inhaled

Alginate nanoparticles
(235 nm)

RMP
INH
PZA

80–90
70–90
70–90

g Mice/Guinea pigs/3 doses (RMP,
INH, and PZA, 12, 10, and
25 mg kg−1;
once every 15 days)/oral

h Guinea pigs/3 doses (RMP, INH,
and PZA, 12, 10, and 25 mg kg−1;
once every 15 days)/inhaled

Liposomes RMP
INH

44–49
8–10

i Mice/Guinea pigs/12 doses (free
drug
RMP, INH, 12 and 10 mg kg−1;
RMP and INH loaded liposomes,
3 and 4 mg kg−1;
twice every week)/intravenous

Liposomes RMP
INH

40–45
8–12

j Guinea pigs/1 dose (RMP, INH,
46.5 and 23.25 mg kg−1) /inhaled

Asymmetric apoptotic body
like liposomes (APL)

k Mice/intranasal

Solid lipid nanoparticles
(SLN)

RMP
INH
PZA

51
45
41

l Mice/5 doses (5 mg of SLN
containing
0.24 mg of RMP, 0.2 mg of INH
and
0.5 mg of PZA), once every
10 days/oral

(continued)
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Table 2 (continued)

Formulation Drug Drug EE [%] Animal/dose/routes

m Guinea pigs/7 doses (free drug
RMP, INH,
12 and 10 mg kg − 1; RMP and
INH
loaded liposome, 3 and 4 mg kg −
1;
once every week)/inhaled

Reproduced with permission from reference [45]

In the process of free drug administrations, it is verified an initial burst release
within hours, subsequently being quickly metabolized and excreted. This situation
explains, e.g., the need for high dosing frequencies for TB treatment. According to a
studywithM. tuberculosis-infectedmice, 5 daily doses of drug-loaded nanoparticles,
whichwere administered orally, were enough to totally treat the infection. In contrast,
conventional free drugs in clinical use provide the same result with 46 daily [64].

The delivery process via inhalation of these nanoparticles also provided similarly
remarkable outcomes [63]. For example, in a study with M. tuberculosis-infected
guinea pigs, showed that drug-loaded nanoparticles led to complete clearance of
infection over only 4–5 treatment sessions, as well as, resulting in a significantly
improve the drug bioavailability concerning their orally administered equivalents
(i.e., 12.7, 32.8, and 14.7 folds for RMP, INH, and PZA, respectively) [63].

Note that the results obtained indicate potential implications in order to minimize
dosing frequencies, and equally important, they can reduce total drug concentra-
tions. These aspects are important to make it easier for the treatment administration,
reduce side effects, and circumvent multidrug resistance [45]. As said previously,
nanoparticles have demonstrated to be effective in boosting the therapeutic efficacy
of conventional anti-TB drugs. This trend is widely mediated through their endo-
cytosis by phagocytic cells, such as macrophages [65]. This effect from phagocytic
cells is notably most pronounced for nanoparticles within a specific size range of
50–200 nm [66–69]. Due to the trend of preferentially targeting macrophages, drug-
loaded nanocarrier systems have shown efficacy in reducing bacterial loads at the
target organ sites, explaining the superior performance of these systems. In a work
fromGriffith et al. [70], in which BCG-infectedmicemodels were used, they demon-
strated the differential localization of theBCGandPLGAnanoparticleswithinmouse
primary macrophages. When infecting macrophages, BCG predominantly resided
within phagosomes. On the contrary, when drug-loaded PLGA nanoparticles were
phagocytosed by macrophages, they instead localized to the phagolysosome [70].

With noninvasive imaging techniques, it was possible to visualize nanoparticles
being taken up by both infected and noninfected macrophages. One important point
to highlight is the fact that noninfected macrophages are actively recruited to the
infection site, where they phagocytose their infected counterparts. The investiga-
tors observed that drug-loaded nanoparticles within the phagolysosomes degraded
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Table 3 Achievements of nanoparticle formulations employed in enhancing in vivo TB-drug
delivery

Formulation Achievements

PLGA nanoparticles (186–290 nm) a TB bacilli was completely cleared from the
lungs and spleens of mice that received 5
doses of oral treatment

b A single subcutaneous dose led to sustained
drug plasma levels in the lungs (32 days) and
spleen (36 days); M. tuberculosis-infected
mice receiving single dose of treatment
showed undetectable bacteria counts in the
lungs and spleen

c A single nebulization dose led to sustained
drug plasma levels for 6–8 days; prolonged
half-life and enhanced bioavailability of
drugs; M. tuberculosis infected Guinea pigs
that received five doses of treatment showed
undetectable bacteria counts in the lungs

PLGA nanoparticles (316 nm) d RMP-loaded NPs significantly increased
embryo survival and decreased bacterial load

Lectin functionalized PLGA nanoparticles
(350–400 nm)

e Extended plasma life of drugs up to
7–13 days; M. tuberculosis infected Guinea
pigs that received 3 doses of oral treatment
showed undetectable bacteria counts in
various organs (lungs, liver, and spleen)

f Extended plasma life of drugs up to
6–14 days; sustained therapeutic drug levels
in tissues for up to 15 days; administration of
nebulized formulations to M. tuberculosis
infected guinea pigs led to undetectable CFUs
in various organs (lungs, liver, and spleen)

Alginate nanoparticles (235 nm) g Prolonged plasma life of drugs for up to
8–11 days; sustained drug levels up to 15 days
in organs; oral administration of drug-loaded
NPs to infected guinea pigs resulted in
undetectable CFUs in various organs (lungs,
liver, and spleen)

h Prolonged plasma life of drugs for up to
10–14 days; sustained drug levels for up to
15 days in organs; administration of nebulized
formulations to infected Guinea pigs led to
undetectable CFU in various organs (lungs,
liver, and spleen)

Liposomes i Extended plasma life of drugs for up to
5–7 days; drugs-loaded liposome
demonstrated higher efficacy than free drugs
against tuberculosis

(continued)
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Table 3 (continued)

Formulation Achievements

Liposomes j Extended plasma life of drugs for up to
2 days; sustained drug levels for up to 5 days
in alveolar macrophages

Asymmetric apoptotic body like liposomes
(APL)

k APL enhanced intracellular killing of M.
tuberculosis in bronchoalveolar lavage cells
obtained from patients with active pulmonary
tuberculosis; Infected mice receiving ABL
treatment with or without INH dramatically
reduced lung, liver and spleen mycobacterial
burden

Solid lipid nanoparticles (SLN) l Extended plasma life of drugs for up to
8 days; sustained drug levels for up to 10 days
in the lungs, liver, and spleen; oral
administration of drug loaded SLN (5 doses)
to infected mice led to undetectable CFUs in
various organs (lungs and spleen)

m Prolonged plasma life of drugs for up to
5 days; sustained drug levels for up to 7 days
in the lungs, liver and spleen; nebulization of
drug-loaded SLN (7 doses) to infected guinea
pigs led to undetectable CFUs in various
organs (lungs and spleen)

Reproduced with permission from reference [45]

through hydrolysis. This trend led the antibiotics to be first released into the cyto-
plasm (with the intracellular killing of pathogens) and then into the systemic blood
circulation. The RMP-loaded PLGA nanoparticles once more showed their utility
for treating TB, significantly lowering bacterial loads in target organs [45].

Along with PLGA nanoparticles, alginate nanoparticles have also been loaded
with anti-TB drugs and delivered to their target organs, also providing good results
[59]. In the study with TB-infected guinea pigs with inhaled INH, PZA, and RMP-
loaded alginate nanoparticles, it was possible to achieve full clearance of infection,
being observed in the lungs and spleen after 45 days of treatment. Interestingly, the
plasma drug concentration levels were comparable to those observed on day 1 post-
drug administration, even after 14 days of treatment [61]. This outcome reinforces
the fact that dosing frequencies can significantly be reduced with the employment of
drug-loaded nanoparticles.

On the other hand, it is well-known that functional nanoscale materials as a
promising platform for biosensors applications. For instance, Khoder et al. [42],
who in 2020 used polypyrrole nanostructure to develop a biosensor to detect the
genomic DNA of the MTB and the mutant that is resistant to RMP. According
to the experiment, through electrochemical polymerization, polypyrrole nanowires
were formed, then they were chemically modified by electrochemical oxidation of
ethylenediamine or PAMAMdendrimers to obtain an aminated surface [42]. Sharma
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et al. [71] studied the nano-carbons as bio-sensing tools to detect variations in the
concentrations of bacteria. In this work, the authors pointed out the limitations and
argued strategies to improve bacterial sensors based on nano-carbon, especially for
monitoring infections, such as TB [71].

Carbon-based nanomaterials (denoted here as CNMs) stand for a novel class of
functional materials, which have been broadly explored in many biomedical applica-
tions (e.g., such as drugdelivery, tissue engineering, diagnosis, cancer therapy, among
others) [72]. These functional materials have shown to present a broad-spectrum
antibacterial efficacy [73]. In this line, they have recently so-called huge attention
for the development of more promising therapeutic strategies against drug-resistant
species. As such, CNMs are species that differ from shape, size and therefore exhibit
specific interactions with eukaryotic and prokaryotic cells. Moreover, the carbon
skeleton of CNMs is usually functionalized with groups that lead to peruse better
solubility, beyond defining interactions with large macromolecules. Note that the
bactericidal activity of CNMs involves a combination of physical and chemical
mechanisms, as well. These nanomaterials designed can induce critical damages
to the cell wall and membrane of the target microorganisms. Interestingly in other
cases, the physical action of CNMs is related to the isolation of bacteria from the
external environment [74], affecting bacterial nutrient uptake, reducing the number
of colonized and infected cells as well as improving host immune response and
drug activity against the pathogen. Chemical interactions between CNMs and the
microorganism surface may lead to the generation of oxidative stress by electron
transfer phenomena, resulting in the production of known reactive oxygen species
[73]. Hence, these effects are deeply dependent on the particle size of CNM and can
be used to eliminate antibiotic-resistant microorganisms [46]. Some types of CNM
are represented in Fig. 7.

Diamond Graphene Carbon nanotube Fullerene 

Carbon dot Graphite Graphene oxide

Fig. 7 Representation of some carbon-based nanomaterials. Reproduced with permission from
reference [75]
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As such, CNMs display an intrinsic antibacterial action, which can strikingly
enhance anti-TB drugs effects in order to overcome microbial drug resistance.
Notably, the synergistic effects of the combination of graphene oxide (GO) with
anti-TB drugs, in principle, can reduce drug resistance and allow for a constant drug
release. In this context,DeMaio et al. [46] showed that administration of a lowdose of
GO could, in principle, be enough to induce the trapping of extracellular mycobac-
teria in the lungs, blocking the infection of forthcoming cells and increasing the
anti-TB efficacy. It is worth mentioning that the trapping effect may be an essential
ally to confine mycobacteria, thus avoiding their spread in other sites.

Functional nanoscale materials, in the current scenario, have opened novel
approaches in medicine, diagnosis, and advanced therapeutics. For the case of multi-
and extensively drug-resistant TB is a global threat to human health. Thus, we
mention here the importance of phytogenic metal nanoparticles to inhibit mycobac-
teria. As is well-known, the silver nanoparticles (AgNPs) have a high antimicrobial
activity with a broad spectral action [76]. Thus, the scientists extended the inves-
tigation to screen phytogenic AgNPs, gold (AuNPs), and gold–silver bimetallic
(Au-AgNPs) nanoparticles for application as antitubercular agents (antimycobac-
terial activity) [77]. For instance, Singh et al. [77] studied the biogenic-synthesized
from three medicinal plants (Barleria prionitis, Plumbago zeylanica, and Syzygium
cumini) AgNPs, AuNPs, and Au-AgNPs nanoparticles and their promising applica-
tion against MTB and M. bovis BCG. The investigators studied macrophage infec-
tion models in order to determine the minimum inhibitory concentration (MIC) and
half-maximal inhibitory concentration of nanoparticles. Techniques such as micro-
scopic analyses were performed to show intracellular uptake of nanoparticles in
macrophages. Other parameters were also established in relation to human cell
lines, such as biocompatibility, specificity, and selectivity of nanoparticles [77].
The bimetallic Au–AgNPs displayed excellent efficiency to inhibit mycobacteria.
Although RMP presents very high selectivity, the relevance of this study lies in
the fact that microorganisms are quickly obtaining resistance against conventional
TB drugs, and researches on alternative strategies are of great importance for effi-
cient treatments. In this report, Au–AgNPs from S. cumini showed deep efficiency,
specificity, and selectivity to kill mycobacteria, suggesting a good potential as anti-
tubercular agent [77]. Au–AgNPs demonstrated the highest antitubercular activity,
withMIC of 2.56μg/mL, followed byAgNPs. In addition, AuNPs did not show such
activity at concentrations of up to 100 μg/mL. The bimetallic Au–AgNPs were able
to enter macrophage cells and show up to 45% cytotoxicity at 30 μg/mL after 48 h.
Furthermore, these bimetallic nanomaterials were found to be more specific toward
mycobacteria,with their selectivity index in the range of 94–108 [77]. In this scenario,
a specific drug should be able to eliminate the target microorganism at concentra-
tions significantly below its cytotoxic level [78]. Currently, there are reports about
bimetallic nanoparticles comprising of gold and silver, which present higher antimi-
crobial activity than monometallic ones [79, 80]. On the other hand, the biogenic
synthesis of different metallic nanoparticles has called the attention of the scientific
community due to the clean, nontoxic, and eco-friendly procedures involved [81].
Despite higher selectivity index, it is known that conventional TB drugs are losing
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their functional value. This fact comes from the development of resistance among
mycobacteria, and in this case, it makes necessary high doses for treatment, which
can lead to the emergence of side effects in TB patients [82]. Differently from antibi-
otics, nanoparticles do not present a single specific way to act on microorganisms.
Diverse mechanisms have been proposed to unveil the killing action of nanoparti-
cles. In this context, there are themorphology disruption,DNAcleavage, inhibition of
DNA replication, as well as enzyme inactivation [83]. These mentioned mechanisms
become the survival of microorganisms difficult in the presence of nanoparticles.

Despite the nanomedicine advances in diagnostic and therapeutic systems, the
potential effect on human health due to prolonged exposure to these species has not
yet been established. The limited amount of information about the toxic effects of
these nanomaterials causes the nanomedicine to confront several regulatory issues
in a complex and costly process, but necessary, independent on the nanomaterial
or application. One of the main concerns is how nanoparticles can penetrate cell
membranes more easily than several other molecules or drugs [84, 85]. However,
could this greater ease be an indication of toxic effect? These questions are the fuel
of nanotoxicology studies, that is, it is of interest to answer the most considerable
number of questions about the interaction between nanomaterials and biological
systems, such as the limitations and mechanisms associated to short, medium and
long term exposures.

Classic analytical and biological methodologies are being adapted for toxico-
logical investigations [86–88]. Among them are flow cytometry, cell proliferation,
DNA fragmentation, cell cycle, histology, bioavailability and biodispersion. In vitro
and in vivo analyzes are the most used, however the information available today is
still contradictory and inaccurate. To assist the search for results in this area, other
tools have been proposed as models, computer simulations or instrumentations at the
atomic and/or molecular level [89].

There are, however, new problems in comparing in vitro and in vitro tests, for
instance, the differences in concentrations and doses administered for assays [90].
Very high doses in in vitro assays do not match the doses administered in in vivo
trials, not counting the exposure time or use of culture media in in vitro tests, making
nanoparticles with physical–chemical properties different from those administered
in in vivo tests, due to the adsorption of some components of the medium on the
surface of nanoparticle [91]. Parameters such as in vitro—in vivo correlation become
of fundamental importance.

3 Conclusion

In this chapter, we summarize the fundamental background on the application of
novel functional nanoscale materials to the treatment of multidrug-resistant TB
strains. In short, for applications with high sensitivity and selectivity in diag-
nostic and therapeutic systems, nanomaterials should be combined with even more
specific biomolecules, for example, antigen/antibody, enzyme/substrate, receptors
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or membrane proteins, DNA sequences, RNA, cofactors, that is, a variety of
biomolecules [92, 93]. In addition to these factors, an important parameter that must
be considered in the case of the development of a diagnostic and/or therapeutic
system is the bioavailability in the biological environment.

Due to their small size, functional nanoscale materials can easily enter the indi-
vidual’s body, for example, when used as a skin cream, orally, or also by inhalation
[94]. However, this entry into the biological system depends on factors, such as the
chemical composition of the surface, physical–chemical properties, size and shape,
capacity for aggregation or agglomeration, or even functionalization with specific
biomolecules [95]. Another important factor is directly related to the doses. In this
regard, some questions should be considered, for example, what is the dosage limit
that can be administered without demonstrating toxic effects, or how long this nano-
material remains available inside the organism until it is completely eliminated. As
the nanomaterials may have different sizes and structural functionalization, each
one may have a distinct cell entry mechanism. A study performed with polystyrene-
based nanosphere (dimensions of about 20 nm) suggests that they enter cells directly
through the membrane without the need for specific transport mechanisms, followed
by distribution throughout the cytoplasm and binding to several cytoskeleton bio-
structures [96]. Understanding the cell entry and exitmechanisms, aswell as ensuring
the stability of functional nanoscale materials, especially those surface-related prop-
erties, will be critical to ensure the safety as well as better use of their biological
functions.
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Abstract Parkinson’s Disease (PD) is a neurodegenerative disease that causes
damage to the cognitive and motor system due to the death of dopaminergic neurons,
which are responsible for the synthesis of the neurotransmitter dopamine. The
study aimed to compare the monoamine oxidase B (MAO-B) inhibitory activity
of natural molecules described in the literature with Selegiline, as potential drugs
for the treatment of PD through molecular modeling, molecular docking and predic-
tion of ADME/Tox properties. Thus, it was found the structure of the four natural
molecules, Amburoside A, Harman, Harmaline and Harmalol, showed antiparkinso-
nian biological activity.Maps Electrostatic Potential showed similar regions between
the molecules, except for Amburoside A, and Harmaline had a greater similarity
in the positive potential with Selegiline. Molecular docking demonstrated that the
studied molecules interact with 4–6 amino acids from the active site of the MAO-B
enzyme, indicating that it has an inhibitory action on the enzyme, through hydrogen
bonding and hydrophobic interactions. For ADME property predictions, most of the
molecules showed good human oral absorption, all showed average permeability in
Caco-2 cells, most showed average permeability inMDCKcells, showed lowbinding
to plasma proteins, and for permeability in the blood-brain barrier, theywere between
good and medium. Overall, Harmaline has more properties similar to Selegiline. For
toxicological properties, all molecules including Selegiline showed a positive result
for the possibility of mutagenicity, whereas for the parameter of carcinogenicity in
rats only the molecules Harmaline and Harmalol were positive, but no molecule was
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positive for carcinogenicity in mice. Therefore, the molecule that presented the best
results was Harmaline, opening perspectives for the execution of in vitro studies.

Keywords Parkinson ·Monoamine oxidase B · Natural compounds ·Molecular
modeling

1 Introduction

Parkinson’s disease (abbreviated as PD) is a progressive neurodegenerative disease
caused by necrosis of dopaminergic neurons located in substantia nigra, the brain
region responsible for the synthesis of the neurotransmitter dopamine (DA) [4-(2-
aminoethyl)benzene-1,2-diol]. This degradation leads to a decrease in DA in the
synaptic cleft, consequently, a movement control disorder occurs, since this neuro-
transmitter is related tomotor and cognitive functions. Nowadays, the possible causes
of this neurodegeneration are studied and generated the following hypotheses: One
related to brain damage due to excitotoxicity, where there is an accumulation of
glutamate in the region where the dopaminergic neurons are, and another related
to oxidative stress caused by monoamine oxidase B (MAO-B) when it degrades
dopamine, releasing free radicals [1, 2]. Alterations in α-synuclein levels create fila-
mentous clusters that are added to the cells of the central nervous system, causing a
decrease in the substantia nigra [3]; with the genetic mapping of the PD, it can be
noticed that the alterations, mainly, in the SNCA, GBA, LRRK2, PARK2, UCHL1,
PINK1, ATP13A2, HTRA2 genes [4, 5]; another hypothesis is the change that occurs
in the proteasome-ubiquitin system, in which Cul-1 protein makes use of ubiquitin
ligase and a desubiquitinator protein associated with the proteasome Pad-1, lead to
the reactivation of the cell cycle and apoptosis in subsets of postmitotic neurons [6].

Studies in European populations indicate that PD affects 1.8% of individuals over
65 years and can reach 2.6% of individuals over 85 years old. Additionally, some
authors have affirmed that there is no difference in prevalence between the sexes,
but studies in American populations indicate a higher prevalence in white males
[7]. This increase in PD is closely associated with an increase in the longevity of
the world population and, as a result, the appearance of neurodegenerative diseases,
but with changes in the exposure of risk factors, possible multidisciplinary care,
early diagnosis and improvement in the registration of the disease, it is possible
to improve the quality of life of these patients, resulting in longer life after the
diagnosis of the disease [8]. The diagnosis of PD is clinical and is mainly done
through the identification of four cardinal signs: bradykinesia, rest tremor, postural
instability and rigidity. Among PD patients without dementia, approximately 25–
30% have mild cognitive impairment, diagnosed in 10–20% of patients; PD can also
be confused with Lewy bodies dementia (LBD), and for the definitive diagnosis, the
1-year strategy is used, which, if more evident appearances occur after one year, will
be diagnosed with PD [9].
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Pharmacological treatment of PD consists of symptomatic control. The drugs are
classified as dopaminergic agonists whose example is L-DOPA [(S) -2-amino-3-
(3,4-dihydroxyphenyl) propanoic acid]; monoamine oxidase B (MAO-B) inhibitors,
selegiline and rasagiline; catechol-o-methyltransferase (COMT) inhibitors such as
entacapone and tolcapone, and anticholinergic drugs such as triexiphenidyl, which
are described in Table 1 [10]. Many MAO-B and COMT inhibitors used in the
clinic are irreversible, by covalently binding to the enzyme and inactivating it, which
results in important side effects. Besides, irreversibleMAO-B inhibitors (MAOI)may
exhibit several other undesirable side effects in the central nervous system (insomnia,
irritability, agitation, hypomania, REM sleep suppression), as well as cardiovascular
dysfunction (orthostatic hypotension) or sexual disorders. Thus, the search for natural
molecules is a promising proposal for the development of drugs with fewer adverse
events [2, 11, 12].

And one of the methodologies used in the development of new drugs is compu-
tational chemistry, with the characteristics of high affinity and specificity for the
target site and with greater intrinsic activity, increasing the effectiveness of the treat-
ment of this pathology [13]. In association with computational chemistry, molecular
modeling helps to understand the most attractive targets in the genesis representa-
tiveness or progression of the pathological process. Through virtual screening tech-
niques, data management and mapping of the 3D structure of molecular targets and
ligands can be done with less time and costs than conventional techniques for the
identification and optimization of new drug candidates [14].

This study approaches natural compounds isolated from plants in the North and
Northeast of Brazil, Amburana cearensis and Passiflora incarnata, used as an alter-
native treatment for PD, according to the authors, but its mechanism of action has
not been still fully clarified [15, 16]. The objective of the study was to compare the
natural molecules found in the literature with Selegiline, which is a drug currently
used in the treatment of PD, through calculations of descriptors, molecular docking
and prediction of pharmacokinetic and toxicological properties, to determine natural
compounds with inhibitory activity of Monoamine Oxidase B (MAO-B) as drug
candidates for PD.

2 Materials and Methods

2.1 Studied Compounds

For this study, a literature search was made through Scielo and PubMed databases,
in which it can be found scientific articles about studies of natural compounds from
plants of North and Northeast regions of Brazil used for the treatment of PD, prefer-
ably MAO-B inhibitors. Three criteria for choosing the molecules were used: to
have more than one study on the same molecule; to have at least one experimental
study in animals and to be a plant from Brazil, to improve the studies of plants of
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Table 1 Classes of drugs used to treat Parkinson’s disease [17–19]

Class Action Drugs Contraindications Adverse effects

Doparminergic
agonists

Increased
synthesis, release
and inhibition of
dopamine reuptake
in striatum in
parkinsonian
patients

Amantadine Epilepsy, heart
failure, mental
confusion

Nausea
Dizziness
Insomnia

Bromocriptine Pregnancy, lactating,
hypersensitivity to
other alkaloids,
psychic disorders

Cabergoline History of cardiac
changes

Depression
Irritability
Hypotension
Fibrosis
Liver failure
Psychiatric
disorders
Sweating
Infections
Changes in the
urinary tract
Xerostomia
Tachycardia
Benign
neoplasms
Anorexia

Apomorphine

Central
anticholinergics

It blocks
cholinergic
transmission and
decreases the level
of cerebral
acetylcholine,
restoring balance
with dopamine

Biperiden Glaucoma and
changes in the
digestive system

Triexiphenidyl Glaucoma and
pregnancy

MAO-B
inhibitors

Selective and
irreversible
inhibition of
monoamine
oxidase B enzyme

Selegiline Involuntary and
abnormal
movements, severe
psychosis, liver
ulcer, extremities,
pregnancy and
lactation

Rasagiline Use with other
MAOIs,
cyclobenzoprim,
Hypericum
perforatum, narcotic
analgesics, liver
failure and general
anesthesia

COMT
inhibitors

Selective
catechol-O-methyl
transferase enzyme
inhibitors

Tolcapone Liver disorders,
neuroleptic
syndrome,
hyperemia,
non-selective MAOIs

Entacapone Liver disorders,
cardiac disorders,
neuroleptic
syndrome, use with
entacapone and
non-selective MAOIs

(continued)
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Table 1 (continued)

Class Action Drugs Contraindications Adverse effects

Dopamine
precursor

Unlike DA,
levodopa crosses
the blood–brain
barrier, then is
converted by the
enzyme aromatic
L-amino acid
decarboxylase

Levodopa Non-selective
MAOIs, endocrine
problems, glaucoma,
severe psychiatric
illness, pregnancy
and lactation

the national flora. The keywords used were “antiparkinsonian natural molecules”.
Subsequently, a search was done looking for the most used drug and, then, it was
used as a standard molecule for physico-chemical, pharmacokinetic, toxicological
and experimental properties on docking simulation, through Molecular Modeling.

Selegiline (L-Deprenyl®; Eldery®) [(R)-N-methyl-N-(1-phenylpropan-2-
yl)prop-1-yn-3-amine] is a non-competitive and irreversible MAO-B inhibitor,
which was initially developed as an antidepressant and soon became a success
in the treatment of PD. In PD, Selegiline irreversibly inhibits MAO-B through
a reaction between the flavin unit of the enzyme and the acetylenic unit of the drug
[2]. Amburana cearensis A.C. Smith (sin. Torresea cearenses Fr. All) belongs to
Leguminoseae Papilionoideae (Fabaceae) family. Popularly, it is known by various
names such as “imburana-de-cheiro” and “cumaru” [20]. A compound of Amburana
cearense presented neuroprotective activity by the antioxidant action, being able to
be a medicine in the future, is the Ambruroside A [21, 22]. Passiflora incarnata L.,
popularly known as “maracujá”, belongs to the genus Passiflora, which some native
species are from Brazil, and distributed by Asia, Australia and North America. The
main constituents of P. incarnata leaves are flavonoids (0.25%), such as vitexin,
isovitexin, orientin, isoorientin, apigenin and kaempferol. Alkaloids based on viz
system ß-carboline ring, Harman, Harmine, Harmaline, Harmalol. Harmine and
Harmaline alkaloids are said to be effective anti-Parkinson compounds [15, 16].

2.2 Molecular Modeling of Studied Compounds
and Descriptor Calculations

The compounds studied were constructed as follows: initially, the structure of
Selegiline, Amburoside A, Harman, Harmaline and Harmalol which were drawn
in ChemSketch 12.0 program [23], and was established with Gauss View 5.0
program [24] and optimized using Density Functional Theory (DFT) method and
B3LYP/6-31G** basis sets implemented with Gaussian 03 program [25]. After the
structures were determined in three dimensions and various descriptors for each
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molecule were calculated. They represent different sources of chemical informa-
tion (features) regarding the molecules and include geometric, electronic, quantum-
chemical, physical-chemical and topological descriptors, among others [26]. Note
that the computation of the descriptors has been performed employing the following
softwares: Gaussian 03 program [25], Molekel [26] and HyperChem 6.02 [28].

2.2.1 Quantum Chemical Descriptors

In this study 11 reactivity descriptors were calculated, with the aid of the GaussView
5.0 [29], using abase setB3LYP/6-31G** implementedwithGaussian03 [24] and the
DFT method: total energy (TE), Mulliken electronegativity (χ), molecular hardness
(η), molecular softness (1/η), chemical potential (μ), global electrophilicity index
(ω), highest occupied molecular orbital (HOMO), one level below of highest occu-
pied molecular orbital (HOMO-1), lowest unoccupied molecular orbital (LUMO), a
level above of lowest unoccupied molecular orbital (LUMO+1), and the difference
of energy between HOMO and LUMO (GAP=HOMO–LUMO). These descriptors
are indicators of stability and chemical reactivity [28, 29]. The construction of the
frontier orbitals (HOMO and LUMO) was visualized with the aid of the Molekel
software [27].

2.2.2 Structure Activity Relationship Descriptors

The following SAR descriptors were calculated for the natural molecules reported in
the literature:Total SurfaceArea (TSA),MolecularVolume (MV),MolarRefractivity
(MR), Molecular Polarizability (MP), Lipophilicity coefficient (logP), Molar Mass
(MM) andHydration Energy (HE) [30] using the HyperChem 6.02 software [27]. HE
descriptor was used to calculate the Pearson correlation matrix as indicator variable.

2.3 Statistical Analysis

With the determination of all the molecular descriptors, it was possible to construct
the data matrix. For the analysis was necessary to standardize the data matrix X =
(n, m) containing the 5 molecules studied and the descriptors calculated in columns,
where n is the number of molecules and m is the number of variables. The objective
of standardization is to give each variable an equal weight in mathematical terms,
each variable was centered in the mean and scaled to the unit variance. The selection
of the variables was started by analyzing the Pearson correlation matrix [31] with
two tables, one relating the variables to the total energy (TE) and another relating
to the hydration energy (HE). The Person’s correlation analysis was performed with
the Pirouette 3.01 [32] and Statistica 6.1 softwares [33]. The final objective of the
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analysiswas to evaluate the descriptors that best correlatewith the inhibitor Selegiline
and the natural molecules.

2.4 Molecular Electrostatic Potential Maps (MEP)

An important concept explored in this study was the correlation of structure-activity
of the inhibitors studied through the characteristics of the electrostatic potential map.
In particular, the MEP allows the use of qualitative analysis to locate reactive sites
in a molecule. As such, MEP results determine the roles played by both electronic
and steric effects (size/shape) on its potency. It is of fundamental importance that the
visualization of MEP provides qualitative information about the molecules, such as
the behavior of the interaction between a ligand and the receptor. TheMEP at a given
point (x, y, z) in the neighborhood of a molecule is defined in terms of the interaction
energy between the electric charge generated from electrons of the molecules, nuclei
and a positive test charge (a proton) located in r. The MEPs were generated from the
atomic charge at the DFT B3LYP/6-31G** [34] calculated in the Gaussian 03 [25]
software, and the results will be visualized with the help of the Molekel software
[27].

2.5 Molecular Docking Study Using GOLD 4.1 Software

Molecular docking is an intensive and prominent computational method in the drug
discovery process. The benefit of docking is to identify the ligand binding mode at
the enzyme or receptor binding site through specific key interactions and to predict
the binding affinity between the protein-ligand complexes [35].

The GOLD software (GeneticOptimisation for LigandDocking) uses the genetic
algorithm for purposes of flexible docking experiments of ligands within protein
binding sites. A population of potential solutions (possible anchorage orientations of
ligands) is randomly configured [36]. In this regard, each member of the population
is, of course, encoded as a chromosome that contains information about the hydrogen
bondsmappingof ligand atoms to (complementary) hydrogenbondsof protein atoms,
hydrophobic points mapping on the ligand to hydrophobic points on the protein and
conformation around the ligand flexible bonds and hydroxyl groups of the protein.
It is difficult to predict how a small molecule will bind to a protein and no software
can guarantee success. The next step to be undertaken is to measure as accurately as
possible the reliability of the software, that is, the chance that it will make a good
prediction in a given instance. For this reason, GOLD has been tested with a large
number of complexes extracted from PDB. The overall conclusion of these tests was
that the solutions best classified by GOLD were correct in 70–80% of cases [36].

Given the crystallographic structure of the target, the molecular docking automat-
ically shows samples of the ligands conformations with a specific region of receptor
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binding. It has been used successfully to identify active substances by filtering out
those that do not fit into the active site. The binding site of the studied human enzymes
was defined with all residues within a sphere of 10 Å radius located at the center
of the active site. For the initial stage of docking experiments, some parameters of
the genetic algorithm (GA) were applied to search for binding modes of the selected
natural products keeping them rigid, since there was a need to preserve the similar
pose (conformation + bioactive orientation) of the inhibitor originally complexed
using as the reference molecule. Ten docking solutions were calculated for each
selected natural product and GoldScore was analyzed. In addition, the energy score
function was used to evaluate the free binding energy of the interactions between
the receptor and ligand. The visual analysis of poses was also take into account the
choice of the best free energy (�G) [35, 36].

A maximum efficiency search was performed (100% efficiency self-
configuration). The best natural products selected in this step were classified
according to the PLPFitness scoring function which assessed the binding modes
of these substances to the binding site. A visual inspection was performed to select
the best poses of selected natural products that revealed interactions with the amino
acid residues of the active site of the enzyme studied.

2.6 Pharmacokinetic and Toxicological Properties

The human organism consists of components such as transporters, channels, recep-
tors and enzymes in which are related to absorption, distribution, metabolism, excre-
tion and toxicity (ADME/Tox) of a molecule to be administered in an individual.
Observing and understanding the interactions that occur between molecules and
their macromolecular targets should enhance the ability to predict the toxicolog-
ical consequences that are responsible for the removal of many marketed drugs and
failures in the final development of the drug. By using the PreADMET webserver,
(https://preadmet.bmdrc.org/) it was possible to determine the pharmacokinetic prop-
erties of the structures, where is predicted human intestinal absorption (HIA), cellular
permeability in Caco-2 (pCaco-2) cells in vitro, cell permeability in Maden Darby
Canine Kidney cells (pMDCK), plasma protein binding (PPB) and penetration of
the blood-brain barrier (BBB), and toxicological properties as mutagenicity and
carcinogenicity. Pharmacokinetic and toxicological properties were calculated for
the inhibitor selegiline and natural compounds [37–39].

https://preadmet.bmdrc.org/
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3 Results and Discussions

3.1 Studied Compounds and Molecular Modeling

In Fig. 1, themolecules described in the literature and used in this study are observed:
Selegiline (1), Amburoside A (2), Harman (3), Harmaline (4), Harmalol (5), which
were drawn inChemSketch 12.0 program [23]. Selegiline is a drug used in PD therapy
and has antidepressant activity in high dose; it does not cause hypertension; neuro-
protection against MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine); sympath-
omimetic effects related to methamphetamine metabolites [2]. The phenolic glyco-
sides found inA. cearensis, amburoside A and B, had their neuroprotective properties
evaluated in cultures of cells exposed to neurotoxin 6-hydroxydopamine (6-OHDA).
6-OHDA is a hydroxylated derivative of dopamine that is possibly endogenously
formed in patients with PD and is related to various signs of the disease [16, 20]. For
the studies of P. incarnata, the aqueous extract with dry leaves was used and later
the effects of the extract were evaluated in animals that were induced experimentally
by neuroleptics to develop the catalepsy of PD, as this is an animal model used for

Fig. 1 Structure of Selegiline (1) and the natural compounds Amburoside A (2), Harman (3),
Harmaline (4), Harmalol (5)



600 B. L. B. Marino et al.

drug screening [15, 16]. Studies of natural molecules indicate that their antiparkin-
sonian activity is due to antioxidant action, but the mechanisms of action of the
molecules have not been proven, since, to reduce the oxidative stress, the molecules
must have the capacity to bind to reactive oxygen species or inhibit MAO-B that
degrades substances that generate oxidative stress. With this, it is believed that the
natural molecules can be used as MAO-B inhibitors.

3.2 Chemical Reactivity and Statistical Analysis of Studied
Compounds

With the computational advance, softwares that identify chemical reactions are being
incremented in research for discoveries of new drugs, because it is possible to obtain
information on the probable regions of interaction between molecules, more deeply
about which atoms these interactions may occur, facilitating the decision regarding
the molecular modifications to improve the activity of the new drug candidate.

Table 2 shows the results for Selegiline (1), Amburoside A (2), Harman (3),
Harmaline (4), Harmalol (5) compounds of EHOMO, EHOMO−1, ELUMO, ELUMO+1, gap
energy in B3LYP/6-31G** [20] level and Pearson correlation matrix in function of
Total Energy inwhich 1 represents a PositiveAbsolutCorrelation, 0 to noCorrelation,
and −1 to Negative Total Correlation [31].

In Fig. 2, the images of HOMO orbital energy are shown. That is the property
that informs the values related to the electrons affinity of the molecules studied,
characterized by the ability to perform nucleophilic attacks [40], as shown in Table

Table 2 Calculated EHOMO, EHOMO−1, ELUMO, ELUMO+1 and gap energy of Selegiline (1),
Amburoside A (2), Harman (3), Harmaline (4) and Harmalol (5) compounds in B3LYP/6-31G**

level and Pearson correlation matrix

Compounds EHOMO (eV) EHOMO-1 (eV) ELUMO (eV) ELUMO+1 (eV) Gap (eV) Total
Energy
(a.u)

1 −8.55 −8.80 4.12 4.18 −12.67 −556.55

2 −5.74 −6.41 −0.67 −0.59 −0.36 −152.75

3 −7.72 −8.23 2.63 4.02 −10.35 −569.15

4 −7.20 −8.28 2.76 4.56 −9.96 −645.15

5 −7.74 −8.71 3.95 4.68 −11.70 −646.31

EHOMO 1.00 0.94 −0.94 −0.85 0.95 0.79

EHOMO-1 1.00 −0.99 −0.96 0.99 0.93

ELUMO 1.00 0.94 −0.98 −0.91

ELUMO+1 1.00 −0.96 −0.99

Gap 1.00 0.93

TE 1.00
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Fig. 2 Representation of the HOMO orbitals in the Selegiline (1), Amburoside A (2), Harman (3),
Harmaline (4), Harmalol(5) natural compounds

2, HOMO values ranged from −8.55 eV to −5.74 eV, lower and higher for the
molecules Selegiline and Amburoside A, respectively. The Harmalol molecule has
−7.75 eV, being the closest value to the standard molecule Selegiline. For HOMO-1,
The values ranged from−8.8086 eV and−6.42 eV, lower and higher for the Selegi-
line and Amburoside Amolecules, respectively, with the closest value to the standard
molecule, Harmalol with −8.71 eV. The Pearson correlation value for HOMO and
HOMO-1 with total energy was 0.80 and 0.94, respectively, demonstrating that there
is a positive correlation.

In Fig. 3, presents images of LUMO energy which is the property that
informs the values related to electrons affinity of the molecules studied,
characterized by the susceptibility of the compound relative to nucleophilic
attack, same concept is for other orbital LUMO, for example, LUMO +
1 [40], as shown in Table 2, LUMO values ranged from −0.67 eV and
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Fig. 3 Representation of the LUMO orbitals in the Selegiline (1) and natural compounds
Amburoside A (2), Harman (3), Harmaline (4), Harmalol (5)

4.12 eV, lower and higher for the molecules Amburoside A and Selegi-
line, respectively, being Harmalol molecule with 3.95 eV the closest value
to the standard molecule Selegiline. For LUMO+1, the values varied from
−0.59 eV and 4.69 eV, lower and higher for the molecules Amburoside A and
Harmalol, respectively, with the value closest to the standard molecule Harmane
with a value of 4.03 eV. Table 2 shows the Pearson correlation value for LUMO
and LUMO+1 with the total energy, being−0.99 and−0.99, respectively, showing
a negative correlation.

In another study, Elshaflu and collaborators [41] performed in silico calcu-
lations of HOMO and LUMO for synthesized MAO inhibitors, to identify the
substituent that had the highest degree of energy. The results of the energies of
the HOMO orbitals varied from −5.51 to −5.20 eV, being possible to observe a
similar result with Amburoside A. While for LUMO the results varied from −2.79
and −1.53 eV for Harman and Harmaline, respectively.

The difference between HOMO–LUMO energies is identified as GAP and it is an
important indicator ofmolecular stability and chemical reactivity. The lower theGAP
values are, the more reactive will be the molecules, while higher values indicate high
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Table 3 Molecular descriptors of chemical reactivity and molecular stability of Selegiline (1),
AmburosideA (2), Harman (3), Harmaline (4) andHarmalol (5) compounds and Pearson correlation
matrix

Compounds X (eV) μ (eV) η (eV) 1/η (eV) HE (Kcal/mol)

1 0.08 −0.08 0.23 4.27 −0.25

2 0.00 −0.00 0.00 147.60 −33.35

3 0.09 −0.09 0.19 5.25 −4.91

4 0.08 −0.08 0.18 5.45 −6.27

5 0.06 −0.06 0.21 4.65 −8.73

χ 1.00 0.99 −0.92 −0.97 0.96

μ 1.00 −0.92 −0.985 0.96

η 1.00 0.913 −0.97

1/η 1.00 −0.97

HE 1.00

molecular stability [29]. As shown in Table 2, GAP values ranged from−12.6781 eV
and−0.3687 eV, lower and higher, for the molecules Selegiline and Amburoside A,
respectively, being Harmalol molecule with−11.7022 eV as the closest value to the
standard molecule Selegiline. The Pearson correlation value for GAP with the total
energy was 0.9386, demonstrating that there is a positive correlation and being the
best correlation of the matrix.

The total energy (TE) is the property that correlates the structure with the chem-
ical reactivity, corresponding to the sum of the energy of nuclear repulsion and the
electronic energy, in which the latter determines the fixed position of nuclei of the
molecule to estimate its stability [42]. As shown in Table 2, TE values varied from
-646.3129 a.u and−152.7570 a.u, lower and higher for the molecules Harmalol and
Amburoside A, respectively, where Harman molecule was -569.1508 a.u, being the
closest value to the standard Selegiline molecule.

In Table 3 are shown the molecular properties of the Selegiline (1), Amburoside A
(2), Harman (3), Harmaline (4), Harmalol (5) compounds in B3LYP/6-31G** level
andPearson correlationmatrix. The correlation between pairs ofmolecular properties
is less than 0.99408, while the correlation between the molecular properties and
hydration energy (HE) value is less than −0.97380.

The electronegativity (χ) is the property of the atom that measures its force of
attracting electrons for itself, in which it makes a connection with another atom. This
property can be used to estimate the capacity of one molecule to attract electrons to
another when there is an interaction between these two molecules [43]. As shown in
Table 3, χ values ranged from 0.0041 eV and 0.0936 eV, lower and higher, for the
molecules Amburoside A and Harman, respectively, having the Harmaline molecule
with 0.0816 eV, being the closest value to the standard molecule Selegiline. The
Pearson correlation value for electronegativity with HE was 0.9941 demonstrating
that there is a positive correlation.
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The chemical potential (μ) is the property related to the increase of Gibbs free
energy that came from the addition of an infinitesimal number of moles of one
component of the added substancemixture permole, under conditions of T, P, number
of moles of other constant components. Note that this property can in principle be
expressed as a function of other thermodynamic functions (E, H, A, S), since the
parameters are changed [43] as shown in Table 3, values ranged from −0.0936 eV
and −0.0041 eV lower and higher for the Harman and Amburoside A molecules,
respectively, having the Harmaline molecule with −0.0815 eV being the closest
value to the standardmolecule Selegiline. The Pearson correlation value for chemical
potential with HE was 0.9885 demonstrating that there is a positive correlation.

The concept of molecular hardness (η) and softness (1 / η) was formulated
according to the Lewis concept of acids and bases. The molecules that have a high
ionization potential and high electronegativity have high hardness. Therefore, hard-
ness can be said to represent the resistance of a molecule to deformation, and soft-
ness represents the ease with which a molecule is deformed [42]. As shown in Table
3, hardness values varied from 0.0067 eV and 0.2337 eV, lower and higher value
for the molecules Amburoside A and Selegiline, respectively, having the Harmalol
molecule with 0.2150 eV being the closest value to the standard molecule Selegiline.
For softness, the values varied from 4.2772 eV and 147.6014 eV, lower and higher
for the molecules Selegiline and Amburoside A, respectively, having the Harmalol
molecule with 4.6506 eV being the closest value to the standard molecule Selegiline.
The Pearson correlation values with HE for hardness were−0.9738 and for softness
−0.9599 demonstrating that both have a negative relation.

Hydration Energy (HE) is related to the stability of different molecular confor-
mations in aqueous solution, providing information regarding the type of interaction
that can occur between the compounds and their respective biological receptor and
also indicates the separation between active and inactive compounds [43], as shown
in Table 3, the values varied from –33.35 (Kcal/mol) and −0.25 (Kcal/mol), lower
and higher for the Amburoside A and Selegiline molecules, respectively, having
the Harman molecule with 4.91(Kcal/mol) being the closest value to the standard
molecule Selegiline.

3.3 Molecular Electrostatic Potential Maps

TheMEP view is shown in Fig. 4, for the compounds investigated. The regions high-
lighted in red represent negative regions that the molecule is more likely to perform
a nucleophilic attack, and blue regions are positive, evidence of regions where the
compound is most likely to undergo nucleophilic attack [34, 45]. To identify themain
characteristics related to the electron donor and acceptor regions of Selegiline (1),
Amburoside A (2), Harman (3), Harmaline (4) and Harmalol (5), qualitative evalu-
ations were performed resulting in amine group region and ester highlighted by red
in the MEP as an electron donor, while the amide and hydroxyl region is highlighted
by blue in the MEP as an electron acceptor.
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Fig. 4 Molecular electrostatic potential maps of natural compounds Selegiline (1), Amburoside A
(2), Harman (3), Harmaline (4) and Harmalol (5)

It was verified that the negative molecular electrostatic potential is distributed
in the nitrogen atoms present in the tertiary amine group (–C=N–C) and carbonyl
(C=O). The positive electrostatic potential in the investigated compounds was evenly
distributed along the aromatic rings, beingmore evident in the secondary amine group
(–C–NH–C). The lowest and highest values of the positive electrostatic potentialwere
0.036 and 0.084 ua, for the molecules Selegiline and Amburoside A, respectively.
While the molecule with the closest value to the standard Selegiline molecule was
the Harmaline with a value of 0.069 ua. The near and far values corresponding to the
negative electrostatic potentialwere−0.08505 ua and−0.035 ua, for theAmburoside
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and Selegiline molecules, respectively. While the Harmalol molecule with a value
of −0.076 ua has a similarity to the standard Selegiline molecule.

The region of electrostatic potential is negative due to the nitrogen atoms present
in the amine groups and the oxygen atoms in the carbonyl, which is the most notable
feature of MEP. The distribution of the electron density around these functional
groups may be responsible for the activity of the compounds. The presence of a
negative surface near the nitrogen atoms present in the amine groups and the oxygen
atoms in the carbonyl suggests that these compounds have a reactive site for elec-
trophilic attack. Thus, in the case of an electrophilic attack against an electronegative
zone, there is a preference to happen in these regions [43, 44].

ThroughMEPanalysis (Fig. 4), the selection of inactivemolecules can be avoided.
For the Selegiline molecule, regions in the aromatic ring and in the carbon of the
triple bond are highlighted in red (negative molecular electrostatic potential), having
2 regions, indicating that these regions are propitious for a nucleophilic attack, and the
regions in blue (positive molecular electrostatic potential) in hydrogens throughout
the molecule, in a total of 8 regions, indicate that they are protected from nucle-
ophilic attacks. Thus, in the 4 natural molecules, there is no triple bond and negative
molecular electrostatic potential distributed in the aromatic ring, but the positive
molecular electrostatic potential is found in the hydrogens bound to atoms that have
strong bonds with other atoms, being able to release this hydrogen for a possible
interaction with another molecule. Nevertheless, it could be said that the MEP of the
natural molecules has similarities with the MEP of the standard molecule Selegiline
[43, 44].

3.4 Docking Molecular Simulation

For this study, the docking simulation between the ligands and the active site of
the enzyme was performed with the Selegiline and natural molecules Amburoside
A (1), Harman (2), Harmaline (3), Harmalol (4) and MAO-B respectively. For this
purpose, the selection was first made from the Protein Data Bank (PDB) of the
MAO-B crystallographic structure deposited in the complex formunder code 4A79 at
1.89Å resolution.TheGOLDsoftwarewasused,whichuses the genetic algorithm for
purposes of flexible docking experiments of ligands within protein binding sites [36].
And this was used to identify the binding site of MAO-B to simulate the interaction
between the ligands and the enzyme.

The validation of the program for docking simulation consists in the replication
of the experimental results of the positions of the ligand atoms about the active site
of the enzyme, acquired from the crystallographic complex, and through the GOLD
4.1, several coupling tests were carried out in an attempt to obtain the same positions
of the atoms of the experimental result. The most used method to analyze if the
program succeeded in repeating the experimental result is the calculation of Mean
Square Deviation (RMSD) in which previous studies showed results smaller than 2Å
have a high success rate for a replication of the experimental result [45]. Through
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Fig. 5 Result of docking
simulation with the lowest
RMSD for the validation of
the complex 4A79

the Discovery Studio Visualizer software [46] it was possible to visualize the test
with the lowest RMSD of 1.3814 Å compared to the position of the ligand from the
experimental result of the 4A79 complex, shown in Fig. 5.

In Fig. 6 shows the interaction of the amino acids active sites that were selected as
described in the literature: TYR398, TYR435, PHE343, LEU171, TYR326, ILE316,
PRO104, PRO104, ILE199, LEU171, CYS172, TRP119 [47]. The analyzes demon-
strated that the bonds were mostly hydrophobic and hydrogen bond interactions,
the 5 molecules had only one common amino acid, CYS172, but all molecules had
interaction with more than 3 amino acids among the 12 active sites.

Hydrophobic interactions occur between apolar regions such as aromatic rings
and methyl rings. Conventional hydrogen bonds are characterized when a proton
acceptor molecule interacts with a proton donor molecule because of the difference
in electronegativity. This type of coupling occurs between electronegative atoms such
as fluorine, oxygen and chlorine [48]. Hydrogen bonds with a distance less than or
equal to 3 Å are relevant to assert that there is interaction, whereas the hydrophobic
bonds have a distance less than or equal to 5 Å so that an interaction between the
amino acids and the binding molecule occur [49].

In Table 4 shows the bonds between the amino acids and the studied molecules,
with their respective types of interactions. The docking simulation betweenmolecule
1 and MAO-B amino acids showed 6 bonds in 5 different amino acids of the active
site. Half of the bonds are hydrogen bonds between the nitrogen atom (N) and oxygen
(O) with hydrogen, and the other half consists of hydrophobic interactions between
aromatic rings and hydrophobic regions. The simulation between molecule 2 and
the MAO-B amino acids showed 17 bonds in 11 different amino acids. Most of
the bonds are hydrogen bonds between hydrogen (H) and oxygen (O) atoms, and
hydrophobic interactions between aromatic rings also occurred. In the simulation
between molecule 3 and the amino acids of MAO-B with 5 bonds in 4 different
amino acids,most of the bonds are hydrogenbondsbetweenhydrogen (H) andoxygen
(N) atoms, and hydrophobic interactions between aromatic rings. In the simulation
between molecule 4 and MAO-B amino acids with 9 bonds in 7 different amino
acids, most of the bonds are hydrogen bonds between hydrogen (H) and nitrogen (N)
atoms, and hydrophobic interactions have also occurred between aromatic rings. In
the simulation between molecule 5 and the MAO-B amino acids with 7 bonds in 5
different amino acids, most of the bonds are hydrogen bonds between hydrogen (H)
and oxygen (N) atoms, and hydrophobic interactions between aromatic rings.
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Fig. 6 Docking simulation between the active site of amino acids and natural molecules

The docking simulation between Selegiline and MAO-B showed 8 bonds in 6
different amino acids from the active site: CYS172, TYR326, PRO104, ILE316,
ILE199, LEU171. All interactions are hydrophobic, with the amino acid CYS172 a
van der Waals interaction was obtained between the sulfur atom of the amino acid
and the aromatic ring of the molecule with a distance of 4.73 Å; with the amino acid
TYR326, twohydrophobic interactionswere observed, one between the aromatic ring
of the amino acid and the carbon of the methyl radical of the molecule, and the other
between the aromatic rings of both the amino acid and the molecule, with distances
of 5.28 Å and 5.46 Å, respectively. With the amino acid PRO104, a hydrophobic
interaction was obtained between an alkyl group of the amino acid and the hydrogen
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Table 4 Result of the docking simulation between the studied molecules and the amino acids of
the MAO-B enzyme active site

Molecules Amino acids active site Atoms Interaction types Distance (Å)

Selegiline PRO104 Alkyl–H Hydrophobic 3.99

LEU171 1343 C–Ph Hydrophobic 4.24

CYS172 S–Ph Hydrophobic 4.73

ILE199 Alkyl–C Hydrophobic 4.22

ILE316 Alkyl–C Hydrophobic 4.64

Alkyl–C Hydrophobic 4.84

TYR326 Ph–C Hydrophobic 5.28

Ph–Ph Hydrophobic 5.46

Amburoside A LEU171 1343 C–Ph Hydrophobic 3.97

CYS172 H–O Hydrogen bond 2.65

Alkyl–Ph Hydrophobic 5.06

ILE199 Alkyl–Ph Hydrophobic 3.83

Alkyl–Ph Hydrophobic 4.89

TYR398 O–H Hydrogen bond 2.11

TYR435 OH–H Hydrogen bond 2.51

Harman LEU171 C1343–Ph Hydrophobic 4.52

CYS172 Alkyl–Ph Hydrophobic 4.83

TYR398 Ph–Ph Hydrophobic 4.51

Ph–Pirrol Hydrophobic 5.36

Ph–C14 Hydrophobic 4.06

TYR435 Ph–C14 Hydrophobic 3.84

O–H Hydrogen bond 2.09

Harmaline LEU171 C1343–Ph Hydrophobic 4.21

CYS172 S–Ph Hydrophobic 4.76

ILE199 O–H Hydrogen bond 3.08

Alkyl–C11 Hydrophobic 4.79

Alkyl–Ph Hydrophobic 4.86

Alkyl–Ph Hydrophobic 4.22

ILE316 Alkyl–C11 Hydrophobic 4.87

TYR326 Ph–Ph Hydrophobic 3.36

Harmalol LEU171 C1343–Ph Hydrophobic 4.19

CYS172 S–Ph Hydrophobic 4.88

ILE199 Alkyl–C11 Hydrophobic 4.20

ILE316 Alkyl–C11 Hydrophobic 5.28

Alkyl–C15 Hydrophobic 4.72

TYR326 Ph–Ph Hydrophobic 5.34

(continued)
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Table 4 (continued)

Molecules Amino acids active site Atoms Interaction types Distance (Å)

Ph–C15 Hydrophobic 4.92

atom of the molecule with a distance of 3.99 Å. With the amino acid ILE316, two
hydrophobic interactions were observed, between an alkyl group of the amino acid
and the carbon of the methyl radical, and another interaction between the alkyl group
and the tertiary carbon, with distances of 4.84 Å and 4.64 Å, respectively. With the
amino acid ILE199, a hydrophobic interaction was obtained between an alkyl group
of the amino acid and the carbon of the methyl radical of the molecule with a distance
of 4.22 Å. With the amino acid LEU171, a hydrophobic bond was obtained between
an alkyl group of the amino acid and the aromatic ring of themolecule with a distance
of 4.24 Å.

The simulation betweenAmburosideA andMAO-B showed 7 bonds in 5 different
amino acids: LEU171, CYS172, TYR398, TYR435 and ILE199. Most of the bonds
are of the hydrophobic type with four interactions, and there have also been three
hydrogen interactions between the hydrogen (H) and oxygen (O) atoms. With the
amino acid LEU171, a hydrophobic interactionwas obtained between the alkyl group
of the amino acid and the aromatic ring of the molecule with a distance of 3.97 Å.
CYS172 presented two interactions, one of the hydrogen bond type between the H
of the amino acid and O of the molecule with a distance of 2.65 Å, and the other of
the hydrophobic type between an alkyl group of the amino acid and the aromatic ring
of the molecule, with a distance of 5.06 Å. With the amino acid residue TYR398, a
hydrogen bond interaction was obtained between the O of the amino acid and the H
of the molecule with a distance of 2.11 Å. The amino acid residue TYR435 showed
a hydrogen bond interaction between the hydroxyl O of the amino acid and the H of
the molecule, with a distance of 2.51 Å. The amino acid residue ILE199 showed two
hydrophobic interactions, between alkyl groups of the amino acid and the aromatic
ring of the molecule, with distances of 3.83 Å and 4.89 Å.

In the simulation between Harman and MAO-B, it was possible to observe 7
bonds in 4 different amino acids: TYR435, TYR 398, LEU171 and CYS172. Most
bonds are hydrophobic and only one of the hydrogen bond type. With the amino
acid residue TYR435, two interactions were observed, one of the hydrogen bond
type between the O of the amino acid and the H of the molecule, and another of the
hydrophobic type between the aromatic ring of the amino acid and the alkyl group
of the molecule, with distances of 2.09 Å and 3.84 Å, respectively. With the amino
acid residue TYR398, three hydrophobic interactions were observed, between the
aromatic ring of the amino acid and the aromatic ring, pyrrolidine ring and the alkyl
group of the molecule, with distances of 4.51 Å, 5.36 Å, 4.06 Å, respectively. The
amino acid residue LEU171 showed a hydrophobic interaction between the alkyl
group of the amino acid and the aromatic ring of the molecule with a distance of
4.52 Å. The amino acid residue CYS172 showed a hydrophobic interaction between
the alkyl group of the amino acid and the aromatic ring with a distance of 4.83 Å.
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In the simulation between Harmaline and MAO-B, 8 interactions were observed
with 5 different amino acid residues: ILE199, CYS172, TYR326, ILE316 and
LEU171. Most bonds are hydrophobic, with only one hydrogen bond type. With
the amino acid residue ILE199, a hydrogen bond interaction was obtained between
the O atom of the amino acid and the H atom of the molecule, and three hydrophobic
interactions, one between the alkyl groups of the amino acid and the molecule, and
two between the alkyl group of the amino acid and the aromatic ring of the molecule,
with distances of 3.08 Å, 4.79 Å, 4.86 Å, 4.22 Å, respectively. With the amino acid
residueCYS172, a hydrophobic interactionwas obtained between the sulfur atom (S)
of the amino acid and the aromatic ring of themoleculewith a distance of 4.76Å.With
the amino acid residue TYR326, a hydrophobic interaction was obtained between
the aromatic rings of the amino acid and the molecule with a distance of 3.36 Å. The
amino acid residue ILE316 showed a hydrophobic interaction between alkyl groups
of the amino acid and the molecule with a distance of 4.87 Å. The amino acid residue
LEU171 showed two hydrophobic interactions, one between the alkyl group of the
amino acid and the aromatic ring of the molecule with a distance of 4.21 Å.

In the simulation between Harmalol and MAO-B, it was possible to observe 7
bonds with 5 different amino acids. All interactions are hydrophobic. With CYS172,
a hydrophobic interaction was obtained between the S atom of the amino acid and
the aromatic ring of the molecule with a distance of 4.88 Å. With the amino acid
residue TYR326, two interactions were observed, one between the aromatic ring
of the amino acid and the aromatic ring and the alkyl group of the molecule, with
distances of 5.34 Å and 4.92 Å, respectively. With the amino acid residue LEU171,
a hydrophobic interaction was obtained between the alkyl group of the amino acid
and the aromatic ring of the molecule with a distance of 4.19 Å. The amino acid
residue ILE199 showed an interaction between the alkyl groups of the amino acid
and the molecule with a distance of 4.20 Å. The amino acid residue ILE316 showed
two interactions between the alkyl groups of the amino acid and the molecule, with
distances of 5.28 Å and 4.72 Å.

However, the standardmolecule Selegiline showed8 interactionswith six different
amino acid residues being CYS172, TYR326, PRO104, ILE316, ILE199, LEU171,
and the closest result was fromHarmaline for presenting 8 interactions with the same
amino acids which Selegiline also interacted with, except PRO104. Therefore, it can
be deduced that Harmaline has a higher probability among the four natural products
to present inhibitory activity of the MAO-B enzyme.

The regions where the interactions took place were confirmed with theMEP since
all molecules interacted in the positive (blue) and negative (red) regions shown on
the map. Selegiline interacted in two (aromatic ring and hydrogen of the triple bond)
of the four regions. Amburoside A interacted in four (hydroxyls and ester groups)
of the six regions. Harman, Harmaline and Harmalol interacted in 3 regions (ketone,
the nitrogen of the pyrrolidine ring and aromatic ring) of the four presented in MEP.

In the study by Farahnaz and Jahan [50], in silico evaluations of chalcones synthe-
sized as possible MAO-B inhibitors were performed. One of the tests performed was
molecular docking, inwhich the four synthesized proposals interactedwith theMAO-
Bbinding site through the amino acids Tyr326, Tyr435 andTyr398 [50]. These results



612 B. L. B. Marino et al.

were similar to this study, in which the natural molecules Amburoside A, Harman,
Harmaline and Harmalol also interacted.

Hagenow and collaborators [51] docked two compounds for MAO-A and MAO-
B. With that, it was observed that the compounds had interactions with the amino
acid residues LEU164, PHE168, PRO102, GLN206 and CYS172, the latter also
interacting with the molecules of this study.

3.5 Pharmacokinetic and Toxicological Properties

Using PreADMET, it was possible to determine the pharmacokinetic properties
of the compounds Selegiline (1), Amburoside A (2), Harman (3), Harmaline (4)
and Harmalol (5) through the ADME prediction, where it predicts human intestinal
absorption (HIA), Cell permeability in Caco-2 (pCaco-2) and Madin-Darby Canine
Kidney (pMDCK) cells, plasma protein binding (PPB) and blood-brain barrier
(BBB). According to Yamashita [23, 24], these cells have been recommended as
a reliable in vitro model for the prediction of oral absorption of the drug candidate.
In addition, it can predict the toxicological properties that the natural compounds
can cause, such as mutagenicity and carcinogenicity [24, 25].

ADME in silicomodels, compared to traditional experimental assays, have greater
applicability to meet the huge demand generated in the large-scale screening of new
molecules. Also, in vitro and in vivo assays have drawbacks that limit their use
on a large scale: they are complex and costly in terms of materials, infrastructure
and skilled personnel [21, 22]. For these reasons, there is great industry interest in
the generation of ADME in silico models that can quickly aid in the selection of
promising molecules and guide the elimination of compounds with an inappropriate
pharmacokinetic profile. On the other hand, integration of ADME (in silico, in vitro
and in vivo) models seems to be an essential pathway to be followed at all stages
of the drug discovery process. The results of the ADME prediction are presented in
Table 5.

Human intestinal absorption data are found from the sum of the bioavailability
and the assessed absorption of the proportion of cumulative excretion or excretion in

Table 5 Pharmacokinetics prediction of Selegiline (1), Amburoside A (2), Harman (3), Harmaline
(4) and Harmalol (5) compounds

Compounds Absorption Distribution

HIA (%) PCaco2 (nm/s) PMDCK (nm/s) PPB (%) BBB (CBrain/CBlood)

1 100.00 31.94 164.08 53.20 4.43

2 38.14 14.72 0.92 67.97 0.03

3 94.10 23.99 371.07 100.00 5.59

4 91.53 36.08 345.82 52.36 4.59

5 90.95 20.80 82.50 58.37 1.11
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urine, bile and feces. The patterns are classified as: bad absorbed between 0 and 20%,
moderately absorbed 20–70%, well absorbed 70–100% [21, 22]. Table 5 shows the
results for HIA, the molecules were in the range of well-absorbed molecules, except
for the molecule Amburoside A that was in the margin of moderately absorbed
molecules. The values of the range of minimum and maximum were 38.14% and
100% for the molecules Amburoside A and Selegiline respectively, indicating that
molecule 2 has a higher percentage of absorption. TheHarmanmoleculewith 94.10%
has the closest value to the standard molecule Selegiline.

Caco-2 cells are derived from human colon adenocarcinoma and have several
routes of drug transport through the intestinal epithelium. Although there are some
differences in the in vivo experimental values of compounds or their metabolisms,
they can be classified as: low permeability if less than 4 nm/s, medium permeability
between 4 and 70 nm/s, high permeability if greater than 70 nm/s [21, 22]. For Caco-
2 cells, the molecules were in the medium permeability range, with the range of
minimum and maximum variation of 14.72 nm/s and 36.08 nm/s for Amburoside A
and Harmaline molecules, respectively, indicating that the molecule Harmaline has a
higher Permeability in the body by Caco-2 cells (Table 5). The Harmaline molecule
has the closest value to the standard molecule Selegiline.

The advantage of MDCK cells is that their growth period is shorter than that of
Caco-2 cells. The correlation of MDCK and Caco-2 cells for high permeability is R2
= 0.79. These results prove that theMDCK cell system can be used as a good tool for
the rapid screening of permeability. It can be classified as: low permeability if less
than 25 (nm/s),mediumpermeability between 25 and500 (nm/s), high permeability if
greater than 500 (nm/s) [21, 22]. ForMDCK cells, the molecules were in the medium
permeability range, except molecule Amburoside A that is in the low permeability
range. The range of variation for theminimumandmaximumrange of 0.92 (nm/s) and
371.07 (nm/s) for the molecules Amburoside A and Harman, respectively, indicates
that the Harman molecule has better permeability in the body byMDCK cells (Table
5). The Harmalol molecule with 82.50 (nm/sec) has the closest value to the standard
Selegiline molecule.

As iswell-known, the degree of plasmaprotein binding of amolecule influences its
bioavailability and effectiveness, wheremolecules considered to be strongly bound to
proteins have more than 90% probability and weakly bound to plasma proteins have
less than 90% probability [21, 22]. According to the PPB prediction, the molecules
showed medium permeability, except for Harman who had high permeability. The
range of variation for minimum andmaximumwas 52.36% and 100% for the Harma-
line and Harman molecules, respectively, indicating that the Harman molecule has
low bioavailability in the human body, with the Harmaline molecule with 52.36%
being the highest value close to the standard Selegiline molecule.

Blood-Brain Barrier Penetration (BBB) is represented as BB = [Brain]/[Blood],
where [Brain] and [Blood] are the steady-state concentration of radiolabeled
compounds in the brain and peripheral blood, respectively. Penetration at BBB
means predicting whether the compounds will pass through the blood-brain barrier.
This is crucial in the pharmaceutical field because compounds acting on the CNS
must pass through it and inactive compounds in the CNS must not pass in order
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Table 6 Mutagenicity (Ames
test) and carcinogenicity
properties (rats and mouse) of
Selegiline (1), Amburoside A
(2), Harman (3), Harmaline
(4) and Harmalol (5)
compounds

Compounds Ames test Carcinogenicity

Mutagenicity Rats Mouse

1 Mutagen Negative Negative

2 Mutagen Negative Negative

3 Mutagen Negative Negative

4 Mutagen Negative Positive

5 Mutagen Negative Positive

to avoid CNS side effects. It can be put in general categories, as follows, although
there are some differences in the in vivo experimental values of compounds or their
metabolites: high absorption if greater than 2.0 (CBrain/CBlood),mediumabsorption
between 2.0 and 0.1 (CBrain/CBlood), low absorption less than 0.1 (CBrain/CBlood)
[21, 22]. According to the BBB prediction, the molecules were in the high perme-
ability range, except Amburoside A and Harmalol which had low permeability. The
range of variation for minimum and maximumwas 0.037 (CBrain/CBlood) and 5.59
(CBrain/CBlood) for the molecules Amburoside A and Harman respectively, indi-
cating that the Harman molecule is easier to cross the blood-brain barrier (Table
5). The Harmaline molecule with 4.59 (CBrain/CBlood) has the closest value to the
standard molecule Selegiline.

Dhiman et al. [52] performed the ADMET prediction of natural products derived
from piperine that have potential inhibitory activity for MAO. In this study, natural
products showed between medium and good results for the analyzed parameters,
and there was no violation of Lipinski’s Ro5. Jiang et al. [53] performed a phar-
macokinetic study of Harma and Harmaline in vitro and in vivo using the rat
animal model, with intravenous administration, natural products were detected in
the striatum 300 min after administration, indicated that they have good blood-brain
barrier permeability, confirming the result in silico.

Table 6 shows the results for mutagenicity and carcinogenicity. Mutagenicity is
predicted by the Ames test, which is a simple method for testing mutagenicity of a
compound, as suggested by Ames, where several strains of the bacteria Salmonella
typhimurium are used with mutations in the genes involved in the histidine synthesis
being fundamentally important for histidine growth. Carcinogenicity is the toxi-
city that causes cancer in the body and generally the test requires a long time
(on average two years), the test uses mouse or rats exposing them to a compound
[22, 23]. PreADMET predicts the outcome of this model, constructed from data
from the National Toxicology Program (NTP) and FDA in the United States. The
5 molecules showed mutagenicity. All the compounds showed clear evidence of
carcinogenic activity for rats (negative prediction), whereas inmouse onlyHarmaline
and Harmalol were non-carcinogenic (positive prediction).

Is and collaborators [54] presented a study with MAO inhibitors in which the
toxicological properties were evaluated in silico, the two molecules were subjected
to 26 different QSAR models of toxicity, such as mutagenicity, carcinogenicity,
cytotoxicity, anemia, genotoxicity, hepatotoxicity, hepatic necrosis andneurotoxicity,
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in which they presented low and negative results for the QSAR models, indicating
that they may not be toxic.

4 Conclusion

TheHarmalinemolecule presented significant results, andof the four natural products
studied, this structure obtained more satisfactory results regarding the descriptors of
global reactivity and pharmacokinetic and toxicological predictions compared to the
results of Selegiline. The natural compound studied showed good intestinal absorp-
tion andmedium plasma proteins binding. The values of the frontier orbitals (HOMO
and LUMO), GAP andMEPwere significant to evaluate the regions of probable sites
of biological activity, as well as the regions of electrophilic and nucleophilic attacks
of the compounds studied. Molecular docking indicated that the interaction between
the amino acids of the active sites and the naturalmolecules studiedweremostly of the
hydrophobic and hydrogen bonding type. The Ames test showed a non-carcinogenic
prediction in mouse, a factor that contributed to the satisfactory nature of the study
in taking the research forward, aiming to improve the findings, so that, in the future,
natural products aid in the treatment of PD. In order to better confirm the inhibitory
activity of natural n molecules, additional studies should be carried out to evaluate
the conformational characteristics of the enzyme to better identify the interaction
regions of the natural molecules and the target molecule, using other methods of
study of computational chemistry.
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Abstract Acetylcholinesterase (AChE) is a serine protease, responsible for final-
ising the transmission of nerve impulses at cholinergic synapses by hydrolysis of the
acetylcholine (ACh) neurotransmitter. Therefore, from this perspective, it is well-
known that the irreversible or prolonged inhibition of AChE elevates the synaptic
Ach level, resulting in severe central and peripheral adverse effects that fall under
the cholinergic syndrome spectra. Certain AChE inhibitors (AChEI) with reacti-
vator effects stand out more specifically to combat the possible toxic effects, such
as denominated oximes that are widely designed substances. Current investigations
focus on searching for new and more effective broad-spectrum reactivators of the
inhibited AChE (same in its aged form) against diverse organophosphorus agents.
Thus, the objective of this chapter is to present a more complete understanding of
new therapeutic strategies targeting AChE and its remediation processes. Through
the bioremediation techniques employing degrading enzymes also show advances
as a promising approach of degrading toxic organophosphorus compounds, that is,
preventing the individuals from undergoing the toxic effects of the AChE inhibi-
tion. It is also important to mention that AChE is a significant therapeutic target
for the treatment of certain disorders, particularly neurodegenerative diseases, such
as Alzheimer’s disease. The employment of nanotechnology and biosensors repre-
sents a promising alternative, with the potential to boost the forms of treatment and
diagnosis.
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1 Introduction to Acetylcholinesterase

Anatomically, the cholinergic system corresponds to an automatic portion of the
peripheral nervous system (PNS). It additionally is characterised by the presence of
synapses, containing acetylcholine (ACh) as a neurotransmitter, which is responsible
for the transmission of nerve stimuli from a neurone to another [1]. Cholinergic
synapses could also be found in the central nervous system (CNS) and the ganglionic
junctions of the adrenergic system, as well [2].

Cholinesterase synapses are present in cholinesterase, are part of a class of
enzymes that catalyse ACh hydrolysis into acetate and choline in the synaptic cleft
(Fig. 1), allowing the active cholinergic neurone to return into its resting state. There
are usually two types of cholinesterases: butyrylcholinesterase (denoted as BuChE)
and acetylcholinesterase (denoted as AChE) [1].

These enzymes differ from each other in tissue distribution, specificity towards
their substrates, as well as in their kinetic properties, although they are evolution-
arily similar, presenting amino acids with a homology of approximately 50%. For
this reason, other amino acids that exhibit 50% heterogeneity show differences
in the selectivity towards both the substrates and inhibitors of these enzymes [3].
Particularly, AChE is mostly present in the CNS, skeletal muscles, and erythrocyte
membrane. It primarily catalyses ACh. BuChE is abundant in blood plasma and is
less selective during catalysis, hydrolysing both ACh and butyrylcholine (BuCh) in
comparable amounts [1].

In the synaptic cleft, e.g., AChE is a regulatory enzyme responsible for terminating
the transmission of nerve impulses through the ACh hydrolysis, a simple molecule
with an ester group and a quaternary amine [1, 4, 5]. In the presynaptic neurones, ACh
is synthesised from choline and acetyl-coenzyme A (acetyl-CoA) through choline
acetyltransferase catalysis. After its formation, it remains stored in vesicles and it is
released into the synaptic cleft only when a neuronal stimulus occurs [5].

Upon its release, ACh binds to the postsynaptic receptor, transmitting the infor-
mation. After propagating themessage, the AChmolecule disconnects from the post-
synaptic receptor. It then returns to the synaptic cleft, where it undergoes hydrolysis
catalysed by AChE, giving rise to acetate and choline [1]. Yet, during the hydrol-
ysis process, a tetrahedral intermediate of a choline ester carbonyl group is formed,
allowing the development of transition analogue bio-esters (Fig. 2) [6].

AChE has three branches joined by disulphide bonds and is fixed to the cell
membrane by collagen. Each branch is an enzymatic unit composed of four protein
subunits, each with an active site. As such, this site consists of four domains. The first

Fig. 1 ACh hydrolysis using cholinesterase, AChE and BuChE enzymes
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Fig. 2 Scheme of the transmission process and nervous control at synapses. Reproduced with
permission from reference [7]

is formed by serine and histidine residues, parts of the catalytic triad (Ser203,Glu334,
and His447), as shown in Fig. 3 [6, 8]. The second domain consists of an anionic
bag containing the ACh quaternary ammonium group, which, in turn, interacts elec-
trostatically with Glu334 [2, 9]. The third domain consists of a hydrophobic region
that is extremely important for bonding with cyclic substrates. The fourth domain
is responsible for the interaction with cationic and some other neutral ligands. Yet,
this domain is distant from the active site and is thus called a peripheral anionic site,
consisting of Asp74 and Trp286 residues as a common nucleus (Fig. 3) [10].

It is noteworthy that the occupation of ligands at the peripheral site often influences
the active site conformation. The interactions of ligands with these residues may be
the key to the AChE catalytic activity allosteric modulation [8, 12, 13]. Based on
these emplacements, AChE is an important molecular target for a variety of bioactive
molecules as it would be highly relevant to evaluate the potential of these molecules
in inhibiting or reactivating AChE for the development of neurotoxic agents and
pesticides, as well as for the research of new drugs against yet-uncurable diseases,
such as Parkinson’s disease (PD) [14] and Alzheimer’s disease (AD) [2, 8].

2 AChE Inhibition Processes

Several drugs target theAChE enzyme, either through inhibition or reactivation.Most
of these drugs are, in turn, directed to cholinergic synapses. A drug that inhibits AChE
is generally referred to as anticholinesterase (AChEI) or an indirect cholinergic [15].
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Fig. 3 Three-dimensional structure of human AChE (PDB code = 5HF9). The catalytic triad is
highlighted in red (active site), the oxyanion hole in green and peripheral anionic site (PAS) in
yellow. Reproduced with permission from reference [11]

AChEI prolongs the ACh duration and intensity in the synaptic cleft. Generally,
the action mechanism of such inhibitors involves the competitive blocking of the
AChE enzyme, which could in principle be reversible, irreversible, and also pseudo-
irreversible [5, 8].

Based on this information, the irreversible AChEI agents are usually compounds
that have a central pentavalent phosphorus atom in their structure, directly linked to
fluorine groups or an organic group [16], as shown in Fig. 4. Spontaneously, these
agents phosphorylate AChE, making poisoning by these agents quite dangerous.
These AChEI pesticides display high solubility and hence are well absorbed by
all respiratory, digestive, and dermal routes. After absorption, they are quickly
distributed to various tissues and organs, targeting mainly the liver and the kidneys.
In addition, many organophosphorus-based compounds (OPs) are highly lipophilic.

Fig. 4 General structure of
organophosphorus
compounds (OP)
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Consequently, they are deposited in the adipose tissue and after several days of expo-
sure are gradually released. Certain studies focused on the enzymatic biodegradation
of these compounds by using different degrading enzymes [17–23].

Other well-known AChE inhibitors are carbamates (Fig. 5) that, along with OP,
represent a significant class of insecticides. These compounds inhibit the activity of
the AChE and BuChE enzymes, resulting in the ACh accumulation and the uncon-
trolled activation of cholinergic synapses [15, 24]. As such, the influence of these
manifestations is directly involved in the administration of the dose and exposure to
these compounds. Also, unlike OPs that readily cross the blood–brain barrier (BBB),
carbamates do not effectively penetrate the CNS. Under these circumstances, the use
of carbamates results in less neurological toxicity and, in addition, these substances
do not accumulate in the body [24].

Nervous or neurotoxic agents are the most lethal group among the OPs [25]. The
most prominent examples are presented in Fig. 6. They have a chiral phosphorus

Fig. 5 General structure of carbamates

Fig. 6 Chemical structures of the main warfare nerve agents
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atom that results in a pair of optical isomers in equal proportions. Among the neuro-
toxic drugs in Fig. 6, soman, with an optically active carbon in the pinacolyl group,
generates another pair of enantiomers [26]. As much as this agent has two stereo-
centers [27], it is known that the dominant chiral centre is formed by the phosphorus
atom since it determines the huge potential toxicity of this compound. Thus, from
this perspective, the soman has been extensively studied in many theoretical and
experimental investigations [28].

In addition to insecticides, chemical weapons represent an even more toxic OP
class [8, 17–23]. These compounds were applied for the first time in World War
II and later on a variety of compounds were developed that present high toxicity
and risk [24]. Due to these properties, many chemical weapons have moved from a
strictly military interest to that of terrorist organisations and represent a significant
threat to national security [8, 24]. Currently, numerous synthetic pathways for various
nerve agents have been reported, and huge stocks are still available. However, these
chemical warfare agents have particularly been banned by the International Chemical
Weapons Convention (CWC) [24]. These OP agents could potentially cause toxic
damage to the nervous system, leading to the emergence of serious, life-threatening
diseases due to their long-term chemical reactivity of human exposure [29, 30]. As
such, the mechanisms of inhibition and ageing are shown in Fig. 7.

Figure 7 shows that the reaction is guided by the phosphorylation of the hydroxyl
functional group [32, 33]. Where in the AChE active site, inhibition occurs through a
biomolecular nucleophilic substitution reaction (SN2), resulting in the formation of
a covalent bond between the serine oxygen atom (Ser203) and the central phosphorus
atom of the OP [34]. AChE could be inhibited in an irreversible process known as
ageing (Fig. 7), after a period that varies according to the neurotoxic agent, charac-
terised by a dealkylation process [31]. Spontaneous enzyme reactivation could also
occur, but at an almost negligible rate [35].

Fig. 7 General representation of the a inhibition and b ageing mechanisms. Reproduced with
permission from reference [31]
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OP-derived neurotoxic agents are compounds well-known for their high toxicity,
lipophilicity, and volatility. Due to these properties, neurotoxic agents are rapidly
and widely absorbed through the air and topical routes and could penetrate the BBB.
Besides, the low cost and ease of manufacture favour the use of certain compounds of
this class as agrochemicals [36]. Among the commercially available agrochemicals
(Fig. 8), OP agents were the mostly preferred due to their broad-spectrum bioactivity
and easy availability [24].

Therefore, in this perspective, the treatment adopted against neurotoxic poisoning
is generally based on atropine, diazepam (Fig. 9), and oxime [37, 38]. This process
will be discussed in the next topic. In addition to these AChE inhibitors, the use of
bioactive compounds with therapeutic potential, such as AD, stands out in treating

Fig. 8 Chemical structures of some important pesticides

Fig. 9 Representation of the chemical structures of atropine and diazepam
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certain diseases. This is likely due to the ability of this class of AChEI drugs to
enhance cholinergic function, inducing improvement in the cognitive profile [1].

3 AChE Reactivation Processes

Concerning the treatment processes currently available for the remediation of the
OP-induced intoxication, thewell-known reactivators are themost important species.
Reactivators are nucleophilic substances capable of breaking the newly formed cova-
lent bonds betweenOP andAChE in the inhibition process [15]. Yet, due to the action
of these reactivators, the catalytic activity of the enzyme could be restored. An anti-
dote named pralidoxime, discovered in 1955, is known as the first reactivator to
exhibit efficacy in the treatment of OP intoxication. Note that so far this drug is one
of the most broadly applied reactivators [39–41]. Thus, the oxime-based compounds
present characteristic structures, with one or two functional groups –C = N–OH at
one end [39, 42], as shown in Fig. 10. Such compounds, e.g., are usually found in
the form of a conjugate base (i.e., oximate ion) in biological environments [7].

In structural terms, the enzyme active site reportedly undergoes specific modifi-
cations depending on the type of the bound OP. This fact leads to the need for devel-
oping reactivators with the potential to bind to the modified enzymatic cavity [43,
44]. Regarding the reactivation mechanism, the two stages involved are as follows:

Fig. 10 Representation of the chemical structures of the oximes 2-PAM, HI-6, K-48 and K-53.
Reproduced with permission from reference [26]
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Fig. 11 General representation of the reactivation process of the inhibited AChE. Reproduced with
permission from reference [26]

the approximation of the reactivator to the phosphoric centre of theAChE-OP adduct,
giving rise to a pentacoordinate transition state, then the release of the OP-reactivator
conjugate, leading to the restoration of the enzymatic function (Fig. 11) [45, 46].

The reactivators commonly have up to three or no pyridine rings. Generally,
quaternary pyridine rings interact with theAChE peripheral anionic site (PAS). These
interactions stabilise the reactivator in the cavity, thus giving rise to conformations
and orientations that favour the nucleophilic attack. The reactivator efficiency could
be influenced by factors such as the presence of quaternary nitrogen in the reactivator
structure, the presence of the oxime functional group, the position of the oxime group
on the pyridinium ring, as well as the number of nucleophilic groups in the reactivator
structure. For bis-pyridinium oximes, the length and rigidity of the connection chain
between them also influence the reactivator efficiency [47]. Some of these aspects
were further investigated and more information could be found in Tables 1, 2 and 3.

As shown in Table 1, the length of the connecting chain between both pyri-
dinium rings (bisquaternary pyridinium reactivators) is directly related to the antidote
potency in reactivating nerve agent-inhibited AChE [47, 48]. For the n-methylene
connecting chain, Table 1 shows that there is a clear dependence between the length
of the connecting chain of the reactivator and the type of nerve agent present in the
inhibitor-AChE adduct. According to these results, the ideal length of the connecting
chain concerning the reactivation of Tabun or VX-inhibited AChE is 3 or 4 methy-
lene groups (Table 1). However, this rule is satisfied only for n-methylene connecting
chains. These trends change in the case of oxygen, Sulphur, or other structural
fragments incorporated into the connecting chain [46, 47].

In the presence of electronegative atoms in the connecting chain, this might lead
to different interaction profiles due to the presence of free electrons, allowing further
interactions between this part of the reactivator and the enzyme active site. Another
crucial structural factor influencing the reactivation process (potency) is the “rigidity”
of the connecting chain. The as-prepared compounds showed a trend with a certain



628 A. A. de Castro et al.

Ta
bl
e
1

R
ea
ct
iv
at
io
n
po
te
nc
y
of

di
ve
rs
e
bi
sq
ua
te
rn
ar
y
py
ri
di
ni
um

A
C
hE

re
ac
tiv

at
or
s
(c
on
ce
nt
ra
tio

n
of

ox
im

e
0.
00
1
M
).
R
ep
ro
du
ce
d
w
ith

pe
rm

is
si
on

fr
om

re
fe
re
nc
e
[4
7]

R
ea
ct
iv
at
io
n
po

te
nc
y
[%

]

A
C
hE

R
ea
ct
iv
at
or

C
on

ne
ct
in
g
C
ha
in

Sa
ri
n

C
yc
lo
sa
ri
n

V
X

Ta
bu
n

T
ri
m
ed
ox

im
e

C
H
2
C
H
2
C
H
2

7
0

85
41

K
07
4

C
H
2
C
H
2
C
H
2
C
H
2

9
0

72
46

T
O
05
7

C
H
2
C
H
2
SO

2
C
H
2
C
H
2

8
8

26
8

T
O
05
8

C
H
2
C
H
2
S+

(C
H
3
)C

H
2
C
H
2

5
0

46
9

O
bi
do
xi
m
e

C
H
2
O
C
H
2

4
0

79
0

T
O
05
2

C
H
2
C
O
C
H
2

2
3

71
8

K
07
5

C
H
2
C
H

=
C
H
C
H
2

13
0

87
34



Advances Toward the Development of New Therapeutic … 629

Table 2 Reactivation potency of several bisquaternary pyridinium AChE reactivators
(concentration of oxime 0.001 M). Reproduced with permission from reference [47]

Reactivation potency [%]

Connecting Chain 2# 3# 4#

CH2CH2CH2 19 16 79

CH2CH2CH2CH2 24 6 50

CH2CH=CHCH2 4 13 25

CH2C≡CCH2 0 0 0

41 8 34

26 5 37

19 0 20

#Position of the oxime group at the pyridinium rings

level of rigidity in the linking chain. This aspect is essential as the rigidity of this chain
might influence the spatial orientation of the pyridinium rings in the enzyme cavity,
making it more limited. In this investigation, alkene, alkyne and xylene moieties
were inserted into the connecting chain [47]. Table 2 shows that the incorporation of
rigidity in employing but-2-ene or but-2-ine quickly reduces the reactivation potency
of theAChE reactivators. Asmentioned previously, another essential structural factor
is related to the position of oxime group in the quaternary pyridinium ring. As shown
in Table 2, relevant differences in the reactivation potency of the oximes regarding
the oxime group position. In this case, the oxime group in the para-position showed
the best reactivation results, based on biological tests [47].

However, on reactivators, the number of oxime groups in the reactive molecule is
another key structural factor discussed in this chapter. The AChE reactivator might
contain one to four oxime groups in its chemical structure at one, two, or all pyri-
dinium rings. According to Table 3, note that the number of oxime groups does not
enhance the reactivation potency. This trend might also be related to the increasing
size of the reactivator.

The class of oximes has been intensely investigated over the past 50 years. It addi-
tionally is known that certain molecules are efficient against some specific OP and
there are thus no broad-spectrum antidotes available in the market so far. Concerning
structural terms, it is necessary tomention that quaternary oximes commonly possess
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Table 3 Reactivation potency of different reactivators with different number of oxime groups at a
different number of pyridinium rings (concentration of oxime 0.001 M)

Structure of AChE reactivator Description Reactivation potency (%)

• One oxime group at one
pyridinium ring

• One pyridinium ring

4

• One oxime group at one
pyridinium ring

• Two pyridinium rings

6

• Two oxime groups at two
pyridinium rings

• Two pyridinium rings

37

• Two oxime groups at one
pyridinium ring

• Two pyridinium rings

3

• Four oxime groups at two
pyridinium rings

• Two pyridinium rings

1

• Three oxime groups at
three pyridinium rings

• Three pyridinium rings

2

Reproduced with permission from reference [47]
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a permanent positive charge, which interacts with PAS, thus enhancing the reactiva-
tion potency. However, this charge makes it difficult for the molecule to pass through
the BBB. This trend results in a divergent remark between promising in vitro test
results and unsatisfactory in vivo test results [26, 44].

Currently, diverse studies are ongoing, improving the efficiency of antidotes, and
decreasing related side effects. For instance, Kuca et al. [49] have demonstrated
satisfactory results in in vitro tests with aryl oximes and some neutral derivatives,
by analysing the effect of substituents capable of improving the therapeutic perfor-
mance of existing antidotes. In the same context, it was shown in an investigationwith
bisoxime (a three positive charge oxime) that even with its hydrophilicity, this reac-
tivator was able to stabilise the sarin and VX-inhibited AChE cavity. Note that this
happened through interactions with some amino acid residues, such as Tyr124 and
Tyr337 [48]. However, as the three positive charges, this reactivator would not pene-
trate the BBB. In this context, this reactivator could be a good option for employment
in BChE reactivation. BChE is an important biomacromolecule that could function
as a bioscavenger for the detoxification of free nerve agents in the body [50].

Further studies showed the influence of the non-nucleophilic end position on
isomeric oximes, revealing a significant difference in the inhibitedAChE reactivation
rate through each isomer [51].More precisely, the change in position of the carbamoyl
group led to differences in the reactivation rate for different enzyme-OP adducts.
Theoretical studies have suggested that the structural changes between the isomeric
oximes result in different interactions with the cavity residues [51, 52]. Another
aspect approached by the same authors is the employment of oximes as pre-treatment
prior to acute paraoxon intoxication. The study revealed that the investigated oximes,
K-48 and K-53 (Fig. 10), can decrease the risk of death of individuals if applied
preventively before pesticide intoxication. Therefore, this is a viable alternative as
pretreatment to complement the available treatment protocol [53].

According to a range of studies in this area regarding the benefit of oximes for the
treatment of OP poisoning, there is a concern regarding the balance between applied
concentrations and efficiency, with the absence of tissue damage to the treated organ-
isms. In this regard, Kuca et al. [48] investigated the effects of applying different
concentrations of reactivators on certain living tissues. As found in the literature, the
reactivators investigated at high dosages led to damage to both visceral tissues, and
generally, to the individual’s health. These studies were relevant to show the impor-
tance of adjusting the doses for different reactivator structures for newly developed
drugs [54, 55]. The reactivation process through a non-oxime reactivator is shown
in Fig. 12.

In the past decade, somepatentswere produced aiming at applications in the reacti-
vation processes of the aged-AChE complex. The patent fromQuinn and Topczewski
[31] brings about molecules and methods that help combat the poisoning caused by
toxic OP agents. In the case of oximes, if administered immediately after expo-
sure, the reactivators could displace the bound OP. Thus, the serine residue could
be released. On the other hand, however, if the administration is delayed, a process
called ageing takes place through a solvolytic loss of an alkyl group from the AChE-
OP adduct. The newly formed aged adduct is stabilised by various interactions with



632 A. A. de Castro et al.

Fig. 12 Representation of the inhibition and reactivation processes of the AChE enzyme.
Reproduced with permission from reference [56]

the active site, turning out to be incapable of undergoing oxime reactivation [57].
Unfortunately, there is a lack of antidotes with potential action against aged AChE-
OP adducts, and scientists around the world are investing efforts and time to develop
new potent antidotes [58].

The ageing process was considered irreversible, but scientists have tried to convert
the phosphorylated oxyanion aged form to a re-alkylated form of AChE. According
to Franjesevic et al. [44], the reactivation or re-alkylation processes of agedAChE are
challenging. For this process to take place, a re-alkylating agent should bind selec-
tively and efficiently into theAChE active site, thus allowing for reactivation of the re-
alkylated serine [7, 43]. Thus, the aged state of AChE is a thermodynamically stable
form of the enzyme. Therefore, the resurrection of the enzyme might presents some
difficulties in surpassing the conformational changes as well as hydrogen-bonding
networks formed within the active site of the aged adduct [44]. Consequently, this
could reduce the strength of the intermolecular interactions, leading to the reac-
tivity of the phosphorylated oxyanion. This makes the desired transition state for
electrophilic re-alkylation. Figure 13 shows the reaction scheme of the resurrection
process of the aged AChE, proposed by Quinn et al. [59].

Fig. 13 Proposed resurrection process for agedAChE. Reproducedwith permission from reference
[59]
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4 Enzymatic Biodegradation

Chemical weapons are a major concern around the world as they are relatively cheap,
with the possibility of production on a large scale. These substances are also diffi-
cult to detect and control. Among the chemical warfare agents, OP constitutes an
important class of molecules. As explained previously, these toxic agents affect the
CNS and could lead to death. A range of works invests time to design novel efficient
antidotes to treat the intoxication caused by them. The standard treatment makes
use of an anticholinergic, which is usually administered in combination with a CNS
depressor and an oxime. As observed in the previous sections, the oximes are impor-
tant compounds whose function consists in the reactivation of the inhibited AChE
enzyme, a regulatory enzyme responsible for the transmission of nerve impulses.
Note that AChE is one of the molecular targets most vulnerable to neurotoxic agents
[20]. Currently, enzymatic treatment is an increasingly promising alternative as a
remediation method, called bioremediation. A variety of enzymes have been widely
investigated for applications in OP degradation, such as phosphotriesterase (PTE)
from bacterias and diisopropyl fluorophosphatase (DFPase) [20]. Hence, biomacro-
molecules have demonstrated significant performance in OP detoxification. Under-
standing themechanisms bywhich these enzymes act is essential for the development
of antidotes against warfare nerve agents and pesticides. The proposed mechanisms
for PTE and DFPase during the hydrolysis process are shown in Fig. 14. Compu-
tational chemistry is important, so it is possible to investigate biological systems
at the molecular level, obtaining diverse chemical parameters with reduced time
and costs for the process. Molecular docking, molecular dynamics and quantum-
mechanics/molecular-mechanics (QM/MM) are widely applied to study molecular
interactions between ligands and proteins, as well as reaction mechanisms [20].

The enzymatic treatment has become a promising alternative as conventional
methods of OP detoxification are expensive and require severe conditions. Enzymes
are a class of biomolecules known for their diversity and ability to perform chemical
reactions at high-speed rates [23, 60]. Research areas usually consist of enzyme
catalysis, regarding protein stability, stereoselectivity and substrate preference [61].

5 AChE as a Therapeutic Target

Neurodegenerative diseases lead to dementia or locomotion problems, reaching the
point of total disability [63]. These neurological disorders result from progressive
degeneration and death of nerve cells, affecting the central and peripheral nervous
system [64]. The genetic, environmental, and endogenous factors are the main
processes that cause neurodegeneration and are amplified with increasing age. Thus,
life expectancy increase means that more people could be affected [65].

These diseases share pathophysiological patterns, such as oxidative stress,
neuroinflammation, toxic proteins, mitochondrial dysfunction, and neuronic death
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Fig. 14 Crystallographic structure of some degrading enzymes. Reproduced with permission from
reference [62]

[66]. Because of this, they are considered to bemultifaceted diseaseswith the involve-
ment of multiple factors combined [67]. In each neurodegenerative disease, there is
an abnormal replication followed by aggregation with the underlying protein. As
such, this gradual accumulation of these aggregates in different regions of the brain
explains the onset and characteristic symptoms of each disease [64].

Themost common neurodegenerative diseases areHuntington’s disease (HD), PD
and AD [63]. Genetic factors are related to specific mutations or genetic polymor-
phisms such as the mutation in the amyloid precursor protein (APP) leading to AD,
A53T mutation in α-synuclein leading to DP and polyQ expansions in the huntingtin
protein leading to HD [64, 67]

HD causes loss of motor ability a cognitive, is hereditary, induced by the trinu-
cleotide repeat expansionof theCAGcodon in exon-1, theDNAsegment, in theHunt-
ingtin (HTT) gene on chromosome 4, which encodes the huntingtin protein (Htt),
which plays an important role in neogenesis, transcriptional regulation, and synaptic
connectivity [68].Moreover, the deficiency of cholinergic pathways in the brain could
lead to the clinical condition of cognitive decline and behavioural changes in patients
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with neurodegenerative disorders [69]. As stated earlier, cholinergic synapses are
responsible for several human physiological functions. The enzyme AChE hydrol-
yses ACh. When AChE is inhibited, cholinergic transmission increases due to the
presence of ACh in the synaptic cleft [70].

PD causes degenerative changes in several regions of the nervous system, such
as the brainstem nuclei, olfactory bulb, hippocampus amygdala, and neocortex, in
addition to triggering the progressive loss of dopaminergic neurones in the substantia
nigra pars compacta (SNc) [71]. PD affects an individual’s motor control, progres-
sively eliminating it. Furthermore, it causes characteristic symptoms, such as motor
slowness (bradykinesia); stiffness between thewrist, elbow, shoulder, thigh and ankle
joints, rest tremors and imbalance; as well as decreased smell; or intestinal and sleep
changes [72]. PD patients with dementia have a significant cholinergic loss with
deficient cholinergic neurone terminals affecting various brain regions [67].

Despite extensive research, there is still no definitive treatment for PD. Most
used drugs act in a dopaminomimetic manner, as precursors of dopamine (such as
levodopa). The chemical structures of the drugs that inhibit the enzyme AChE, such
as Biperiden, Methixene, and Triexiphenidyl are shown in Fig. 15.

According to Fig. 15, these central anticholinergic compounds exert their effects
by blocking the central cholinergic transmission of ACh. As a result, the level of

Fig. 15 Anticholinesterase compounds against Parkinson’s disease
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cerebral ACh decreases, restoring balance with dopamine. Table 4 lists the main
anti-parkinsonian drugs [73].

Unfortunately, treatment with these drugs is palliative, more research would thus
be needed to identify new therapies delaying or, ideally, stopping dopaminergic
neurone degeneration. Another degenerative disease with AChE therapeutic target is
AD, one of the most significant known dementia-causing neurodegenerative disease
[73].

AD is characterised as a process of progressive and irreversible decline in cognitive
functions, AD is the most common form of dementia and extends to disorganised
behaviours and psychotic symptoms [74]. The clinical condition begins with the loss
of recent memory, evolves damage in the nerve cells of the CNS, causing language

Table 4 Antiparkinsonian drugs

First line

Compounds Action

Levodopa Converted to dopamine by the enzyme aromatic
L-amino acid decarboxylase, being an effective
drug in PD treatment, since it crosses the
blood–brain barrier

Bromocriptine, Lissuride, Pergolide and
Paramipexol

They are dopamine (D-2) receptor agonist agents.
They can be used alone or in combination with
levodopa

Cardidopa Administered in association with levodopa, which
blocks the systemic aromatic L-amino acid
decarboxylase, allowing a higher concentration of
levodopa to reach the brain using a much lower
dose than administered alone

Second line

Biperiden, Metixene and Triexifenidil Blocks AChE

Third line

Benserazide, Entacapona and Tolcapona It inhibits the enzyme catechol-o-methyl
transferase (COMT), responsible for the
o-methylation of levodopa. When combined with
L-DOPA they can increase the effect of each dose,
resulting in a reduction in the administration of
cardidopa/levodopa

Selegiline It slows down the dopamine degradation by
irreversible inhibition of the MAO type B
enzyme, in addition, it inhibits the reuptake of
dopamine from the synaptic space

Amantadina It is an antiviral agent that is prescribed against
PD. It increases the release of dopamine from the
nerve endings and inhibits dopamine reuptake

Reproduced with permission from reference [73]
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disorders, confusion, delusions, and in a critical phase, causing changes in muscle
tone leading to a total loss of movement [64].

Disease progression is associated with a cholinergic synaptic reduction in the
cortex and hippocampus, since ACh is a neurotransmitter associated with learning,
memory, and cognition [75]. Cognitive deficits and dementia are caused by low ACh
levels and extracellular amyloid-beta peptide deposits, and TAU protein hyperphos-
phorylation that accumulates in the cytoplasm, associated with the loss of synapses
and neurones [76]. Patients with AD exhibit severe ACh defects at the cortical level,
an early diagnosis could thus helpminimising the devastating effects of such diseases.

The diagnosis of AD is made primarily through pre-established clinical criteria
along with the exclusion of other possible causes of dementia [77, 78]. The exclusion
of other causes was done through a set of clinical tests, laboratory tests and cerebral
neuroimaging. In the clinical examination, the patient’s previous history must be
addressed, such as pre-existing diseases, trauma, surgery, alcohol use, medication
use, amongother factors that could cause cognitive impairment and even the dementia
syndrome itself [79].

The physical examination aims to identify focal neurological deficits, such as pairs
and paresthesias, signs of hydrocephaly, such as changes in gait and urinary incon-
tinence, changes in motor skills, slowing and tremors, and signs of hypothyroidism,
among other changes consistent with the most common differential diagnoses with
AD dementia [79]. Among the differential diagnoses, severe depression found in up
to 12% of patients with dementia stands out [80], vitamin B12 deficiency, common
among the elderly, and hypothyroidism [81]. In addition, the disease is so costly
that the condition of dementia has a variable evolution, moving to a vegetative state
within 10 to 15 years from the onset of symptoms [82].

The current treatment for AD is only palliative, aiming at improving cognition,
delaying the evolution of the disease and mitigating symptoms and behavioural
changes [6]. There are two drug categories used for treating patients with
dementia: AChEI drugs, targeting Ach replacement, as memory mediator; and anti-
glutamatergic drug, targerting calcium overload reduction. Both directly interfere
with learning and memory. Moreover, they might show good results when used in
combination, or even separated [83].

Currently, only four drugs are approved by the US Food and Drug Administration
(FDA) and commercially available for the treatment of AD: tacrine (Cognex®, 1),
galantamine (Reminyl®, 2), rivastigmine (Exelon®, 3), memantine (Namenda®, 4)
and donepezil (Aricept®, 5) (Fig. 16). These drugs aim at delaying or ameliorating
the cholinergic deficit by partially inhibiting AChE activity [6, 8].

Tacrine, an aminoacridine, is a non-classical cholinesterase inhibitor that binds to
AChE or BuChE. It was the first drug approved by the FDA for palliative AD treat-
ment, exhibiting an improvement in the cognitive performance [5, 84, 85], but due
to its hepatotoxicity, its use has significantly decreased since the recent development
of safer AChEIs [86]. This compound has a quinolinic ring that performs π-stacking
interactions with the Trp84 residue of the enzyme and a protonated nitrogen atom
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Fig. 16 Chemical structure
of drugs approved for the
treatment of Alzheimer’s:
tacrine, galantamine,
rivastigmine), memantine
and donepezil

that forms hydrogen bonds with His440 of the Catalytic Triad. In addition, the quino-
linic ring is disposed in parallel and contact with the group phenyl residue Phe330,
establishing strong interactions with the AChE active site.

Galantamine is an alkaloid that acts as a nicotinic receptor agonist and has been
widely studied as a therapeutic target for the development of new candidates for
AChEI drugs. This natural compound is a reversible AChE inhibitor [6]. As it is
a tertiary amine and could cross the blood–brain barrier, it is indicated for the
treatment of mild to moderate AD and dementia. Galantamine differs from other
cholinesterase inhibitors as it binds allosterically to nicotinic receptors, resulting in
a double-cholinergic action [87, 88]. As for its behaviour at the AChE active site,
galantamine through its hydroxyl group, performs hydrogen bonding with Glu199
and a second interaction is possible between the hydrogen of Ser200 and the oxygen-
methoxy group of Galantamine. In addition, a bifurcated link could also be formed
with His440 of the catalytic triad [89, 90]. Rivastigmine is a pseudo-irreversible
carbamate-type compound that inhibits AChE, contributing to an Ach increase. As
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such, the carbamyl and NAP groups of the rivastigmine interact with the amino acids
Trp84 and Phe330 [90, 91].

Memantine is an N-methyl-D-aspartate (NMDA) type glutamate receptor antago-
nist. This FDA-approved inhibits the excessive influx of calcium (Ca2+), reported in
the case of patients in moderate and advanced stages of AD. Memantine administra-
tion improves communication skills, dressing and bathing [92]. Its adverse effects are
mainly related to confusion, nephrotoxicity, constipation,migraines, and other effects
such as high blood pressure, drowsiness and visual hallucinations [93]. Despite
decreasing the cytotoxic activity of excessive glutamate release at neuronic endings,
memantine has no effective action in paralysing or curing AD [92].

The donepezil compound is a reversible, non-competitive AChE inhibitor, less
toxic than tacrine, more selective for AChE than for BuChE as it interacts with the
Trp279 and Phe330 residues, absent amino acids in BuChE. This drug increases
the availability of intra-synaptic ACh, with few side effects. Donepezil shows good
blood–brain barrier transposition, and due to its pharmacokinetic profile and low
toxicity, it has been used as a drug of the first choice in the treatment of patients with
AD [6, 94]. Donepezil interacts with the active site of the enzyme from the benzyl,
piperidine nitrogen, and methoxyindane groups. Performing π-stacking interactions
with aromatic residues, as well as hydrophobic interactions with the amino acids
Trp84, Phe330, and Trp279. This drug does not interact directly with the catalytic
triad (Ser200, His440, and Glu327) [89, 90].

According to the complex andmultifactorial nature ofAD,where a set of biochem-
ical events and several receptors are involved, it is necessary to search for new strate-
gies allowing a higher planning and prospection efficiency of drug candidates [95–
97]. In this context, nanomaterial-based technologies and biosensors are promising
strategies for enhancing detection, drug delivery and release at the target sites.

6 Nanotechnology Applications in Remediation Processes

As such, the BBB is an efficient against exogenous substances that maintain the
chemical composition of the neuronic “milieu” for the appropriate functioning of
neuronic circuits and synaptic communication. This barrier is the most important
interface between the blood and the brain. The most significant aspect limiting the
design of new drugs for acting on the CNS is the BBB permeability. In general,
various medications do not cross the BBB [98]. Over the past decade, researchers
have tried to deal with this fundamental problem by developing different strategies
that could facilitate drug passage through the BBB. In this context, we could cite
nanotechnology-based therapeutic strategies, which have gained huge importance as
they could overcome the limitations inherent to BBB passage. Among these, diverse
kinds of lipidic, polymeric, inorganic, and other types of nanoparticles (NPs) for
regulated drug delivery and release have been developed [99–102]. Some of these
strategies are shown in Fig. 17.
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Fig. 17 Strategies of nanotechnology application in AD pathology. Reproduced with permission
from reference [103]

It is noteworthy that the rise of nanotechnology could potentially provide a solu-
tion to overcome the challenges and difficulties encountered in AD diagnosis and
neurotherapeutic stages. Nanotechnology uses engineered materials or tools, which
have a functional organisation on a surprising nanometre scale (1–100 nm) and could
interact with biological systems at the molecular level. Nanoparticles could pene-
trate the BBB in case of both in vitro and in vivo models [104–107]. Therefore,
nanotechnology could be applied to design diagnostic devices and nano-enabled
delivery systems that might penetrate the BBB, thus making it easier to use tradi-
tional and novel neurotherapeutic interventions, such as drug therapy, gene therapy,
and tissue regeneration [108]. Today, nanotechnology is being applied in various
aspects, such as the detection of biomarkers, molecular diagnostics, drug discovery,
or drug delivery, and is clearly of importance in AD therapy [102, 109].

The majority of nanotechnology-based drug delivery systems for the treatment
of AD and other neurodegenerative diseases, such as PD, are in the form of poly-
meric nanoparticles. Polymeric nanoparticles are important for the remediation of
AD and PD due to their ability to cross the BBB [109]. There are some interesting
features of these nanosystems in targeted CNS drug delivery. Thus, it is possible
to cite their chemical properties that could be potentially altered to reach organ-,
tissue-, or cell-specific and selective drug delivery. This is possible by disguising the
physicochemical features and thus enhancing therapeutic agent delivery across the
BBB. Finally, there is the protection of incorporated drugs against enzymatic degra-
dation, and equally important, with fewer side effects [101, 109]. Nanotechnology
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could also be the basis of novel techniques that aim to detect AD and assist in the
treatment stage [102, 110].

7 Biosensors in the AChE Detection

Currently, biosensors are being widely used in several areas, in the food and beverage
sector, in energy matrices, as well as in the development of pesticides and chemi-
cals, among others [111, 112]. Particularly, the biosensors could provide quantitative
or semi-quantitative analytical information. For this, they using a biological recog-
nition element (for example, enzymes, controls, proteins, tissues, microorganisms)
in contact with medical or chemical transducers, which can be electrochemical,
optical, thermal, and others. In this perspective, enzymes are the most used biolog-
ical substances in the development of several biosensors, and could usually be found
in their purified form or present in targeting microorganisms or in parts of the animal
and plant tissue [108–111], as shown in Fig. 18.

Khaled Elmory et al. [110] developed a simple potentiometric biosensor to detect
drugs for the treatment of AD, using donepezil and galantamine. As a result, the
proposed procedures were successfully applied in the determination of drugs in
pharmaceutical formulations and biological samples with sensitivity and precision
comparable to the official method. The edge shown can be suggested to test the
toxicity of the pharmaceutical preparation against cholinesterase enzymes in vitro
[113]. Liu et al. [114] proposed a biosensor highly sensitive to the determination
of pesticides based on tin disulfide (SnS2) and chitosan (CHIT) decorated with a
fly exclusive AChE British household. As such, the biosensor had an ultra-high
sensitivity and a wide linear detection range from 0.02 nM to 20,000 nM with a
detection limit of about 0.02 nM for the detection of chlorpyrifos as a pesticidemodel.

Fig. 18 Scheme of the main components of a sensor. Reproduced with permission from reference
[115]
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In addition, AChE decorated CHIT/SnS2 exhibited acceptable storage stability, good
reproducibility, and selectivity [114].
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before acute exposure to paraoxon. J. Appl. Toxicol. jat.3835 (2019)
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In Silico Methods to Predict Relevant
Toxicological Endpoints of Bioactive
Substances
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Abstract Toxicity assessment is an essential step in the development of drugs, agro-
chemicals and other bioactive substances. In silico toxicity prediction, or computa-
tional toxicology, has been growing fast during the last years mainly due to advanta-
geous cost and labor reduction, and avoidance of experiments using animals. Consid-
ering the vast number of software available for toxicity prediction, one should be
aware to pick up the right software for the right task. Herein, we aim to describe the
main software as well as corresponding methodologies behind them, that are able
to provide reliable and accurate results for diverse toxicological endpoints. We give
special emphasis to software based on quantitative structure–activity relationships,
expert systems and machine learning methodologies. With this in mind, we hope
that this chapter content may serve as a valuable guide to select toxicity prediction
software, and also to reinforce their usefulness towards researches concerning the
development of bioactive substances.

1 Introduction

Evaluation of the toxicity potential of chemical substances is an essential step
associated with the most diverse branches of activities performed in modern and
industrialized times [1–3]. Such evaluation can be performed by in vivo or in vitro

G. M. Silva · C. H. T. de Paula da Silva (B)
Departamento de Química, Faculdade de Filosofia, Ciências E Letras de Ribeirão Preto
(FFCLRP), Universidade de São Paulo (USP), Av. Bandeirantes, Ribeirão Preto 3900, 14090-901,
Brazil
e-mail: tomich@fcfrp.usp.br

L. B. Federico · C. H. T. de Paula da Silva
Faculdade de Ciências Farmacêuticas de Ribeirão Preto (FCFRP), Universidade de São Paulo
(USP), Av. do Café, s/n, Ribeirão Preto 14040-903, Brazil

V. M. Alves
Laboratory for Molecular Modeling, UNC Eshelman School of Pharmacy, University of North
Carolina At Chapel Hill, Chapel Hill, NC 27599, USA

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
F. A. La Porta and C. A. Taft (eds.), Functional Properties of Advanced
Engineering Materials and Biomolecules, Engineering Materials,
https://doi.org/10.1007/978-3-030-62226-8_22

649

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62226-8_22&domain=pdf
mailto:tomich@fcfrp.usp.br
https://doi.org/10.1007/978-3-030-62226-8_22


650 G. M. Silva et al.

experimental procedures, but computational (in silico) methods can provide accurate
predictions that guide researchers tomake better decisions [4, 5]. In this introduction,
we are going to briefly run through general aspects of toxicity assessment, and then
emphasize how in silico predictions turned out to be such an important tool in his
context.

Understanding how, and to which extent, the contact (ingestion, handling, devel-
opment, or production)with chemicalsmayentail toxicity damages andproduceharm
is critical in regulatory risk assessment of chemicals [6, 7]. Approved drugs and agro-
chemicals need to provide limited/acceptable adverse outcomes at the therapeutical
biological responses [8].

During the process of drug development—i.e., since its initial discovery as a
bioactive substance until it reaches the market—there are several causes that may
lead to its failure, among which the presence of dose-limiting toxicity stands out [1,
9]. For this reason, the study and design of a novel drug candidate must consider
predicting its toxicity potential [10, 11]. In the last few decades, regulatory agencies,
such as the US FDA (Food and Drug Administration), EMA (European Medicines
Agency), and Brazilian ANVISA (Agência Nacional de Vigilância Sanitária) have
becomemore strict on approval of chemicals in order to guarantee their safety profile
[5].

Agrochemicals development also requires the support of studies that ensure its
safety considering the conditions of exposed dose, that is, to have minimal risks of
causing damage to the environment. In general, agrochemicals should be assessed
in relation to their environmental fate, to the potential harms to humans who will
handle them, as well as to final consumers of vegetables and grains that will be
treated with such chemicals [7, 12]. To this end, regulatory agencies control the use
of agrochemicals, according to their hazard potentials, such as the US EPA (United
States Environmental ProtectionAgency) andECHA(EuropeanChemicalsAgency).
Albeit, here, we accentuate that we will be partially biased to deal with the context
of drug toxicity.

In order to perform toxicity prediction of these bioactive compounds, computa-
tional methodologies have been exhaustively employed, either by pharmaceutical
companies or by academic groups, with the main goals to save time and financial
expenditures and also to avoid animal-based tests [1, 11, 13, 14]. Worth mentioning
that suchmethodologies are nowadayswidely accepted and considered for evaluating
the initial toxicological profile of a substance under the process of approval. In fact,
many supporting agencies, programs and set of laws (e.g., Registration, Evaluation,
Authorization, and Restriction of Chemicals (REACH), Toxic Substances Control
Act (TSCA),USNationalToxicologyProgram (USNTP),OfficeofPollutionPreven-
tion and Toxics (OPPT), European Center for the Validation of Alternative Methods,
etc.) strongly encourage the use of them [3, 5, 15]—or actually require them to be
included on studies -, in such a way that these agencies indeed provide updated-
guidelines to support the use of computational methodologies to predict the toxicity
profile of chemicals (e.g., US EPA—(Quantitative) Structure Activity Relationship
[(Q)SAR] Guidance Document, 2012 [16]).
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The use of computational methodologies/strategies to predict toxicity—also
commonly found beingmentioned by the terms computational toxicology or in silico
methods to predict toxicity or predictive toxicology—is a must, when it comes to
studies concerning toxicity potential of compounds [1, 7, 11]. It allows the predic-
tion of specific toxicological endpoints with good reliability by well-established and
validated methods [8, 15]. Moreover, it provides useful information to elucidate the
mechanisms through which a compound provoke harm [17].

Computational toxicology is amultidisciplinary field that put together researchers
with various backgrounds, such as chemistry, biology, biochemistry, toxicology,
pharmacotoxicology, computer science, statistics, also proteomics, genomics,
metabolomics, among others [1]. The importance of computational toxicology and
its applications is presented and discussed in this chapter by highlighting strategies
to develop toxicity models that have been developed over the years by many groups
and many toxicity endpoints, such as mutagenicity [18–23], acute oral and lethal
toxicity [24–31], carcinogenicity [32–38], and cardiotoxicity [39–43].

As can be seen, among principal endpoints that are considered within toxicity
prediction studies, one can highlight mutagenicity, hepatotoxicity, carcinogenicity,
inhalation and oral toxicity, skin sensitization, and developmental toxicity potential.
Such endpoints are fundamental to clarify if a compound may be safe and move
forward in the drug and agrochemical development pipeline [6, 7]. Computational
models are built using experimental data from in vitro or in vivo assays [3, 44]. For
instance, mutagenicity can be evaluated by the in vitro Ames test, which consists
of using strains of histidine dependent Salmonella, with different mutations in histi-
dine operon, and then growing them in agar plates containing a minimal amount of
histidine to check which one can form colonies [45–47].

Normally, in order to provide a reasonable amount of data to allow prediction by in
silicomodel, there must be enough tested compounds originated from in vitro/in vivo
toxicological assays and the data must have good quality. Therefore, one can notice
that there is this straight and synergistic relation in-between in silico and the exper-
iment, that is, the experiment furnishes data to train, generate models and vali-
date in silico methodologies, whereas in silico software predict future experimental
endpoints for compoundswith unknown toxicity [15, 44]. The assurance of good data
quality can be performed during the process of data curation, which is a mandatory
step to develop predictive models [48, 49].

There are different types of methodologies implemented on the main software
used in computational toxicology, usually coming from studies related to molecular
modeling and cheminformatics [8]. In this chapter, we aim to describe the most
popular software to predict the toxicity potential of bioactive compounds, according
to their corresponding methodologies. We split and opt to describe these software in
most relevantmethodologies, namelyQSAR/QSTR (Quantitative Structure–Activity
Relationship / Quantitative Structure–Toxicity Relationship), expert knowledge-
based, and machine learning. Moreover, we mention a few studies concerning
different methodologies such as 3D-QSAR, docking, pharmacophore and molec-
ular dynamics. We believe this shall be much useful for better understanding the
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software’s operation and, thus, shall facilitate the pickup of most adequate software
to the desired end, and with respect to toxicity predictions.

Since the historical trajectory and most of the software that are used in compu-
tational toxicology to predict toxicity endpoints had their origin by means of the
approach ofQSAR,wewill dedicate a special topic in this context to some theoretical
aspects of such relevant methodology.

2 Overview of Aspects Concerning QSAR Theory

The effect that a chemical substance exerts over a biological system can be eluci-
dated by analysis of their in-between interactions, as well as by inspection of their
relationships depicted by corresponding structural and biological properties. When
establishing such relationships in a quantitative manner, one may denote this as
Quantitative Structure–Activity Relationship (QSAR) [50–53].

QSAR studies are extended to different fields of application including the
design/discovery/optimization of drugs, the prediction of toxicity potential for
compounds with biological activity, and also to the evaluation of mechanisms of
action of drugs and agrochemicals [54–56].

The pioneer publication of QSAR was in 1964 by Hansch and Fujita [57], whose
proposition became known as the extra-thermodynamic approach, which consists
of a mathematical model relating the biological activity of a set of molecules with
their physicochemical and structural properties expressed by parameters. This clas-
sical extra-thermodynamic approach was based on the extension of organic chem-
istry general concepts and the principles of LFER (Linear Free Energy Related),
which permits analysis of possible relations between kinetic properties (expressed
by biological parameters, e.g., IC50) and experimental/computed related thermo-
dynamic parameters attributed to group substituents or fragments of compounds
[53, 58].

The so-called Hansch & Fujita QSAR approach was limited to small sets of
analogs. Also, to the use of a few measured/calculated physicochemical parameters
(such as logP, σ, π, and others) that could be possibly related with the biolog-
ical activity. Hence, evaluation of the relative contributions of each one of them to
the activity should only be established by simple and linear mathematical models
[59–61]. But soon emerged the proposition of more complex relationships through
nonlinearmodels, such as the parabolic [57] and the bilinear [53].We take this context
to mention some literature with historical information and evolutionary timeline of
QSAR [62–65].

In fact, in this brief section we do not intend to provide an extensive description
of QSAR history and best practices procedures, but rather provide an overview of
QSAR concepts, with additional suggestions of some relevant papers in literature.
Additional information concerning these topics can be found in two seminal reviews
[62, 66].
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With regard to physicochemical and structural parameters, these can be used as
descriptors, i.e. a quantitative description of molecular structure, in respective QSAR
models [67]. Nowadays, there is a great variety of descriptors due to increasing
interest in identifying additional ways of describing molecules, as well as to the
huge expansion of data generated in the last decades [68, 69].

As mentioned, there are currently numerous molecular descriptors such as topo-
logical, steric, electrostatic indices, and also indices that encode 3D geometric infor-
mation about the molecule. These descriptors can be easily and quickly calcu-
lated [70–73], therefore being suitable for QSAR studies and similarity/diversity
analyzes of extensive databases. It is noteworthy that one should prefer to use
molecular descriptors that are meaningful and interpretable, along with discerning
selection methods, in order to significantly represent the information related to
structural/physicochemical properties of the dataset of compounds under study
[55, 74, 75].

Considering the great amount of data available to manage to build QSARmodels,
sophisticated statistical and chemometrics tools have been employed to analyze
such data and also to establish strong relationships and significant correlations—in
corroboration with the topic of the principle of unambiguous algorithm, as denoted
by [75]. For instance, MLR (Multiple Linear Regression) [76, 77], OLS (Ordinary
Least Squares), PCA (Principal Component Analysis), PCR (Principal Component
Regression), DA (Discriminant Analysis), RF (Random Forest) [78], PLS (Partial
Least-Square) [79], k-NN (k nearest neighbor), Genetic Algorithms (GA), Neural
Networks (ANN) [80], and so on [67, 81].

In fact, this seems to be a topic of interest of researchers with a chemical back-
ground, who tend to focus their studies on molecular descriptors, statistical methods
for the selection of compounds/descriptors, and model validation. On the other hand,
there is this topic where researchers with biological background tend to form a group
more interested in studying modes of action, and biological endpoints/mechanisms.
The former is known as “predictive QSAR” and the latter as “descriptive QSAR”,
and this division of QSAR modeling has been commonly mentioned in the literature
[82].

When it comes to validation methods applied to QSAR models, there are many
guidelines and criteria available on the literature [62, 75, 81, 83–85]. According to
Gramatica [65], a robust and reliable QSAR model, besides being useful, should be
the right one for the purposed aim.

First, and ideally, compounds from the whole dataset should be originated from
the same source and have their biological activities measured by the same assays
and experimental protocols, under the same conditions. So there should be a concern
with the quality and the well definition of the endpoint of interest. This is part of the
dataset curation, which is critical to assure data quality and guarantee the predictivity
of the models [49, 86, 87].

The validation of QSAR models composes another critical step, which should
proceed by performing a correct split of a dataset into training and test sets; and
internal and external validations. Putting in other words, splitting of thewhole dataset
into two different sets, i.e., training and test sets, should be executed in order to
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permit both internal and external validation, respectively. The training set consists
of ~ 80% of molecules from the dataset and must be considered in model devel-
opment (fitting and internal validation), and the test set consists of molecules that
originally came from the same whole dataset, but corresponds to ~ 20% of the total
number of compounds and will be used to after model development to evaluate its
external predictivity. There are some works reporting on different strategies to split
training/test sets [65, 88].

After checking the goodness-of-fit of the model (i.e. verifying the R2), internal
validation of a model’s performance, also represented by its robustness, may be done
by evaluation of the statistical parameters Leave-One-Out (LOO) cross-validation,
Q2

LOO, and by the overall error of the model, Root Mean Square Error (RMSE).
The predictivity, that is the ability of the model to predict outside the training set,
is performed by using the test set for external validation and analysis of the param-
eter Q2

EXT, that can be obtained by different manners and have different meanings.
This validation overview, here described, is general and there’s much more to be
aware of, so that we cite the following papers—please also consider those cited three
paragraphs above [60, 83, 89–91].

Over time, QSAR studies have shown that, in addition to specific interactions
between the ligand and the biological target, there should be an influence of field
effects by non-covalent intermolecular interactions on the spatial vicinity of the
ligands [62]. This led to the deepening of studies related to three-dimensional molec-
ular descriptors and, thus, to the emergence of 3D-QSAR [92], which incorpo-
rates three-dimensional information on ligands, but requires their alignment and
conformational choice [93].

Traditionally, 3D-QSAR has been subdivided into the CoMFA (Compara-
tive Molecular Field Analysis) and CoMSIA (Molecular Similarity Indexes in a
Comparative-Analysis) approaches [94]. The CoMFA method positions the binding
molecules with a steric (shape or volume) or electrostatic test group, within a grid
of equally spaced points (the grid). In CoMSIA, both electrostatic and steric charac-
teristics are considered, in addition to the hydrogen bridge donor, hydrogen bridge
acceptor, and hydrophobic fields [95].

Worth to mention that other developments in the modeling field of QSAR have
led to the disclosure of different approaches, such as HQSAR [96], 4D-QSAR [97],
5D-QSAR [98], multi-target and multi-objective QSAR [99, 100], aiQSAR [52],
among others.

3 QSAR Software

Theoretical concepts behindQSAR, including the fact that it is based on the principles
of LFER, allows one to deduce that it may be applied not only to biological parame-
ters (such as IC50, EC50, etc.) but also to toxicological endpoints/parameters (LD50,
LOAEL, carcinogenicity, etc.) [101]. These studies are commonly named as QSTR,
i.e. Quantitative Structure–Toxicity Relationships, and represents the fundamental
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basis for almost every QSAR software that is commonly employed in computational
toxicology [102, 103]. We highlight that here, in this chapter, we are employing the
terms QSAR or QSTR as similar terms, since we are dealing with the context of
toxicity prediction.

In literature, after the initial development of QSAR studies, many studies have
been published with different kinds of datasets, and respective different kinds of
descriptors, aiming to correlate them with different kind of toxicological endpoints
[15, 56, 101]. Therefore, since then, one can find several QSAR models, which, in
turn, allowed the improvement and development of different QSAR software that are
currently available to evaluate the toxicity of chemical substances [3].

Worth to note that many software are defined as usingQSARmethodologies, once
they are statistics based and/or employ regressionmodels.However, since that current
recommendation from official agencies dealing with computational toxicology eval-
uations, suggests that not only one methodology should be applied for a chemical
in order to predict its toxicological endpoints, many software are equipped with a
mix of methodologies. Anyhow, here we will mention those software that are most
recognized for employing the QSAR approach.

3.1 TopKat

One of the first software ever launched as a toxicity predictor based on the approach
of QSTRwas TopKat (Toxicity Prediction byKomputer Assisted Technology). Since
its initial development, this software has been under the domain of different compa-
nies and, nowadays, its commercial version can be used as an implemented tool in
ADME/Tox applications package by BIOVIA/Dassault Systemes [4].

Toxicity prediction by this software utilizes cross-validated QSTR models. In
order to make the use of its implemented models more versatile, TopKat allows
checking model applicability and features contributions, as well as employs the
patented Optimal Predictive Space (OPS) validation method to assist in interpreting
the results, putting in other words, reports similar compounds to assist in results
interpretation. If a prediction generated for an input structure stays outside of the
OPS this will be considered unreliable [104]. Furthermore, it is possible to extend
models and improve coverage of chemistry space by adding new training data.

According to information displayed on owner’s webpage https://www.3dsbiovia.
com/products/collaborative-science/biovia-discovery-studio/qsar-admet-and-predic
tive-toxicology.html, all extensible TopKat models have been published as Toxicity
Models QSARModel Report Format (QMRF) reports on the European Commission
Joint Research Center (JRC) [105].

QSTR models implemented in TopKat are built upon data provided by in vitro
experimental assays and animal models, being, therefore, suitable to predict the
following toxicological endpoints: Ames mutagenicity, rodent carcinogenicity (NTP
and FDA data), the weight of evidence carcinogenicity, carcinogenic potency TD50,
developmental toxicity potential, rat oral LD50, rat maximum tolerated dose, rat

https://www.3dsbiovia.com/products/collaborative-science/biovia-discovery-studio/qsar-admet-and-predictive-toxicology.html
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inhalation toxicity LC50, rat chronic LOAEL, skin irritancy and sensitization, eye
irritancy, aerobic biodegradability, fathead minnow LC50,Daphnia magna EC50 and
logP.

3.2 ADMET Predictor

ADMET Predictor is a commercial software provided by SimuationsPlus that
consists of several built-in modules such as Physicochemical & Biopharmaceutical,
Metabolism, ADMET Modeler, HTPK Simulation, MedChem Studio, and Toxi-
city (https://www.simulations-plus.com/software/admetpredictor/toxicity/). Besides
predicting properties, as well as quantitative and qualitative values and endpoints
of interest, it works as a QSAR model-building application, since it is based on
literature databases and robust QSAR/QSTR models, but not only. Just to mention,
two important works that developed relevant QSAR studies are employed/cited by
ADMET Predictor, see references [106, 107].

In order to provide predictive cardiac toxicity (binding affinity towards hERG-
encoded potassium channels), this software employs classification and regression
neural network models to assess the chances of a compound to block hERG-encoded
K+ channels, which are responsible for the normal repolarization of the cardiac action
potential.

ADMET Predictor uses the information of a subset of 490 molecules from the
Spontaneous Reporting System (SRS) database, concerning human liver adverse
effects of many popular drugs, to model hepatotoxicity. Moreover, it provides the
following individual models corresponding to individual enzymes used in hepato-
toxicity diagnostics: alkaline phosphatase increase, SGOT increase, SGPT increase,
LDH increase and GGT increase.

It also allows to predict reproductive (developmental) toxicity; chronic carcino-
genicity and mutagenicity endpoints, since it contains models built using data from
the Carcinogenic Potency Database (CPDB); phospholipidosis; endocrine toxicity;
skin and respiratory sensitization; acute rat toxicity (by oral administration); chro-
mosomal aberrations; maximum recommended therapeutic dose; and environmental
toxicity (in terms of bioconcentration factor).

3.3 VEGA

VEGA is a computational software to predict toxicity potential that consists of a
platform including several validated QSAR models as well as an independent tool
that helps the user in the evaluation of results through an Applicability Domain Index
(https://www.vegahub.eu/portfolio-item/vega-qsar/).

This software is freely available and allows the use of several implemented QSAR
models, simply by providing the structure of the chemical compound (SMILES or

https://www.simulations-plus.com/software/admetpredictor/toxicity/
https://www.vegahub.eu/portfolio-item/vega-qsar/
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sdf formats) as an input. It is an independent JAVA application and does not require
any network communication—chemicals are processed on the local machine and
information is not shared over the Internet.

Its methodology is a completely independent algorithm used to assess the reli-
ability of the model’s prediction through the “Applicability Domain Index". This
algorithm works on all QSAR models, separately. Among the models incorporated
to predict specific toxicity endpoints we highlight the CAESAR, which used to be a
separate platformandhasmigrated toVEGA, aswell as IRFMN, ISS, ISSCAN-CGX,
SarPy, and others.

At a glance, this algorithm shows similar and structurally related compounds
(three as default), evaluates QSAR results for similar compounds, and analyzes some
relevant chemical characteristics between the input compound and its associated
compounds. For the utilization of VEGA software, the following endpoints can be
predicted: carcinogenicity (also through oral or inhalation exposures), developmental
toxicity, reproductive toxicity, hepatotoxicity, mutagenicity (Ames test) and skin
sensitization, among others.

3.4 OECD QSAR Toolbox

The software OECD QSAR Toolbox performs toxicity and hazard assessment of
chemical substances, it is a freely available program, and it is emphasized that, by
using such software, one can avoid making use of animal testing, without reducing
the safety of humans and environment. Using this software allows the possibility to
search among all available data either for endpoints of interest or for compounds
with specific experimental results, through more than 50 databases containing more
than 80,000 chemicals and with almost 2.5 million data measured and implemented
(https://qsartoolbox.org/about/).

Moreover, the performance functionality of generated alerts informs the user about
the predictive power of specific alerts or structural features in profilers, thus enabling
its applicability to create categories of analogs, based on consistent experimental
results. In addition, there are 902 QSAR models to predict different properties that
are available in QSAR Toolbox 4.3.1 (latest release), of which 145 QSAR models
are available with information pertinent to human health risks.

In addition, toxicological data reported in the literature for the analyzed
compounds can be retrieved or found using the following 5 predefined databases
implemented in the software: Database Affiliation, Inventory Affiliation, OECD
HPV Chemical Categories, Substance Type and US EPA New Chemical Categories.
Some of the endpoints that may be estimated include: Carcinogenicity, Develop-
mental Toxicity/Teratogenicity, Genetic Toxicity, DNA binding (by OASIS and
OECD), in vitro mutagenicity (Ames test) alerts by ISS, Respiratory Sensitization,
Immunotoxicity, and Neurotoxicity.

https://qsartoolbox.org/about/
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3.5 QSARINS

QSARINS, also known as QSAR-INSubria, is a software provided by the Italian
research group from the University of Insubria. It allows the development and
validation of multiple linear regression models by Ordinary Least Squares (OLS)
and Genetic Algorithm (GA) for variable selection, following the best practices to
perform statistical and chemometric approaches, and thus enhancing the robustness
of QSARmodels generation [83, 89, 91].Worth to mention that it includes an add-on
to calculate PaDEL descriptors (Yap 2011) for an input set of compounds, and its
handling is very intuitive and simple.

Academic licenses can be acquired under registration and request through their
official website https://www.qsar.it/ and, also, as it is stated on their website, the
aim of the developers with such a helpful tool “is to propose the use of validated
QSAR predictions for the screening and prioritization of hazardous compounds and
the ‘benign by design’ approach of Green Chemistry”.

Besides being a very useful software to perform QSAR, or QSTR, studies it
comes along with a dataset containing more than 3,000 3D chemical structures
(and experimental data) as well as 45 ready-to-use QSAR models, in a module
named QSARINS-Chem. These models were developed to estimate environmental
endpoints for organic pollutants, such as: benzo-triazole D. magna toxicity [108,
109]; endocrine disruptor chemicals estrogen receptor binding [109, 110]; global
half-life index [109, 111]; human biotransformation logHLT_h [112]; personal care
products aquatic toxicity index-ATI [113]; logKoc of pesticides [109, 114]; nitrated
polycyclic aromatic hydrocarbon mutagenicity [109, 115]; persistence bioaccumu-
lation toxicity index [116]; perfluorinated chemicals mouse inhalation tox [117];
pharmaceuticals D.magna acute tox [118]; and others (see reference [109]).

3.6 TEST

The Toxicity Estimation Software Tool (TEST) is freely available on US EPA
website https://www.epa.gov/chemical-research/toxicity-estimation-software-tool-
test and itwas developed to provide an estimation of compound’s toxicity bymeans of
QSAR methodologies. It does not require any use of external programs and the user
must input a molecule of interest to predict its toxicological profile. It also allows the
prediction of physicochemical properties such as boiling and melting point, density
and water solubility [119].

In order to perform QSAR analyzes it employs one (or more) of the
following methodologies: hierarchical, FDA, single-model, group contribution,
nearest neighbor, consensus and mode of action [86, 120, 121]. We emphasize the
consensusmethod, that takes into account applying each of the aboveQSARmethod-
ologies and uses an average of their predicted toxicities to estimate the toxicity of a
compound.

https://www.qsar.it/
https://www.epa.gov/chemical-research/toxicity-estimation-software-tool-test
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According to the software user’s guide from TEST [119], it includes models to
predict the endpoints: 96-h fathead minnow 50 percent lethal concentration (LC50),
48-hDaphniamagna 50percent lethal concentration (LC50),Tetrahymenapyriformis
50 percent growth inhibition concentration (IGC50), Oral rat 50 percent lethal dose
(LD50), Bioconcentration Factor (BCF), Developmental Toxicity (DevTox), Ames
Mutagenicity (Mutagenicity).

3.7 EPI Suite

This set of models and tools known as EPI (Estimation Programs Interface) Suite
predicts physical/chemical property and environmental fate, which are predomi-
nantly built by means of QSAR [122].

United States Environmental Protection Agency (US EPA) together with Syra-
cuse Research Corp. (SRC) have developed such predictive models and tools, along
with assessment methods and databases (over 40 thousand of compounds), that
has been widely used by governmental and industry organizations to support the
evaluation of new chemical substances, especially to screen those under the Toxic
Substances Control Act (TSCA). The idea is to provide predictive knowledge upon
what happens, in terms of hazard effects, to humans and to the environment when
using and being exposed to these substances. Models can be freely accessed or
downloaded through the official website: https://www.epa.gov/tsca-screening-tools/
epi-suitetm-estimation-program-interface

Among themodels and tools available within EPI Suite, one canmention: Ecolog-
ical Structure–Activity Relationships Program (ECOSAR), and WSKOWWIN. The
first one mentioned, as an e.g., estimates toxicity potential for a compound based
on short and long-term exposure for fish, invertebrates, and aquatic plants along
with a limited number of methods for terrestrial and marine organisms [123].
WSKOWWIN is useful to predict 1-octanol/water partition coefficient (logP) and
also water solubility.

3.8 Lazar

Lazar is the nomenclature for Lazy Structure–Activity Relationships, and it was
primarily developed around 2008 [124, 125]. It used to work based on the use of
two main methods, which are classification (k-nearest neighbors and kernel models)
and regression (multiple linear regression and kernel models), and treating chemical
similarities as toxicity dependent values, so that it detains most relevant fragments
for the toxicity endpoint under analysis.

Its current version, an open-source software from the small company in silico toxi-
cology from the University of Freiburg, can be easily run on the website https://lazar.
in-silico.ch/predict. The practical version of Lazar generates local QSAR models

https://www.epa.gov/tsca-screening-tools/epi-suitetm-estimation-program-interface
https://lazar.in-silico.ch/predict
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for each compound submitted to toxicity prediction, in an equivalent manner to
read across procedure in toxicological risk assessment, allowing the user to appoint
between a large variety of algorithms for descriptor calculation and selection,
chemical similarity indices, and model building [126].

It is possible to apply severalmodels that are available to predict toxicity endpoints
by regression or classification methods, in the software’s read-across approach. The
following endpoints can be predicted: acute toxicity (Daphnia magna / Fathead
minnow), blood–brain barrier penetration in humans, carcinogenicity (rodents, rat,
mouse—TD50), lowest observed adverse effect level in rat, maximum recommended
daily dose in human, and mutagenicity in Salmonella typhimurium.

3.9 MultiCASE

CASEUltra is the nameof theQSARsoftware afforded commercially byMultiCASE
that aims to model and predict toxicity for chemical compounds, by automatically
deriving alerts from data applying statistical methods or use alerts obtained applying
expert knowledge. Models generated by CASE Ultra consists of a set of key alerts,
which present a statistical relationship with the endpoint of interest, once it extracts
alerts based on fragments or chemical structures [127].

It makes the use of physicochemical such as logP, solubility, E-states, surface
descriptors, and others, to generate local QSAR models for alerts. Furthermore, one
should emphasize that predictions are done, considering alerts found in the compound
submitted to test, as well as that this software performs domain applicability evalu-
ation. It also allows the user to add in-house chemical structure–activity data to an
existing model, so that model’s capabilities can be improved (https://multicase.com/
case-ultra).

The software CASE ultra includes a high-quality collection of in silico toxi-
city models, covering the toxicological endpoints of genotoxicity, renal (kidney and
urinary tract) toxicity, mammalian reproductive toxicity, adverse effects, carcino-
genicity, cardiotoxicity, acute toxicity, endocrine receptor models, skin and eye
toxicity, hepatotoxicity, ecotoxicity and environmental hazard, and bacterial muta-
genicity. For the latter, it provides a pair of built-in QSAR methodologies, which
are complementary (i.e. statistics and expert rule-based,) to estimate bacterial muta-
genicity of chemical substances in agreement with ICHM7 compliance. Also, worth
mentioning that many of the above-mentioned endpoints are predicted by using
models based on FDA data [128, 129].

4 Expert Software

An expert software or system may be defined as a system able to emulate a human
expert in making predictions, starting from the point of using generalized knowledge

https://multicase.com/case-ultra
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to achieve such goal, and hence it is commonly also described by the termknowledge-
based systems [130]. In fact, one can describe its operation by a knowledge base that
contains subject matter as a set of rules originated from experimental data, and an
inference engine that makes logical deductions by assembling those rules [4, 46].

When it comes to software developed to toxicity prediction, in general, these set
of rules are usually made of structure–toxicity relationships collected by toxicolo-
gists and, in this way, the expert system infers the compound’s structure making a
comparative analysis with those knowledge-based rules. Finally, the inference engine
assesses the toxicity potential for such compound qualitatively in order to report its
conclusions [131].

There are some outcomes of using expert software mainly regarding the quality
and variation of toxicophores included in knowledge bases, which depending on the
endpoint of interest there are many variables to describe mechanisms and experi-
ments. Nevertheless, when comparing to traditional statistical models used as in the
case of QSAR software, expert software can justify their estimations with consid-
erations to the mechanisms of action provided by the knowledge database provided
[132, 133]. These assays have received prestige due to the easy of interpretation
[134]. However, they are often associated with poor accuracy, since many structural
alerts, i.e., fragments associated with the mechanism of toxicity are also found in
non-toxic compounds [135].

Our intention here is not to focus on the comparison between one methodology or
another but to present a brief description of them, and their corresponding software,
as well as their options of toxicological endpoints to be predicted. So, next, we will
introduce some of the most valuable expert software that have been used by the
computational toxicology scientific community in late years.

4.1 DEREK

DEREK is one of the pioneering software when it comes to expert knowledge-based
methodologies to be used with the intention of predicting toxicity endpoints. It is a
commercial product offered by the company Lhasa Limited, www.lhasa-limited.org,
and it is an expert knowledge-based software that provides predictions for various
toxicological parameters [136]. The term DEREK is actually an abbreviation for
Deductive Estimation of Risk from Existing Knowledge.

What is attractive in such software, it is the fast, accurate and simple usage, where
the usermust submit a given structure as input toDEREK,whichwill be subsequently
standardized and then analyzed in comparison to the certified Lhasa knowledge base
implemented in the software, followed by a toxicity prediction as ‘alerts’. Prediction
using DEREK includes a general conclusion about the probability of toxicity for a
structure and detailed information justifying such probability.

Standardization of structures ismadeby a series of transformation rules, including,
but not limited to: aromaticity perception, transformation of pentavalent nitrogen and

http://www.lhasa-limited.org
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removal of specific stereochemistry. The goal of standardization is to interpret struc-
tures more accurately to optimize predictions. Systems that are rule-based present
“if–then-else” rules that combine toxicological knowledge, expert judgment and
fuzzy logic [137].

The DEREK database contains data from published sources and data donated by
partner organizations. These data are collected and verified by scientists, members
of the Lhasa company, before they are used to establish new rules and relation-
ships. The latter two, in turn, are based on empirical observations that are supported
by understanding the toxicity mechanism [133]. For the use of the DEREK soft-
ware, the following endpoints can be predicted: mutagenicity, genotoxicity, neuro-
toxicity, developmental toxicity, carcinogenicity, HERG channel inhibition in vitro,
teratogenicity, skin sensitization and irritation, hepatotoxicity inmammal, and others
[138].

In general, the alert that is given by DEREK can be translated into a toxicophore,
i.e. a substructure that is known or thought to be themain reason for its toxicity.Worth
mentioning that many of the alerts refers to data for different kind of species, such
as humans, other mammals and bacteria. DEREK uses a glossary, which contains a
hierarchical order (from more certain to more doubtful) of alerts that will be fired,
or not, as results for predictions. These are: certain, probable, plausible, equivocal,
doubted, improbable, impossible, open and contradicted.

4.2 HazardExpert

HazardExpert was one of the first ever released expert software, in the 80 s, and
today consists of a module of the Pallas System suite integrated within Compu-
Drug package of products (https://www.compudrug.com/hazardexpertpro) [139].
This software predicts a range of toxicity endpoints including carcinogenicity,
irritation, teratogenicity, neurotoxicity, mutagenicity and immunotoxicity.

It allows the toxicity prediction of compounds and its symptoms in animals and
humans, based on toxic fragments through a rule based system and open knowledge
base, containing fragments derived from structure–toxicity relationships available
on the literature and from US EPA data. Moreover, the user can change, expand or
optimize data fragments where the most probable toxic estimation stands for. Further
interesting resources included in HazardExpert is the ability to attenuate predictions
by factors such as dose level, duration of exposure and route of administration; and
also calculates bioavailability based on logP and pKa and bioaccumulation.

The software HazardExpert is commercially available to Windows and Linux
platforms and its latest release include an upgrade with improved prediction of cyto-
toxicity, inwhich an artificial neural network based approach using atomic fragmental
descriptors has been developed and implemented to categorize molecules according
to their in vitro human cytotoxicity.

Worthmentioning thatwithin Pallas System suite, offered byCompuDrug, there is
the software MetabolExpert, which can work as an extension to initial toxicological

https://www.compudrug.com/hazardexpertpro
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predictions by parental compound by HazardExpert, allowing the estimation of the
structural formula of its metabolites, which might be produced by such parental
compound in humans, animals and plants.

Furthermore, another integrated tool in the same suite is ToxAlert, which function
in a similar fashion as HazardExpert, indicating compounds with possible hazards
for specific pharmacophores and, in addition, outputs probability percentages for
endpoints under investigation [104].

4.3 Toxtree

Toxtree is a freely available platform that can be ran online or in its standalone version
for PC, full-featured and flexible user-friendly open source application, which is able
to estimate toxic hazard by applying a decision tree approach (https://toxtree.source
forge.net/). It is cited in the official website from the European Union https://ec.eur
opa.eu/jrc/en/scientific-tool/toxtree-tool as scientific computer tool able to estimate
assess chemical toxicity, since it was developed by the JRC in collaboration with
various consultants [137].

This software includes classification schemes for mutagenicity and carcino-
genicity by theBenigni-Bossa rulebase, protein andDNAbinding alerts, SMARTCyp
(cytochrome P450 mediated drug metabolism and metabolites prediction), skin and
eye irritation, as well as Cramer decision tree for the allocation of substances of
known structure into class I, II or III based on their potential to present oral toxicity.
Further details on such schemes are to be found on its main reference publication by
Patlewicz and colaborators [140].

4.4 Oncologic

OncoLogic™ is a predictive computer system to evaluate the carcinogenic potential
of chemical substances [141], bymeans ofmimicking the judgment of human experts
and following sets of knowledge rules based on studies of how such substances
cause cancer in animals and humans (https://www.epa.gov/tsca-screening-tools/onc
ologictm-computer-system-evaluate-carcinogenic-potential-chemicals).

This software is freely available and allows the estimative of carcinogenicity (as
its only predictable endpoint) in potential by compounds, by means of applying
structure–activity relationships and considering their corresponding mechanisms of
action, as well as supply a database with toxicological data to assess carcinogenicity
endpoint [142].

It is an expert software developed by US EPA Office of Pollution Prevention and
Toxics in collaboration with LogiChem, inc. One of its most interesting features
is that, besides more than 50 classes of organic compounds, it is able to predict
carcinogenicity for polymers, metals and fibers.

https://toxtree.sourceforge.net/
https://ec.europa.eu/jrc/en/scientific-tool/toxtree-tool
https://www.epa.gov/tsca-screening-tools/oncologictm-computer-system-evaluate-carcinogenic-potential-chemicals
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4.5 ToxPHACTS

ToxPHACTS is a software developed by the Department für Pharmazeutische
Chemie, Universität Wien, supported by INiTS (Innovation into Business), the high-
tech business incubator of the Business Agency of Vienna and Vienna’s universities,
within the AplusB Scale-up program, and commercially offered by the company
Phenaris GmbH (https://www.phenaris.com/products/toxphacts/). It is also freely
available as webserver for non-commercial use, hosted by University of Vienna, and
in the format of ToxPHACTS light, that contains its basic features (https://toxpha
cts.univie.ac.at/).

The softwareToxPHACTSworks as an expert system for toxicological read across
that can be split in three main tasks. At first, it performs a similarity search after the
user inputs its query molecular structure, by automated read across utilizing five
similarity search algorithms and consensus scoring, including the chemical space of
ChEMBL. Then, it performs a data extraction by simultaneously retrieving several
data sources with toxicity endpoints and including in-house data bases, subsequently
leading to data analysis, which display results in standardized and aggregated form
to guide the user. In addition, results may be exported as heat-map (CSV file) and it
furnishes detailed knowledge based target-toxicity associations [143].

5 Machine Learning Models

Machine learning is a subfield of artificial intelligence in which computer algo-
rithms learn and adapt to data. The artificial intelligence refers to a broader concept,
in which computers can make better decisions. As in the previous topics, a QSAR
model does not necessarily need the use of computers to be developed [144, 145].
Yet, with the increase in the amount of available data, such models have become
impractical to be developed manually, with simple regression equations. Currently,
QSAR/QSPR models are generated using thousands of compounds and molec-
ular descriptors, applying the most variable algorithms machine learning [62]. For
this reason, machine learning methods have become essential in cheminformatics.
Machine learning methods can be roughly classified as unsupervised and supervised.

In unsupervised learning, predictions are made to characterize the data. In this
case, only independent variables, i.e., those inherent to the data, are used in the
development of the model. In cheminformatics, unsupervised methods are widely
used to determine common or different structural characteristics between molecules,
which can be used to design new bioactive molecules [146, 147]. Algorithms such
as principal component analysis (PCA), hierarchical clustering analysis (HCA) and
self-organizing maps (SOM) are commonly used to perform these tasks [148].

Supervised methods are those in which an input variable (dependent variable) is
known and is intended to be predicted. In the case of QSAR, the biological activity or
toxicity of a molecule is the dependent variable (represented on the Y-axis) and the

https://www.phenaris.com/products/toxphacts/
https://toxphacts.univie.ac.at/
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molecular descriptors make up the independent variables (represented on theX-axis)
[84]. The QSAR model is composed of a mathematical equation that establishes
a relationship between molecular descriptors (chemical structure) and biological
activity/property [149]. This equation is not always simple and observable. Modern
machine learning algorithms such as random forest [150], support vector machine
[151], neural networks [152], and deep learning [153] generate complex equations
and, very often, difficult to interpret. For this reason, machine learning methods of
learning are often described as “black boxes”. One of the ways to interpret QSAR
models is through the analysis of the molecular descriptors identified by the equation
as the most important [135, 154]. In this process, it is possible to determine which
physical–chemical, electrostatic characteristics or which molecular fragments are
most important for the modeled activity. More recently, deep learning algorithms
have become a major approach to develop QSARmodels [155]. Neural networks are
machine learning methods that were inspired by the connections of biological neural
networks. The architecture of this algorithm has “neurons” or interconnected nodes
that compute input data and release transformed output data. Deep learning, or deep
neural networks, consisting of neural networks with more than one layer [153].

Computational tools to predict toxicity endpoints have become widely spread. In
recent years, the National Institute for Environmental Health Sciences has promoted
several global collaborations for the development of consensus QSARmodels for the
prediction of major toxicity endpoints, such as estrogen [156] and androgen [157]
receptor activity. These models have been implemented into the OPERA software
[158]. The ULREACHAcross™ a fee-based commercial application that implement
machine learning models through a new approach named read-across structure–
activity relationships (RASAR) [159]. Unfortunately, the authors did not provide
information regarding data curation and many aspects of proper model validation.
Many of these deficiencies have emphasized that the reported high accuracy of the
models could be the consequence of inadequate data curation leavingmany duplicate
compounds in the modeling datasets [160].

The Pred-Skin is a freely-available web application that implements multiple
QSAR models developed using machine learning for the evaluation of skin sensiti-
zation based on multiple assays, including data on humans, the mice, and in vitro
assays [161]. Another tool developed by the same group, Pred-hERG [39], was gener-
ated by implementing models developed with random forest on cardiac toxicity data
collected from ChEMBL [162]. The admetSAR is another free tool that implement
machine learning models for many endpoints related to the absorption, distribu-
tion, metabolism, excretion, and toxicity (ADMET) of drugs [163]. The Pro-Tox
II [164] is a web server that implements multiple molecular modeling approaches,
such as similarity search, pharmacophores, and machine learning for prediction of
toxicity endpoints, such as Ames mutagenicity, hepatotoxicity, and carcinogenicity.
The Vienna LiverTox Workspace has a series of machine learning models for many
liver transporters and hepatotoxicity-related endpoints, such as hyperbilirubinemia,
cholestasis, and drug-induced liver injury [165]. The CarcinoPred-EL implements
models based on ensemble support vector machine, random forest, and XGBoost
algorithms to predict carcinogenicity of chemicals [34].
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6 Use of Other Molecular Modeling Methodologies
to Assess Toxicity

The development and improvement of methodologies associated with molecular
modeling unveil more and more software and algorithms with useful applications
in different contexts, including computational toxicology [8]. Here, we will briefly
mention a fewcase studies involving toxicity prediction, inwhich itwas used software
employing some of the methodologies we consider more relevant, that is 3D-QSAR,
docking, pharmacophore and/or molecular dynamics.

As we mentioned in the subtopic of this chapter regarding QSAR theory, the
evolution of QSAR studies naturally achieved the use three-dimensional and confor-
mational data in order to establish relationships, giving birth to 3D-QSAR [92]. This
approach has also shown to be very useful in studies concerning toxicity predic-
tion, e.g. [166] developed CoMFA and CoMSIA predictive models to show that the
toxicity of substituted benzenes is related with electrostatic and H-bonding interac-
tions, besides hydrophobic effects, and they could also get a picture of the respective
toxicity mechanism involved, by analyzing corresponding contour maps.

Another work [167], proposed to design polychlorinated naphtalenes deriva-
tives with less risk to the environment and human health, by building CoMSIA,
3D-QSAR, predictive models, and showing that the biodegradability mechanism
of such compounds are related with electrostatic property. Moreover, they could
show by docking simulations, that their proposed derivatives bind more efficiently
with oxidase (degrading enzyme used as target), thus showing an increased degrad-
ability of such compounds. Finally, they performed molecular dynamics simulation
to observe that during binding of derivatives with oxidase, the change rate of the
electrostatic energy was highest, indicating that the electrostatic energy plays a key
role on the change of binding energy and, thus, the electrostatic interaction is indeed
the main factor affecting biodegradation of polychlorinated naphtalenes.

In the study of [168], they performed docking simulations using the FRED [169]
software to evaluate interactions between potential molecular toxicants (environ-
mentally relevant chemicals) and a library of macromolecular targets of toxicity
(including rat estrogen receptors), to evaluate estrogenicity potential. Moreover, they
noticed that using a pharmacophore filter, previously to the docking, is advantageous
and improve the ability to identify potential chemicals active towards receptors of
toxicity.

As one can see, docking studies may help to elucidate binding and intermolecular
interactions between potential toxic compounds and amino acid residues from the
binding site of targets—mostly enzymes related to toxicitymechanisms.More details
concerning several available crystal structures of enzymes (e.g. CYP2C8, CYP2D6,
P450, etc.) related to toxic mechanisms can be found in revision of Blaney and
colaborators [170], as well as further research articles regarding docking studies
[171, 172]. We also cite further literature regarding studies using pharmacophore
[173, 174] and molecular dynamics [175, 176].
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7 Concluding Remarks

Prediction of toxicity potential for bioactive substances is an important step associ-
ated with most of research projects involving drugs and agrochemicals development.
To this point, one can note that most of the used computational toxicology software,
employ the QSAR/QSTR approach, which is still the predominant methodology in
computational toxicology. This traditional approach is reliable and easy to inter-
pret. But that does not mean that is the preferable one, since we observe a great
increase on popularity and reliability of predictions by expert software, and also by
those employing machine learning methodologies. Another thing to note is that the
tendency of using toxicity prediction software is related to their license availability,
i.e. if they are either freely available or if they are only obtained on commercial
versions.

Regardless, software here described provide awide range of options, both in terms
of methodologies and in terms of expanding possibilities to predict different toxi-
cological endpoints, that spans from dermal sensitization to carcinogenicity, among
others. The software described in this chapter are among the most robust options
currently available, and guarantees a safe assessment of toxicological profile in
studies that aim harnessing the potential of chemicals of interest.

In our opinion, we emphasize that the use of toxicological prediction has been
gaining ground in the scientific community, and consequently in the world, consid-
ering that one of the greatest advantages is the fact that they avoid and reduce experi-
mental procedures with laboratory animals, as well as reduce environmental impacts.
Furthermore, the use of predictive toxicology software is very important in computer-
aided drug design (in pharma industry or academia) because it allows to filter out
toxic compounds during virtual screening campaigns, rationalize the synthesis and
optimization of drug candidates, diminishing significantly the cost and time spent on
drug discovery/development process. We also highlight that the use of other molec-
ularmodelingmethodologies, such as docking andmolecular dynamics, greatly helps
in the mechanistic elucidation of the toxic action of compounds.

This chapter has aimed to describe the main software and methodologies that
have been used to provide accurate and reliable toxicity prediction to a variety of
toxicological endpoints. This overview of computational toxicology software should
be useful to help on choosing the most adequate software for those who intend to
improve their toxicity predictions on their research projects. To conclude, we hope
that our efforts to this end, facilitate the work of gathering information on this subject
to researchers who act on drugs and agrochemicals development and seek useful
predictive toxicology tools. It is worth remembering that, in order to obtain more
detailed information on how certain software applies a certain model, or on their
database, or even on which species of animals does the experimental data come
from, all references have been respectively assigned.
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Abstract hnRNP K is an important constitutive protein in which is found in the
nucleus, cytoplasm, and mitochondria of cells. As such, this protein interacts in turn
with various molecules, which are directly involved in gene expression as well as
signal transduction. However, it is well-known that its aberrant expression is related
to the development of most commonly diagnosed cancers, including prostate, lung,
breast, and colorectal. Hence, the binding to nucleotides is the main molecular event
responsible for triggers the biological activity of hnRNP K and in which is medi-
ated by its K homology (KH) domains. Using the structure of KH3 domain, virtual
screening simulations were then performed by docking using GOLD software to
select small molecules that could compete with nucleotides by the binding site of the
domain, intending to block the protein activity and discover new lead compounds
against cancer. In vitro assays revealed the discovery of a benzimidazole and a phenyl-
benzamide derivative able to prevent DNA binding to hnRNP K. The molecular
interaction fields computed for hydrophobic and polar interactions for KH3 struc-
ture and molecular dynamics simulations with docked compounds revealed energet-
ically viable binding modes for these derivatives, where arginine protein residues
should play a central role in molecular recognition. The design of benzimidazole
and phenylbenzamide derivatives enriches the knowledge of lead compounds in the
search for a novel class of anticancer drugs able to down-regulate hnRNP K.
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1 Introducution

Currently, cancer has been a leading cause of death worldwide, and the number
of cases is also expected to overgrow rapidly as populations grow, age, and adopt
lifestyle behaviors that in general increase cancer risk significantly [1]. Thus, from
this perspective, it is well-known that the cancer is particularly caused by diverse
deregulated cell signaling cascades, leading more than 200 neoplastic diseases. As
such, the disease develops from the result of the dysregulation of as high as approx-
imately 500 different genes, among which may leads to over a very long duration
of time untill the symptoms become apparent [2, 3]. From a histogenetic viewpoint,
cancers have been classified into carcinomas and sarcomas. Carcinomas are origi-
nated from epithelial tissues and sarcomas from connective tissues. Around 90% of
clinical tumors are carcinomas and in case of lung cancer have widely been reported
to be themost commonly diagnosed followed by female breast cancer, prostate cancer
and also colorectal cancers [2, 4–6].

Mechloretamine was the first anticancer drug introduced in market in 1949, when
the knowledge of cancer biology was limited. Mechloretamine has the ability to bind
to purine bases ofDNAand generate cytotoxic effects against tumor cells. The lack of
selectivity is the major limitation and restricts the wide usage because of serious drug
adverse events.Currently, cancer biology is better understoodbecause of the scientific
advances made in the past decades, especially in molecular biology, biochemistry,
immunology and medicinal chemistry fields that notably changed cancer treatment
paradigms since mechloretamine. Current anticancer drug design focuses on more
selectivemolecules that are safer and better tolerated than first drugs. Suchmolecules
are designed to inhibit cancer-related proteins havedisplayed apivotal role in a variety
of tumors [7–10].

Molecular modeling provides numerous tools that can be applied in the drug
design process with several reported successful cases [11–16]. Conceptually, since
coordinates of 3D structures of attractivemolecular targets for pharmacological inter-
vention are available it is possible to apply structure-based drug design techniques,
where interactions of known ligands can be modeled in order to derive structure–
activity relationships [17–21]. On the other hand, when a database of ligands for a
known target is available one can apply ligand-based approaches, where the concept
of similarity guide the design of novel candidates, specially in the absence of 3D
structures of drug targets [22–24]. Usually, a protocol combining strategies from
both approaches is the best choice.

Interest in developing drug-likes compounds from computational methods and
techniques is a growing trend, mainly due to the wide variety of success cases, which
saves equally the cost and time [25]. The major contribution of the computational
chemistry to cancer drug design is the development of drug candidates for new anti-
cancer pathways discovered recently. Actual computational approaches that facilitate
anticancer drug discovery include designing drug-like libraries, multi-targeted drug
discovery, ligand–protein inverse docking, virtual screening of drug-like molecules
and multi-target QSAR [25].
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Significant progress has been made in hit discovery, lead optimization and drug
candidates designing in anticancer research. Computational methods have been
applied to speed up the discovery of molecules that interfere with promising drug
targets linked with cancer initiation, progression and metastasis, including kinases,
transcription factors and receptors of growth factors [26–29].

Lastly, it is known that cancer researches mainly arise from the drug
design, leading to the development of new therapeutic options for a broad variety
of illnesses, as has widely been shown in the literature. Despite major advances, the
current approaches in general target single cancer pathways with single molecules
that will not likely lead to cancer cure. Drugs combinations against several cancer
hallmarks in away similar to that donewithAIDS seems to be a promising therapeutic
strategy. Hence, in this context, it is well-known that the design of lead compounds
for novel molecular targets continues to be important in order to enrich the variety
of therapeutic options contributing to refreshed the expectations for development of
improved treatments [7, 30].

New attractive molecular targets with known 3D structures must be studied by
computational methods in order to stimulate the design of new anticancer drug
candidates. A promising drug target against cancer is hnRNP K (heterogeneous
ribonucleoprotein K), an interesting protein involved in the genesis of most prevalent
cancers, including lung, breast, and colorectal [31–33]. Considering that coordinates
of protein domain related to DNA interactions are available at Protein Data Bank,
the molecular basis for DNA recognition can be used to drive the design of small
molecules capable of blocking its action in cancer.

2 hnRNP K Protein

hnRNP K is, of course, an incredibly multifunctional protein that usually found in
the nucleus, cytoplasm, and mitochondria of cells that influences multiple steps that
compose gene expression, including chromatin remodeling, transcriptional, splicing,
and mRNA stability through its capacity to bind RNA and single-stranded (ss) DNA
via its KH domains. Aberrant hnRNP K expression has already been related to
the development of melanoma, breast, prostate, colorectal, lung, hepatocellular, and
esophageal cancers [31–39].

Specific interactions had already been illustrated for case of hnRNP K with
both RNA, single-stranded (ss), and DNA, double-stranded (ds) [40–42], as for
example with CT element. Additionally, it is known that the hnRNP K is able to
bind to homopurine (GGGG) and homopyrimidine (CCCC) sequences present at
the CT element, which is located within the c-myc promoter P1 [43]. As is well-
known, the inadequate activation of c-myc gene can in principle triggers the cancer
[44]. Hence, from this perspective, the pivotal role of hnRNP K marker related to
the manifestations of diverse cancer, in general, it can then classify as an attractive
molecular target for potential pharmacological intervention.
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Hence, the interactions of hnRNPKwith nucleotides are usuallymediated by its K
homology (KH) domains. Itmust be noted that theKH3domain also shows the ability
to bind to nucleic acids as an isolated domain, nevertheless with reduced affinity,
i.e., when compared with hnRNP K [45–47]. However, in some cases the structural
complexes between KH3 and specific oligonucleotide sequences [40–48], are avail-
able in the Protein Data Bank (PDB), helping to better understand the binding of
nucleotides to KH domains.

It is possible to observe that the ssDNA oligonucleotides are usually situated
in the binding cleft of the domain, which is predominantly hydrophobic, and base
contacts are made predominantly by the tetrad TCCC. As such, the binding site of
KH3 is located at the surface of the domain and because of being narrow it favors the
accommodation of pyrimidine bases, which are composed by only one central ring,
especially cytosine-rich sequences. The central region of the binding site is composed
by hydrophobic amino acids (I29, I36, I47, I49) while it is surrounded by polar
residues (K31, K37, R40, S46, K48, R59) [Fig. 1]. R40 e R59 are usually considered
the key polar residues involved in the recognition process of nucleotide bases [40,
46, 48].

The identification of the structural properties involved in molecular recognition
of nucleotides by KH3 domain of hnRNP K compose substantial information in
order to help the design and search for small organic molecules able to prevent DNA
binding, thus guiding the discovery of novel anticancer lead compounds. Based on
the knowledge of KH3-DNA complex, it was designed new anticancer candidates
targeting KH domains of hnRNP K.

Fig. 1 Binding mode of
T1-C2-C3-C4-T5 ssDNA in
the binding site of KH3
domain (PDB code: 1J5K),
highlighting the main protein
residues that perform
interactions and recognize
the oligonucleotide
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3 Design of Anticancer Lead Compounds Targeting
hnRNP K

The design of novel anticancer lead compounds targeting KH domains of hnRNP K
was made after the use of a structure-based virtual screening protocol with docking
simulations that filtered small molecules ligands validated subsequently by in vitro
assays. As such, the binding modes suggested by docking were evaluated with the
application of molecular interactions fields e molecular dynamics simulations.

4 Methods

Virtual screening simulations were then performed using GOLD 3.1.1 [49] software
based on docking simulations targeting tridimensional structure of KH3 domain of
hnRNP K available in PDB (PDB code: 1J5K). Simulations were carried out with
CNSset, DIVERSet and MWset virtual compound collections from EXPRESS-Pick
database, inside a sphere of 15 Å radius centered at delta 1 carbon atom of I49
residue side chain. In the case of the KH3 domain present in the 1J5K complex
was then elucidated by NMR [40] and their hydrogen orientations were considered
for simulations. In this case, the genetic algorithm parameters of GOLD software
were set up in 10,000 operations, 100 mutations and 100 crossovers and a population
size of 100. The top-ranked orientation for each compound was generated and the
50 top-ranked ones for each database collection were filtered. The rescore docking
procedure was applied to the 150 compounds filtered by virtual screening in order to
select the most promising molecules able to interact with the KH3 domain binding
site. Rescoring was performed for each compound inside the same sphere defined
for virtual screening simulations. The 15 top-ranked orientations for each compound
were obtained. Also, the genetic algorithm parameters for rescoring were set up in
100,000 operations, 95 mutations and 95 crossovers and a population size of 100.

Molecular interaction fields were computed with GRID22b [50] software for
KH3 structure in order to map the interaction capabilities of the domain. The virtual
interaction sites obtained for each molecular probe (DRY or hydrophobic, aromatic
carbon, amide nitrogen and carbonyl oxygen) were superimposed with KH3 domain
structure and the rescored docked compounds. The ten top-ranked compounds by
docking that presented orientations with functional groups within favorable virtual
interaction sites in 3D space were selected for in vitro experiments with hnRNP K.

Selected screened compounds from EXPRESS-Pick database were commercially
acquired and solubilized in DMSO 99.9%. The ability of compounds in preventing
DNAbinding to hnRNPKprotein was observed by EMSA (ElectrophoreticMobility
Shift Assay) using 7% polyacrylamide gel [42]. The human hnRNP K cDNA (tran-
script 2) was amplified and cloned into PCR®2.1-TOPO® (Invitrogen) cloning
vector. After DNA sequencing, in particular, the selected clone was digested using
NheI and XhoI restriction enzymes and thus, subcloned into pET-28a expression
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vector (Novagen). Based on the plasmid was transformed into E. coli Rosetta (DE3)
and the recombinant hnRNP K protein was then purified by affinity chromatography
using a Ni Sepharose™ High Performance resin (GE HealthCare). As such, the
proteins bound to the column were eluted step-wise using 25 mM phosphate buffer
at a pH 7.4, in which containing 60–500 mMimidazole and 500 mM NaCl. One
aliquot of each fractionwere analyzed usingSDS-PAGEandCoomassie brilliant blue
staining. This pooled fractions containing purified hnRNP K protein were dialyzed
against 100 mMTris buffer at a pH 7.4 containing about 1 mM of EDTA (ethylenedi-
amine tetraacetic acid). Immunoblotting was performed using antibody anti-hnRNP
K and the immunoreactivity of the human recombinant hnRNP K protein was
confirmed. The protein quantificationwas determined byBradfordmethod (BioRad).
Reactions were performed incubating together 3μL ofwater, 2μL of EMSAbinding
buffer, 1 μL (630 ng/12.25 μM) of human purified hnRNP K and 2 μL of each
compound in two different concentrations (16.78 mM and 50 μM for compound
294890-39-4; 12.88 mM and 50 μM for compound 693832-60-9) and 2 μL (at
ca. 60 ng) of CT2-30 oligonucleotide (AGCTAACCCTCCCCAGATCAAGCCTGC-
GATGATTTATACTCACAGCCCTCCCCATAG) [42] following homogenization.
Oligonucleotide control was set up with 6 μL of water, 2 μL of DMSO 99.9% and 2
μL (at ca. 60 ng) of CT2-30, following homogenization. hnRNP K-oligonucleotide
binding control was prepared with 5 μL of water, 2 μL of EMSA binding buffer,
1 μL of hnRNP K (at ca. 12.25 μM) e 2 μL of CT2-30 (at ca. 60 ng). The protein
control was prepared with 7 μL of water, 2 μL of EMSA binding buffer and 1 μL
(at ca. 12.25 μM) of hnRNP K. After preparation of each reaction and respective
control samples all of them were homogenized and stored at 0 °C for a period of
about 20 min. Next, reactions and controls were transferred to 7% polyacrylamide
gel and submitted to electrophoresis for approximately 40 min. The oligonucleotides
were stained with SYBR® Gold (Invitrogen) and thus, revealed through ultraviolet
light.

Molecular dynamics simulations were performed with compound orientations
identified among the 10 top-ranked ones during the rescore docking procedure
and the KH3 structure. Simulations were set up with Discover_3 module from
Insight II package [51]. First, the complexes were solvated with 8 water layers and
then submitted to 1500 steps energy minimization procedure combining steepest
descent/conjugated gradient algorithmsusing theCVFF forcefield. For each complex
it was generated a 2 ns trajectory at 298 K temperature. The system coordinates were
saved every 0.001 ns, generating 2000 snapshots for each trajectory.

5 Search and Validation of KH3 Domain Ligands

Virtual screening simulations were performed for KH3 domain (available at PDB,
code: 1J5K) using small molecule virtual collections from EXPRESS-Pick database
from ChemBridge Corporation, including CNSset, DIVERSet and MWset. Thus,
the virtual simulations with KH3 domain covered about 150,000 compounds.
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Firstly, using the Goldscore function of the GOLD software [49], the 50 top-ranked
molecules for each compound collection were selected by docking simulations,
filtering a total of 150 compound structures. These 150 structures were submitted
to a rescore docking procedure where only the 15 top-ranked orientations for each
compound were retained. These 15 orientations were superimposed and the ones
that presented RMSD values lower than 2 Å each were considered equivalent. All
different orientations obtained for each compound in the binding site of KH3 were
analyzed inside the receptor site together with the virtual binding sites computed for
KH3 domain structure.

For virtual binding sites generation, the most relevant molecular probes able to
generate typical protein–ligand interactions were used to identify selected regions
inside the receptor site space that could favor the binding of a specific chemical group
of a small ligand molecule. Thus, amide nitrogen, representing hydrogen bond donor
and acceptor groups, carbonyl oxygen, aromatic carbon, representing aromatic rings,
and the DRY probe, representing hydrophobic groups, were chosen in order to iden-
tify where these chemical features could be accommodated within the KH3 binding
site. In this way, only compounds that presented docked orientations positioning at
least one chemical group in favored position were selected for further analysis. The
ten top-ranked compounds indicated by the Goldscore function that fitted virtual
interaction sites in the space within KH3 domain were selected for purchase (Fig. 2).

Experimental in vitro assays were performed with purified hnRNP K and then
10 compounds have been selected through virtual screening (Fig. 2) in order to
evaluate their ability to prevent protein-DNA binding. In vitro assays revealed that
only compounds 294890-39-4 and 693832-60-9 were able to prevent DNA binding
to hnRNP K. This effect was observed during the EMSA (Electrophoretic Mobility
Shift Assay) procedure (Fig. 3), where the DNA staining shows the position of the
DNA oligonucleotide in each sample. In this experimental analysis, the objective is
to determine the amount of ssDNA that is able to move down or stay retained at
the top of the gel. Considering that hnRNP K protein has a high molecular weight,
once present in any sample it should be retained by the gel pores. When in complex
with the protein, the DNA should be retained as well, and when not in complex, the
DNA should move at the bottom of the gel due to the absence of protein or even the
presence of a molecule able to prevent DNA-protein binding in a sample.

Samples 2 and 3 (Fig. 3) were set as control samples of ssDNA oligonucleotide
without and with hnRNP K protein, respectively. For sample 2, only DNA is present
and it moves at the bottom of the gel because it is not possible to form any complex
with the protein, which is absent in this sample. However, in sample 3, the DNA
stain remains at the top of the gel, because hnRNP K was present, indicating that
DNA is bounded to hnRNP K, which stays retained by the gel pores.

For samples 4–7, where compounds 294890-39-4 and 693832-60-9 were added
in two concentrations each (16.78 mM and 50 μM for compound 294890-39-4;
12.88 mM and 50 μM for compound 693832-60-9), with DNA and hnRNP K, the
oligonucleotidewas present at the bottomof the gel. Thismeans that in the presence of
compounds 294890-39-4 and 693832-60-9 the expected binding of DNA to hnRNP
K is prevented. In sample 8, only the protein was added, and no stain was observed,
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Fig. 2 Structure of the all compounds selected by virtual screening simulationswith their respective
CAS numbers

as expected. When the other eight compounds (Fig. 2) were tested, no effect in DNA
mobility was observed, maintaining the same pattern of DNA-hnRNP K binding
control (Fig. 3).

The rescored dockedmodelswere used to propose the bindingmodes for bioactive
compounds, 294890-39-4 and 693832-60-9, in the binding site of the KH3 domain.
All the orientations obtained for each compound were superimposed with the virtual
interaction sites computed for KH3 domain structure. Three docked orientations
that presented fit with virtual interaction sites were obtained (Fig. 4) for compound
294890-39-4. Regarding compound 693832-60-9, only one orientation fitted the
virtual interaction sites (Fig. 5). It is expected that one of these theoretical orientations
represent the real binding mode of each compound. The main polar interactions
proposed for both compounds are hydrogen bonds performed with R40 and R59
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Fig. 3 Eletroforetic mobility shift assay with human hnRNP K, ssDNA oligonucleotide and
small organic molecules 294890-39-4 and 693832-60-9. Samples: 1- molecular weight marker;
2- ssDNA CT2-30 (2 μl/60 ng); 3- hnRNP K (1 μl/12.25 μM)+ CT2-30 (2 μl/60 ng); 4- hnRNPK
(1 μl/12.25 μM)+ CT2-30 (2 μl/60 ng)+ compound 294890-39-4 (2 μl/16.78 mM); 5- hnRNPK
(1 μl/12.25 μM) + CT2-30 (2 μl/60 ng) + compound 294890-39-4 (2 μl/50 μM); 6- hnRNPK
(1 μl/12.25 μM)+ CT2-30 (2 μl/60 ng)+ compound 693832-60-9 (2 μl/12.88 mM); 7- hnRNPK
(1 μl/12.25 μM) + CT2-30 (2 μl/60 ng) + compound 693832-60-9 (2 μl/50 μM); 8- hnRNP K
(1 μl/12.25 μM)

protein residues. For compound 294890-39-4 (Fig. 4), only orientation 3 was able to
interact simultaneouslywithR40 andR59. For compound 693832-60-9, the proposed
orientation performed an additional hydrogen bond with K22 residue (Fig. 5).

These proposed orientations for compounds 294890-39-4 and 693832-60-9 show
a good fit with virtual interaction sites computed for aromatic carbon and carbonyl
oxygen (Figs. 6 and 7), confirming that these orientations are energetically favored
in the binding site molecular environment and could represent the binding modes of
such compounds.

Attempting to evaluate the theoretical binding modes for bioactive compounds,
molecular dynamics simulations were performed in order to define themost probable
binding mode for compound 294890-39-4 and determine whether the unique orien-
tation proposed by compound 693832-60-9 inside the binding site of KH3 is viable.
Considering the three orientations proposed for compound 294890-39-4, orientation
1 seems to be unstable (Fig. 8). During the trajectory, achieving lower energy levels
(Fig. 8A), it is possible to observe a higher degree of conformational variability inside
the KH3 binding site (Fig. 8C) when compared with orientations 2 and 3 (Figs. 9 and
10, respectively). Furthermore, the polar interaction proposed with R40 by docking
was broken just at the beginning of the trajectory, observed by interatomic distances
of about 4.72 Å (Fig. 8B).
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Fig. 4 Top-ranked orientations obtained by docking simulations for compound 294890-39-4within
the binding site of hnRNP K KH3 domain, highlighting the suggested polar interactions (dashed
lines). a Orientation 1; b orientation 2; c orientation 3

Fig. 5 Orientation obtained
by docking simulations for
compound 693832-60-9
within the binding site of the
KH3 domain, highlighting
the proposed polar
interactions (dashed lines) of
the complex
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Fig. 6 Orientations of compound 294890-39-4 obtained by docking posed with the isoenergetic
contours of the virtual interaction sites computed inside KH3 domain structure, highlighting the
adequate posing of such compound fragments (red and black circles). a Orientation 1 inside KH3
domain and isoenergetic contours for carbonyl oxygen probe at−5 kcal/mol. bOrientation 1 inside
KH3 domain and isoenergetic contours for aromatic carbon probe at − 2.5 kcal/mol. c Orientation
2 inside KH3 domain and isoenergetic contours for carbonyl oxygen probe at−5 kcal/mol. dOrien-
tation 2 inside KH3 domain and isoenergetic contours for aromatic carbon probe at−2.5 kcal/mol.
e Orientation 3 inside KH3 domain and isoenergetic contours for carbonyl oxygen probe at −
5 kcal/mol. f Orientation 3 inside KH3 domain and isoenergetic contours for aromatic carbon probe
at −2.5 kcal/mol
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Fig. 7 Orientation of compound 693832-60-9 obtained by docking posed with the isoenergetic
contours of the virtual interaction sites computed inside KH3 domain structure, highlighting the
adequate posing of such compound fragments (red and black circles, respectively). a Docked pose
of compound 693832-60-9 insideKH3 domain and isoenergetic contours for carbonyl oxygen probe
at −5 kcal/mol. b Docked pose of compound 693832-60-9 inside KH3 domain and isoenergetic
contours for aromatic carbon probe at −2.5 kcal/mol

Fig. 8 Molecular dynamics trajectory. a Total energy of the complexKH3-orientation 1 (compound
294890-39-4). b Interatomic distance variation (D1) between the carbonyl oxygen of compound
294890-39-4 (orientation 1) and nitrogen atom of R40. c Snapshot samples and RMSD (Å) of the
conformations obtained for orientation 1 (compound 294890-39-4)



Anticancer Lead Compounds that Prevent DNA Binding to hnRNP K 689

Fig. 9 Molecular dynamics trajectory. a Total energy of the complexKH3-orientation 2 (compound
294890-39-4). b Interatomic distance variation (D2) between the carbonyl oxygen of compound
294890-39-4 (orientation 2) and nitrogen atom of R59. c Snapshot samples and RMSD of the
conformations obtained for orientation 2 (compound 294890-39-4)

For compound 693832-60-9, its unique evaluated orientation indicates stability
inside theKH3domain (Fig. 11), resulting in a viable bindingmode for suchhnRNPK
ligand. The polar interaction proposed with R59 was maintained during all the simu-
lated trajectory (Fig. 11B) and the conformation proposed did not suffer substantial
variation inside the KH3 domain (Fig. 11C).

Compounds 294890-39-4 and 693832-60-9 were searched during virtual
screening simulations as possible KH3 domain binders. Since the three KH domains
of hnRNP K share sequential and structural homology and all bind to C-rich
nucleotide sequences, it’s reasonable to consider that a molecule able to interact
with the KH3 domain could also interact with KH1 and KH2. Nevertheless, if a
compound only binds to KH3 it is expected that, in biological systems, the hnRNP K
biological activity might suffer interference because of the simultaneous binding of
the three KH domains of hnRNP K to ssDNA is a cooperative process [45]. There-
fore, the design of small molecule compounds as selective ligands of KH3 domain
may also be relevant to reduce the aberrant function of hnRNP K in tumorigenesis.

Considering that the biological activities of hnRNP K associated with cancer are
related with transcription and translation processes and involve the binding with
DNA, the ability of compounds 294890-39-4 and 693832-60-9 in preventing DNA
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Fig. 10 Molecular dynamics simulations. a Total energy of the complex KH3-orientation 3
(compound 294890-39-4). b Interatomic distance variation (D3) between the carbonyl oxygen
of compound 294890-39-4 (orientation 3) and nitrogen atom of R59. c Interatomic distance vari-
ation (D4) between the carbonyl oxygen of compound 294890-39-4 (orientation 3) and nitrogen
atom of R40. d Snapshot samples and RMSD (Å) of the conformations obtained for orientation 3
(compound 294890-39-4)

binding to hnRNP K could be useful to design drug candidates able to reduce the
protein biological effects related to cancer, becoming valuable lead compounds in
order to investigate the treatment types of cancer associated with over-expression of
hnRNP K. Huth et al [52] have already reported the discovery of benzoylanthranilic
acid inhibitors of FBP (Far Upstream Element Binding Protein). FBP also binds
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Fig. 11 Molecular dynamics trajectory. a The total energy of the complexKH3-compound 693832-
60-9. b Interatomic distance variation (D5) between the carbonyl oxygen of compound 693832-60-9
and the nitrogen atom of R59. c Snapshot samples and RMSD of the conformations obtained for
compound 693832-60-9

DNA molecules through KH domains and is involved in cancer genesis through c-
myc pathway, as hnRNP K. In this way, the design of ligands targeting KH domains
of different molecular markers could become a new trend in cancer drug discovery
and development by down-regulating the c-myc pathway. The prevention of hnRNP
K-nucleotide binding may contribute to inhibit cellular events that trigger cancer
development mediated by hnRNP K activity.

Compounds 294890-39-4 and 693832-60-9 correspond to benzimidazole and
phenylbenzamide derivatives, respectively. Such compounds have molecular struc-
tures with carbonyl groups, which are able to interact with R40 and R59 residues.
Also, it was concluded that these two arginines are in general considered key residues
to the recognition process of nucleotides by KH3 domain of hnRNP K [40, 48].
Since hydrogen bonds or ion–dipole interactions can be established between carbonyl
oxygen atoms of active compounds and the guanidinium group of R40 and R59, it
is expected that in the biological environment the natural recognition of nucleotides
by hnRNP K could be prevented, explaining the activity of compounds 294890-39-4
and 693832-60-9 in vitro.
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6 Conclusions

The discovery of hnRNP K ligands that prevent DNA binding to KH domains
is the first step to design novel anticancer agents targeting this attractive molec-
ular target, which is already associated with the development of most prevalent
cancers worldwide, including breast, prostate and colorectal. The main activity of
hnRNP K in the cellular processes is mediated by its interaction with DNA through
KH domains. After small ligand molecules were discovered, like reported here for
compounds 294890-39-4 and 693832-60-9, their interactions with the KH3 domain
were proposed through computational methods, including docking, molecular inter-
action fields, and molecular dynamics. The 3D structure of KH domains is composed
of a hydrophobic binding cleft surrounded by polar residues, especially R40 and R59
that are important to recognize approaching DNA molecules. Interesting ligands
should be composed of heterocyclic compounds, able to be accommodated within
the KH hydrophobic binding cleft, also presenting polar substituents able to interact
with bothR40 andR59 bymeans of hydrogen bonding or ionic interactions. Thus, the
benzimidazole and phenylbenzamide derivatives proposed here share such chemical
characteristics and are now classified as novel anticancer lead compounds available
for guiding the design of novel analogues that can be further optimized. The discovery
of such compounds contributes to enrich the knowledge of small molecules as lead
compounds for designing a novel class of anticancer agents that could down-regulate
hnRNP K.
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Abstract New innovative technologies are required today for lowering the produc-
tion costs of highly demanded microbial exopolysaccharides (EPS). The physio-
logical “stress” caused by the presence of alkaline and non-cationic surfactants
(Triton X-100) in the media (alone or in combination) may significantly increase
Xanthomonas campestris and Enterobacter sp. Production of EPS. A mineral media
(MSM) was supplemented with sucrose and crude glycerin (GB) and prepared
with produced water either diluted (PW) or dialyzed (DPW) for removing mineral
salts. Under conditions of alkaline stress (pH 9.5), the microbial population of X.
campestris showed an increase in EPS production of 16.7% (p < 0.01). The addition
of Triton X-100, however, increased the production and also the viscosity of the
X. campestris EPS. On the other hand, this former substance was toxic to Enter-
obacter sp. in the lowest concentration tested (0.1%). The association of alkaline
stress with Triton X-100 increased the production and quality of the EPS produced
by X. campestris, with maximum values of 88.72% of production and 190.35% of
viscosity in the medium prepared with DPW (P < 0.0001). The technology devel-
oped “surfactant/alkali stress” is an innovative way of reducing production costs and
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1 Introduction

Exopolysaccharides (EPS) are a class of biopolymers produced by bacteria through
the use of simple or complex substrates and which are located outside the cell [1].
They are composed of repeated units of monosaccharides, and may or may not
be linked to glycoproteins, glycolipids, acids or even extracellular DNA [2] and
other constituents of the exopolymeric matrix, such as inorganic ions [3]. EPS that
are initially produced during the log phase of the microbial growth are associated
with the membrane capsule, and those are produced in the stationary phase when
compared to the ones that accumulate in the culture medium [4]. The former is an
example of the most industrially produced such as xanthan gum [5]. The excretion
of biopolymers by bacteria is related to protection from adverse conditions in the
environment such as toxic compounds, desiccation, stresses (including nutritional
imbalance), antibiotics, metals and alcohol [6], providing an increase in their ability
to compete and survive, as well as adhesion mechanisms, biofilm formation and/or
symbiotic relationships [7].

A physiological stress during culturing is the exposure of microorganisms to
alkaline environments, which can cause damage to the outer membrane, ribosomes,
proteins and DNA [8]. Additionally, the dissociation of bases, such as NaOH, in
sodium and hydroxyl ions can disturb the energy metabolism of bacteria. An excess
of sodium could modify the gradient maintained through a Na+/H+ antiport, and with
an increase in extracellular pH, antiport activitywould also increase [9]. At a high pH,
antiports can saturate with excess Na+ entering the cell, therefore, the ion gradient
may not be sustained and the membrane proteins involved in energy synthesis are
then inhibited. It is believed that in high pH environments (e.g. pH 12) there may
be saponification of membrane lipids and destabilization of such proteins, which is
directly depend on the integrity of the lipid double layer [10, 11]. With the reduction
of energy production, stress can inhibit growth [12] if the microorganism does not
produce an emergency biological response to the stimulus experienced [13, 14].

Studies report a higher production of exopolysaccharides in the presence of high
pH [6, 15, 16]. Although the mechanisms of how this production is induced have
not yet been fully elucidated, but alkaline stress is used to optimize the production
of EPS. Detergents in isolation has also been tested as a means of increasing the
production of EPS [17–19]. They can increase oxygen transfer and improve the
production of xanthan gum and its rheological characteristics, such as its viscosity
[17, 20]. Studies indicate that surfactants can infer the catabolic process by increasing
the production of hydrolytic enzymes, but the metabolic processes involved have not
yet been clarified [21]. It is known that there is an increase in the permeability of
the cell membrane, altering the lipid metabolism that assist in releasing enzymes.
These can positively interfere in the secretion of exopolysaccharides. This metabolic
imbalance may develop a higher production of EPS [22].

This work aims to evaluate the production of EPS (Xanthomonas campestris and
Enterobacter sp.) in produced water from the oil industry and crude glycerin under
the stressing presence of surfactant and alkaline substance.
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2 Material and Methods

2.1 Produced Water and Crude Glycerin

The produced water has collected from a carbonate oil field in primary recovery
stage in Brazil, naturally originating from the reservoir, with no application of injec-
tion fluids. Crude glycerin (GB) was obtained from a Biodiesel production plant at
SENAI/CIMATEC (Salvador, BA, Brazil), from the transesterification of soy oil and
animal fat (8: 2) using sodium methoxide (0, 6%) and methanol (17% in excess).

2.2 Produced Water Dyalysis

As a pretreatment, the dialysis of the produced water was carried out using artifi-
cial collagenic tubular membranes (DEVRO, Miami, USA) of 45 mm of thickness
and pores of 10 nm in diameter was carried out against distilled water. Water was
changed every 8 h until obtaining a conductivity value of about 300µS/cm (FiveEasy
Benchtop FP30, conductivity Meter, Powai Mumbai, India).

2.3 Microrganisms and Inoclum Preparation

The strain Xanthomonas campestris IBSBF 2103 was kindly supplied by the Faculty
of Pharmacy, Federal University of Bahia, Salvador, Brazil. Thus, the preparation of
the microbial inoculum consisted of inoculating a cryotube with the cryopreserved
strain in 20 mL of YMmedium [23] contained in a 125 mL Erlenmeyer flask. It was
incubated at 28 °C and 150 rpm (New Brunswick Scientific, Edison, New Jersey,
US) and after 32 h, a 10% (v/v) raise was performed and after 16 h of incubation the
culture was ready for production tests.

The Enterobacter sp. was obtained from the Culture Collection of the Laboratory
of Biotechnology and Ecology of Microorganisms—LABEM—of the Institute of
Health Sciences of the Federal University of Bahia, Salvador, Brazil. The preparation
of the microbial inoculum consisted of inoculating a cryoprobe of the cryopreserved
strain in 20 mL of Trypticase Soy Broth—TSB medium (Becton Dickinson GmbH,
Heidelberg, Heidelberg, Germany) in a 125mLErlenmeyer flask andwere incubated
for a period of 24 h at 30 °C and 150 rpm orbital agitation (NewBrunswick Scientific,
Edison, New Jersey, US). After 24 h, a 10% (v/v) raise was performed and after 16 h
of incubation at 30 °C and 150 rpm the culture was ready for production tests.
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2.4 Production Protocol

X. campestris and Enterobacter sp. EPS productions were carried out in modified
MSM [24] medium, containing (w/v) 0.277% Na2HPO4, 0.1% KH2PO4, 0.00713%
Ca (NO3) 2.4H2O, 0, 1% (NH4) 2SO4, 0.02% MgSO4.7H2O, 0.05% yeast extract,
2.5% Sucrose and 2.0% crude glycerin. The media were prepared with 3 different
solute base: distilled water (dW); water produced from the oil industry diluted in
concentrations of 15 and 25% for X. campestris and Enterobacter sp., respectively,
and dialyzed producedwater (DPW). The culture media were pH adjusted to 7.0 with
the addition of 5MNaOH solution and then were pasteurized at about 65 °C/30 min.

Culturing was carried out in 250-mL Erlenmeyer flasks containing 45 mL of
production medium and 5 mL of inoculum, 250 rpm orbital shaking and temperature
of 28 ± 0.25 °C for X. campestris and 30 ± 0.25 °C for Enterobacter sp. in an I26
Incubator Shaker Series rotational incubator (New Brunswick Scientific, Edison,
New Jersey, US). The incubation period was of 120 h for X. campestris and 44 h for
Enterobacter sp. After production, centrifugation was then performed at 10,000× g
for 30min at a constant temperature of 4 °C (Eppendorf 5804R,Westbury-NY,USA).
Subsequently, 150 mL of 99.5% ethyl alcohol at 4 °C was added to the supernatant
and stored at 4 °C for 16 h to insolubilize the biopolymers. The insolubilizedmaterial
was then recovered by centrifugation at 10,000 × g for 10 min at 4 °C. Hence, the
biopolymers were then arranged for drying in an oven at 30 °C until they reached
constant weight, measured with an ATY224 analytical balance (Shimadzu, Kyoto,
Japan).

2.5 Alkaline and Surfactant Physiological Stress

The alkaline stress was introduced after the start of EPS production, that is at 96 and
20 h of incubation for the X. campestris and Enterobacter sp., respectively. The pH
was adjusted to 9.5 using sterilized 5 M NaOH solution. A pH meter (430 pH meter,
Corning, NewYork, USA) was used, disinfected with 2.0% sodium hypochlorite and
later with 70% alcohol during the procedure. Firstly, the effect of this treatment on
the microbial concentration of the cultures was verified in MSM medium prepared
with dW before the application of the alkaline stress, 1 h after the application and
at the end of the production process. Subsequently, it was also tested the effect of
alkaline stress on the production of EPS in media prepared with dW, PW and DPW.

Microbial quantification for carried out using the most probable number tech-
nique—MPN [25]. Briefly, triplicates of 100 µL aliquots were inoculated into deep-
well plates, with 96 autoclavable wells and with a capacity of 1.6 mL (Axygen, Inc.),
containing 900 µL of sterile YM or TSB medium in each well for serial dilution
up to 10–12. Iodonitrote chloride (Sigma-Aldrich, San Luis, US) was used as an
indicator of microbial growth, added after sterilization of the culture media to obtain
a concentration of 0.01% [26]. The dilutions that showed growth were detected by
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Fig. 1 Surfactant and alkali stress application scheme in inoculated production medium

changing the color from yellow to pink or purple were counted as positive and used
to estimate the microbial concentration [27].

A screening test with different concentrations was carried out with Triton X-100
before determining the working solution. The evaluation was carried out in MSM
medium prepared with dW and with the final concentrations (%) of Triton X-100 of
0.1, 0.5, 1.0, 2.0, 3.0, 4.0. The surfactant was introduced at 24 and 20 h of culturing.
After determining the best concentration, by the production and viscosity parameters,
PW and DPW tests were carried out, as well as the simultaneous association with
alkaline stress (Fig. 1).

2.6 EPS Characterization (FT-IR)

An infrared spectrometer with Fourier transform model VERTEX 70v (Bruker
Corporation, Billerica, Massachusetts) was used to obtain the characterization of
the EPS produced [28, 29]. The dry samples were placed on the ATR diamond
(model A225/Q Platinum ATR unit, Bruker Corporation, Billerica, Massachusetts)
and the spectra obtained in a spectral range from 400 to 4000 cm−1 with acquisition
of spectra through 32 scans with a resolution of 4 cm−1, at a temperature of 22 ±
2 °C and controlled humidity.
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3 Results and Discussion

3.1 The Alkaline Stress

Bacteria can produce EPS under various conditions. However, the EPS structure,
arrangements and concentrations are dependent on nutritional and culturing condi-
tions [30]. Culturing conditions can affect production in two different ways: it can
impose stress causing alteration of cell numbers or it can regulate distinct metabolic
pathways [31]. The studypresented is basedon the secondprinciplementioned above,
aiming to mimic the tools of bacteriological adaptation to industrial production.

Quantification of Xanthomonas campestris and Enterobacter sp. under alkaline
stress (Fig. 2) demonstrated that after alkalinization (pH 9.5) there was no reduction
in themicrobial population. In the culture ofXanthomonas campestris, the population

Fig. 2 Microbial quantification of before, after the alkali stress treatment and in the end of the
batch. a Xanthomonas campestris; b Enterobacter sp
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of viable cells remained the same after 1 h of alkaline stress and was 16.7% higher (P
< 0.01) at the end of production (Fig. 2a). For Enterobacter sp. there was an increase
in the microbial population after 1 h of stress, but without statistical significance
(Fig. 2b).

The growth of a population that is already in a stationary phase suggests a signif-
icant change in their physiological state. Bacteria can increase the production of
fatty acids as an attempt to respond to alkaline stress [14, 32–43]. It is not yet clear
whether this process has an effect on reducing the cytoplasmic pH, external or both.
Overexpression of Na+ and H+ antiports allows for a series of physiological roles,
including the export of undesirable Na+ concentrations, pH homeostasis, osmoreg-
ulation and signaling [44]. Molecular chaperones expressed between 15 and 30 min
after exposure to alkalis are believed to interact with other proteins as a way of
protecting against denaturation and to maintain the high level of intracellular organi-
zation, as well as essential chaperones for damaged protein refolding processes [45,
46], proteins involved in DNA metabolism and repair, cell wall catabolism, peptido-
glycan and lipoteichoic acid biosynthesis and membrane proteins, stress genes and
genes involved in detoxification and adaptation [13].

Publications report the existence of different genetic profiles analyzed by
microarray according to different periods of alkaline stress, suggesting the exis-
tence of a regulatorymechanism as a response to alkalization [13, 14]. Themaximum
number of genes that have been altered in a strain ofListeriamonocytogenes occurred
in the first 15 min, indicating that the reorganization of gene expression patterns may
also occurs quickly after the application of stress conditions [14]. After 30–60 min,
the results showed that the cells begin to recover from their initial stress, shifting
from the emergency response to a more sustainable long-term pattern to deal with
the alkali challenge. It is not clear how the adaptation to the alkaline stress occurs
(pH 9.0) [14].

The most significant changes in Listeria monocytogenes occurs in the regula-
tion of genes related to carbohydrate metabolism during alkaline stress. In the short
term (15–30 min) the metabolic pathways are found that lead to the rapid produc-
tion of acids may be a compensatory mechanism to respond to the effect of high
pH [13, 14]. In addition, it is known that the induction of genes like maltodextrin
transporters implies that the uptake, as well as initial processing of certain sugars,
is favored under alkaline stress, as they are easily and quickly fermented to produce
acid products [33]. Many enzymes induced by alkaline stress are associated with the
metabolism of pyruvate, alanine dehydrogenase, lactate dehydrogenase and pyruvate
lyase format, enzymes related to biosynthesis and degradation of valine, leucine and
isoleucine, glycerolipid metabolism, as well as the citric acid cycle, proteins trans-
port and linkage, including Na+/H+ antiports and ATP-binding cassette-type carriers
[14].

In the adaptation phase, most genes related to carbohydrate metabolism are at
normal levels of expression [13], however, the phosphotransferase-dependent phos-
photransferases show high levels of expression (in some cases 30 × ). These genes
are involved with the uptake of sugars and transporters that import H+ during oxida-
tive respiration. These are highly regulated under alkaline stress [14]. Such changes
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Fig. 3 Exopolysaccharide production ofXanthomonas campestris andEnterobacter sp.with alkali-
stress. a distilled water; b produced water; c dialyzed produced water

in genetic expression may explain the higher production of exopolysaccharides by
Xanthomonas campestris and Enterobacter sp.

It was observed that in a medium prepared with distilled water, there was obtained
a higher recovery of exopolysaccharides by both strains of X. campestris (increase
from 8.97 to 11.15 g/L) and Enterobacter sp. (from 5.0 to 6.5 g/L), representing
an increase of 24.37 and 30%, respectively (Fig. 3a). In the study groups with PW
or DPW, there was an increase only in the production of Xanthan gum, with no
significant difference between the production with the Enterobacter sp. (Fig. 3b, c).

The analysis of viscosity of EPS produced with alkaline stress was lower (Fig. 4a,
c) for most tests, except in tests that used produced water with X. campestris. In this
case there was an increase in viscosity (Fig. 4b). The production of X. campestris
in DPW showed better values of viscosity (from 390.9 to 1030.7 mPa.s) when this
microbe was subjected to alkaline stress. It resulted in an increase of 163% (Fig. 4b).

Significant production of xanthan was achieved using produced water and alka-
line stress, 15.9 g/L (Fig. 3c). Some studies report production of xanthan gum under
alkaline conditions, with changes in the quantity and quality of the exopolysaccha-
ride [7, 15, 16, 47–49]. Using 5% sucrose as a C source, production of 16.5 g/L
has been reported, representing an increase of 74.8% in xanthan gum after 24 h
in a bioreactor and with alkalinization to pH 12.0 [15], another This study used
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Fig. 4 Viscosity of 1.0% exopolysaccharide solutions of Xanthomonas campestris and Enter-
obacter sp. with alkali-stress. a distilled water; b dyalised produced water; c produced water

2.5% sucrose and 2.5% crude glycerin as a source of C and alkalinization of pH 11.0
resulted in the production of 10.78 g/L in Erlenmeyer flasks, representing an increase
of 164.86% [16]. Although there was observed high production, their viscosity has
reduced when compared to the control. Low viscosity may be due to the produced
xanthan low molecular weight at high pH [50]. This may be caused by electro-
static repulsion or positively charged ions [15, 51] that caused the hydrolysis of the
polymer. The authors suggest that alkaline stress can induce the cell to produce a large
amount of exopolysaccharides as a protectivemechanism against adverse conditions,
however, the presence of vacuolated cytoplasm and discontinuity of membranes after
alkalization processes, indicated lysis and microbial death [15] in such a high pH.

Our results differed from the literature when obtained xanthan gum with higher
viscosity usingDPWat alkaline stress—pH9.5. Constituents present in the produced
water can act as enzymatic cofactors (metals) or stress agents (hydrocarbons), which
is why productions using DPW have higher yields than those with dW. Our results
suggest that the association of double stress is causing the increase in production and
in the viscosity of the xanthan gum. It is believed that the increase in viscosity with
increasing pH [52] is due to the high level of ionization of the EPS carboxylic groups.
On the other hand, the reduction in viscosity is possibly related to the accumulation
of alkali in the negatively charged polysaccharide. An interesting aspect is that EPS
solutions that exhibit more viscosity, show considerable tolerance to high tempera-
tures, increase in pH, and a wide range of salinity [53]. Chemical characterization of
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the microbial community present in a hyperalkaline environment [54], showed that
its composition is based on an exopolymeric substance containing different types of
carbohydrates (represented mainly by mannose), salts, lipids, proteins and eDNA,
creating a microenvironment (pH 10.4) with chemistry different from the external
environment (pH 11.0). This determines the success of this community in that envi-
ronment [54–56]. Another study suggested [57] that biopolymers rich in mannose,
such as those produced byXanthomonas sp. andEnterobacer sp. are directly involved
in the sequestration of calcium.

In addition, the eDNA (external DNA), present in an exopolymeric substance,
also plays a role in calcium sequestration due to its thermodynamically favorable
interaction with calcium ions [54, 58]. Calcium is believed to be a bioflocculation-
provoking agent [59], forming floccules up to 240 µm in size and their sequestration
by the exopolymeric substance serves as a structural support to the flocculant and
as a pH buffer [54]. Acid phospholipids are also associated with alkaline bacte-
rial membranes and can act as a buffer at external pH [60]. Proteins can cover the
carbohydrate fractions of the exopolymeric substance and the production of extra-
cellular proteins is related to flocculation [61] and buffering action due to its acidic
nature [62]. A summary scheme of the approach and direction of exopolysaccharide
production is shown in Fig. 5.

Fig. 5 Graphical abstract of the mechanisms of alkali-stress in bacteria and exopolysaccharide
production
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3.2 Impact of Surfactant Supplementation in EPS Production

It is believed that surfactants may assist with the increase of exopolysaccharide
production [17–19]. Detergents can increase oxygen transfer and therefore improve
the production of exopolysaccharides and their rheological characteristics, such as
viscosity [18, 20] and consequently increase the production of hydrolyzing enzymes
[63, 64]. Increased membrane permeability, modification of lipid metabolism and
elevated enzyme production are among the factors that contribute to greater xanthan
gum secretion [63, 64]. Surfactants affect bacterial membranes causing an increase
in xanthan gum release [17, 20, 65]. It can cause an expansion of membrane pores
[66], as well as moistening the cell envelope and, thus, it improves the absorption
of nutrients [67, 68]. It is believed that this mechanism may be better applicable to
fungi and other organisms containing thick and condensed membranes.

In Gram negative bacteria, such as Xanthomonas sp. and Enterobacter sp., the
interaction with surfactants and cell barriers (inner and outer membranes) results in
cell damage and increased level of leakage, as in the case of the release of reduced
ATP and sugars into the culture medium [66]. It is speculated that after membrane
damage and the leakage of low molecular weight compounds (purines, pyrimidines,
pentoses and inorganic phosphates) are followed by the leakage of larger molecules,
such as ATP [19]. Changes in the morphology from bacillus to coccobacillus [18]
and reduction in size [18, 66] have also been reported, as well as expansion of the
membrane pores and formation of micelles [19, 69], showing cell leakage. It is
believed that this reduction in size and change in morphology may result in a higher
rate of oxygen absorption, given the greater surface area of the cells [18]. In addition,
it is hypothesized that detergents may interact with the cell membrane and interfere
with the process of polymerization or excretion of the xanthan molecule [70].

Some studies report that Tritons surfactants are toxic to bacterial growth [19, 66,
71], although they increase membrane permeability [65], while other studies show
that this type of surfactant is beneficial to the production of bioactives [18, 20]. It
was shown that the application of surfactants in the idiophase resulted in a positive
effect, both in concentration—with increases of about 10% [66], 36% [20] 50% [18]
and viscosity—10% [66], 200% [18]. However, a considerable decrease in microbial
biomass—20% [66], 45% [18, 20].

Xanthomonas campestris strain can tolerate significant concentrations of the
Triton X-100 surfactant (Fig. 6a), with no statistical difference when compared to the
control. The EPS viscosity was higher in the 0.5% Triton X-100 surfactant treatment
increasing from 357.1 to 906 mPa.s (Fig. 6b).

On the other hand, the Enterobacter sp. showed sensitivity to the surfactant, with
a reduction in EPS production at the initial concentration of 0.1% and absence of
microbial growth in other concentrations (Fig. 7a) as well as a reduction in viscosity
(Fig. 7b).

When Xanthomonas campestris productions were tested with 0.5% Triton X-100
in produced water (Fig. 8), it was observed a reduction in production with 15% PW
and an increase with DPW (Fig. 8a).
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Fig. 6 Surfactant effect in Xanthomonas campestris in a exopolysaccharide production and
b viscosity in distilled water

Fig. 7 Surfactant effect in Enterobacter sp. exopolysaccharide production (a) and viscosity (b) in
distilled water
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Fig. 8 Surfactant/alkali-stress effect in a Xanthomonas campestris exopolysaccharide production
and b viscosity in produced water and dialyzed produced water

In both cases, the product generated had a higher viscosity (Fig. 8b). It is hypoth-
esized that the disturbance caused by Triton X-100 in the Xanthomonas membrane
caused the bacteria to lose homeostasis in the presence of the salts of PW15%,
thus reducing their processes of energy acquisition and production of xanthan gum,
since many of the enzymes responsible for polymerization are located on the cell
membrane.

3.3 The Physiological Stress Caused by Alkaline
and Surfactant Supplementation

Enterobacter sp. production of EPS under alkaline stress increased. The EPS produc-
tion also increased with Triton X-100 and 5 M NaOH in dW from 8.96 to 13.53 g/L
(Fig. 9a). Viscosity increased from 357.1 to 597.6 mPa.s (Fig. 9b). Thus, the associa-
tion of alkaline stress and TritonX-100 resulted in significant approach for increasing
EPS production and its viscosity.

Surfactant supplementation generated a small amount of foam during the prepara-
tion of solutions for analyzing the viscosity of xanthan gum. It was necessary to infer
and discuss the possible effects of this detergent on the interactions in the xanthan
molecule. The interactions between polymers and surfactants are mainly electro-
static and hydrophobic [72–75]. The interactions between a polyelectrolyte with a
surfactant of the same charge, for example, can happen if the polyelectrolyte contains
hydrophobic groups, and thus, considering that the attractive forces between them
overcome their mutual repulsion [76–78]. Xanthan gum can acts as an electrolyte
and its viscosity is relatively highly dependent on attractive/repulsive interactions
[79]. However, it has been shown that the addition of the Triton X-100 (a surfactant),
in xanthan solutions, resulting in a significant alteration of the ionic strength. In
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Fig. 9 Effect of simultaneous surfactant/alkali-stress in Xanthomonas a exopolysaccharide
production and b viscosity in distilled water, produced water and dialyzed produced water

this study, we propose the existence of possible interactions: (I) the nonpolar region
of the surfactant interacts with the nonpolar region of xanthan gum, hydrophilic
tracking of the free surfactant to capture Na+ ions and thereby reduce their action
on xanthan OH− groups, restoring the attraction between the polymer molecules;
(II) interaction of the nonpolar segment of Triton X-100 with the nonpolar region
of a xanthan molecule, and the hydrophilic group interacting with OH- radicals of
another xanthan molecule, acting as an electrostatic “glue” and thus increasing the
interactions between the xanthan molecules.

Surfactants such as SDS and Tween 80 interact with polysaccharide changing the
viscosity. Viscosity increases when increases the attraction between molecules of
the EPS [79, 80]. Given the low viscosity of xanthan gum produced only with the
use of alkaline stress, we propose that Triton X-100, in addition to acting directly
on improving the production of exopolysaccharide, also has a beneficial effect in
restoring the attractive electrostatic forces normally present in xanthan gumsolutions,
but reduced when using alkalinization, given the high concentration of Na+ ions.

A summary scheme of the effect of surfactants on bacteria and their implications
for the production of exopolysaccharides are shown in Fig. 10.

3.4 EPS Chemical Characterization (FT-IR)

The EPS FT-IR characterization was performed with the results of the alkaline
stress trials due to the sensitivity of Enterobacter sp. for the surfactant (Fig. 11).
It was observed the final spectra common to most polysaccharides, as is the case in
the 3301 cm−1 region; which corresponds to the presence of hydroxyl groups, an
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Fig. 10 Graphical abstract of the effect of surfactants in bacteria and exopolysaccharide production

Fig. 11 EPS FTIR spectra of Enterobacter sp. obtained from productions in different conditions.
a distilled water; b dialyzed produced water; c distilled water with alkaline stress; d produced water
dialyzed with alkaline stress

absorbance band characteristic of the carbohydrate ring, responsible for conferring
water solubility to EPS [81]. As well as the 2929 cm−1, which correspond to CH
peak of methyl and methylene groups, present in hexoses such as glucose, galactose
or deoxyhexoses, such as rhamnose and fucose [82] (reference to the total sugar
content).
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Comparing distilled water yields (Fig. 11a, c), similarity is observed in the band
close to 3200 cm−1 for the total carbohydrate content; in the region close to 2900,
representative for methyl and methylene—CH groups, present in hexoses such as
glucose; the 1720 band corresponding to the C = The elongation of EPS acetate
groups and the band close to 1620, indicative of the monosaccharide skeleton -OH
and/or carboxylate ions [82] and carboxyl groups [4].

The EPS produced with alkaline stress it is observed a lower peak close to
1520 cm−1, which is due to protein vibration, associated with amide II, acting as a
support for polypeptide structures [83, 84]. Likewise, the absorbance region around
1401 cm−1, observed in EPS containing fucose [29], corresponds to asymmetric
stretches of carboxylates—COO being related to the structure of amino acids [85].
The strong peak at 1220 cm−1 is due to the presence of asymmetric stretches of
the CO ether group, in addition to alcohols, phenols, lactone and aromatic or cyclic
ketones [86], being less intense in the sample produced in water produced with and
without alkaline stress (Fig. 11c). In addition, the next absorbance band for 1200
to 800 cm−1 represents the fingerprint region, which is crucial for the identifica-
tion of different polysaccharides [86], showing greater similarity in the production
with distilled water, distilled water and alkaline stress and dialyzed produced water
(Figs. 11a, c, b). Within this region, the range 1000–1200 cm−1 is due to elongations
of COC, CO groups as well as the presence of carbohydrates [87] and also, the peaks
between 1000–1125 cm−1, more specifically, suggest the presence of uronic acid,
groups o -acetyl and ester bonds [83]; glycosidic bonds produce an absorption peak
of around 1020 cm−1 as a result of the aforementioned C–O–C vibrations. Although
there are noises in the curves of some spectra, mainly with dialyzed produced water
(Fig. 11b, c), it is possible to observe similarity in the conformation of the curves
and in the absorbance bands analyzed, showing that they are exopolysaccharides.
The sample produced in distilled water (Fig. 11c) and with alkaline stress spectral
was more similar to the control production in distilled water (Fig. 11a).

FT-IR spectra of the samples have been analyzed in this study to identify the
functional groups of the produced biopolymers (Fig. 12). The spectrum of xanthan
obtained with DPW using Triton X-100 and alkaline stress includes the spectral
bands characteristic of the polymer (Fig. 12a).

Bands referring to the sugar content are present in the four samples, such as
the 3300 cm−1 region corresponding to OH- groups of the Triton X-100 and the
carbohydrate ring, present in most polysaccharides and responsible for providing
solubility to them [81].

The result observed in the 2928 cm−1 region is indicative of CH of methyl groups
present in hexoses such as glucose and mannose [82], just as the 1723 cm−1 region
represents the carboxyl stretch or stretching of C = O of acetate groups of xanthan
gum, as well as lipids. The region close to 1601 cm−1 may be related to the presence
of the functional group COO− [88, 89] or to the elongation of C = O of Triton
X-100 and in the pyruvate group of xanthan gum [90–92]. The 1406 and 1379 cm−1

regions indicate asymmetric elongation of xanthan carboxymethylates. According
to data consulted in the literature [93], there is no evidence that the modification and
definition of the bands are due to the spectral interference of the surfactant.
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Fig. 12 FT-IR spectra obtainedwith the EPS samples producedwithXanthomonas campestriswith
dialyzed produced water. a the product obtained with alkaline stress and the addition of surfactant;
b without alkaline stress and without Triton X; c surfactant supplementation and d alkaline stress

A significant similarity is observed in the bands profile obtained with the commer-
cial products of xanthan gum 99% and the biopolymers produced with either alkaline
stress and Triton in dialyzed produced water. It can be inferred from FT-IR data that
the alkaline stress associated with Triton X-100 is beneficial and results in an extract
with a better defined spectral composition than the other tests.

In order to determine whether the interaction of the surfactant and exopolysac-
charide alone would explain the increase viscosity, tests EPS mixed with surfactant
were carried as suggested previously [18]. For this reason, it is proposed that the
exopolysaccharide interaction starts at the polymerization stage and is reduced after
the polymer is already assembled. The association of alkaline stress and Triton X-
100 resulted in the development of a technology to increase EPS production and
viscosity.

4 Conclusions

It was observed an increase in the production of exopolysaccharides under conditions
of alkaline stress of both strains under study. We have observed that the addition of
about 0.5% Triton X-100 also increased the viscosity of the xanthan gum produced
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with produced water and crude glycerin. On the other hand, this compound was toxic
to Enterobacter sp.

The association of alkaline stress with Triton X-100 increased the production and
quality of EPS produced by X. campestris. It was observed an increase of 88% in
production and 190% in viscosity using themediumpreparedwithDPW(p<0.0001).
This report shows an innovative approach to increase microbial EPS production by
means of supplemented the media with a “surfactant/alkali” substance that causes
physiological stress during growth.
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Abstract Chalcones derivatives compounds possess several biological activities.
08 molecules were selected from the literature. PASS Server was used to predict
biological activities of chalcones (1–4) anddihydrochalcones (5–8). Pharmacokinetic
and toxicological properties (ADME/Tox) of chalcones derivatives were calculated
via preADMET Server. We investigated the interaction mode of selected compounds
against GABA aminotransferase (GABA-AT) -PDB code 4Y0I- target indicated by
PASS, usingGOLD program in ourmolecular docking study. Our analysis was based
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on the interactions with Glu270, Arg445, Lys329, and Arg192 present in the active
site, and indicated compounds 2, 5, and 6 as themost promising inhibitors.Molecular
dynamics (MD) simulations were carried out via Biovia Discovery Studio software,
based on the CHARMm force-field engine, using as input top-ranked docking poses
obtained for the selected 2, 5, and 6, regarding the same crystallographic GABA-
AT enzyme structure. Our results showed these compounds could bind strongly to
plasma proteins, with a variation in the range of 90.21% to 100%. Compound 5
exhibited CBrain/CBlood = 1.07505 considered active in the CNS, while compounds
2 and 6 showed low values 0.34815 and 0.28086, respectively, therefore regarded
as inactive. Analyses of RMSDs obtained for such three chalcones reveal a higher
stabilization for the complexGABA-ATenzyme-chalcone 6, since a lower fluctuation
of RMSD values is for it observed (from 4.0 to 7.0 Ǻ), in comparison with the values

obtained forGABA-AT enzyme-chalcone 2 (RMSD from2.5 to 8.5 Ǻ, the less stable)
and GABA-AT enzyme-chalcone 5 (RMSD from 2.5 to 7.0).

Keywords Chalcones · Dihydrochalcones · Molecular docking · Bioactivity
predictions · Central nervous system

1 Introduction

Numerous types of chalcones and dihydrochalcones have attracted attention because
of reports that they possess various biological activities, i.e., cytotoxic [1, 2],
antileishmanial [3], antibacterial [4], antitumor [5], anti-Trypanosoma cruzi [6]
and antioxidant [7]. Indicating a variety of pharmacological activities, chalcone
compounds, of medicinal interest, have been developed.

The production of dihydrochalcones based on the use of microorganisms is,
of course, more effective than the extraction of plants or the traditional organic
synthesis [8, 9]. Particularly, the development of the modified microbial strains has
allowed the use of a relatively low-cost cultivation medium for the biosynthesis of a
variety of dihydrochalcones [10]. Consequently, this leads to a significant reduction
in processing costs, making this methodology attractive for the production of a large
scale of dihydrochalcones-related compounds [8–10].

The disorderly increase in neuronal excitation can cause seizures, this happens
when the cerebral concentration of γ-aminobutyric acid (GABA), an inhibitory
neurotransmitter, decreases below a critical level. This neurotransmission disorder
can be resolved by inhibiting the activity of γ-aminobutyric acid aminotransferase
(GABA-AT), an enzyme that favors the conversion of GABA to l-glutamic acid, an
arousal neurotransmitter. Another finding is that the elevation of GABA levels can
be antagonistic in the processes of rapid elevation and release of dopamine in the
nucleus accumbens, responsible for the satisfaction response in addiction [11].

In this paper, we selected 8 compounds (chalcones 1–4 and dihydrochalcones
5–8), from the previous study performed by Ferreira et al. [12]. These compounds
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had pharmacokinetic, toxicological and biological activity predictions, followed by
docking and molecular dynamics simulations.

2 A Theoretical and Computational Approach
to Predictions of Biological Target, Pharmacokinetics,
and Toxicity from Chalcone Derivatives

2.1 Selection of the Compounds of Interest for Preliminary
Evaluations

We have selected compounds 1–8, from the literature for this study [12]. In general,
the chemical structures of all compounds is shown in Fig. 1. As such, Ferreira et al.
have synthesized chalcone compounds by aldol condensation and dihydrochalcones
derivatives via biotransformation from fungus Penicillium citrinum CBMAI 1186
resulting in satisfactory yields [12].

Fig. 1 Chalcones (1–4) and dihydrochalcones (5–8) compounds selected for study
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2.2 Biological Target Identification, Absorption, and Toxicity
Assessment, and Molecular Dynamics Simulations

PASS (Prediction of Activity Spectra of Substances) server [13] was then used to
predict biological activities of eight compounds, chalcones (1–4) and dihydrochal-
cones (5–8). The server indicated high efficiency, which predicts with high accuracy
(70–80%) up to 2000 chemical compounds for biological activities. In addition, in
this study, the PASS served to select biological targets for performing docking and
molecular dynamics simulations.

Pharmacokinetic and toxicological (ADME/Tox) properties of the chalcones
derived compounds have been calculated through the preADMET [14– 16].

2.3 Molecular Docking Studies and Molecular Dynamics
Procedures

We investigated the interaction mode of chalcones and dihydrochalcones against the
target indicated by the PASS server using GOLD program [17] in our molecular
docking study. The crystallographic GABA-AT enzyme structure obtained from the
complex with ligand4-[({3-hydroxy-2-methyl-5-[(phosphonooxy)methyl]pyridin-
4-yl}methyl)amino]thiophene-2-carboxylic acid (PDB code 4Y0I) with 1.66 Â
resolution [18] was then selected in this study.

Note that we used protocol with CHEMPLP (Piecewise Linear Potential) scoring
function, population size = 100, selection-pressure = 1.1, number of operations
= 10.000, islands = 1, niche = 2, weights operator to migrate = 0, number of
mutations = 100, crossover = 100 and 10 docking runs, a sphere of size 10 Å with
center coordinates x = 33.11, y = 0.06 and z = 54.64. We used Maestro (version
11) program [19] to analyze results and visualize interactions in active site.

Molecular Dynamics (MD) is an essential computational tool that has widely been
used in Medicinal Chemistry for drug design. More specifically, the classic dynamic
behavior of a system is simulated as an extension of methods based on molecular
mechanics from the numerical integration of the displacement equations. Thus, the
MD simulations can widely be used to help in designing new drug design as well as
an understanding of the mechanism for a therapeutic target.

In this case, MD simulations were carried out using Biovia Discovery Studio
software 2017 [20], based on the CHARMm force-field engine. As such, in this
study, we have used the standard dynamics cascade as a strategy. In particular, no
restraints were used in the MD calculations. The input for the MD simulations in
GABA-AT active site are based on the top-ranked docking poses for the selected
chalcones 2, 5 and 6.

In order to energy minimization, it was carried out using maximum steps of 100
and an RMS gradient of 1.0, respectively. Next, the MD calculations were setting
(using a conjugated gradient as an algorithm) using a maximum steps of 500 and
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an RMS gradient of about 0.1. In this case, we have used a time of 50 ps (with
each step of 2 ps) for the heating among 50 and 300 K, respectively. According
to these simulations, the equilibrium phase at 300 K was obtained with a time of
100 ps. On the production step, a time of about 1,000,000 ps (or 1000 ns) was
considered in MD simulation, and these results were saved considered intervals of
1,000 ps (snapshots). Finally, we have used an implicit solvent dielectric constant
of 80 (simulation in water), with a non-bond higher cutoff distance of 12.0 and a
non-bond lower cutoff distance of 10.0 leapfrog Verlet dynamics integrator.

3 Bioactivity Predictions and Intermolecular Aspects
Between Compounds Derived from Chalcones and Gaba
Aminotransferase Enzyme

PASS online predicts with high accuracy (>80%) up to 4000 kinds of biological activ-
ities, including pharmacological effects, mechanisms of action, toxic and adverse
effects, interaction with metabolic enzymes and transporters, influence on gene
expression, and so on [21, 22]. Hence, for a start is necessary, only the 2D structure
in mol format as input. It additionally can easily be used for a huge number of activ-
ities in different projects. The great success of this program is related to its ability
to provide preliminary results of great utility. As such, this strategy is extremely
interesting for in silico screening [21, 22].

Biological activity prediction spectra were performed for those chemical struc-
tures previously selected (chemical structures 1–8). The prediction search was
focused onGABA-AT inhibitors. The parameters related to the activity of GABA-AT
inhibitor with Pa > Pi were selected, see Table 1.

Note that the interpretation of these results is usually realized in terms of the
Pa values. Hence, a high biological activity is expected for cases in which Pa
assumes values greater than 0.7. Yet, the probability of finding biological activity
during an experiment decreases significantly in the range of 0.5 < Pa < 0.7 [23].
Thus, compounds 1, 2 and 3 are the most promising GABA-AT inhibitors. There

Table 1 Biological activity
prediction of the compounds
via PASS server

Compounds Biological activity Pa Pi

1 GABA-AT inhibitor 0.796 0.003

2 GABA-AT inhibitor 0.734 0.004

3 GABA-AT inhibitor 0.734 0.004

4 GABA-AT inhibitor 0.533 0.016

5 GABA-AT inhibitor 0.653 0.006

6 GABA-AT inhibitor 0.581 0.011

7 GABA-AT inhibitor 0.581 0.011

8 GABA-AT inhibitor 0.604 0.009
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is strong evidence that GABA display a fundamental role in epilepsy treatment,
being hence the main inhibitory neurotransmitter in the cerebral cortex, in which
counterbalances neuronal excitation [23].

Bark extract Ficus religiosa L. (Moraceae) showed in practice an interesting anti-
convulsant mechanism [24]. In order to information on the biological spectrum of
all the reported bioactive metabolites found in the bark extract has been performed
an investigation on PASS software. These findings suggest a high activity score for
the GABA-AT inhibitory effect of the identified bioactive metabolites in the bark
extract [24], in good agreement with this study.

At the molecular level, it is known that a conveyor system is, in general,
coordinates via channels, receptors, and also by enzymes. Additionally is this
complex system could particularly affects the pharmacokinetics properties (such
as absorption, distribution, metabolism, excretion, and toxicity) of a drug-
like molecule in humans. Hence, from this perspective, it is evident that an in-
depth understanding of the interactions between small molecules and their molec-
ular targets, in principle, have a pivotal role predicting toxic effects that are in
general responsible for the removal of several marketed drugs and late-stage failures
of drug development [25, 26].

ADME prediction results are shown in Tables 2 and 3. Also, it is known that the
absorption processes are mainly due to the permeation of compounds into biological
membranes under the influence of the physicochemical features [27, 28].

Analyzing ADME results of compounds shown in Table 2, it was observed that
compounds presented HIA% values ≥ 98.21, whereas compounds 1–3 and 5–7
showed absorption equal to 100%. However, it is known that orally administered
drugs do not exhibit total absorption.

Cell permeability in vitro Caco-2 is, of course, an essential test to assess the
intestinal absorption of drugs. Caco-2 cells are, therefore, derived from the human
colon adenocarcinoma, owning various transport properties through the intestinal

Table 2 Absorption properties for chalcones (1–4) and dihydrochalcones (5–8) compounds

Compounds Absorption

HIA(%)a PCaco-2 (nms−1)b PMDCK (nms−1)c Pskind

1 100.0000 55.4962 36.8439 −2.0081

2 100.0000 55.4311 52.6245 −1.9653

3 100.0000 55.1765 52.6243 −1.9675

4 98.4270 21.2869 8.9107 −2.2539

5 100.0000 55.5253 36.7073 −1.8322

6 100.0000 55.4487 52.3492 −1.4846

7 100.0000 55.2021 52.3495 −1.9191

8 98.2065 21.2986 8.7008 −2.3264

apercentage of human intestinal absorption; bcell permeability (Caco-2 in nms−1); ccell permeability
Maden Darby Canine Kidney in nm.s−1; dskin permeability
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Table 3 Distribution in
percentages of PPB and
penetration of (CBrain/CBlood)
for chalcone derived
compounds (1–8)

Compounds Distribution

PPB(%)a CBrain/CBlood
b

1 96.64789 1.42624

2 91.40194 0.34815

3 91.74429 0.34966

4 93.49657 0.01787

5 100.00000 1.07505

6 92.04427 0.28086

7 91.10597 0.28841

8 90.20775 0.01891

apercentage of plasma protein binding; bpenetration of the blood
brain barrier

epithelium [16, 29]. Table 2 showed an average permeability of 46.85818. For the
compounds calculated, it was found that PCaco-2 (nms−1) was moderate, ranging
from 21.2869 to 55.5253 nms−1.

Cell permeability in vitro in the MDCK system in general utilizes canine kidney
cells and has a relatively shorter growth than Caco-2 cells. As such, this system
has been used explicitly as a tool for rapid prediction of the permeability [16, 30].
Analyzing data in theMDCK system for inhibitors shown in Table 2 has been verified
that permeability can be classified as low (25 nms−1) and medium (25–500 nms−1),
being low in the compounds 4 and 8 with values of 8.70085 nms−1 to 8.91071
nms−1, respectively, and medium in the other compounds varying between 36.7073
and 52.6245 nms−1.

On the other hand, knowing the permeability of the skin is an extremely impor-
tant parameter for transdermal drug delivery. Remarkably, in the pharmaceutical
industry, this parameter iswidely used to assess the risk potential of accidental contact
involved new chemical productswith skin [31]. All compounds studied showed nega-
tive permeability values varying between −2.3265 to −1.4846 not indicating the
importance of the drug by this type of administration (see Table 2).

Note that the drug has two forms in the blood, such as plasma protein bond form
and non-bond form. It is known that bond directly depends on their affinity for bond
portion and free portion. Hence, the binding to these proteins can in principle alter
the half-life of the drug in the body of the individual [16, 32, 33].

The distribution properties of PPB and penetration of (CBrain/CBlood) for all
compounds studied, as shown in Table 3, suggests a bind strongly to plasma proteins,
with a variation in the range of 90.20775 to 100%.

Compounds 1 and 5 have strength in the bond with these proteins due to high
values. As such, this is directly related to the small amount of free drug that interacts
with its receptors. Consequently, it ends up triggering the formation of this pharma-
cological response [10]. As is well-known, the PPB also modifies renal excretion,
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mainly due to unbound drug, i.e., increasing in large part its excretion as well as
leading a complete decreasing of the half-life [16, 34].

Blood–brain barrier CBrain/CBlood is, of course, an essential component of a
communication network that connects the central nervous system and peripheral
tissues [16, 35]. Consequently, this fact can in principle lead to a limiting/regulation
the exchange of substances that occurs among the central nervous system and blood
[16, 35].

It is known that compounds in which penetration value (CBrain/CBlood > 1) are
usually considered active in CNS may in theory cause collateral effects [36]. As
shown in Table 3, the compounds analyzed showed that all have fewer penetration
values than 1 (hence are inactive in the CNS), except for the compounds 1 and 5 that
exhibited values of about 1.42624 and 1.07505, respectively, whereas the compound
4 have a low value of CBrain/CBlood = 0.017875.

Particularly, the Ames test is a famous biological assay based on the Salmonella
typhimurium strains’ use to assesses the mutagenicity of such compounds. In
this regard, the Salmonella typhimurium strains have modifications identified in
their genes, which are responsible by the histidine synthesis [16]. As such, it is well-
known that histidine is important for growth. Therefore, the test assessment allowas
evaluating the mutagenic agent responsible for the growth inhibition in a medium
without histidine [37].

Based on this test, the compounds (1–8) have a positive predictionin sense of being
mutagen, seeTable 4.As such, the carcinogenicity test has the objective of identifying
the tumorigenic potential in animals and risk assessment in humans [16, 38]. In
general, these tests require considerable study time (>2 years), whereas PreADMET
online server may predict results from a set data of National Toxicology Program
(NTP) and Food and Drug Administration (FDA), both of USA, which coordinates
toxicology research and in vivo testing in rats and mice [38].

Analyzing carcinogenicity in mice models, for the 3, 7 and 8 compounds were
predicted as negative, and in case of 1, 2, 4, 5 and 6 compounds have a positive predic-
tion, i.e., shows non-carcinogenicity for mice. By analyzing rat carcinogenicity, 2, 3,
4 and 8 compounds were predicted positive, that is, showing non-carcinogenic, and

Table 4 Mutagenicity (Ames
Test) and carcinogenicity
(mouse and rat) for chalcones
derived compounds (1–8)

Compounds Ames test Carcinogenicity

Mutagenicity Mice Rat

1 Mutagen Positive Negative

2 Mutagen Positive Positive

3 Mutagen Negative Positive

4 Mutagen Positive Positive

5 Mutagen Positive Negative

6 Mutagen Positive Negative

7 Mutagen Negative Negative

8 Mutagen Negative Positive
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1, 5, 6 and 7, presented negative predictions, suggesting evidence of carcinogenic,
according to Table 4.

Finally, we have also extended our studies with molecular docking to evaluate
the binding mode with the 3D structure of the GABA-AT receptor deposited in PDB
code 4Y0I [18]. Initially, we did the redocking study and the result obtained was an
RMSD value of 0.8, which ensured us the quality of the model, demonstrating that
parameters used for redocking are optimal. Validation was accepted by presenting
a small deviation of RMSD, because both are possible crystallographic poses and
pose found not invalidate the other. According to Cole et al. (2005), for bindingmode
predictions using “docking”, RMSD values smaller than 2 Å with crystallographic
poses of ligand, is considered successful [39].

The results of the molecular docking study showed that it is favorable for our
compounds to interact with residues of the active site of GABA-AT in the same way
as some compounds reported that interacted in the same region, presented biological
activity [18, 23, 24]. Our analysiswas based on the interactionswithGlu270,Arg445,
Lys329 and Arg192 present in the active site. As such, these residues are, in turn,
essential for the interaction of the ligands with GABA-AT [40].

Figures 3 and 4 show the results of the docking study in 3D and 2D dimensions,
respectively. Thus, we can observe the possibilities of chalcone 1–4 interacting with
GABA-AT enzyme. In these figures, it is possible to correlate the results with the
frontier orbitals highest occupiedmolecular orbital (HOMO)andLowestUnoccupied
Molecular Orbital (LUMO).

Through visual inspection, we observe that for HOMO and LUMO orbitals of
chalcones 1–4 are in their aromatic ring X and HOMO regions that allow the transfer
of electrons, see Fig. 2. Docking studies exploit this property, reveal that the aromatic
ring X of compounds 1, 2 and 4, perform pi-stacking interaction with the ring present
in amino acid residue Phe19, depending on the positioning of benzene ring X. There
is also the possibility of interacting with Arg445 through a Cation-Pi interaction,
observed in compounds 1, 3, and 4. This fact can be elucidated by the HOMO
electron donation to Phe189, since this residue can present positive inductive effects
on the aromatic ring.

When analyzing the hypothesis of binding mode according to the LUMO orbital
in interaction with Phe189, we highlight that the inductive effect can, in principle, be
understood it due to the presence of the carbonyl group in the chemical structure, as
well HOMOorbital will promote inductive effect on themolecule. Another important
region of our compounds is the region having a carbonyl. Note that this is enables of
making a hydrogen bond with Lys329. Finally, NO2 group present in compound 4 is

Fig. 2 Generic molecular
structure representation of
derived compound chalcones

O

X Y
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Fig. 3 3D representation of
interactions between
chalcone compounds (1–4)
and GABA-AT enzyme
resulting from the results of
docking simulations
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Fig. 4 2D representation of
interactions between
chalcone compounds (1−4)
and GABA-AT enzyme
resulting from the results of
docking simulations
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an essential group for these molecules, since it is capable of performing 3 significant
interactions with GABA-AT.

We observe the possibility of the occurrence of two salt bridges between the N and
O- of the compound with Glu270 and Arg445, respectively. Thus, the same grouping
can still interact with Tyr69 through an H-bond accept with its carbonyl.

Thegreater spacingbetween the rings present in dihydrochalcone structures gener-
ated similar resultswith those observed by the chalcones, as can be observed in Figs. 5
and 6.

Pi–Pi interaction between the ring of the Phe189 and at least one of the dihy-
drochalcone rings is common to all structures under study. We further observe
compounds 6, 7, and 8 making a Cation-Pi interaction with Arg445, and also, the
compound 5 and 8 by making a hydrogen bond with Lys329 and further compound
6 by making a hydrogen bond with Gln301 and compound 7 with Arg192.

In the comparison between the ligand of the PDB code 4Y0I crystallographic
complex and compounds studied, we note that the conservation of the direct interac-
tion with Phe189 and Arg445 in regions of the large electron cloud, as in aromatic
rings. Lys329 interacts directly with carbonyl and indirectly with electrons located
in alpha and beta carbon unsaturation and may influence the electrophilic and
hydrophobic character of the region.

When we compare the types of interactions with the electrostatic potential, we
observed that the negative potentials confirm the hydrogen bonding interactions “pos-
itive potential”, for example, the interaction of the carbonyl with the residue Lys329
and Gln301, as well as, in the Compound 4 that presented interaction in the -NO2

region with Tyr69 and compound 6 that showed interaction with the residue Gln301.
This type of analysis is a proposal that provides additional information on features

of compounds to get a more in-depth comprehension on the chemical behavior for
new drugs. For each very long MD trajectory here obtained, the root mean square
deviations (RMSDs) of the enzyme-inhibitor conformations were analyzed along the
respective trajectories (1000 conformations/snapshots were produced) and regarding
the initial pose of the respective complex enzyme-inhibitor (Figs. 7, 8 and 9).

Compounds 2, 5 and 6 were chosen for MD based on the best results of PPB,
CBrain/CBlood, pharmacokinetics and docking analysis. The total energies of the three
systems were also calculated along the trajectory (1,000,000 ps—Figs. 8a-c), as well
as the target temperature was maintained constant at 300 K (Figs. 7a-c) in all the
simulations (at the production step).

Results obtained with molecular dynamics procedures indicate that all the three
chalcones here investigated remain relatively stable inside the docked GABA-AT
enzyme active site after 1000 ns of simulation time, using the top-ranked GOLD
solutions as input, since energy stabilization is guaranteed for all the chalcones after
the earlier stages of the respective MD production steps, at a constant temperature,
theoretically corroborating and enabling the chalcone poses suggested by docking
procedures. However, analyses of the RMSDs obtained for such three chalcones
reveal a higher stabilization for the complex GABA-AT enzyme-chalcone 6, since
a lower fluctuation of the RMSD values is for it observed (from 4.0 to 7.0 Ǻ), in
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Fig. 5 3D representation of
interactions between
dihydrochalcone compounds
(5–8) and GABA-AT enzyme
resulting from the results of
docking simulations
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Fig. 6 2D representation of
interactions between
dihydrochalcone compounds
(5–8) and GABA-AT enzyme
from docking simulations
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Fig. 7 Molecular dynamics
results (Temperature versus
Time see text for discussion)
obtained for the following
inhibitors in complex with
GABA-AT enzyme: in a,
chalcone 2; in b, chalcone 5;
in c, chalcone 6

comparison with the values obtained for GABA-AT enzyme-chalcone 2 (RMSD

from 2.5 to 8.5 Ǻ, the less stable) and GABA-AT enzyme-chalcone 5 (RMSD from
2.5 to 7.0).

4 Conclusions

The investigated compounds showed a nice values of HIA > 98% for chalcones and
dihydrochalcones, being that compounds 1, 2, 3, 5, 6 and 7 showed absorption to
100%. However, compound 4 showed a low value of CBrain/CBlood = 0.017875. A
detailed analysis of distribution properties for these compounds reveals that all have
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Fig. 8 Molecular dynamics
results (Total energy versus
Time) obtained for the
following inhibitors in
complex with GABA-AT
enzyme: in a, chalcone 2; in
b, chalcone 5; in
c, chalcone 6

fewer penetration values than 1, with the exception of compounds 1 and 5 have a little
amount of free drugs in order to interactwith their respective receptors. As such, these
results indicating the possibility of favoring the formation of this pharmacological
response.

Docking studies using Gold program indicate interaction of our compounds with
essential residues of the active site of GABA-AT. Hence, MD procedures indicated
that the chalcones investigated remain stable inside the docked GABA-AT enzyme
active site.

Three chalcone compounds showed satisfactory results for promising GABA
aminotransferase inhibitors and good results for the pharmacokinetic and toxico-
logical properties in silico. These compounds are suggested as promising candidates
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Fig. 9 Molecular dynamics
results (RMSD versus
Conformation) obtained for
the following inhibitors in
complex with GABA-AT
enzyme: in a, chalcone 2; in
b, chalcone 5; in
c, chalcone 6

for GABA-AT inhibitors. Therefore, in this perspective, we believed that a biolog-
ical evaluation (in vitro and in vivo) of these compounds might help to validate these
findings related to designing new ligands to be used as GABA aminotransferase
inhibitors agents. Nevertheless, further and still more accurate studies need to be
performed in order to elucidate their mechanisms actions, toxicity as well as use
potential for the treat of diverse pathologies related to the cerebral cortex.
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Potential ofMyrciaria cauliflora Fruits
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and Carlton Anthony Taft

Abstract Myrciaria cauliflora (jabuticaba) is a Brazilian native species of the
Atlantic forest region that produces fruits enriched with outstanding antioxidant
content, such as anthocyanins, polyphenols, tannins and flavonoids. It addition-
ally is known that jabuticaba fruits are attractive sources of bioactive molecules that
drive phytotechnological research worldwide. Several works with jabuticaba were
developed in last years covering mainly the agricultural, pharmaceutical and food
science fields. However, there is still a gap regarding technological development.
Here, we make an approach over the technological products obtained form jabuti-
caba fruits, their biological potential, the drug-like properties of chemical markers
and the main techniques that would be employed in future development of other
products with commercial value.

1 Introduction

The use of medicinal plants derivatives in general to the treatment of diseases is a
practice that has accompanied humanity for millennia in various cultures around the
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world and is therefore related to primary health care today in several countries [1–6].
Several active substances have widely been obtained from plants, i.e., reinforcing
the importance of natural products as sources that are still little explored in terms of
chemical characterization [7].

In recent decades, theWorldHealthOrganization (WHO)has encouraged research
related to the use of natural products, mainly of plant origin, considering the use
of medicinal plants and their derivatives as part of Traditional and Complemen-
tary Medicine continues to play a role of extreme relevance in public health in
several countries [8]. For example, in compliance with WHO strategies, Brazil has
published policies for the insertion of complementary practices in the Unified Health
System (SUS), including Phytotherapy [9]. However, some challenges related to the
effectiveness, safety, and quality of plant derivatives persist.

Obtaining products from natural sources, which have a constant quality and yield,
is subject to several variables that constitute difficulties to be overcome. In natural
products obtained from plants, the following can be mentioned: cultivation condi-
tions, collection time, extractive methods used, drying, and storage conditions [10].
Due to these various factors, it is necessary to use chemical markers to monitor
the quality and standardize them [11]. A chemical marker consists of the substance
or set of substances present in a plant species and that are preferably responsible
for the biological activity (such as flavonoids, alkaloids, fatty acids, etc.). Chem-
ical markers can also be used to monitor the plant’s derivatives quality and must
be capable of being analyzed by analytical techniques, such as spectrophotometry
and chromatography, gas chromatography (GC), as well as high-performance liquid
chromatography (HPLC) [12].

Brazilian Cerrado is, in turn, classified as one of the biomes with the highest
extent of biodiversity in the world, having a high number of species that only occur
in that location. It is located mainly in the central-west region of Brazil. Through
its physical, hydrographic, and rich biodiversity characteristics, Cerrado provides an
excellent scenario for developing agricultural practices [13]. Studies demonstrate a
varied number of plants from Cerrado or adapted that can be valorized and exploited
commercially, one of them is jabuticaba (Myrciaria cauliflora). Thus, the fruit jabu-
ticaba (Myrciaria cauliflora) belonging to the Myrtaceae, originally from the south-
central region of Brazil. Its main characteristics are globose berry up to 3 cm in diam-
eter, reddish skin almost black, whitish mucilaginous pulp with bittersweet flavor. It
presents from one to four seeds [14]. The speciesM. cauliflora is popularly known as
“jabuticabeira”, “jabuticaba”, “jabuticaba paulista”, “jabuticaba-açu”, “jabuticaba-
do-mato” and “jabuticaba-sabará” [15]. It is a fruit species that arouses high interest
among rural producers in several regions in Brazil, as it presents high productivity,
rusticity, and fruit utilization in several different ways [16].

M. cauliflora fruits are still collected in an extractive manner and freely traded,
always with the tremendous widespread acceptance of the population. The commer-
cialization period is relatively short, and studies have indicated that, in just two days
after harvest, there is a rapid change in appearance and flavor due to the intense loss
of water, which results in pulp deterioration and fermentation [16] (Fig. 1).
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Fig. 1 The general aspects of aerial parts and fruits of Myrciaria cauliflora

2 Pharmaceutical Potential ofMyrciaria cauliflora Species

Several biological activities are reported forM. cauliflora fruits, such as antioxidant
activity, which can be attributed mainly to anthocyanins present in the epicarp [17,
18], hypoglycemic and hypolipidemic effects [19] and anti-inflammatory activity
[20]. As such, its leaves and bark of M. cauliflora are well known as astringent
and the decoction is widely used in the treatment of diarrhea and skin irritations
[21]. Macêdo-Costa and coworkers [22] investigated the antimicrobial activity of
M. cauliflora leaf extract against bacteria that form a dental biofilm (Streptococcus
mitis, S. mutans, S. sanguinis, S. oralis, S. salivarius and Lactobacillus casei).
Finally, these results found showed the effectiveness of the extract when compared
to antimicrobial chlorhexidine.

The biological properties found for M. cauliflora can be attributed mainly
to the vast amount of polyphenolic compounds present in this species. Among
these compounds, in addition to anthocyanins (penidinic glycosides) and aglycones
(cyanidins), tannins, isoquercitrin, myricetin and ellagic acid stand out [23, 24].

Ellagic acid and ellagitanins can be found in several other edible fruits [25, 26]
and are considered promising constituents of the diet to prevent of various degener-
ative diseases. These compounds have several biological activities such as: antioxi-
dant, also acting in the prevention of lipid peroxidation [27, 28], vascular protection
[29], anti-inflammatory activity [30], anticancer [31], anti-atherosclerotic [32, 33],
anti-hepatotoxic [34] and antibacterial [35]. Ellagic acid is a substance originating
from the hydrolysis (acidic or basic) of elagitanins, promoting the formation of the
intermediate hexahydroxydiphenic acid, which undergoes a spontaneous lactoniza-
tion reaction, resulting in ellagic acid25. Also, elagitanins can be metabolized by
the microbiota of the human gastrointestinal tract and other animals resulting in
the release of ellagic acid, as shown [36]. Myrciaria cauliflora also contains other
antioxidant substances, in addition to polyphenolic compounds, such as ascorbic acid
[24, 37].

Wu and colleagues [38] showed that Myrciaria cauliflora extract stabilized the
plasma glucose and indirectly improved diabetic mice’s insulin sensitivity. Besides,
diabetes-caused glomerular atrophy, as well as accumulation of saccharide, in addi-
tion to the formation of collagen IV has been significantly reduced from the use
of Myrciaria cauliflora extract rich in anthocyanins and polyphenols has potential
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benefits to the treatment of diabetic mice, mainly due to inhibiting Ras/PI3K/Akt
and kidney fibrosis-related proteins [38].

Fidelis and colleagues [39] evaluated the solvent effects on the extraction of
desired bioactive compounds from seeds of jabuticaba. In this case, they found that
a mixture among water and propanone (in range of 52:48 v/v) leads to a signif-
icantly increased, therefore, extraction yield of compounds biologically actives.
Also, the optimized extract shows a relevant antiproliferative and cytotoxic effects
against both A549 andHCT8 cell lines, inhibited α-amylase/α-glucosidase activities,
antimicrobial and antihemolytic effects, as well antihypertensive effect. The main
phenolic constituents determined in this studywere vescalagin, castalagin and ellagic
acid. Additionally, no cytotoxicity in a human cell model (IMR90) has been found
for the optimized extract. Myrciaria cauliflora extract activity is also observed as
a microbicidal activity in bacteria and fungi of dental importance [22, 40], and
antimicrobial activity of jabuticaba bark extract inGram-negative bacteria andGram-
positive [41]. Hence, the bioactive compounds that act as bacterial inhibition are
phenolic compounds, mainly cyanidin chloride, catechin and epicatechin, which
have inhibitory activity mainly in S. aureus [42].

3 Technological Potential ofMyrciaria cauliflora

Several authors have reported the industrial importance of jabuticaba fruits. It is
possible to find them benefited from juices, ice creams, fermented, distillates, jellies,
jams, liquor and vinegar. They can also be used in the manufacture of fermented and
distilled [37].

In industrialization, the peels and seeds are neglected, representing approximately
a 50% loss of fruit. Thiswaste is usually used as animal feed, butmost are discarded or
used in composting. Considering the variety of useful substances with the high added
value present in this residue, better use of these by-products would add commercial
value and avoid environmental problems generated by its disposal in the soil [43]. The
peels rich in natural dyes could be used as raw material by the food, pharmaceutical
and cosmetic industries [44], as a raw material for the isolation of phytopharmaceu-
ticals, or in the form of standardized extracts, from just as it is possible to find on
the market several suppliers of pomegranate extracts standardized in ellagic acid, for
example. Other technological approaches have been investigated, such as the appli-
cation of chitosan- coating jabuticaba peel extract (85% ethanol acidified with about
15% of a stock solution of 1.5mol L−1 hydrochloric acid), more specifically, with the
purpose of avoiding microorganism growth, that is, for enhanced the product’s shelf
life.

Some innovative ways of the use of M. cauliflora extracts have been developed,
such as the work conducted by Santos and colleagues [45], which employed the
liquid extract as an antimicrobial photosensitizer against Staphylococcus aureus. In
this work, were used residue of the processed fruit bark for the obtaing of the aqueous
extract in ratio of 1:3 (residue:water). Briefly, the pigment extraction was carried out
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under constant mechanical agitation (at 6500 rpm) for a period of six hours in the
dark. The obtained fluid was then filtered and, next, was then concentrated to 1/3
of its initial volume using a rotary evaporator at 60 °C coupled to a vacuum pump
operating at about 600 mm Hg, generating the concentrated extract.

Batista and colleagues [46] fed rats based on a high-fat diet supplemented with
lyophilized jabuticaba peel (FJP). Thus, the lyophilization method consists of other
technological approaches to obtain standardized products from jabuticaba fruits. The
authors of the study found that all diets with different concentrations (1, 2 and 4%)
of jabuticaba extract contribute to prevent the occurrence of lipid peroxidation in the
liver, as well as, minimized the oxidative stress in which likely can be associated as
a consequence of its high polyphenols content (such as anthocyanins, ellagic acid,
gallic acid, in addition to quercetin derivatives).

Microencapsulation of liquid extract from jabuticaba peels using spray drying
technique have also showed a high anthocyanins content (cyanidin-3-glucoside) [47].
These products were applied in mortadella to improve their stored characteristics.
Also, this strategy in general provide a reduced of redness, yellowness, pH value,
aroma and also color acceptance significantly. Therefore, the study authors have also
reported an improvement in sensory analysis in terms of texture and flavor. And yet,
no significant changes in the chemical composition, lightness, lipid oxidation, or
overall sensory quality was observed [47].

Asquieri and coworkers [48] developed a method of reuse of bark and jabuti-
caba sludge that underwent a fermentation process for the production of brandy.
Silva and coworkers [49] carried out a study with jabuticaba residue for the produc-
tion of pigments with functional properties using the spray-drying technique, using
maltodextrin as a drying aid, and the resulting product showed antioxidant, antimi-
crobial, and also arginase inhibitory activity, an enzyme produced by the protozoan
Leishmania amazonensis.

Morales and colleagues [50] showed that the by-products of M. cauliflora fruits
are of large importance to obtaining the valuable bioactive compounds. As such,
the effect of the fermented versus non-fermented jabuticaba pomaces was studied
in detail. The authors investigated their hydrophilic/lipophilic compounds, as well
as their oustanding antioxidant properties. Concerning chemical composition, the
study shows the sugars, organic acids and tocopherols, phenolics and anthocyanins,
and fatty acids. Also, non-fermented and fermented jabuticaba pomaces represent a
rich source of compounds biollogically actives (tocopherols, polyunsaturated fatty
acid, andphenolic compounds) andhave a high andwell-knownpotential antioxidant.
Therefore, from this perspective, it should be noted that the use of jabuticaba pomaces
from the industries could lead to novel products with added value, e.g., in the human
and animal feed manufacturing process [50].

The residues of jabuticaba fruits also present technological potential, as showed
by Borges and colleagues [51], in which the waste powder fruits were employed
to obtain a liquid hydroethanolic extract (55%) and the spray drying process was
optimized using response surfacemethodology to obtain a dried intermediate product
with increase levels of ellagic acid and other phenolic compounds.
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Through the characterization and standardization of the dry extract, the potential of
the residues generated by the fermentation of jabuticaba can be used more rationally,
thus valuing all the links of the productive chain. In this way, it is necessary and
immediate to valorize the potentialities and the visibility of the possibilities of using
and economically exploiting agroindustrial residues, which indicate a wide spectrum
of use and which are not yet being commercially exploited rationally. In this context,
it is important to develop and optimize extraction and drying processes to obtain
standardized dry extracts with a wide spectrum of applications in the pharmaceutical,
food and cosmetic areas. Thus, jabuticaba fruits represent a raw material with a high
potential to obtain standardized products from different techniques.

4 Drug-Like Properties ofMyrciaria Molecules

Borges and coworkers [24] compiled the active compounds already detected for
Myrciaria genus species. They describe 53 molecular structures with vast diversity
and biological importance, showing that Myrciaria is an interesting source for
collecting useful molecules for drug design projects. To filter the orally active drug-
like compounds from Myrciaria genus the physicochemical parameters defined in
the rule-of-five (RO5) [52] were calculated for each molecule. According to this
RO5, the most drug-like compounds have lipophilicity (Log P) ≤ 5, molecular
weight ≤ 500, number of hydrogen bond donors ≤ 5 and number of hydrogen bond
acceptors≤ 10. Most orally active molecules (or in phase II clinical trials) in general
no violate more than one of these parameters [52, 53].

The physicochemical parameters defined by RO5 are, of course, associated with
its solubility in aqueous medium and the intestinal permeability, as well as, comprise
the first steps related to their oral bioavailability. If a molecule violates more than
one parameter and fails the RO5, it will encounter certain oral activity limitations.
On the other hand, passing the RO5 is no guarantee that a compound is drug-like but
indicates a high probability for oral bioavailability [52, 53].

Around 64% of molecules described by Borges and coworkers [24] fit the RO5
criteria, revealing that Myrciaria genus provides a useful list of chemical entities
for drug design interest with a high probability to be orally active (Table 1). The
rule of five parameters was calculated with the Calculation of Molecular Properties
and Bioactivity Score tool from Molinspiration Cheminformatics Software (https://
www.molinspiration.com/cgi-bin/properties).

https://www.molinspiration.com/cgi-bin/properties
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5 Conclusion

Myrciaria cauliflora fruits are an attractive source ofmolecules with biological activ-
ities that should be used as starting points in drug design projects. The plant extracts
are rich in polyphenols and anthocyanins that reveal antioxidant, hypoglycemic,
hypolipidemic, antimicrobial and anti-inflammatory properties. During industrial-
ization, some parts of the fruits are neglected as waste, including peels and seeds.
Such material is rich in valuable compounds for developing pharmaceutical products
and is an interesting source for isolating biologically optimized lead compounds for
drug design. Such an argument is reinforced by the fact thatmany bioactivemolecules
described in the literature forMyrciaria genus, around 60%, pass through Lipinskis’s
rule-of-five. Thus, molecules from Myrciaria cauliflora have a high probability of
being orally active, providing a valuable list of bioavailable bioactive molecules.
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Natural Product Bioactive as Antiviral
Agents Against Zika Virus

Nerilson M. Lima, Teresinha de Jesus A. S. Andrade,
and Marcone A. L. de Oliveira

Abstract Zika virus (ZIKV) is a Flavivirus belonging to the Flaviviridae family
transmitted by an infected Aedes aegypti mosquito’s bite. Although it is not a highly
lethal infection; however, it is associated with several morbidities such as damage to
the testicles, eye damage, Guillain–Barre syndrome, fetal microcephaly, and other
severe neurological complications. Due to the complications associated with the
ZIKV infection and because it is also transmitted through sexual, blood, and peri-
natal routes, this disease becomes a serious public health problem. Since there are still
no effective drugs and a licensed vaccine to control and combat the virus, many ther-
apeutic resources from biodiversity have stood out searching for anti-ZIKV agents.
In this context, plants are important sources of raw materials and prototypes for the
synthesis of new drugs with therapeutic properties. Thus, this study brings a full
review from classes of natural products such as phenolic compounds (flavonoids,
phenolic acids, tannins, and quinones), alkaloids and terpenes (including triterpenes,
saponins, and steroids), and plant species and their bioproducts as essential oils
(mono, sesquiterpenes, and phenylpropanoids), with antiviral potential against ZIKV
strains evidenced by in vitro and in vivo tests.

1 Introduction

The Zika virus (ZIKV) belongs to the family of Flaviviruses and it was discov-
ered around 1947 in the Zika forest in Uganda. Other family members are known
to cause infections like dengue, yellow fever, and West Nile fever. In Brazil, the
viral infection caused by ZIKV was reported in 2015 [1–5]. The effects of virulence,
rapid spread and its serious neurological complications in general include Guillain-
Barré syndrome andmicrocephaly that occurs especially in fetuses/newborns caused
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alarm and spurred research in the discovery of new antiviral agents [6, 7]. Usually,
most people infected with ZIKV do not become sick, but can transmit the disease
through sexual intercourse and vertical transmission that can result in serious birth
defects, including serious cases of microcephaly [1–7]. We emphasizing that there
is no therapeutic agent approved for the treatment of ZIKV infection in humans,
only patient support medications, and the anti-ZIKV drug candidates have been
tested only in animals [8–11]. As such, the incipient research on herbal medicines
to treat viruses and viral infections is still quite limited. Yet, in recent years, there
is a large number of molecules with therapeutic applications derived from natural
products, mainly from plant species and their associated fungi [12, 13]. For instance,
many secondary metabolites, like polyphenols, possess outstanding antiviral activity
against different type of viruses (such as influenza, DENV, coronavirus, HIV-1 and
hepatitisBviruses) and hence they have tested against theNS2B-NS3protease, and as
a result, has been shown to inhibit the activity of ZIKV protease, as well [14]. Several
polyphenols belonging to the flavonoid class, e.g., such as myricetin, quercetin, lute-
olin, isorhamnetin, apigenin, and the natural phenolic compounds curcumin showed
inhibition ZIKV protease [14–17]. Based on this information, the natural products
isolated from seaweed have demonstrated a great antiviral potential against flavivirus
as those that cause the dengue. Other bioassays such as the drug addiction time trial
have shown that isoquercitrin acts on the entry of ZIKV, preventing mainly the inter-
nalization of viral particles in the host cell [14]. Infield of the natural product research,
all of the efforts are directed in the search of new organic molecules with antivirals
or virucide properties to treat of infection caused by the ZIKV, since there are no
vaccines or medication available has effectively treated recent cases of infection.
Therefore, given the urgent need to develop new therapeutic agents with antiviral
action against ZIKV, this research brings a survey of the latest studies published
in the scientific literature on discovering of new prototypes of drugs from natural
products against ZIKV.

2 Phytochemical Bioactive as Novel Antiviral Agents
Against ZIKV

In the years 2015–2016, Brazil began to face a major epidemiological challenge of
viral infection caused by ZIKV, which occurs due to the bite from the mosquito
vector Aedes Aegypti, and can also be transmitted through sexual intercourse [1, 2].

As such, the epidemic caused by the ZIKV infection had been reported in more
than 60 countries worldwide [3]. Despite having a low lethality rate, this epidemic
has raisedmany concerns because of themorbidity associatedwith viral infection and
its action triggered on the human biological system, such as damage to the testicles
[4, 5], eye damage [6], Guillain–Barre syndrome, fetal microcephaly [7], and other
severe neurological complications.
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Given this scenario, many scientific studies aiming the discovery of new molec-
ular targets in the therapy of the viral infection caused by ZIKV and in the control
of the mosquito vector have been developed. However, no drugs selected in phar-
macological screenings from the drug repositioning strategy have shown sufficient
efficacy to treat the ZIKV infection. In this way, many natural products derived from
plants have been tested to combat the virus, control the Aedes Aegypti vector and
identify the mode of action of these products, whether through repellency or biocidal
action [1–17].

Although some platforms committed to the development of ZIKV vaccines and
encouraging results have been obtained, the protection through this immunity has
only been tested in rats and monkeys [8–10]. Thus, in this perspective, while there
are no safe and licensed vaccines to prevent and combat the ZIKV, the infection
treatment usually has been carried out using antivirals only to relieve symptoms,
mitigate morbidities, as well as, interrupt the chain of transmission [11]. In this
regard, many natural compounds of non-plant origin, such as the fungal lipopeptide
named cavinafungin, have potent activity and are selectively active against ZIKV as
well as all four dengue virus, named DEN-1, DEN-2, DEN-3, and DEN-4, serotypes
acting against the signal peptidase (enzyme found in eukaryotic cells) and interfere
in the flavivirus replicative cycle [12], but this book chapter will focus on small
molecules from plant origin.

Therefore, the investigation and discovery of new phytochemicals with anti-Zika
activity has become effective and safe therapeutic tools, since a large part of the
medicinal plants species used in the in vitro and in vivo assays are used in popular
phytotherapy to treat several other diseases, in addition to providing prototypes for
studies of molecular variation in order to enhance their effectiveness and reduce their
toxicity to the host tissues. Thus, this book chapter provides general information
about plant species and their phytochemicals with antiviral action against ZIKV.
Vegetable macromolecules with antiviral activity against ZIKV were divided into
the three main groups of secondary metabolites: phenolic compounds, alkaloids
and terpenes (Fig. 1).

2.1 Phenolic Compounds

Phenolic compounds are well-known by their antioxidant potential that has hydroxyl
groups attached to an aromatic ring, widely distributed in the vegetable kingdom.
They are usually present in fruits and vegetables, and have several properties in the
plant and animal organisms, as protection against ultraviolet radiation and aggression
of pathogens, including antiviral [13].

Flavonoids are one of the largest classes of phenolic compounds, and have a
chemical diversity of structures and marked chemical-pharmacological activities
[13–17]. This secondary metabolite class has an inexhaustible reservoir of molecules
with significant antiviral properties, including arbovirus inhibitory activity such as
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Fig. 1 Overview from plant natural product research to obtain antiviral agents against ZIKV

the Zika virus, which can play an important role in preventing and combating of
ZIKV infection [14–17].

In studies of qualitative and quantitative evaluation of flavonoids with anti-ZIKV
activity, many polyphenols such as flavonol isoquercitrin (quercetin-3-O-glucoside
or Q3G) and its glycosylated fraction had been shown to be effective inhibitors of
African and Asian epidemic ZIKV viral strains in human hepatoma, epithelial and
neuroblastoma cell lines. Drug addiction time trials concluded that isoquercitrin acts
on the entry of the ZIKV, preventing the internalization of viral particles in the host
cell [14]. Other recent studies highlight the efficacy of isoquercitrin flavonol and
Epigallocatechin Gallate polyphenols and curcumin against ZIKV strains [15–17].

Epigallocatechin Gallate is formed by an ester of epigallocatechin and gallic acid,
has a high antioxidant potential. It is found in green tea, which can inhibit the entry
of the virus into host cells in Vero E6 cell assay [16]. To elucidate their mechanism of
action of this compound, were performed molecular modeling calculations to reveal
the interactions of the active ingredient with the viral envelope protein. These results
showed that the compound interacts with various residues on the receptor, in addition
to maintained stability the conformations of the protein up to 50 ns of simulations
[16].

A phenolic complex named Silymarin, which consists mainly of seven flavono-
lignans and one flavonoid, demonstrated significant antiviral activity for arboviruses
and acts to combat and treat many other pathologies. This complex, which is found
mainly in seeds of the species Silybum marianum L. Gaertn, achieves anti-ZIKV
activity by reducing the virus titer, viral RNA and plaque-forming units. Also, it can
inhibit the adsorption and penetration of ZIKV-like particles [18].
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Flavonoids found in citrus fruits (such as flavanone naringenin), in particular,
demonstrating an alternative promising to combating viral ZIKA infections. Pharma-
cological studies have shown that this compound prevents ZIKV infection in human
A549 cells and other cell lines (such as primary dendritic cells derived from human
monocytes infected by the virus). For this reason, flavanone naringenin acts in the
replication of the virus or the assembly of viral particles. Also, molecular coupling
studies indicate that there may be a potential interaction between the compound and
the ZIKV protease, whose mechanismwould explain the antiviral action of the target
compound [19].

In addition to fruits and vegetables, it is well-known that flavonoids are widely
found in other commercial natural products (e.g., honey, tea, and red wine). As such,
this flavonoid compounds exhibited a significant antiviral effect against ZIKV in
JEG-3 cells from human placenta (IC50 = 17.4 μM), whose anti-ZIKV effect occurs
through the post-entry process of the virus replication cycle that inhibition of RNA
production and in the synthesis of viral envelope proteins [20].

Despite the numerous experimental studies in vitro and in vivo involving anti-
ZIKV activity of flavonoids, the mechanisms by which these compounds act in
inhibiting the infection are still not completely elucidated. However, it is believed
that it can happen within interactions between phenolic rings of the molecule with
viral proteins and RNA or the ability to interfere in the defense of host cells, that is,
more specifically in regulating MAP kinase signaling [13–21].

Based on this information, studies of the structure activity relationship (SAR)
have been used successfully and have helped in the discovery of new bioactive
and innovative molecules. For example, Bhargava et al. [21] using simulation-based
QSAR method, it was applied in order to know the molecular factors of the chem-
ical structure of the compound for viral inhibitory activity, whose studies carried
out with the flavonoids amentoflavone, fisetin, isorhamnetin and theaflavin-3-gallate
demonstrated greater activity predicted inhibitory and more validated by the fitting
analysis.

Chemical structure-biological activity relationship studies aiming to screen
for new viral inhibitors for ZIKV infection were performed with 18 flavonoids
(6 flavonol, 8 flavanol, 2 flavone, and 2 flavanone) and in addition to four other
compounds phenolic (such as pyrogallol, pyrocatechol, caffeic acid, and gallic
acid) [22]. The results of this research highlight that the compounds myricetin (IC50

= 22 ± 0.2 μM), astragalin (IC50 = 112 ± 5.5 μM), rutin (IC50 = 105 ± 2.9 μM),
epigallocatechin gallate (IC50 = 87 ± 1.2 μM), epicatechin gallate (IC50 = 89 ±
1.6 μM), gallocatechin gallate (IC50 = 99 ± 1.8 μM) and luteolin (IC50 = 53 ±
1.3μM) inhibited more than 40% of viral activity [22]. As such, the antiviral activity
evaluation was based on the molecular structure of the compounds, and showed that
myricetin showed greater potential; luteolin showed 2.8 times greater potential than
chrysin, likely due to the presence of two OH groups in C3′ and C5′ in its B ring.
The methoxy group on carbon C–4′ in ring B and the prenyl group at position C8 in
ring A from the icaritin may have negatively affected to its lower antiviral potential
ZIKV strain. Thus, this study concluded that the OH group’s presence in C3′, C4′
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and C5′ in ring B might be an important requirement for the inhibitory activity of
ZIKV [22].

TheflavonoidSophoraflavenoneG is a highly oxygenatedflavanonewithC-prenyl
groups, found in Chinese medicine plants such as the Sophora Flavecens species,
known for its antiviral property. This flavanone demonstrated significant antiviral
activity against Dengue and ZIKV flaviviruses in pre- and post-infection treatments,
the mechanism of which occurs through the inhibition of the virus RNA polymerase
enzyme [23].

Other flavonoid candidates for prototype drugs against flavivirus are the flavones
baicalein and baicalin, which showed the ability to negatively regulate the virus’s
replication up to 10 h after ZIKV infection and pronounced prophylactic action
in pretreated cells [24]. Baicalein, whose structure has three hydroxyls in ring A,
showed greater antiviral effect during intracellular replication of ZIKV, while the
glycosylated flavone baicalin showed greater efficiency in preventing the entry of
the virus. However, theoretical studies investigating the mechanism of action of both
compounds indicate that they have a higher affinity of binding to ZIKV NS5 than to
the viral envelope glycoprotein [24].

Highly hydroxylated molecules such as anthocyanin delfinidine and the tannin
epigallocatechin have also been shown to be effective flavivirus inhibitors such as
those of ZIKV and dengue [25], as well as plant species with a high anthocyanin
content have also shown anti-ZIKV activity [26].

Although flavonoids, phenolic acids, and tannins are the main polyphenols
reported in the literature with antiviral activity against ZIKV. Other phenolic
compounds stand out in vitro anti-arbovirus activity, such as gossypol, curcumin,
digitonin and conessin pigments. Gao et al. [27] showed that gossypol exhibited
strong inhibitory activity against almost all ten ZIKV strains assessed, which can
neutralize viral infection by reaching the ZIKV envelope III (EDIII) domain. Hence,
other constituents evaluated inhibited the infection by inhibiting the virus’s entry
into the cell or by inhibiting viral replication. There was also a synergistic effect of
gossypol with any of these metabolites and with the anti-ZIKV bortezomib [27].

Plant species used in folk medicine such as Phyllanthus phillyreifolius, have been
shown to be an important source of the polyphenol geraniin which has antiviral
activity against flavivirus strains including ZIKV [28]. Another active metabolite is
the lignan (Dibenzylbutanes) named nordihydroguaiaretic acid found in the leaves
of Larrea tridentata (Zygophyllaceae) with potent antiviral effect in vitro against the
ZIKA virus [29] (Fig. 2).

2.2 Alkaloids

Alkaloids are secondary metabolites formed by heterocyclic rings containing the
nitrogen heteroatom, with a broad spectrum of pharmacological activities and invalu-
able therapeutic potential due to their antimicrobial property and their ability to bind
to genetic material [30]. Thus, many studies have been directed to the isolation and
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and curcumin) with anti-ZIKV activity

pharmacological screening of alkaloids with antiviral potential for flavivirus such as
ZIKV.

Considering that they are compounds of restricted distribution to some plant fami-
lies, the search for new alkaloids with therapeutic potential for viral infections has
been directed to these taxa, such as Amaryllidaceae family, which produces the alka-
loid R430 that has an inhibitory action on the viruses of RNA and DNA, including
ZIKV [31].

The alkaloids of this family are divided into subclasses, in the narciclasin subclass
are antiviral alkaloids trans-dihydronarciclasine, trans-dihydrolycoricidine, narcicla-
sine, 7-deoxy analog (lycoricidine), pancratistatin and 7-deoxy. Of these, the alka-
loid trans-dihydronarciclasine has an inhibitory effect on some types of arbovirus,
including ZIKV (IC50 = 0.1 μM and Therapeutic index = 7), therefore, a good
candidate for therapeutic agent against ZIKV infection [32].

Another striking example of an alkaloid with anti-ZIKV activity in vitro and
in vivo is the benzylphenethylamine alkaloid named licorine, whose antiviral action
occurs by inhibiting RNA replication and protein synthesis. Licorine inhibited
ZIKV RNA-dependent RNA polymerase activity, increased the survival of AG6
mice in ZIKV-induced in vivo assays by decreasing viral load in the blood and
reduced viremia. In addition, this alkaloid also inhibited plaque formation partially
at a concentration of about 0.5 μM and completely at 5.0 μM [33].

Medicinal plants from traditional Chinese medicine are an important source of
the alkaloid with antiviral properties of the isoquinoline class named palmatine,
which may in principle be directly isolated from species such as Fibraurea recisa,
Phellodendron Amurense, Enantia Chlorantha, Corydalis yanhusuo, and Coptis
Chinensis. This substance can inhibit ZIKV infection and resist the cytopathic effects
induced by this virus, whose antiviral action mechanism occurs by interrupting
arbovirus binding, entry and stability [34].
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Another antiviral phytochemical from similar class is the alkaloid berbamine, a
bisbenzylisoquinoline alkaloid found in species used in traditional Chinesemedicine.
This alkaloid was able to inhibit viral infection by ZIKV at an IC50 of approximately
2.17 mM in virus titration assays and also inhibited significantly the production of
viral particles from the infectious progeny of the virus [35].

Other alkaloids of plants from traditional Chinese medicine have shown to be
powerful antiviral agents. A notable example of this is the alkaloid cephalotaxin
isolated from the species Cephalotaxus drupacea, which proved to be a potent
inhibitor of ZIKV activity in cell lines Vero and A549. Yet, the mechanism of action
of this molecule involves the decrease in viral replication by reducing the expression
of virus RNA and viral protein, interrupting the virus’s life cycle by preventing its
replication and reaching virucidal activity [36].

In the screening of biologically active alkaloids against ZIKV infection, the
isoquinolinic alkaloid emetine stands out, which is widely known and used in the
treatment of several pathologies. This compound is already approved by the FDA for
amebiasis treatment and has antiviral activity against other viruses, including ZIKV.
The effectiveness of emetin in inhibiting ZIKV infection has been demonstrated at
extremely low inhibitory concentrations, of the order of nanomolar in in vitro and
in vivo assays [37].

The mechanism of inhibition of the alkaloid emetine as well as its bioactive
analogue cefhaelina were determined. This study concluded that emetin acts against
ZIKV by inhibiting the activity of the polymerase enzyme ZIKVNS5 and disrupting
lysosomal function. However, its desmethyl analog, cefhaelina, has also been tested
against the ZIKV. As result, both compounds have shown a very similar efficacy
against infections caused by ZIKV and hence can contribute to a better tolerated in
patients, being an excellent therapeutic alternative for infection. This research also
showed that the NS1 protein level decreased in an emetine-dependent manner in
HEK293 cell lines infected with African ZIKV (MR766) (IC50 = 52.9 nM) [37].

The alkaloid conessine, classified as a steroidal alkaloid, found in plant species
fromApocynaceae family, showed important anti-ZIKV activity with IC50 9.75μM.
The results showed that this alkaloid inhibited ZIKV infection by 80–96% using a
method of co-incubation or post-incubation of cells with the compound and the virus.
However, in the method of pretreating cells with before virus incubation, conessine
blocked only 38% of viral infection [27]. Another steroidal alkaloid that has anti-
ZIKV activity is tomatidine, whose compound is an aglycone metabolite of tomatin,
which can be extracted from the skin and leaves of tomatoes [38]. In addition to
alkaloidswithmolecular structures of alkaloids linked to steroids, there are thosewith
structures linked to terpenoids, such as indole monoterpenoid alkaloids, for example,
compounds of the Vallesiachotaman class, which have a wide range of bioactivities,
including antiviral. In this class are found the alkaloids (−)-angustoline and (+)-
angustoline found in several species of the genera Strychnos, Mitragyna, Nauclea,
Uncaria and Vinca, which exhibit weak inhibitory activity against ZIKV, but which
can be useful in models molecular studies for structural modification studies aiming
to increase its therapeutic potency [39].
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Concerning the alkaloids with the pyrrole group that have anti-ZIKV activity,
the anisomycin alkali stands out, an important inhibitor of the replication of Asian
and African ZIKV strains in Vero cells. This compound acts by preventing the virus
from multiplying in the host cell as well as by inhibiting viral protein expression. In
addition, the results from in vivo assays demonstrated that anisomycin significantly
reduced viremia levels and the animals (mice with ZIKV morbidity and mortality)
treated with the compound died much later than the control group. Thus, the studies
concluded that the alkaloid anisomycin is a potent and selective inhibitor in vitro
that impairs a post-entry stage of viral replication and exerted a protective effect in
animals infected with ZIKV [40].

For being metabolites of restricted distribution, the alkaloids can be used in
chemosystematic studies. They are compounds known since antiquity in ancient
species such as Atropa belladonna or Belladonna (Solanaceae), which is an impor-
tant source of the widely known bioactive alkaloids, scopolamine and hyoscyamine.
Thus, a research using Belladonna has been promising in reducing infection by the
Japanese encephalitis virus, whose treatment can be tried in the case of ZIKV, since
both belong to the same family. In homeopathy, e.g., Belladonna alkaloids are usually
used in the treatment of infectious diseases, just as the homeopathic pharmaceutical
product Eupatorium perfoliatum can be used as a prophylactic as part of the ZIKV,
since this medicine is the one that comes to the closest match symptoms exhibited
by the disease caused by ZIKV [41] (Fig. 3).

2.3 Terpenes

Terpenes or terpenoids are a very diverse class of secondary metabolites and they
are known for pleasant aromas extracted from plant essences, which have been used
for thousands of years for their medicinal effect and raw material for the produc-
tion of cosmetics. These metabolites can be found in various plant organs such
as seeds, flowers, leaves, roots and wood from higher plants as well as in fungi
and animals, which perform various biological activities in the animal organism,
including antiviral [13].

Several terpenes have recently been the target of pharmacological studies aiming
to discover new antiviral agents against arborivores. In investigations of new biolog-
ically active molecules against ZIKV infection, the terpenes bisabolol and andro-
grapholide have been suggested as potential antiviral ZIKV therapy [42]. In these
studies, the plant species that showed the highest therapeutic index wereMomordica
charantia, Psidium guajava, Vitex negundo and Blumea balsamifera, whose metabo-
lites in the aqueous extracts were saponin, terpenes and terpenoids and anthocyanin
[26].

Terpenes can be found linked to sugar molecules, such as the sesquiterpene
glycoside named plumieride found in species of the genus Himatanthus that was
active against ZIKV lineage (IC50 14.49 ± 0.72) and showed an SI increase to 15.97
compared to the crude ethanolic extract of the species fromwhich it was isolated [43].
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Other potent viral inhibitors against ZIKV from terpene class are the diterpenes from
themedicinal plant Stillingia loranthacea: one loranthonesA, four tigliane diterpenes
and the flexibilene diterpene named tonantzitlolones C. The most active compounds
were the loranthones B terpenes and the new tigliane diterpene, which reduced 1.7
and 1.8 log10 TCID50/mL in viral replication, respectively [44].

Pentacyclic triterpenes identified from leaf and branch extracts of
Tontelea micrantha (friedelin, 3β-friedelinol, 3,4-seco-friedelanoic acid, 28-
hydroxyfriedelan-3-one, friedelan-3,21-dione, 21β-hydroxyfriedelan-3-one,
21α-hydroxyfriedelan-3-one, 30-hydroxyfriedelan-3-one, 3-oxo-friedelan-28-
al, friedel-1-en-3,21-dione, friedelan-1,3,21-trione, 3-oxo-friedelan-28-oic
acid, 28,29-dihydroxyfriedelan-3-one, 21α,30-dihydroxyfriedelan-3-one, 28,30-
dihydroxyfriedelan-3-one, tingenin B, netzahualcoyone, netzahualcoyondiol,
salaquinone A and the orthosphenic acid) may be responsible for the potent anti-
ZIKV effect reported in the species, whose leaf extracts showed inhibition of viral
penetration at concentrations lower than 15.6 μg/mL [45].



Natural Product Bioactive as Antiviral Agents Against Zika Virus 775

Most assays to assess the anti-ZIKV activity of terpenes are performed with
essential oils or tests of larvicidal effect against larvae of the vector mosquito, Aedes
aegypti L. (Diptera: Culicidae) [46, 47]. In general, the essential oil from a plant
species can contain 20–80 compounds [46]. Studies of antiviral activity against
ZIKVusing essential oils and its major constituent characterization have beenwidely
carried out in this research field. In this context, the analysis of the essential oil
of the medicinal herbs Ayapana triplinervis, which have as principal component
the dimethylhydroquinone-dimethyl ether (abbreviated as THQ), was carried out,
prospecting compounds with potential for prevent ZIKV infection in human cells.
This research was carried out by means of virological assays using human A549
epithelial cells infected with the GFP reporter ZIKV or the epidemic viral strain,
whose results showed that the essential oil (IC50 = 38 μg/mL) and its major compo-
nent (THQ) (IC50 = 45 μg/mL) inhibit ZIKV infection in human cells. In addition,
both reduced the production of 3-log virus progenies at non-cytotoxic concentrations
and showed that THQ could inhibit virus entry into the cell [47].

A widely known species and already used in herbal preparations is the medicinal
herb Lippia alba. This plant’s essential oil have showed significant antiviral activity
to concentrations in the range of 8.02 μg/mL to 20.88 μg/mL and, therefore, has
been evaluated as a antiviral against ZIKV [48].

One of ZIKV’s control and combat strategies is to eliminate the vector responsible
for transmitting of the virus. Thus, much research involving suppressing the life
cycle of the A. aegypti mosquito has been developed [49]. Natural products with
significant larvicidal activity are essential oils, a mixture of mono, sesquiterpenes
and also phenylpropanoids. In this context, substances present in these products such
as monoterpenes geraniol and citronellol and the phenylpropanoids are explored in
biological studies. Among these compounds, we can mention eugenol, which has an
insecticidal effect that can be useful in the control and spread of the mosquito. In
addition, essential oils can be manipulated using different concentrations as well as
combinations of growth regulators and elicitors [49].

Concerning the inhibition of the vector mosquito, the terpenes δ-Cadinene,
Calarene and δ-4-Carene isolated from Kadsura heteroclita essential oil were
effective against A. aegypti (CL50 = 9.03, 13.33 and 17.91 μg/mL) [50].

In this regard, the compound p-Cymene (LC50 = 51 ppm) also showed potent
toxicity against larvae of the mosquito A. aegypti, exceedingly greater than the
monoterpene 1, 8-cineole (LC50 = 1419 ppm). The study concluded that the presence
of lipophilic groups resulted in greater larvicidal potential, while hydroxyl groups
resulted in less toxic compounds.As such, the lipophilicity of the substituents appears
to play a crucial role in the larvicidal activity, since more potent compounds were
obtained by more lipophilic molecules, whose methylation of hydroxyls led to a
general increase in potency [51].

The evaluation of the larvicidal effect of the citrus terpenes R- and S-limonene
showed excellent larvicidal activity (LC50 = 27 and 30 ppm, respectively), as well as
the γ-terpinene monoterpenes (LC50 = 56 ppm) and R, S-carvone (LC50 = 118 ppm)
[52]. The lower larvicidal potency of the evaluated compounds may be related to the
presence of heteroatoms while conjugated and exo double bonds seem to increase
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the larvicidal activity. However, it was found that the substitution of double bonds by
more reactive epoxies reduces this effect as well as the presence of hydroxyls in the
cyclic structure. Thus, the lipophilicity appears to display a pivotal role in increasing
larvicidal activity [52].

Major compounds (99.05%) of the essential oil of Syzygium aromaticum may
be usually related to their larvicidal potential (LC50 = 62.3 ppm), whose main
component, the eugenol terpene, also showed a potent larvicidal effect against vector
mosquito larvae A. aegypti (LC50 = 71.9 ppm) [53].

The larvicidal activity of essential oils can be achieved in different ways and act
on specific biochemical routes and various action sites on the mosquito, including
changes that lead insects to intoxication, whether lethal or sub-lethal. The most
common action sites involve the nervous system, specifically at the synapses and in
the chlorine-GABAchannels where the larvicidal compounds can act by blocking the
nervous signal between neurons. Some constituents present in essential oils such as
terpinen-4-ol, 1, 8-cineole, S-carvone, linalool, fenchone, γ-terpinene and geraniol
act on the enzyme acetylcholinesterase [54].

According to Pavela [55] the lethal concentration to kill 50% of the popu-
lation (LC50) of culicids ≤ 100 ppm come from the main botanical families
Lamiaceae, Cupressaceae, Rutaceae, Apiaceae and Myrtaceae, being their most
common constituents, the 1,8-cineol, thymol, ρ-cymene,α- and β-pinene, δ-3-carene,
sabinene, limonene and trans-anethole.

Figure 4 shows the chemical structure of some terpenes present in essential
oils with larvicidal activity against the ZIKV vector-transmitting mosquito, since
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Fig. 4 Terpenes with larvicide activity against Aedes aegypti L. (Diptera: Culicidae), mosquito
vector transmitting the ZIKA virus
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the chemical composition of these natural products is formed mainly by hydro-
carbons such as monoterpenes, accompanied by sesquiterpenes, phenylpropanoids,
oxygenated and aromatic compounds [49, 56].

3 Conclusion

The prospection of new biologically active molecules from natural sources such as
plants andmicroorganisms is a powerful and promising tool for developing newdrugs
for the treatment of ZIKV infectious. Hence, the screening of these biocompounds
from plants secondary metabolism was carried out through in vitro and in vivo tests
in order to prove their effectiveness in several pathologies such as infection caused
by Flavivirus, which represents a severe public health problem due to its mortality
and themorbidity associated with the disease. Thus, this study showed several phyto-
chemicals and their pharmacological action mechanism with antiviral effect against
strains of ZIKV, whose metabolites classified into phenolic compounds, alkaloids
and terpenes provide molecular models for the technological development of new
antiviral drugs. Many chemical constituents such as flavonoids (isoquercitrin, narin-
genin, pinocembrin, myricetin, and luteolin), alkaloids (trans-dihydro narciclasine,
licorice, palmatine, and emetine), terpenes (bisabolol, andrographolide) and phyto-
chemicals as essential oils have shown significant antiviral potential against ZIKV
infection. Overall, we believed that such compounds due to their therapeutic poten-
tial against this virus, in principle, could be widely used in prophylactic treatment,
as well as to the control of the mosquito A. aegypti.
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