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Abstract. Multipath Transmission Control Protocol (MPTCP) is in a
rapid development process. MPTCP allows a network node to utilize
multiple network interfaces and IP paths at the same time. It can take
full advantage of network resources and provide reliable transmission,
which brings advantages to users in terms of performance and reliabil-
ity. In order to study the performance of MPTCP under high load, this
paper uses Mininet to create an SDN environment and compare the per-
formance differences between MPTCP and TCP under high load, and
simulates a common Web application network architecture. The perfor-
mance of MPTCP under this architecture is tested and analyzed. The
test results show that MPTCP performs better than traditional TCP
under high load. Besides, its performance can be optimized furtherly by
adjusting related parameters.
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1 Introduction

With the development of information technology, the online examination system
has become an important part of college examinations. However, with the num-
ber of students increasing, the response speed of servers becomes much slower,
and the examination system is overwhelmed by high load. These problems can
be solved with the emergence of MPTCP. MPTCP is a new type of multipath
transmission protocol that bridges the gap between multipath networks and sin-
gle path transmission. It can be seen as an extension of the conventional TCP
protocol, providing the ability for both parties to transmit data over multiple
paths simultaneously and allowing for the use of multiple paths to transmit a
single stream of data between two terminal hosts. The original idea of designing
MPTCP is to use plural links in end-to-end communication, so as to increase
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the transmission bandwidth, make full use of network resources and improve
fault redundancy. SDN separates the control plane and the forwarding plane
to improve key features such as system flexibility and scalability, which is the
development trend of the future network. SDN network simulation is widely
used in networks. For example, Mininet gained popularity for allowing Linux
applications to run on emulated networks. This paper designs an MPTCP load
test framework under high load performance in SDN environment that is used
to test performance of the server and client in the network. At the same time,
this paper provides a network framework that uses Mininet to simulate a com-
mon Web application and considers multi-threaded and multi-cycle testing. It
also analyzes the performance of multipath transmission under this framework.
Besides, the results of the experiment are analyzed in depth and the parame-
ters are tuned to make the framework take full advantage of the performance of
MPTCP.

The main contributions of this paper:
(1) The performance difference between MPTCP and TCP under high load

is compared, and the results are analyzed.
(2) A common Web application network architecture is simulated in the SDN

environment, and the multi-path transmission performance under this architec-
ture is analyzed.

The other parts of this paper are structured as follows: The second section
introduces the work of this paper and MPTCP. The third section introduces
related work. The fourth section describes the test framework and environment
for this paper. The fifth section analyzes the experimental results. The sixth
section summarizes the paper and introduces future research directions.

2 Background

Standard TCP communication uses a pair of IP addresses to transfer ordered
data packets between two communicating parties. Therefore, there is a limit to
using one interface, even though multiple interfaces are available at each end
of the TCP connection. While MPTCP can use multiple interfaces to establish
sub-connection paths between peers at the same time. By making use of all avail-
able interfaces at both ends of the communication, MPTCP aims to increase the
network’s resilience to interface failures (unavailability) and increase through-
put. The MPTCP path is defined by two parts, the client IP and the server
IP address. The subflow in MPTCP is a single-path standard TCP in which
the component obtains fragments from a packet scheduler sent to the receiver.
MPTCP is implemented at the transport layer and is supported by the same
sockets used for application layer transparency in standard TCP. Each subflow
uses standard TCP headers, which is transparent to the network layer.

Table 1 is the traditional TCP protocol and the multipath MPTCP protocol.
It can be seen that MPTCP is built on the TCP subflow.

The MPTCP layer is located below the application layer and above the TCP
layer in the protocol stack. It provides a standard TCP interface for the applica-
tion layer to hide multipath, and it needs to manage multiple TCP subflows. The
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Table 1. TCP protocol and MPTCP protocol comparison.

Application layer Application layer

TCP MPTCP

Subflow 1 (TCP) Subflow 1 (TCP) Subflow N (TCP)

Network layer Network layer

MPTCP layer has the functions of path management, data packet scheduling,
subflow interface, and congestion control.

Load test refers to different network environments, such as LAN, WAN, ATM
or their combination. Test traffic is generated by one or more network interfaces
of the test equipment. Through the device or network under test, certain indica-
tors of the network or device Tests are performed, mainly including throughput,
latency, and frame loss. The premise of all this is the generation of data pack-
ets and data streams. For traditional networks, the transport layer load test is
mostly targeted at TCP and UDP.

The general method of load testing is to gradually increase the system load,
examine the performance change of the system in an overload environment,
and find the maximum load that the system can bear without affecting other
performance indicators of the system. The load test is performed before the
user understands the system performance, response time, and processing power,
thereby achieving the purpose of forecasting in advance. It can identify problems
through system performance characteristics or behaviors to help improve system
performance.

This paper is aimed at the multipath transmission protocol MPTCP. JMeter
is used to load test the server under the high-load MPTCP environment.

3 Related Work

With the widespread use of Web applications, Web performance issues have
begun to plague users. For example, when a Web page is opened, it often fails
to display normally for a long time or even disconnects. Due to people’s increas-
ing demand, the network bandwidth cannot meet the application requirements.
The way to solve the problem is that designers increase the link bandwidth. In
addition to it increasing the link bandwidth by aggregating the bandwidth of
multiple physical links is also worked. If the network bandwidth resources of dif-
ferent links can be integrated and used, the utilization of network resources will
be increased, and this will also bring higher throughput and better redundancy
to the network.

Many researchers have proposed various methods, such as Reliable Multiplex-
ing Transport Protocol, Parallel TCP [1,2] MPTCP [3] (Multipath TCP), and
CMT-SCTP [4,5] (Concurrent Multipath Transfer-Stream Control Transmission
Protocol). The current MPTCP and CMT-SCTP multipath transmission meth-
ods are relatively mature and perfect, but before large-scale deployment and
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implementation of these methods, a large number of tests still need to be per-
formed to observe whether they can obtain better performance in the existing
network structure framework. MPTCP performance testing is very vital for the
IETF standardization process. In this paper, the performance of MPTCP under
high load is tested and analyzed.

MPTCP has the functions of path management, packet scheduling, sub-flow
interface and congestion control. Researchers perform MPTCP performance tests
from these aspects. Jinsung Lee et al. [6] considered the MPTCP neutron flow.
The slow start (SS) and congestion avoidance (CA) stages accurately perform
MPTCP performance analysis, and simulate a real MPTCP network in NS-3.
The test results show that the method can accurately predict MPTCP through-
put. Vivek Adarsh et al. [7] performed performance tests on MPTCP on hetero-
geneous subflow paths, focusing on the performance of MPTCP on paths with
different characteristics, especially delay and loss rates. Experimental results
show that it is difficult to implement MPTCP by using heterogeneous sub-paths.
All sub-paths of MPTCP need to be close to the same network conditions in
order to make full use of its potential. Yeonsup Lim et al. [8] The experimental
results show that the use of the default path scheduler will reduce performance
when there are path differences, and the paper proposes a new path schedul-
ing method. The result is better than the existing scheduler. Xavier Corbillon
et al. [9] measured the multiple transmissions of 100 MB files from the server to
client by deploying MPTCP client and Web server, recording the time of data
packet transmission path, and transmission on the network the time of the data
packet and the time of the client receiving the data packet were analyzed on
the MPTCP network. Feng Zhou et al. [10] deployed the MPTCP protocol to
Linux and calculated the send and receive buffer sizes required by MPTCP in the
actual Internet test platform NORNET, and tested the network by adjusting the
buffer size. The experimental results show that MPTCP can increase payload
throughput. Lucas Chaufournier et al. [11] deployed MPTCP in a Linux server
and performed performance tests in a data center network. The performance of
MPTCP under different congestion control algorithms was tested and compared
with TCP. The comparison shows that MPTCP is feasible in the data center
network. Slawomir Przylucki et al. [12] used multipath to study a multipath
video real-time monitoring system based on an adaptive streaming mechanism.
Its transmission network consists of WIFI and LTE units, and it is applied to
the operation of a video surveillance system. Jiawei Huang et al. [13] used NS2
simulation test analysis to adaptively adjust the number of sub-flows through
real-time network state and transfer the traffic from the congested path to reduce
the delay. Yannis Thomas et al. [14] proposed a normalized multipath conges-
tion control algorithm to achieve TCP-friendliness, and experimental evaluation
using htsim simulator and real Linux proved that the method can speed up
throughput.

At the same time, some researchers have applied MPTCP to the actual envi-
ronment, studied the performance of MPTCP, and improved the performance of
MPTCP from different angles. Karl-Johan Grinnemo et al. [15] used MPTCP to
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reduce latency and improve the quality of service based on cloud applications.
By researching three applications, namely Netflix, Google Maps and Google
Docs, they represent typical applications that generate high-intensity, medium-
intensity and low-intensity traffic. The results show that MPTCP can signifi-
cantly reduce the latency of cloud applications, especially for applications such
as Netflix and Google Maps. Tongguang Zhang et al. [16] applied MPTCP to an
ad hoc network composed of drones or mobile devices. Run MPTCP on drones
or MSDs. By improving the MPTCP sub-path establishment algorithm, it has a
good performance in improving data throughput. Yuqing Qiu et al. [17] applied
MPTCP to the migration of LXC containers. Because the container migration
process needs to go through a WAN, congestion or network failure may occur.
Therefore, MPTCP protocol is used to solve this problem and improve the flex-
ibility of the migration process, reducing migration time.

Combining MPTCP with SDN is also a good method, which can take advan-
tage of network resources and reduce the occurrence of network congestion.
Pengyuan Du et al. [18] studied the performance of MPTCP on LEO satellite net-
works supporting SDN, and designed an SDN controller that identifies MPTCP
substreams attached to the same MPTCP session and splits them into Intersect-
ing paths. The SDN architecture centralizes routing logic, so the system is more
scalable and minimizes onboard processing. Simulation results verify the effec-
tiveness of the framework. Behnaz Arzani et al. [19] discussed the effect of initial
sub-path selection on performance. And empirical data is used to prove which
sub-path to choose to start the MPTCP connection may produce unintuitive
results. Subsequently, the numerical results and models confirm the empirical
results, which helps to design a better MPTCP scheduler. Navin Kukreja et al.
[20] designed an SDN-based MPTCP path manager, implemented an automated
test platform for performance evaluation, and analyzed different scheduling algo-
rithms in-depth, and learned how the delay affects the MPTCP protocol. Overall
performance. In order to more easily establish the MPTCP simulation environ-
ment, Matthieu Coudron et al. [21] implemented MPTCP in the NS3 network
simulator, and compared it with the implementation of MPTCP in Linux, con-
firming that their effects are the same, and that NS3 is used in traffic processing.
Aspect has more advantages.

Based on the research on the preliminary work, this paper finds that under
high load conditions, there is still a lack of research and analysis of MPTCP
performance. In this paper, we conducted a load test and analysis of mptcp in
the SDN environment for the performance of mptcp under high load.

4 Experimental Architecture Design

In order to test the performance of MPTCP in a high-load, we simulated a com-
mon Web application network framework in the SDN environment for testing.

Figure 1 shows the simulated network architecture in the SDN environment.
The Web server is deployed on H2 and the database is deployed on H3. The H1
simulated client is used to access the server and the records are stored in the H3
database. Each host has two IP addresses.
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Fig. 1. A common Web application network architecture.

In this section, we will introduce the choice of platform implementation and
testing schemes in detail.

Mininet [22]: It is a network emulator connected by some virtual terminal
nodes, switches and routers, which can easily create a network supporting SDN.
It uses lightweight virtualization technology to make the system comparable to
real networks. Mininet uses process-based virtualization and network names-
paces to create virtual networks, which are available in the latest Linux kernel.
Programs running on Linux can basically run on Mininet, such as Wireshark.

JMeter [23]: The ApacheJMeterTM application is open source software and
is a Java application designed to load test functional behavior and measure
performance. It was originally designed for testing Web applications, but later
expanded to other testing capabilities. Apache JMeter can be used to test the
performance of static and dynamic resources, Web dynamic applications. In this
paper, it is used to simulate heavy loads on servers and network objects to test
their strength or analyze the overall performance under different loads types.

The purpose of the experiment is to study the performance of MPTCP under
the common Web application network architecture in the SDN environment.
Through the comparison results of MPTCP and TCP in high load test, the
performance of MPTCP is analyzed, and the server parameters are adjusted
according to the results.

This paper compiled MPTCP on Ubuntu 18.04. The MPTCP scheduler is
set as the default scheduler, which makes packet scheduling decisions based on
the RTT of the subflow. The congestion control algorithm is CUBIC, which is
the default Linux congestion control algorithm.

This paper uses Mininet to simulate the SDN network, the details are as
follows:

(1) Under real network conditions, this paper record test cases by visiting
the online examination system.

(2) Simulate the network architecture shown in Fig. 1 in the SDN environ-
ment. Three hosts H1, H2, H3, deploy servers and databases on H2, H3, and set
the link bandwidth to 50M.

(3) Use JMeter to test and compare server access.
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5 Analysis

In this experiment, the high load test of MPTCP multi-path transmission and
traditional single-path TCP was tested under the experimental architecture,
and the multi-path MPTCP and single-path TCP transmission throughput were
compared. Observed and analyzed the performance changes of MPTCP and
traditional TCP under different loads.

In the throughput test, this paper fixed the number of requests, by reduc-
ing the thread startup time, the number of concurrent requests per unit time
was increased to simulate the increase in load. In the test experiment, 4000
threads were fixed, and each thread initiated 20 requests. Figure 2 (a) to
Fig. 2 (g) shows the actual throughput changes of single-path and multipath
MPTCP with a thread start time of 160 s, 150 s, 140 s, 130 s, 120 s, 110 s
and 100 s, respectively. Increasing experimental load by continuously reducing
startup time. As can be seen from Fig. 2, the throughput of multipath MPTCP
is significantly higher than that of traditional single-path TCP under each dif-
ferent loads. As the test load continues to increase, the throughput of multipath
MPTCP also increases, and the throughput increases significantly. All MPTCP
requests can be completed almost immediately after the thread startup time is
over. From the minimum test load to the maximum test load, the throughput
has increased by 50%, which has been greatly improved. The traditional single-
path TCP transmission throughput also increases with increasing load, but the
growth rate is not obvious, and the problem of erroneous requests appears, caus-
ing some requests to fail to respond normally. TCP takes longer than the startup
time to complete all requests. From the minimum test load to the maximum test
load, the throughput increased by only 16%. Figure 3 shows the throughput
between hosts under different loads and protocols.

With increasing test load, traditional single-path TCP and multipath
MPTCP show different results. Figure 4 shows the change in the number of
error requests for traditional single-path TCP under increased load. (Multipath
MPTCP increases with parallel requests, and no error requests occur, so the
growth of single-path TCP’s error requests is plotted separately in Fig. 4). The
horizontal axis is the test load, and the vertical axis is the percentage of error
requests. With the increase of test load, the throughput of traditional single-path
TCP has increased slightly, but generally, it cannot meet the demand, result-
ing in the appearance of erroneous requests. As the number of wrong requests
increases, the server needs extra time to process the wrong requests. As a result,
the time for the server to respond to the wrong requests also increases, resulting
in an increase in the total running time of the experiment. This is also the reason
why the throughput increases but the total running time of the experiment also
increases. Figure 5 shows the comparison of the total running time of traditional
single-path TCP and multipath MPTCP experiments under different loads. The
horizontal axis is the test load, and the vertical axis is the experimental running
time. Multipath MPTCP can steadily increase throughput under increasing load
without error requests. Because the server only needs to process normal requests,
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(a) Result 1 (b) Results 2

(c) Result 3 (d) Result 4

(e) Result 5 (f) Result 6

(g) Result 7

Fig. 2. Throughput comparison.
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(a) Result 1 (b) Results 2

(c) Result 3 (d) Result 4

(e) Result 5 (f) Result 6

(g) Result 7

Fig. 3. Throughput between hosts under different loads.
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Fig. 4. TCP error rate.

Fig. 5. Comparison of experiment running time.

the throughput increases with the increase of test load, and the experimental
run time decreases with the increase of test load.

6 Conclusion and Future Work

This paper introduces MPTCP, uses the Linux kernel to compile MPTCP to
implement MPTCP deployment, builds a common Web network framework in
the SDN environment, tests the performance of MPTCP under high load and
compares it with TCP. Through experimental results, we can see that under
low or no load, the performance difference between multi-path MPTCP and
traditional TCP is not much different. At the maximum load tested in this
paper, the throughput of MPTCP is compared to traditional TCP has increased
by 45%.

In future work, this paper considers applying MPTCP to data center net-
works, spatial information networks, and even combining with SDN, so that it
can have better application scenarios, and is committed to improving the per-
formance of MPTCP.
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