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Preface

We are delighted to introduce the proceedings of the 9th edition of the 2020 European
Alliance for Innovation (EAI) International Conference on MOBILe Wireless
MiddleWARE, Operating Systems, and Applications (MobilWare 2020). This con-
ference has brought together researchers, developers, and practitioners from around the
world who are leveraging mobile wireless technology to develop more operating
systems and applications. The theme of MobilWare 2020 was “Mobile Computing,
Operating Systems, and Applications.” Due to the safety concerns and travel restric-
tions caused by COVID-19, EAI MOBILWARE 2020 took place online in a live
stream. Participants were still able to enjoy unique interactive benefits.

The technical program of MobilWare 2020 consisted of 21 full papers, including 21
invited papers in oral presentation sessions at the main conference tracks. The con-
ference tracks were: Track 1 – MobilWare 2020; Track 2 – Big Data, Data Mining and
Artificial Intelligence Workshop; and Track 3 – Blockchain and Internet of Things
workshop. Aside from the high-quality technical paper presentations, the technical
program also featured three keynote speeches and two technical workshops. The three
keynote speeches were Prof. Celimuge Wu from The University of
Electro-Communications, Japan; Prof. Winston K. G. Seah from Victoria University of
Wellington, New Zealand; and Dr. Zheli Liu from Nankai University, China. The two
workshops organized were the Big Data, Data Mining and Artificial Intelligence
Workshop and the Blockchain and Internet of Things Workshop. The Big Data, Data
Mining and Artificial Intelligence Workshop aimed to address Big Data challenges in
scientific and engineering through Big Data, Data Mining, and Artificial Intelligence
methodologies and approaches. The Blockchain and Internet of Things Workshop
aimed to gain insights into state-of-the-art advances and innovations in theories, sys-
tems, infrastructure, tools, testbeds, technologies, and applications, etc. Coordination
with the steering chairs, Imrich Chlamtac, Carl K. Chang, Paolo Bellavista, and
Thomas Magedanz, was essential for the success of the conference. We sincerely
appreciate their constant support and guidance. It was also a great pleasure to work
with such an excellent Organizing Committee team and we thank them for their hard
work in organizing and supporting the conference. In particular, the Technical Program
Committee, led by Dr. Dalai Tang, Dr. Mu Zhou, and Dr. Bo Cui, who completed the
peer-review process of technical papers and made a high-quality technical program. We
are also grateful to conference manager, Martin Karbovanec, for his support and all the
authors who submitted their papers to the MobilWare 2020 conference and workshops.

We strongly believe that the MobilWare conference provides a good forum for
researchers, developers, and practitioners to discuss all science and technology aspects
that are relevant to mobile wireless. We also expect that the future MobilWare



conferences will be as successful and stimulating, indicated by the contributions
presented in this volume.

September 2020 Wuyungerile Li
Bing Jia

Baoqi Huang

vi Preface
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Soft Tissue Deformation Estimation Model
Based on Spatial-Temporal Kriging for Needle

Insertion Procedure

Linze Wang, Juntao Zhang, Mengxiao Zhao, and Dedong Gao(B)

School of Mechanical Engineering, Qinghai University, Xining 810016, China
gaodd@zju.edu.cn

Abstract. The percutaneous surgery needs to know the soft tissue deformation in
real time, but the existing prediction model cannot solve the problem. As a statis-
tical interpolation method, kriging can effectively characterize the transformation
of discrete point information into continuous facial information, so it can alleviate
this problem. The tissue displacement of each identifying point in chronologi-
cal order is obtained through the image processing of the experiment, and the
spatial-temporal variogram function is selected to adapt the properties of soft tis-
sue deformation in the needle insertion process. The permanent of spatial-temporal
kriging is obtained based on the variogram function model of space and time, and
the average error is 0.5 mm. The correlation of time and space is considered in
spatial-temporal kriging, so the accuracy is higher. The kriging model compared
with the data of another group of experiments, the average deviation is 0.2 mm.
The feasibility and practicability of the model are verified.

Keywords: Soft tissue · Kriging · Spatial-temporal · Variogram

1 Introduction

Needle puncture surgery is a common treatment in medicine. Puncturing into the soft
tissue reach the target to achieve diagnosis, treatment, sampling, stimulation and other
purposes. Most of these puncture points are concentrated in organs, the common clini-
cal application of tissue biopsy, local anesthesia, blood routine examination and others
[1, 2]. In this process, the main causes of puncture error are: imaging equipment reso-
lution limit, image coordinate deviation, target positioning error, human error, as well
as the tissue deformation and needle deflection brought about by the target motion error
[3–5]. In order to improve the accuracy of puncture and reduce the error, it is necessary
to master the biological characteristics of soft tissue. The establishment of a soft tissue
prediction model for real-time interaction between soft tissue and needle is of great
significance for improving puncture accuracy and reducing puncture error [6].

Okamura et al. [7] put forward the empirical puncture force model, the puncture
force is divided into three parts at first: stiffness forces, friction force and cutting. Stiff-
ness forces is produced before the puncture of the membrane, and the friction force and

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
Published by Springer Nature Switzerland AG 2020. All Rights Reserved
W. Li and D. Tang (Eds.): MOBILWARE 2020, LNICST 331, pp. 3–18, 2020.
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cutting are caused by the puncture of the membrane. The stiffness forces is fitting to
a quadratic polynomial model, the friction force is represented by a modified Karnopp
model, and the cutting power is a constant value. Podder et al. [8] considered the influ-
encing factors of puncture force for the first time, and deduced a statistical model to
estimate the maximum puncture force. The puncture force data were obtained by liv-
ing experiments, and the statistical model of estimating maximum puncture force was
verified based on individual parameters (such as body mass index, Gleason Fraction,
pre-treatment, prostate volume) and specific treatment methods (such as puncture nee-
dle model, maximum puncture speed). Asadian [9] is based on the puncture force model
proposed by Okamura, a modified LuGre model is used to simulate the acupuncture
force, and the hysteresis characteristics of friction in the puncture process are analyzed
and verified, and the dynamic process of friction is described in a complete description.
Hing et al. [10] through linear elastic finite element analysis to develop the operating
system to predict soft tissue deformation and puncture force. Misra [11] studied the
mechanism of tissue fracture, the linear or nonlinear elasticity of tissue, and the effect
of puncture needle deflection angle on the axial force and transverse force of needle.
Using the contact and soft melt belt model, the finite element analysis is used to infer
that the deflection angle of the smaller needle and the elasticity of the larger tissue will
increase the stress of the needle tip. DiMaio and Sakcydean [12] explored the relation-
ship between puncture force and tissue deformation for the first time. The axial force
distribution of the needle is divided into two parts: the friction force between the needle
and the tissue evenly distributed along the axial axis, and the peak power at the tip of
the needle. Experiments show that the friction force of unit length increases with the
increase of injection speed, and the peak at the tip of the needle is hardly changed with
the speed of injection. Carra [13] studied the puncture force model of multi-layer tissue,
in which the Hunt-Crossley model was used in the stiffness force of the membrane, and
the use of the Dah friction model was adopted, and the cutting was a specific constant
value corresponding to a particular tissue. In the whole puncture process, the puncture
force is expressed by superposition principle and segmented function. Maurin [14] com-
pared the puncture force between artificial and robotic operation during the biopsy of
porcine living liver, and analyzed two types of puncture: one is direct puncture (other
anatomical layers are removed), and the other is percutaneous puncture. Experiments
show that the contribution of other anatomical layers to puncture force in percutaneous
puncture is larger, and the puncture force of robot operation is relatively small. For the
first time, Mahvash [15] analyzed the mechanical properties of acupuncture soft tissue
by means of fracture mechanics, and the puncture membrane was described as the strain
energy at the tip of the needle that exceeded the fracture toughness, prompting the crack
to expand suddenly, and thus punctured the membrane. It is proved that increasing the
feed speed of needle can reduce the peak of puncture force and tissue deformation. Sun
Yinshan [16] of Harbin Institute of Technology and others put forward the generalized
needle force model, which decomposes the stiffness forces into two parts using the
Maurin model and the Simone model respectively. And put forward the robot assisted
needle strategy: First, the needle into the liver moment, the robot automatically stops
the needle, until the soft tissue back to relaxation, and then to halve the speed of the
puncture; second, after the needle into the liver, if the puncture force exceeds a specific
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threshold, the robot immediately stops the needle. Xuan Xinxiang [17] of Aeronautics
and Astronautics and others based on the puncture force model proposed by Okamura,
the modified Karnopp model was applied to the study of the mechanical properties of
needle into corneal tissue. Gao Dedong [18], Tsinghua University, and others proposed
a quasi-static finite element method for the analysis of soft tissue deformation, and a
two-dimensional quasi-static finite element model of soft tissue deformation was created
by using overlapping element method in ANSYS.

Researchers have carried out a lot of experimental research on acupuncture soft
tissue, using experiments to observe the corresponding experimental phenomena (such
as needle and tissue deformation, failure mechanism, etc.) and verify the accuracy of
calculation or simulation results. Experimental platforms are often assisted by puncture
robots, biological soft tissues (or imitation of soft tissues), imaging equipment, and
control equipment. Okamura and Simone [19] using bovine liver as the experimental
object, the deformation of liver tissuewasmeasured by CT, and the stiffness of tissue, the
resistance of the back membrane, the friction force and shear forces were measured, and
the effect of needle deflection angle and needle diameter on puncture force was verified.
Maurin et al. [14] took pig kidneys and liver as the research object, studied the change
law of acupuncture into living tissue, and compared the difference between manual and
robot. Considering the laboratory experimental conditions, it is not possible to scan the
real biological tissue by CT and MRI, so many scholars use alternative materials with
good transparent optical properties as the research object, and measure the deformation
of the tissue and needle through high-speed cameras. DiMaio and Salcudean [20] used
PVC material as the experimental object, implanted the regular calibration point in the
gel, and then used high-speed camera to measure and analyze the tissue deformation.
Jiang Shan et al. [21] have prepared transparent PVA materials with similarities in
microstructure, mechanical properties and biological tissues, and have been used in
puncture experimental research.

This paper is to study the deformation model of flexible needle puncture soft tissue.
Based on the soft tissue puncture experiment, the identification object was set in the
corresponding soft tissue (pork in this experiment), and the position coordinates of the
flexible needle in the puncture soft tissue were recorded by B-ultrasound. Based on the
image acquisition experiment, the image processing of flexible needle into soft tissue
images was carried out to obtain the deformation of flexible needle and soft tissue in
the process of injection. Combined with kriging model and soft tissue deformation are
analyzed. In the previous soft tissue model, it was not good to solve the contradiction
between accuracy and real-time, and often sacrificed another attribute for one attribute.
In order to improve the contradiction between the two, this paper proposes a soft tis-
sue prediction method based on spatiotemporal kriging method, which can effectively
simplify the computation amount and improve the real-time performance of the model
under certain precision. It can greatly simplify the calculation and improve the accuracy
of the model under ensuring certain precision. In order to reduce the puncture error and
improve the accuracy of the puncture to provide a reference.
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2 Spatial-Temporal Kriging Model

2.1 Kriging Preliminaries

The idea of the kriging model was originally proposed by South African engineer Krige
in his 1951master’s thesis and used this method to find a goldmine for the first time [22].
Then, in 1963, the method was systematized by the French mathematician Matheron,
which formed a complete theory and model and named the method kriging [23], and
was widely used in the field of ground statistical analysis. In the 1981, Professor Sacks
et al. [24] once again promoted the kriging model, from the geological, hydrological,
meteorological and other natural science fields to aerospace, automotive engineering
and other fields of engineering science.

2.2 Spatial-Temporal Kriging Model

Commonly used kriging models include, ordinary Kriging (OK), simple Kriging (SK),
and so on. They are widely used as an excellent interpolation algorithm in all walks
of life, but they are spatial kriging models only can be depicted in a certain space at
a specific time of the situation does not describe the process of continuous changes in
space transactions. The puncture process of the puncture needle is a continuous process,
and the doctor needs to know at all times what part of the needle is in the patient and
the deformation of the soft tissue around the needle. The commonly used kriging model
can no longer accurately describe the puncture process. And spatiotemporal Kriging not
only takes into account the influence of space factors, but also adds the time factor, so
that it can describe a continuous process, it can describe the deformation of soft tissue
in the puncture process.

This paper extends on the basis of ordinary kriging and adds time parameters on the
basis of ordinary Kriging.

Z∗(s0, t0) =
n∑

i=1

λiZ(si, ti) (1)

In the formula, Z∗(s0, t0) is the estimate of space-time point, (s0, t0) and λi is the
weighted coefficient of the adjacent observation value Z(si, ti). The kriging interpolation
is based on the variogram function as the basic premise, in formula (1), the weighted
coefficient λi is determined by the spatiotemporal variogram function. The calculation
formula for the introduction of Lagrange coefficient μ to get parameter λi is:

n∑

i=1

λiγ [(si, ti) − (sj, tj)] + μ = γ [(sj, tj) − (s0, t0)], j = 1, . . . , n

n∑

i=1

λi = 1

The weighted coefficient λi and Lagrange coefficient μ can be obtained from the
above two-style.
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2.3 Stationary Hypothesis

Hypothesis Z(s, t) is a space-time stochastic process defined on Rk × T , where Rk

represents a k-dimensiona space, T represents time, an arbitrary sample point (si, ti),
i = 1, . . . , n position in space-time field, and hs is a spatial distance between sample
points and ht is a time distance. If Z(s, t) of the expectations are constant m, and the
covariance functionCov[Z(s, t),Z(s+hs, t+ht)] depends only on hs and ht independent
of the specific position (s, t), then Z(s, t) satisfies the second order stationary hypothesis,
if the variance Var[Z(s, t) − Z(s+ hs, t + ht)] is limited and depends only on hs and ht ,
then Z(s, t) satisfies the intrinsic hypothesis.

Therefore, when Z(s, t) satisfies the second order stationary hypothesis or the
intrinsic hypothesis, its covariance function can define

C(hs, ht) = Cov[Z(s + hs, t + ht) − Z(s, t)] (2)

The variogram function is:

γ (hs, ht) = 1

2
E[Z(s + hs, t + ht) − Z(s, t)]2 = σ 2 − C(s, t) (3)

σ 2 is the variance of Z(s, t).

2.4 Variogram

Variogram function is the most important step in constructing kriging model, and its
function selection directly affects the interpolation accuracy of the model. The selec-
tion of the theoretical model of variogram function is mainly based on the relationship
between distance and variation value, as well as the professional theory or experience
to determine the appropriate theoretical model, but also can use scatter plot to speculate
the appropriate theoretical model [25]. The area variables that are two points apart in
space are recorded as z(si + hs, ti + ht) and z(si.ti) respectively, the spatial spacing is
hs, and the variogram function of N (hs, ht) of the time interval ht is [26]:

γ ∗(hs, ht) = 1

2N (hs, ht)

N (hs,ht)∑

i=1

[z(si + hs, ti + ht) − z(si, ti)]2 (4)

At present, the basic variogram function model is spherical model, exponential
model, Gaussian model, power function model, pure nugget gold model and so on,
and many new variation function models can be obtained by linear combination or
multiplication of existing models [27, 28].

The parameters such as nugget, partial sill, sill and range of variogram function
represent the spatial variation and correlation degree, and the strength of spatial corre-
lation can be reflected by the partial sill/sill, if the greater the value, the stronger the
spatial correlation. According to the theory of variogram function, the values of the two
points in the same position should be equal, and with the increase of the distance (h),
the numerical difference between the two points increases, until the sill value is tended,
and the interval distance between the sampling points is range.
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Due to the sampling error and spatial variation, two points are very close but there
is also a nugget with a variogram function value of not zero. The discontinuity of the
variogram function at the origin is called the Nugget Effect, and the data values of the
adjacent two samples tend to vary greatly, the properties of the material change greatly
in a very short distance. The nugget/sill is called the substrate effect, which is used to
represent the variation characteristics between samples, and can also reflect the correla-
tion, if the larger the value indicates more variation between samples caused by random
factors. When the ratio of the nugget to the sill is ≤25%, the variable autocorrelation
degree is strong, and if the ratio is between 25% and 75%, it is a medium autocorrelation
level, and if the ratio is ≥75%, it is a weak autocorrelation level.

The soft tissue is mostly homogeneous material, so the nugget effect is weak, the
nugget is very small so that the substrate effect is also very small, has a strong spatial
correlation. Needle puncture surgery requires continuous, uniform and stable puncture
process, in order to ensure the success of the puncture and reduce the patient’s pain, so
the time is also continuous and there is no variation, the nugget effect is weak and has a
strong time correlation. The kriging interpolation method is based on the correlation of
random variables in time and space.

3 Experimental Materials and Methods

3.1 Materials and Equipment

The choice of biological soft tissuematerial is a long about 25 cm,wide about 10 cm, thick
about 5 cm of a shape of the regular pig legmeat. Themeat in this area is evenly thick and
easy to process into shape rules to facilitate the insertion of identifiers. Pork leg meat has
typical soft tissuemechanical characteristics of anisotropy, and its mechanical properties
in the direction of fiber and vertical fiber are different. Its mechanical properties can be
obtained by SHPB experiment [29], in the case of strain rate of 0.02/S, the direction of
the fiber is 121.00 ± 28.76 kPa, the ultimate strength is 63.73 ± 18.53 kPa, the damage
strain is 0.934 ± 0.189; vertical fiber direction modulus is 47.60 ± 19.30 kPa, limit
strength is 22.94± 3.63 kPa, damage strain is 1.077± 0.111 [30]. The identifier uses an
iron nail with a diameter of about 2.3 mm and is arranged at a 1.5 cm distance interval.

The meat container is a custom U-type acrylic fixture, transparent colorless material
easy to observe the placement of the meat, U-shaped adjustable shape can firmly fix the
position of the meat. The needle is implemented by a three-axis puncture system, which
can complete the movement of the XY plane and the rotation around the x axis, used
to puncture the soft tissue of the needle and can adjust the posture and the position of
the needle. The collection of pictures is completed by a medical B-ultrasound machine,
the highest resolution of the B-ultrasound machine is 1 mm and provides two different
probes of lower frequency convex and linear array, for experimental accuracy and image
processing considerations, the test uses linear array probe to collect images.

The meat with the identifier is placed on the special fixture, and the puncture system
is used to carry out the puncture experiment, and the B-ultrasound image is collected by
the ultrasonic probe frame on themeat. Because of the limitation of the scanningwidth of
the linear array ultrasonic probe, the internal situation of the whole organization cannot
be observed at once, so the B-ultrasound image collected must be integrated in turn. The
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stitched image is generally JPG format, which is not convenient for direct image pro-
cessing. The general use of PS to convert its format to BMP format in image processing.
UsingMatlab to binarization it, improve the contrast of the image to reduce the difficulty
of subsequent processing, corrosion removal of small, discrete, large area of noise in
the image, expansion is that identifier image to amplify the recovery, noise reduction
to remove the large noise spots, the marker marks the centroid of the remaining image
and sends its coordinates to the specified location, and finally converts the coordinate
units on the image from pixels to millimeters. The position of the identifier in the soft
tissue can be obtained. The displacement of the identifier in the puncture process can
be obtained by comparing the coordinate position of the image with different puncture
depth.

Fig. 1. B-ultrasonic image of needle into soft tissue.

Fig. 2. Position of identifiers.

Figure 1 is a B-ultrasound image when the needle puncture is completed, the needle
trajectory can be clearly seen, and because it is a flexible needle, deflection occurs in the
soft tissue. The white spot area in the figure is the identifier in the tissue, because the
B-ultrasound is ultrasonic reflection imaging, so in the distance from the B-ultrasound
probe near the upper part, the image is clearer and because the distance is too close to a
certain of lateral elongation. But because the centroid of the image is finally extracted
from the image processing process, the lateral image elongation does not affect the
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position of the centroid. So the distortion in the B-ultrasound image has less effect on
the coordinates of the identified points. The image after Matlab processing is shown in
Fig. 2, the middle slender image is connected to the trajectory of the needle, and the
small white square around the needle is the identifiers after treatment. The black dots
in the figure are the centroid of each image and the coordinates of the identifiers in the
soft tissue. The position of the identifier in the soft tissue to be obtained through a series
of steps in images processing. Due to various reasons such as device resolution limit
and parameter setting in image processing, the identifier is not fully identified in the
image processing at last. The displacement of 37 markers can be obtained by comparing
it with the B-ultrasound image when the puncture is not carried out. Using the puncture
needle progress as the time data, each puncture into the 1 cm to collect a B-ultrasound
image. The final needle into the soft tissue about 16 cm, coupledwith the image collected
when not puncture can be processed to obtain a total of 17 sets of data, a total of 629
displacement data.

3.2 Spatial-Temporal Variogram Model

The spatial-temporal variogram function is extended by the spatial variogram function,
and the time domain data has been added on the basis of the spatial domain. There are
many differences between spatial domain and time domain. There exist many differences
of parameters’ properties in the spatial domain and time domain, such as the unit and
the amount of data. Therefore, this paper uses the space-time model to fit the changes
of soft tissue [27]. The structure is as follows:

Cst(hs, ht) = k1Cs(hs)Ct(ht) + k2Cs(hs) + k3Ct(ht) (5)

γst(hs, ht) = (k1Ct(0) + k2)γs(hs) + (k1Cs(0) + k3)γt(ht) − k1γs(hs)γt(ht) (6)

In the formula, Cst is spatiotemporal covariance, Cs is spatial covariance, Ct is
time covariance, γst is spatiotemporal variogram function, γs is spatial variogram func-
tion, γt is time variogram function, Cst(0, 0), Cs(0), Ct(0) are corresponding sill values
respectively.

From the (5) formula,

Cst(0, 0) = k1Cs(0)Ct(0) + k2Cs(0) + k3Ct(0) (7)

According to the derivation of reference [31], k1, k2 and k3 can be solved by the
following formula,

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

k1 = Cs(0) + Ct(0) − Cst(0, 0)

Cs(0)Ct(0)

k2=Cst(0, 0) − Ct(0)

Cs(0)

k3 = Cst(0, 0) − Cs(0)

Ct(0)

(8)
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The fitting data is the spatial data of 37 identifiers after image processing, and 17
groups of time data, and the variogram of the space domain is calculated by the curve
fitting and the variogram of the time domain and fitted by the curve. As shown in Figs. 3
and 4.
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Fig. 3. Variogram of space.
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Fig. 4. Variogram of time.

The discrete block is the sample semi-variance, the curve is the corresponding fit-
ting variogram function model, the relative spatial variogram function and the time
variogramfunction are respectively,

γ (hs) = 0.0001 + 0.3121(
3

2
· hs
23.7

− 1

2
· h3s
23.73

) (9)

γ (ht) = 0.0001 + 0.2281(1 − e
− h2t

0.672 ) (10)
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Simultaneous formula (7) and formula (8), solvable k1 = 11.4448,k2 = −1.6117,
k3 = −2.5731, and formula (9) and formula (10) together with the formula (6) can get
the spatiotemporal variogram function

γst(hs, ht) = (0.0001 + 0.3121(
3

2
· hs
23.7

− 1

2
· h3s
23.73

)) + 0.9999(0.0001 + 0.2281(1 − e
− h2t

0.672 ))

−11.4448(0.0001 + 0.3121(
3

2
· hs
23.7

− 1

2
· h3s
23.73

))(0.0001 + 0.2281(1 − e
− h2t

0.672 ))

As shown in Fig. 5, the model fuses spatial variogram functions and temporal
variogram functions, while preserving the characteristics of their trend changes.

Fig. 5. Spatial-temporal variogram model.

The variation function will be obtained into the formula (1), the corresponding spa-
tiotemporal kriging model is calculated. Unlike the spatial kriging model, adjacent sam-
ple points in space and time are involved in estimationwhen spatiotemporal interpolation.
Therefore, the spatial-temporal kriging model is more granular and has continuity.

4 Results and Discussion

The spatiotemporal interpolation of the previously collected puncture data is carried
out by using the variogram model described above, and the interpolation results are
verified by cross-verification method. The interpolation results are in agreement with
the actual situation, and the Fig. 6 is a prediction diagram of soft tissue deformation
in different depths of puncture, in which the warmer the color represents the larger the
displacement, and the colder the color represents the smaller the displacement. As can
be seen from Fig. 6 that when the puncture needle first enters the soft tissue, the needle
tip displacement is huge and the influence range is huge. This is because the needle tip
has just stabbed into the soft tissue, the soft tissue is still glued to the needle tip area,
resulting in the needle tip site displacement range beyond the normal impact range, in
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the figure shows that the displacement into a wave forward reduction. When stabbed
into 6 cm, the needle tip affects the range to restore to the normal range of influence.
It is about an elliptical area of 2 cm in length and 1 cm in width, and the displacement
starts from the center of the needle and gradually decreases from the middle to the sides.
When puncture acupuncture into 12 cm, it can be obvious that the puncture needle has
a downward offset phenomenon. The puncture needle is a beveled flexible puncture
needle caused by the influence of the cutting force of the needle tip. In the last picture,
the puncture needle was inserted into the 16 cm, almost completely inserted into the soft
tissue, the needle body began to deflect downward, the impact range of the needle was
extended to the sides by about 1.5 cm from the center of the needle. This is in line with
the actual situation.

Puncture into 3cm soft tissue Puncture into 6cm soft tissue

Puncture into 9cm soft tissue Puncture into 12cm soft tissue

Puncture into 16cm soft tissue

Fig. 6. Soft tissue deformation at different depths.

Cross-validation uses all data to estimate trends and autocorrelation models. It
removes one data location at a time, and then predicts the associated data value. Com-
pares the predicted value of the ellipsis position with the actual value,then repeat this
procedure for the second point, and so on. Cross-validation compares the measured
and predicted values for all points. After cross-validation is complete, if there are large
errors in some data locations, those locationsmay be shelved as exceptions, and the trend
model and autocorrelation model need to be redrafted. Cross-validation includes mean,
root-mean-square, mean standardized, root-mean-square standardized, average standard
error five evaluation indicators, in which the mean and root-mean-square are closer to
zero, the better the average standard error and the mean standardized are as small as
possible, the more the root-mean-square standardized is closer to 1 the better. Because
the spatial interpolation scale range of this paper is very small, the average standard error
and the root-mean-square error of each point are the main precision evaluation indexes,
combined with the mean, the mean standardized error, the root-mean-square standard-
ized error and so on. As you see from Table 1, the difference accuracy of spatiotemporal
kriging is maintained at a high level. As the average standard error of the main measure,
the value has a high precision level below 0.1.
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Table 1. Analysis of interpolation accuracy.

Type Depth Mean Root-Mean-Square Mean
Standardized

Root-Mean-Square
Standardized

Average
Standard
Error

Spatiotemporal
model

16 cm 0.0121 0.3387 0.0913 1.0658 0.4177

Space model 16 cm −0.0152 0.4496 0.0691 1.3439 0.4529

1

2

3

4 5

6

Fig. 7. Error distribution.

Most of the errors in Fig. 7 are below 0.5 mm, the error is small, and the interpolation
accuracy is higher. The areas with large error are mainly distributed in the needle tip area
and the needle body. Needle into the soft tissue, needle tip site deflection is the largest,
in order to prevent the needle, hit the identifier to affect the measurement accuracy, so
the needle tip area identifier setting is less. The needle is designed to allow enough area
to allow the needle to pass through and thus less of the markers. The identifiers in these
areas are sparse, the spatial information that can be interpolated is scarce, and the closer
the kriging interpolation method is, the higher the accuracy, so the error of these sparse
regions is larger.

The spatiotemporal Krigingmodel is compared with the simple space krigingmodel.
Spatial kriging interpolation uses the data when puncture into 16 cm, regardless of the
time factor, the comparison results are shown in Table 1. It is found that in the five criteria
for measuring interpolation accuracy, the accuracy of the remaining four spatiotemporal
models is higher than that of the spatial model, except for the mean standardized. This
indicates that the spatial-temporal kriging model has higher accuracy and its interpo-
lation results are closer to the actual value. Selecting 6 identification points for error
comparison, the results are shown in Table 2, no matter where the space-time model
accuracy is better than the spatial model accuracy, the error is reduced by an average of
20%. Identification points 1–5 are selected in areas where the Identification points are
dense), spatial information is more abundant, so the accuracy of the improvement is not
improved, about 10%–20%. And the identification point 6 is empty around, with very
few identification points. At this time, the interpolation results of the spatial model have
a large error, and the space-time model is adopted, considering the lack of spatial infor-
mation supplemented by the information of the adjacent point of view, the interpolation
accuracy has been significantly improved, and the far exceeding the average value has
been increased by 34%.
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Table 2. Comparison the accuracy of spatial-temporal kriging and spatial kriging.

Number Spatial-temporal kriging Spatial kriging Improvement of accuracy (%)

1 0.2194 0.2832 22.5501

2 0.1672 0.1906 12.2954

3 0.2104 0.2624 19.8415

4 0.1556 0.1967 20.9028

5 0.2201 0.2541 13.3873

6 0.4769 0.7242 34.1481

Fig. 8. The Identifier coordinates of the test.

In order to verify the feasibility of the model, another set of test data is selected
for verification. Select the experimental data for the puncture 16 cm data, after image
processing and other steps, the final results as shown in Fig. 8. From the Fig. 8, it can
be seen that the middle bending part is still the needle, around the spread of the white
square as the identifier, and 24 points are selected as the verification point. These points
are distributed on both sides of the needle body and are covered with the entire image.
The 2,4,7,12,15 and other points are close to the needle body, and the 1,5,8,9 points is
far away from the needle body and runs through the image, while the 3,6,11 and other
points are distributed under the needle body. The selected points are distributed across
parts of the image and are far closer to the distance of the needle body. The above results
analysis can verify that the spatiotemporal Kriging model has predictive power for each
location.

The data predicted by the spatiotemporal krigingmodel are comparedwith the data of
the verification test itself and plotted into a scatter plot, as shown in Fig. 9. Themaximum
deviation occurs at the 12th verification point is 0.64 mm, the minimum deviation is
0.01 mm at the 1th verification point, and the average deviation is 0.2 mm. It is proved
that the interactionmodel of needle and soft tissue constructed by spatiotemporal kriging
interpolation method is fully satisfied with the requirement of millimeter grade accuracy
of needle puncture operation, and the accuracy is higher to meet the needs of operation.
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Fig. 9. Comparison the identification displacement of spatial-temporal kriging model and test.

5 Conclusions and Future Work

The needles puncture soft tissue is a continuous process. The displacement of soft tissue
in the puncture process is not only strongly correlated in space, but also closely related
to the depth (time). In the estimation, therefore, considering the measurement value near
the point in time can effectively improve the interpolation accuracy, and the process of
needles puncture can be restored as much as possible. The suitable variogram model is
an important foundation of high precision kriging interpolation, and the this paper using
kriging model product by spatiotemporal variogram model which combines spatial and
time model, so that it retains the changing trends of each other. Experimental results
show that the model has high accuracy, which is better than the simple spatial kriging
interpolation, both in the description of the puncture process and the accuracy of the
model, and also realizes the prediction in the future [31]. However, the time factor
added to the model, the amount of data in the experiment is greatly increased, which
also increases the calculation and the difficulty of the variogram function, so it is very
important for the spatiotemporal model to choose the sampling frequency and data
processing method.

Kriging model compares with the traditional soft tissue model, such as mass-spring
model and finite element model, the advantage of spatiotemporal kriging model is that it
can greatly simplify the calculation under the condition of ensuring high precision, so the
real-time performance is greatly increased. The spatiotemporal variogram model used
in this paper extends the time parameters on the basis of ordinary kriging interpolation,
but in the actual process, many factors can affect the deformation of soft tissue, such as
different soft tissues have different parameters. In the subsequent research, more factors
of soft tissue, such as elastic modulus, will be considered to optimize the variogram
function and improve the spatiotemporal kriging accuracy.
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Abstract. Aiming at the problem that the computer technology level of most non
computer major students in Colleges and universities is not even, which can not be
effectively aimed at teaching, Use the evaluation data of students for each course
chapter to integrate the Knowledge Graph, Build a hybrid model of sequencing
learning, student user migration and basic characteristics, Finally, the top-N rec-
ommended courses are sorted. In general, the recommendation algorithm is only
applied to the recommendation service of e-commerce platform, The personalized
recommendation algorithm proposed in this paper is mainly used to serve students
to improve the quality of course teaching.

Keywords: Learning to rank · Knowledge Graph · Personalized
recommendation algorithm · Interest conversion · Node2vec

1 Introduction

The basic course of university computer is an important subject in the study of University
and College, almost every major of college students in the first semester of college will
be required to take computer basic public courses, its main function is to offer a course
for some non-computer major students who don’t know how to operate computers, the
basic operation methods, application skills and methods of computer are introduced, the
ability of logical thinking, computer operation, software use and calculation thinking
of non-computer major undergraduates has been cultivated, the course of college com-
puter foundation is widely accepted, covering most non-computer majors, so it has very
practical application significance. But now students of different majors have different
understanding of computer software and hardware, for example, the freshmen majoring
in communication, electronics and electrical are very skilled in the use of computer tech-
nology and common software, some students can reach the level of simple programming,
however, students majoring in sports, music, art and so on have a poor understanding
of computer technology, some students are still unfamiliar with the use of keyboard
and mouse, different family environment and background also affect students’ computer
technology level. Therefore, the following problems exist in the teaching of University
Computer Foundation and the opening of the course chapters:
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1. The normal arrangement of course chapters and the traditional course recom-
mendation can not meet the requirements of students with different computer operation
levels.

2. Traditional course recommendation can’t meet the needs of students’ multiple
course chapters, such as collaborative filtering algorithm, content-based recommenda-
tion algorithm and hybrid recommendation algorithm

So how to ensure that students who have a good foundation of computer operation
or who have been exposed to computer technology or who don’t know computer really
get the course chapters that are really suitable for them, it will not only affect students’
acquisition of knowledge, it will also affect the teaching effect of teachers, So as to affect
the teaching of University Computer Foundation.

Around the above issues, in this paper, we propose a personalized course recom-
mendation algorithm based on ordered learning of Knowledge Graph. In paper [1], a
personalized recommendation algorithm based on ranking learning of knowledge map
is proposed, this paper constructs Knowledge Graph through the content of University
Computer Foundation, embedding into low dimensional space after deep learning, then
through the similarity calculation of course knowledge points, construction of ordered
learning feature model, student user interest transfer model, finally, the model is built
by mixing with the basic feature model, Top-N recommendation through ranking learn-
ing. The proposed algorithm has achieved good results, it can play a positive role in
recommending different curriculum chapters to students with different needs.

2 Related Research Theory

2.1 Knowledge Graph Embedded in N-Dimensional Spatial Network
Representation

Since 2012, Google proposes the concept of Knowledge Graph, it has been widely used
and studied in various fields, it has become the basic technology module of various
intelligent services, it is often mentioned with ontology technology and can integrate
entity context information. To address the timeliness of cold start and recommended
course chapters, now the technology of knowledge map is developing continuously, it
has developed and accumulated many open ontology databases, there is a significant
improvement in improving the performance of the algorithm.

Perozzi B et al. Introduced deep learning technology into the network for the first
time, the deepwalk algorithm, which makes it represent the field of learning, treats
each node as a word in natural language processing (NLP), move randomly in the net-
work, extract the generated mobile route, take the moving path as a sentence, the result
obtained is used as the input of word2vec algorithm, the result obtained is used as the
input of word2vec algorithm. In this way, the nodes in its network are inserted into an
n-dimensional space, as shown in Fig. 1, with the distributed representation method,
we can find the relationship connection between entities more intuitively, Grover A and
others changed the generation method of random moving sequence node2vec by further
expanding the deepwalk algorithm, a random moving method with bias is proposed,
as shown in Fig. 2, in this method, two parameters, p and q, can be used to search



Research on the Application of Personalized Course 21

the neighbor nodes with Depth First Movement (Depth-First Search) and Breadth First
Movement (Breadth-First Search) simultaneously.

Fig. 1. Embedding knowledge map into n-dimensional space

Fig. 2. Breadth and depth first movement from nodes

Breadth First Movement emphasizes more on adjacent nodes and shows the isomor-
phism between them, TheDepth FirstMovement shows the homogeneity between nodes
on a further level, the conditional probability of its movement:

P(di = x|di−1 = c) =
{

πCX
T , if (c, x) ∈ E
0, otherwise

(1)

The probability that πCX is not normalized in the formula, T is the normalization
constant, in the most general case, The weight ωcx between nodes c and x can be used
as a non-normalized probability πCX = ωcx. t is the last node, c is the current node,
x is the next possible node under the second order random movement, the relationship
between the non-normalized probability and the weight is: πCX = αp(t, x) × ωcx, The
αpq(t, x) coefficient is as follows:

αpq(t, x) =

⎧⎪⎨
⎪⎩

1
p , if ltx = 0.

1, if ltx = 1.
1
q , if ltx = 2.

(2)

Where ltx is the nearest distance between node t and x, p is the return parameter, q is
in-out parameter. Node2vec embedded method has high computational efficiency and
adaptability, get the characteristics of nodes in the network, and it can take into account
the macro and local information in the network, as shown in Fig. 3, node2vec algorithm.
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Fig. 3. Node2vec algorithm student interest transfer model

3 Student Interest Transfer Model

Due to the continuous alternation of students in different majors and academic years,
the computer technology of students entering school at different times will change, the
degree of attention and interest in different courses will increase or decrease, tradi-
tional recommendation algorithms include collaborative filtering algorithm, semantic
based recommendation algorithm, knowledge-based recommendation algorithm, etc.
these algorithms can not be extended and can not reflect the dynamic changes of stu-
dents’ behaviors and changing data. Therefore, the problem of students’ interest transfer
cannot be solved effectively. However, the recommendation algorithm combined with
students’ migration model can effectively improve the personalized recommendation
effect of students.

The difference of students’ interest in different chapters of different University Com-
puter Foundation courses by adding differentweights to different nodes in theKnowledge
Graph model.students’ interest transfer model can dynamically update the connection
weight between nodes in the Knowledge Graph by the number and time of students’
behaviors towards the system, in order to reflect the students’ interest transfer. The more
similar the student’s behavior in the system is to the current time, themore times the same
behavior occurs, the more weight is allocated between the nodes, the more interested or
concerned students are in this node. In contrast, the less weight between nodes.

The formula between student Si and Cj is:

ωij =
∑n

x=1

(
ω

1 + e(t−tx)−t0
+ ω

)
(3)

In formula (3), the current time is t, the number of times the same behavior is expressed
as n, tx refers to the behavior time of students’ feedback on the course chapters, The
time factor of students’ interest transfer is expressed as t0, ω is the weight threshold, it
means students change over time, that is to say, the recommendation ability it brings is
constantly weakening, Gradually tends to constant ω, so we can modify the Knowledge
Graph dynamically according to the students’ interest transfermodel. Comparedwith the
traditional recommendation algorithm, the recommendation algorithm based on Learn
to Rank can more effectively reflect the different preferences of users and improve the
accuracy of recommendation.



Research on the Application of Personalized Course 23

3.1 Recommendation System and Personalized Recommendation Algorithm
of Learn to Rank

In this paper, we mainly study an algorithm based on Knowledge Graph for ordering
learning personalized recommendation courses, The basic idea is: First, a basic Knowl-
edge Graph has been established, then the algorithm is represented by node2vec network
based on deep learning, then, the entities contained in the Knowledge Graph are embed-
ded in a lower dimensional space. Second, calculate the similarity between user courses,
in order to build the input training model of sorting learning, then the importance of dif-
ferent features adjusted by the objective function is taken as a reference, make it reach
the best result, centralized integration of feature weights generated by basic recommen-
dation model, merging into a student interest transfer model, model fusion with basic
recommendation, Build a mixed model to be the basic recommendation model of inter-
est transfer, Finally, the algorithm of sorting learning on the constructed model, got the
top-N recommendation list. The algorithm proposed in this paper can take into account
the long-term and short-term preferences of students for courses and the transfer of stu-
dents’ interests and other reasons, it can also take into account the weight proportion
between heterogeneous features of Knowledge Graph.

As shown in Fig. 4, follow this simple flow chart, Can effectively improve the
personalized recommendation effect, it scan effectively improve the personalized
recommendation effect.

Fig. 4. Simple flow chart of Learn to Rank (LTR)
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3.2 Recommendation Algorithm Based on Learn to Rank

At present, the results of Pessiot J et al. Research are only based on users’ ratings of
individual projects, the result of recommendation can not reflect the user’s preference
effectively and accurately. For collaborative filtering algorithm, etc., there are students
with sparse scores, cold start and so on, aiming at the problems of traditional recommen-
dation algorithm, the relevant personnel consider adding the Learn to Rank technology
to the recommendation process of the recommendation algorithm. The method of Learn
to Rank is used to transform the calculation of recommendation scores among students’
users into a two classification problem of multi feature vectors, which can better solve
the problem of multiparameter estimation caused by multi-dimensional features. Simple
flow chart of recommended model, as shown in Fig. 5.

Fig. 5. Simple flow chart of recommended model

In the framework of recommendation process of sequencing learning, The first is to
mark the student user course pair (Si, Cj) with ySiCj , the second is to extract its features,
the second is to extract its features, obtain the eigenvector �xSiCj, then we construct and
get the set X of eigenvectors:

X = {�xS1C1 , �xS1C2 , �xS1C3, �xS1C4 , · · · , �xSiCj

} ⊆ Rn (4)

That is, the corresponding set of tags Y:

Y = {�yS1C1 , �yS1C2 , �yS1C3 , �yS1C4 , · · · , �ySiCj

}
(5)

Where n represents the dimension of �xS1C1 , the final requirement of using ranking
learning is to obtain a decision function f:Rn →Y in an optimal way, let the prediction
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set Y’ made by f for all the training instance sets (x, y) better correspond to the real mark
Y, finally get the proportion set Z of weight:

Z = {
η1, η2, η3, · · · η|feature|

}
(6)

Using machine learning method to solve the problem of sorting in sorting learning, it is
based on the idea of classification problem and regression problem solving in machine
learning, the goal of using sort learning is to learn a sort function from the training data,
it can be used in text retrieval to measure the importance and relevance of text and sort
the text. The advantages of using ordered learning are: The recommendation algorithm
based on sorting learning can more effectively reflect the different preferences of users
and improve the accuracy of recommendation. And it can summarize a large number of
complex features and automatic parameter updating, a large number of availablemethods
can be used to avoid over fitting problems. According to the investigation, The exist-
ing classical sorting learning algorithms are: LambdaMart, RankingSVM, RankBoost,
AdaRank, RankNet and so on.

3.3 Feature Extraction of Knowledge Graph with Weight Depth Movement

Traditional collaborative filtering recommendation algorithm or other algorithmsmainly
use adjacency matrix to store and operate data, using this method to represent data will
bring about calculation efficiency problems, for example, an adjacency matrix A uses
the storage space of |Y| × |Y|, when |Y| increases to the million level, it often encounters
problems in calculation and processing, and 0 accounts for most of the adjacencymatrix,
resulting in data sparsity, because of the sparsity of the data, a lot of difficulties arise in
the application of fast and effective statistical learning methods.

Using Knowledge Graph can combine semantic fusion with context fusion and fuse
heterogeneous feature information, then, the weight of each edge shows the relationship
between each node. This paper proposes a course recommendation algorithm based on
ordered learning of Knowledge Graph and makes deep movement on the Knowledge
Graph, it can take into account the homogeneity between nodes and the isomorphism
between nodes, it can also better integrate heterogeneous information and consider the
interest transfer of learning users.

This research mainly studies the course of University Computer Foundation, among
them, curriculum entity mainly includes teachers, curriculum, types of knowledge points
and other major features, a series of heterogeneous characteristics listed can simply sum-
marize the course, using the features of the course chapters, it can get a basic Knowledge
Graph, as shown in Fig. 6.

In the research, Node2vec algorithm is used to learn the characteristics of Knowledge
Graph network, map the corresponding entity to the space of N dimension, through the
space of n-dimensional vector, the closer the distance is at the geometric level, the more
relevant the solid is, the algorithm in this paper uses vector cosine similarity to measure
the correlation between entities ei and ej, Expressed as Cos(ei, ej):

Cos
(
ei, ej

) = cos
(
ei, ej

) = �ei · �ej
‖�ei‖ × ‖�ei‖ =

∑n
t=1 eitejt√∑n

t=1 e
2
it

√∑n
t=1 e

2
jt

(7)
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Fig. 6. Integration of context and heterogeneous information to build the knowledge graph of
curriculum chapters

Then deal with the training set, Mark the student user course (Si, Cj) with yij, on
the established basic Knowledge Graph, Calculate the similarity of student user courses
(Si, Cj) in a single course, calculate the similarity of student user courses (Si, Cj) in a
single course, through context feature, then the eigenvector �xSiCj is constructed:

�xSiCj =
{
Cos

(
Si,Cj

)
1,Cos

(
Si,Cj

)
2, · · · ,Cos

(
Si,Cj

)
|feature|

}
(8)

Set up training set (yij, Si, �xSiCj ) as input of sorting learning algorithm model, according
to the optimization function, a decision function f: Rn →Y is obtained, then, according
to the decision function, we get the list of top-N recommendations, and the weight
proportion set Z = {

η1, η2, η3, · · · η|feature|
}
of the multi-dimensional feature pair is

generated, set up feedback model by Z.
In addition, the weight in the Knowledge Graph can show students’ preference for

the course chapters, correlation between features and Curriculum, in paper [2], in the
recommended algorithm, the relationship between user and item is expressed by scoring
more than 4 in the data set, set the weight of the edge between to 1, then no relationship
is set to 0, that is, the corresponding edges are regarded as 0,1 values, therefore, the
recommendation algorithm in paper [2] does not care about the relevance and importance
of different features to the recommendation results, the influence of user’s preference
factors is also not considered, the preference and interest of users will change over time
is not considered.

In conclusion, this paper improves this algorithm, this paper uses amixed recommen-
dation model which combines student user interest transfer, foundation and feedback
model.
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3.4 Mix Recommendation Model Combining Interest Transfer and Long-Term
and Short-Term Preference

Long termconsideration, students’ preferences and interests are relatively stable, because
personalized recommendation based on a large number of historical data of student users
can reflect the basic preferences of student users, a mixed Knowledge Graph model
based on student user interest migration model and feedback model, using this model,
we can measure the dynamic change of course content, the short-term dynamic change
of students’ interest and other time effective factors.

According to the ranking learning personalized recommendation model based
on the basic Knowledge Graph in the previous section, we can get the weight set
Z = {

η1, η2, η3, · · · η|feature|
}
ofmulti-dimensional features for recommendation results,

then, the factor set Z which affects the weight is combined with the student user migra-
tion model to build a mixed Knowledge Graph, a dynamic updating method of weight
between entities of the mixed Knowledge Graph based on RWij:

RWij =
{

λ × rating × wij × ηk , if rij = k;
ηother, if rij = others; (9)

In method RWij, RWij is expressed as the weight of the edge between entity I and
entity J after dynamic update, ωij is the degree of interest processed by the student user
interest transfer model, k is the evaluation relationship between student user i and Course
Chapter j, rating value refers to the students’ evaluation of the course chapters, λ is the
normalization factor, let λ × rating normalize at the initial weight 1, avoid the influence
of exaggerated evaluation in random movement.

Pair the student user course chapters in the training set (Si,Cj), based on the
mixed Knowledge Graph which combines the interest transfer of all students and the
characteristics of the course chapters,

node2vec deepmoving is adopted, obtain the characteristics of similarity Cos(Si,Cj),
mix. In combination with formula (7) in the previous section, construct mixed feature
model:

�xSiCj =
{
Cos

(
Si,Cj

)
1,Cos

(
Si,Cj

)
2, · · · ,Cos

(
Si,Cj

)
|feature|,Cos

(
Si,Cj

)
mix

}
(10)

Set up a set (yij, Si, �xSiCj ) as the input of learning ordering model, finally, the top-
N recommendation list is generated. the algorithm in this study can effectively com-
bine multi-dimensional features, it can also take into account the long-term and short-
term preferences of student users, can improve the effect of personalized recommended
courses.

3.5 Basic Description of Algorithm

The simple basic description of the algorithm is as follows, as shown in Table 1.
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Table 1. The steps of personalized course recommendation based on Knowledge Graph

Algorithm: Personalized Course recommendation of ordered learning based on Knowledge
Graph

Input: Data Set S, Ontology library

Output:Top-N Recommendation List

1:Combining data set s with context information of ontology library, Set up basic Knowledge
Graph.
2:Using Node2vec model to extract network features of Knowledge Graph.
3:Training with sorting learning model,get the feature based model,Get decision function
f:Rn→Y.
4:Using decision function f:Rn→Y to generate feedback, combined with student user interest
transfer model, and get the mixed Knowledge Graph.
5:Repeat step 2, extracting the step 4 mixed Knowledge Graph feature model.
6:Combine the feature models from step 3 and step 5 to form a mixed feature model.
7:Repeat step 3 to get the top-N recommendation list.

4 Conclusion

This paper is based on the brief introduction of the background of the Knowledge Graph
of the course chapters of University Computer Foundation in Colleges and universities,
this paper proposes and introduces the main workflow of a sort learning personalized
course recommendation algorithm based on Knowledge Graph, according to the prefer-
ences of students’ users and the deviation of students’ interests over time, the correspond-
ing countermeasures are put forward in the algorithm flow, It has practical significance
for the recommendation of University Computer Foundation’s course chapters and even
for the recommendation methods of other college courses.
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Abstract. The opportunity network is realized through the internode
movement to achieve inter-network communication. There is not a com-
plete communication path between the source node and the destination
node in the network. This paper studies the opportunity network routing
protocol based on the community. First, comparing the advantages and
disadvantages of GN and K-means two community partition algorithm,
Select the algorithm with high accuracy, high data transmission rate,
and delay of the small GN algorithm. Then the GN algorithm is applied
to the and Spray and Wait routing protocol. Regardless of the size of
the network, the node density, The protocol is scalable and can maintain
good performance.

Keywords: Opportunity network · GN · K - means · Spray and Wait
routing protocol

1 Introduction

In recent years, wireless communication technology has developed at an unprece-
dented speed, but traditional multi-hop wireless networks, such as Wireless Sen-
sor Network [1], MANET [2], and Wireless Mesh Network [3], do not interrupt
the wireless network connection and split Cellular mobile communication net-
work technology has strong network coverage, but it is obviously insufficient in
data service support; wireless local area network has developed rapidly in recent
years, but its coverage is very limited, thus promoting Opportunistic Networks
[4,5] the birth and development. Opportunistic networks are a new type of net-
work that can transmit information when the wireless link is down and there
is no end-to-end path. It is regarded as an important direction for the devel-
opment of mobile AdHoc networks, which is of great significance to ubiquitous
computing.

Early routing algorithms in opportunistic networks include flood-based Epi-
demic Routing [6], direct transmission routing algorithms, Spray and Wait [7],
Spray and Focus [8], and Prophet [9] algorithms, but the bandwidth occupied
by Epidemic Routing Larger, it will waste network resources, and the direct
transmission algorithm is a single copy routing algorithm. Although the network
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overhead is small, the transmission success rate is low and the average delay is
large. The Spray and Wait routing algorithm include two phases: spray and wait.
In the spraying phase, each time it connects with other nodes, it will allocate
1/2 message copy to the other party. After the number of message copies is 1, it
enters the waiting phase. In the waiting phase, the node holds the message until
it meets the destination node. Spray and Focus routing algorithm is an improved
algorithm of Spray and Wait, which changes the waiting phase into the focusing
phase. In the focusing phase, the node selects the appropriate forwarding node
based on the utility value. The Prophet algorithm [10] combines two types of
forwarding methods, infection forwarding, and encounter prediction. Based on
the forwarding probability of the meeting node to the destination node, it is
determined whether to forward messages to the meeting node. Therefore, it can
limit the number of copies in the network and improve the transmission success
rate.

Peng et al. [11] proposed a quota routing algorithm DPER based on delivery
probability prediction. This algorithm predicts the delivery probability of other
nodes based on the local information of the node and determines the allocated
message copy quota based on the delivery probability. Pan Hui et al. [12] pro-
posed a routing algorithm Bubble Rap based on social attributes. This routing
algorithm judges the forwarding node based on the destination community and
the ranking obtained from the node centrality. When the message is outside the
destination community, the forwarding node is judged according to the global
ranking; when the message is inside the destination community, it is judged
according to the local ranking.

Community division is to divide the nodes in the network into multiple com-
munities according to the strength of the relationship between the nodes. The
community division algorithms in opportunistic networks are mostly based on the
community division algorithms of complex networks. The more classic algorithms
include the GN algorithm [13] and the K-means algorithm [14] and so on.

2 Comparative Analysis of Community Division
Algorithms

2.1 Community Division Algorithm

GN Algorithm
The GN algorithm was proposed by Girvan and Newman in 2002, and it is a
representative splitting method. The edge intermediary is defined as the number
of shortest paths through any two nodes of the edge in the network. Continuously
deleting the edge with the largest intermediary from the network will divide the
entire network into more closely related communities.

In the community structure detection algorithm, the denseness of the reason-
able division of the internal connection of the community should be higher than
the expected level of the random connection network, and the Q function is used
to quantitatively describe the modularity of the community division. Suppose
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the complex network has been divided into n communities, then first define an
n × n dimensional symmetric matrix e, where element eij represents the pro-
portion of the edges connecting nodes in community i and community j to all
sides, and Tre =

∑
i eii of this matrix represent all the ratio of the edges that

connect the nodes in the community to the total number of edges [15][16][17],
define the total value ai =

∑
i eij of the column (or row) to represent the ratio

of all edges connected to nodes in community i to the total number. According
to the definition of eij and ai, the Q function can be expressed as:

Q =
∑

i (eii − a2i ) = Tre − ‖e2‖
Where ′′‖e2‖′′ is the modulo of the matrix, that is, the sum of the elements

in e2.
If the number of edges between nodes within the community is not as many

as those obtained by random connection, the value of the Q function is negative.
When the value of the Q function approaches 1, it indicates that the division of
the community structure is reasonable. In practical applications, the value of Q
is generally between 0.3 and 0.7.

The basic flow of the GN algorithm is as follows:
(1) Calculate the edge median of each edge in the network;
(2) Find the edge with the largest number of edges and remove it from the

network;
(3) Recalculate the edge intermediaries of the remaining edges in the network;
(4) Repeat steps (2) and (3) until each node is a separate community;
Take the data source of karate club as an example, run the GN algorithm,

and get the results shown in Fig. 1:

Fig. 1. Results from running in the Eclipse environment

Divided results into two communities:
Society 1 {3, 9, 10, 15, 16, 19, 21, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34}
Society 2 {1, 2, 4, 5, 6, 7, 8, 11, 11, 12, 13, 14, 17, 18, 20, 22}
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Draw the results of community division with NetDraw software, as shown in
Fig. 2:

Fig. 2. The results of community division drawn by NetDraw software

Take Fig. 3 as an example to illustrate the execution flow of the GN
algorithm:

1. Use the shortest path algorithm to find the shortest path from vertex 1 to
vertex 8 in Fig. 3(a) (red part in the figure)

2. Repeat step 1 to detect the shortest path between all vertices of the net-
work, and calculate the edge intermediaries of all edges, as shown in Fig. 3(b).

3. Count the maximum number of edges and delete it to get the community
structure shown in Fig. 3(c).

4. Run the GN algorithm to get the results shown in Fig. 4:

(a) Shortest Path (b) Edge Intermediate (c) Remove the edge
with the largest edge
intermediary

Fig. 3. Execution process of GN algorithm (Color figure online)
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Fig. 4. Running results of GN algorithm

From the experimental results, the first example uses a karate club data
source. The result of community division using the GN algorithm is exactly the
same as the result of community division. The second example uses an ordinary
graph as the data source and GN The community division results obtained by the
algorithm are the same as the actual ones, so the community division accuracy
of the GN algorithm is high.

K-Means Algorithm
K-means algorithm is a typical algorithm in common clustering algorithms. First,
the value of the parameter k needs to be determined, and then the set of n objects
is divided into k clusters by the distance of the distance, so that the clustering
result is that the distance within the cluster is close. The similarity is high, and
the distance between clusters is long, the similarity is low. The similarity of a
cluster is a measure of the mean of the objects in the cluster and can be regarded
as the center of mass or center of gravity of the cluster.

1. Three points of K-means algorithm for clustering
(1) Select a certain distance as the similarity measure between data samples
When using the K-means clustering algorithm, the Euclidean distance is often

used to calculate the distance between data samples. Besides, you can also choose
Manhattan distance as the similarity measure of the algorithm according to actual
needs. That is to say, given a data set X = {Xml,m = 1, 2, · · · , total}, the sam-
ples in X use d description attributes A1, A2, · · · , Ad, and d attribute descriptions
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are all continuous attributes. Given data samples Xi = (Xi1,Xi2, · · · ,Xid) and
Xj = (Xjl,Xj2, · · · ,Xjd), where Xi1,Xi2, · · · ,Xid and Xjl,Xj2, · · · ,Xjd are the
similarities between samples Xi and Xj respectively, usually expressed by the dis-
tance d(Xi,Xj) between them. The smaller the distance is, the more similar the
samples Xi and Xj are, and the smaller the difference is; the larger the distance
is, the less similar the samples Xi and Xj are, and the greater the difference is.
Euclidean distance is calculated by Eq. (1):

d(Xi,Xj) =

√
√
√
√

d∑

k=1

(Xik,Xjk)2 (1)

(2) Choose a criterion function to evaluate clustering performance
The squared error and criterion function are methods used by the

K-means clustering algorithm to evaluate clustering performance. Detailed
description: Given a data set X, it is assumed that X contains k clustering sub-
sets X1,X2, · · · ,Xk; it only includes descriptive attributes and does not include
category attributes. The number of samples in each subset is n1, n2, · · · , nk;
the average representative points (also called cluster centers) of each clustering
subset is ml,m2, · · · ,mk.

Then the squared error is expressed as Eq. (2):

E =
k∑

i=1

∑

p∈Xi

‖p − mi‖ (2)

2. K-means algorithm description
(1) Selection method of initialization cluster center.
a. Rely on the experience to judge and analyze the data samples, and then

select C suitable initial cluster centers from the sample set;
b. Select the 1st-C sample data of the entire sample set as the initial cluster

center;
c. The entire sample set is then group C, and the average value of all sample

data in each group is calculated, which is the C initial cluster centers;
(2) The initial clustering is based on the distance between the sample data

and each cluster center, and the samples are assigned to the nearest class. The
specific process is to first take a sample and assign it to the class represented by
its nearest cluster center according to the nearest principle, and then classify all
samples into the appropriate class according to this method and recalculate the
cluster. Class center, that is, the sample mean, update the cluster center, and
perform iterative operations.

(3) The error square is used to judge whether the clustering is reasonable, and
the classification is modified if it is not reasonable. Judge and modify repeatedly
until the algorithm termination condition is reached.

3. K-means algorithm example
Suppose the data object set S is shown in Table 1. As a two-dimensional

sample for cluster analysis, the required number of clusters is k = 2.
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Table 1. Data object collection

Point X coordinate Y coordinate

O1 2 0

O2 3 2

O3 3 0

O4 0 6

O5 1 7

(1) Select O1(2, 0), O2(3, 2) as the initial cluster center, that is, M1 = O1 =
(2, 0), M2 = O2 = (3, 2).

(2) For the remaining data objects, the data is assigned to the nearest cluster
according to the distance between the data and the center of each cluster.

To O3 :
d(M1, O3) =

√
(3 − 2)2 + (0 − 0)2 = 1

d(M2, O3) =
√

(3 − 3)2 + (0 − 2)2 = 2
d(M1, O3) < d(M2, O3), Coming from O3 to C1

In the same way we can get d(M2, O4) < d(M1, O4), that is, O4 is assigned
to C2; d(M2, O5) < d(M1, O5), that is, O5 is assigned to C2, and new clusters
C1 = {O1, O3}, and C2 = {O2, O4, O5} are obtained after the update.

Calculate the square error criterion with a single variance of:
E1 = [(3 − 2)2 + (0 − 0)2] = 1
E2 = [(0 − 3)2 + (6 − 2)2] + [(1 − 3)2 + (7 − 2)2] = 49
The overall mean-variance is: E = E1 + E2 = 50.
(3) Calculate the center of a new cluster.
Ml = ((2 + 3)/2, (0 + 0)/2) = (2.5, 0)
M2 = ((3 + 0 + 1)/3, (2 + 6 + 7)/3) = (1.33, 5)
(4) Repeat 2, 3 to get O1, then O2, O3 assigned to Cl, O4 and O5 assigned

to C2.
(5) Update to get new clusters C1 = {O1, O2, O3} and C2 = {O4, O5}. The

center is M1(2.67, 0.67) and M2(0.5, 6.5), the single variance is E1 = 3.33 and
E2 = 1, and the overall average error is E = 4.33.

It can be seen from the above that after the first iteration, the overall average
error is reduced from 50 to 4.33, and the cluster center is unchanged, so the
iteration process is stopped and the algorithm ends.

4. K-means algorithm execution steps
a. Determine k initial cluster centers;
b. Assign the remaining nodes to the nearest cluster according to the mini-

mum distance principle;
c. Calculate the mean of each cluster and use it as the new cluster center;
d. Repeat steps b and c until the cluster center no longer changes;
e. The end, get k clusters;
5. The experimental process uses a set of 3D data sources and community

division results, as shown in Table 2:
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Table 2. Data object collection and community division results

Point X coordinate Y coordinate Z coordinate Affiliate

O1 100 10 20 0

O2 15 50 30 0

O3 74 88 20 0

O4 91 66 88 0

O5 36 88 36 0

O6 23 13 10 1

O7 22 17 18 2

O8 56 57 55 1

O9 52 59 100 1

O10 80 78 60 3

O11 73 19 20 1

O12 53 28 10 1

O13 65 72 30 3

O14 67 31 50 1

O15 48 92 90 4

O16 0 28 10 1

O17 74 95 70 4

O18 16 73 10 2

O19 85 15 20 3

O20 62 0 50 1

O21 58 36 50 1

O22 19 8 20 1

O23 59 45 80 1

O24 25 52 30 1

O25 45 48 50 1

O26 46 57 30 1

O27 22 54 22 1

O28 88 34 50 3

O29 53 77 90 4

O30 11 71 40 2

O31 30 56 40 1

O32 0 51 8 1

O33 24 63 40 1

O34 92 32 90 3

O35 87 83 30 3

O36 46 26 40 1

O37 98 93 100 3

O38 34 71 20 4

O39 94 12 20 3

O40 33 38 30 1

O41 26 28 44 1

O42 90 53 40 3

O43 79 39 20 3

O44 59 26 19 1

O45 55 52 48 1

O46 10 91 33 2

O47 21 59 77 1

O48 57 62 22 3

O49 68 16 55 1
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According to Table 2, the data division results shown in Fig. 5 can be
obtained:

Fig. 5. K-means division of 3D data

The processing results are shown in Fig. 6:
According to Fig. 6, we can see that the K-means algorithm is less accurate

than the GN algorithm, so the GN algorithm is selected.

2.2 Comparative Analysis of GN Algorithm and K-Means
Algorithm

Analysis of GN Algorithm
The community division effect of the GN algorithm is more accurate than other
algorithms, and it is suitable for medium-scale networks with the number of
nodes n less than 10,000.

The disadvantage of the GN algorithm is that the time complexity is rela-
tively large, so the analysis effect on large-scale complex networks is not ideal,
and it takes a long time. The time complexity is O(n3), and n is the number of
nodes. To solve this problem, people have proposed many improved algorithms
based on the GN algorithm, such as a Newman Fast Algorithm based on the GN
algorithm, which actually is a condensed algorithm based on the idea of greedy
algorithm, which can analyze a complex network of 1 million nodes.

Analysis of K-Means Algorithm
K-means algorithm is simple and fast. It can efficiently process large-scale data
sets and is suitable for continuous data sets. When the result cluster is dense,
the cluster is distinct from the cluster, and the clustering is better when the data
distribution is convex or spherical.
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Fig. 6. Processing of K-means results

K-means clustering is an iterative clustering algorithm. During the iterative
process, the members in the cluster are continuously moved until the ideal clus-
ter set is obtained. The time complexity is O(t × k × n) and t is the number of
iterations. The final clustering result of the K-means clustering algorithm largely
depends on the initial center point, which is randomly selected. The traditional
K-means algorithm may converge to a local optimum instead of a global opti-
mum. Some methods to improve K-means performance have been proposed, but
most of them require additional input, such as a threshold for the number of
data points in the data set. The performance of the K-means clustering algo-
rithm depends on the initial position of the clustering center, that is, the random
initial value selection may lead to different clustering results, and even there are
no solutions, and the algorithm performs “noise points” and “solitary points”
The data is very sensitive, a small amount of this type of data will have a very
large impact on the average.

Solution: Set different initial values and compare the calculation results until
the result stabilizes, but this is time consuming and wastes resources.

Although the K-means algorithm is simple and fast, the experimental results
are too dependent on the choice of initial values, so K-means is not used as a
routing protocol. Although the time complexity of the GN algorithm is relatively
large, the accuracy is relatively high. For the accuracy of the experiment, the
GN algorithm is selected as the routing protocol.

2.3 Community-Based Routing Protocols

Spray and Wait (SW) algorithm [18] is a routing algorithm based on the com-
munity in this experiment. It is a multi-copy routing scheme proposed by Spy-
ropoulos et al. The SW algorithm is divided into two phases. In the S phase,
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each message will generate a corresponding copy and sent to multiple different
forwarding points, so that some data packets in the source node will be diffused
to neighboring nodes; in the W phase, if there is no When the destination node
is found, multiple nodes holding the copy of the message switch to the direct
sending state and forward the message to the destination node.

The Spray and Wait algorithm has two modes, Binary mode, and non-Binary
mode. In Binary mode, the algorithm mechanism is that when the source node
encounters a new relay node, it sends half of the data packets to the new relay
node, leaving half of the data packets on its own; the source node and the relay
node repeat the above process until When there is only one data packet in all
nodes, the node transfers to the Wait phase and adopts direct transmission to
the destination node. The Spray and Wait algorithm has an L parameter, which
describes the number of packets.

The Spray and Wait algorithm is based on a flooding strategy, combining the
fastness of infectious routing, the simplicity, and simplicity of direct transmission,
and is committed to effectively balancing delay and energy consumption. The
transmission rate is high, the transmission delay is small, and it is close to the
optimal; It has good scalability and can maintain good performance regardless
of the size of the network and the change in node density [18,19].

3 Experimental Analysis of Spray and Wait Routing
Protocol

As shown in Fig. 7, there are five communities, namely:
C1 = {S, 1, 2, 3}, C2 = {4, 5}, C3 = {12, 13}, C4 = {7, 8, 10, 11}, C5 =

{D, 14, 15, 16}
The process of sending a message from the source node S in the community

C1 to the destination node D in the community C5 is as follows:
(1) If node S and node D are in the same community, the message is directly

forwarded in the community; otherwise, step (2) is performed;
(2) Node S and Node D are not in the same community, and then send the

message to the neighboring communities C3 and C4;
(3) If the destination node D has been encountered, perform the forwarding

in step (1), otherwise, continue to forward;
(4) Until the destination node D receives the message;
During the entire process of message forwarding above, during the Spray

phase, a copy of each message in the community will be generated and sent
to the nodes of the neighboring community, so that the data packets in the
source node will be diffused to the surrounding communities. The destination
node is not found during the message forwarding process, and the forwarding is
continued until the destination node receives the data.
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Fig. 7. Spray and wait routing

4 Conclusion

This paper proposes a community-based opportunistic network routing proto-
col. The research is mainly divided into two parts. The first part is based on
the existing opportunistic network routing protocol to propose the community-
based opportunistic network routing protocol. First, compare the advantages and
disadvantages of the two community division algorithms of GN and K-means,
decide to use a more accurate GN algorithm for community division, and then
perform message routing on the divided communities. This paper uses the Spray
and Wait routing protocol, which is fast, simple, and has a high transmission
rate.
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Abstract. A distinctive cellular learning automata based routing algorithm is
proposed which exploits the ambient nodes feature to polish up the performance
of opportunistic networks. The factors of each phase in the routing procedure of
store-carry-forward are taken into account. Messages would be dropped on the
basis of the dropping probability when congestion occurs during the store phase.
Energy consumption would be balanced according to the threshold set by the node
itself which is used to accept messages in the carry phase. Connection duration
between nodes has been estimated to reduce the energy waste caused by fragment
messages transmission during the forwarding process. To evaluate the validity of
our proposed algorithm, we conduct comprehensive simulation experiments on
the ONE platform. The results show that the proposed routing algorithm achieves
higher delivery ratio and less overhead ratio. In addition, it gains a balance of
energy consumption and an enhancement of the whole network performances.

Keywords: Opportunistic networks · Routing algorithm · Energy efficient ·
Cellular learning automata · Ambient intelligence

1 Introduction

With the rise of smart mobile devices, the mobile Internet has achieved great success
in recent years. This brings huge data volumes that can be generated and propagated.
Although the cellular network has been improved rapidly, there are still some limitations
in specific scenarios such as sparsely populated areas, large gatherings and disasters. In
these circumstances, the communication infrastructure of cellular network might not be
economically beneficial or increasingly costly or almost to be infeasible [1, 2].

These restricts boost the blossom of the opportunistic networks, which are a special
type of mobile ad-hoc networks (MANETs). When nodes in the opportunistic networks
aremovingwithin wireless transmission range, they can directly communicate with each
other via the equipped short-range wireless technology such as Wi-Fi or Bluetooth. This
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is very essential when the infrastructure collapses during natural or man-made disasters.
Opportunistic networks are usually composed of spatially distributed human carried
mobile devices with short range wireless communication modules. There may never
be an end-to-end transmission path available between a source and a destination node
in opportunistic networks [3]. The traditional routing protocols in MANETs would not
work well due to the sparse restrict resource and the mobility of nodes in opportunistic
networks. Compared with the traditional infrastructure-based cellular networks, oppor-
tunistic networks adopt a new routing paradigm which is store-carry-forward. Once this
pattern is defined, the architect can focus on more specific details of the routing algo-
rithm. In this way, intermediate nodes typically relay messages through random contacts
[4]. Nodes usually store messages first and then carry them as they move around in the
networks. If an appropriate opportunity arises, messages will be forwarded or replicated
to the destination or other relay nodes. Due to the limited buffer capacity of nodes,
the unfair load distribution and the unrestricted volumes of traffic will lead to capacity
saturation in a buffer, resulting in congestion, and the severely degraded network per-
formance accordingly [5]. On the other hand, as the devices people carried are always
powered by batteries and it is very difficult to charge the batteries during the movement.
So the energy consumption is a fatal element influencing the network lifetime in oppor-
tunistic networks. Nodes that have run out or severely low on battery power will not be
able to participate in messages relay in the future [6].

Generally, the resources of nodes in the opportunistic network are limited, and they
act as relay stations for other nodes when routing messages. To increase delivery ratio
of messages, replication-based policies are applied to allow multiple messages to exist.
But this may increases a risk of congestion and excessive energy consumption [7, 8].
Therefore, how to make the best use of finite resource of local and ambient nodes to
achieve good routing performance including message delivery ratio, overhead ratio and
energy utilization is a great challenge topic and study hotspot in opportunistic networks.
All the factors should be devised carefully throughout the whole store-carry-forward
procedure. In this paper, a comprehensive routing algorithmbasedon the cellular learning
automata is proposed. In this scheme, nodes in opportunistic networks are considered as
cellular, and each element is updated by the automata assigned to the node. Nodes update
their own internal state on discrete cycles periodically according to the same regulation.
Then efficient routing algorithm including congestion control and energy balance are
addressed based on the local state and ambient state of nodes.

The remainder of this paper is organized as follows. Section 2 gives an overview
of some existing related work and the concept of cellular learning automata. Section 3
presents the proposed comprehensive routing algorithm. Simulation results and analysis
are shown and discussed in Sect. 4. At last, we conclude this paper in Sect. 5.

2 Related Work

In this section,we firstly introduce the concept andmathematicalmodel ofDICLAwhich
is the fundamental model used in this paper. Then we address the key area of routing pro-
tocols in the opportunistic networks. Some recently researches in opportunistic networks
are followed.
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2.1 Dynamic Irregular Cellular Learning Automata

CLA (Cellular Learning Automata) is a useful mathematical model for many discrete
problems and phenomena, and the characteristics of CA and LA [9] are combined
together. The abstract environment of LA is replaced by the cells around LA, and the
rule of CA is evolved according to the reinforcement signal. The states of cells mean
different actions. On the basis of CLA, the Irregular Cellular Learning Automata (ICLA)
and Dynamic Irregular Cellular Learning Automata (DICLA) are developed [10, 11].
An ICLA is a CLA which the restriction of rectangular grid structure in traditional CLA
is removed. A DICLA is an ICLA with the variable structure according to the given
principle. In other words, the adjacency matrix of the underlying graph of the ICLA can
be changed over time in DICLA. This dynamic feature and universality are necessary
for the applications that cannot be totally modeled with rectangular grids such asMobile
Ad hoc Networks andWireless Sensor Networks, Opportunistic Networks, web mining,
grid computing and data aggregation [12].

2.2 Routing Issue

Routingmessages in opportunistic networks present challenges (such as constantlymov-
ing and intermittent connectivity). This is because that the absence of the steady and
stable connections between source and destination which are exist in other traditional
network. Also the limited resource of nodes such as energy and storage are other factors
that must be carefully considered. Routing schemes must implement techniques that are
efficient and ingenious to increase the performance benefit of opportunistic networks.

To address temporary connection, random moving and limited resource challenges,
the distinctive routing strategies are determined and separate the routing phase into
three steps, store, carry and forward. Routing strategy in opportunistic networks always
involves appropriate forwarding scheme, efficient buffer management and balanced
energy utilization. Multiple copies forwarding scheme is the most common and widely
used strategy [13, 14]. The representative algorithm is the Epidemic [15]. Messages will
be replicated to any other nodes while nodes roam in the network. Obviously there are
maximum replications of messages in opportunistic networks for Epidemic and high
messages delivery probability in an ideal environment.

However, there is no energy and storage considered in the above mentioned routing
protocols [13–15].Because of the finite storage constraint ofmobile nodes in practice, the
congestion phenomenon arises as the time goes on when node buffer is full in Epidemic
fashion. So the criterion of selecting messages to drop is very important if congestion
occurs. The simplest selection method is according to the time feature of messages
[16]. These congestion control strategies do not take the copies number of message into
account and are local view of node itself. In order to overcome this shortcoming, GLCCS
(game of life based congestion control strategy) [17] scheme is proposed. CLACCS
(cellular learning automata based congestion control strategy) [18] is an improvement of
GLCCS. Different from GLCCS, messages drop probability is defined in this strategy. It
describes the dropping probability of message using the distribution of messages around
current neighbor nodes under the rule of learning automata automatically. With the help
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of this probability, it is very easy to pick up which message to drop when congestion
situation.

An optimization in terms of energy consumption based on Epidemic is proposed in
[15]. In this scheme, messages will not be transmitted if the number of neighbors less
than the threshold n. The classic routing protocol in this type is named n-Epidemic. A
novel adaptive adjustment strategy of n-Epidemic routing (ANER) is proposed in [19],
which employs the cellular learning automata model to depict the dynamic character-
istics of opportunistic networks, and local rule is defined to tune the parameter n of
n-Epidemic dynamically according to the energy level of nodes and their neighbors’.
EACC [20] is a congestion control scheme under the consideration of energy consump-
tion in Epidemic paradigm. The cellular learning automata model is used in EACC to
update the energy level of node and its neighbors. Furthermore, fragmental messages
are wholly unused in the opportunistic networks. This is very easy to be prevented in a
stable link network environment. As long as the message follows a run-to-completion
model on a per-message basis, the message will be received totally. However, messages
may be transferred partially in opportunistic networks for the wireless links between
nodes are temporary. This may be caused when link connections break down as with
the nodes moving. Messages will not be scheduled to forwarding if the left connection
duration time is shorter than the messages transfer time.

These above schemes only take partial factor (energy or congestion) into account.
However, a complete routing protocol should consider feasibility as many as possible.
Our proposal focuses on the fragmental message, congestion and energy consumption in
Epidemic paradigm. We introduce CLA to opportunistic networks to deal with the TTL
value of messages like EACC when they were replicated. Also the message dropping
probability is updated periodically according to the messages stored in the neighbors
using the principle of CLA as CLACCS. In the forward phase, fragment message will be
cancelled avoiding energy consumption. The proposed algorithm is to balance the deliv-
ery and energy concerns associated with Cellular Learning Automata. Our contributions
of this paper are the following:

• We take all the factors of the process of store-carry-forward routing paradigm into
account.

• We update the message dropping probability and energy level of nodes at the same
time using the principles of cellular learning automata in the store and carry phases.

• Connection durations between nodes are calculated according to the historical records
in the forward phase.

• The simulation results are implemented comparing with the existing routing algo-
rithms to show the efficient of proposed algorithm.

3 Proposed Routing Algorithm

In opportunistic networks scenario, nodes have distinct levels of remaining energy and
messages information of themselves, and can get these information of their current
neighbors through the inquiring method. Hence a detrimental replicating decision for
adjacent nodes can be canceled ahead of schedule according to the messages dropping
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probability and nodes’ energy status. In the scheme, each node is described as a cellular
equipped with multiple number LAs in each cellular. These multiple LAs assigned to a
cellular act different roles.Wewill use twokinds ofLAs to describe themessage dropping
probability and threshold of receiving message associated with energy level respectively
in the following scheme. The reinforcement signals of each LAs are independent, and
calculated according to the different information from ambient neighbors.

The proposed scheme is based on the original Epidemic routing protocol. Further-
more, it takes the message dropping probability and energy consumption of nodes into
account in the following aspects: a) message distribution situation of ambient nodes
within nodes’ communicate range. b) message dropping probability of each message
stored in nodes. c) current energy level of individual node. d) time to live (TTL) of mes-
sages before they want to be flooded to the neighbors. e) residual connection duration
time between neighbors. The main idea of this paper is that there is a dynamic process
to update message dropping probability and adjust ratio criterion on the basis of the
remainder energy level of node and its neighbors. Nodes with the more energy retained
can receive thewide range of TTL ofmessages. Andmessagewith higher dropping prob-
ability will be removed firstly when buffer is full. Furthermore the fragment message
transmission can be avoided in advance for energy considerations. This is more energy
efficient and much more transmission for the energetic nodes. It is superior for the prime
Epidemic routing for receiving any messages from its neighbors without considering
energy level of nodes.

In the rest part, we firstly describe message dropping probability, threshold of receiv-
ing message and connection duration respectively. Then the detailed description of
proposed cellular learning automata based routing algorithm is followed.

3.1 Message Dropping Probability

The message dropping probabilities are updated according to the Ref. [18] using the
principle of dynamic irregular cellular multiple learning automata. We think a node as
a cellular, and each message buffered in this node equipped with a learning automata.
Connections between nodes establish and break can be described as the dynamic process
of the DICLA. The variables a0 and a1 mean the actions that DICLA can take which
indicate discard or keep this message respectively. The probability of each action is pr
or pd accordingly and the initial value of pr and pd is assigned as 0.5. The status of
each cellular should be updated periodicity as the fixed interval. At the begining of each
interval, every node inquiresmessages distribution from its neighbors. The reinforcement
signal β(n) of each learning automata corresponding to a message is given according to
the number of neighbors who hold the same message variety.

βi(n) =

⎧
⎪⎨

⎪⎩

1,
SUMi(n)∑

j=1
aj(n) −

SUMi(n−1)∑

j=1
aj(n − 1) > 0

0, otherwise

(1)

The n is the identifier of current interval. SUMi(n) is the number of neighbors of
node i and ai(n) is the action of node i which keeps the message at this interval. The
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message dropping probability is updated according to the β(n) and show as Eq. (2) and
Eq. (3).

pd (n + 1) = pd (n) + a(n) ∗ (1 − pd (n)) (2)

pd (n + 1) = (1 − b(n)) ∗ pd (n) (3)

The a(n) and b(n) are the simulate and punishment parameters. 0 < a(n) < 1, 0 <

b(n) < 1, And they are calculated as Eq. (4) and Eq. (5). ϕ, ρ are the factors and range
in [0,1] in Eq. (4) and Eq. (5). Rm

i (n) is the number of neighbors who store the message
m at the nth intervals.

a(n) = φ * Rm
i (n)/SUMi(n) (4)

b(n) = ρ ∗ Rm
i (n)/SUMi(n) (5)

If the number of nodes which store a message is increasing relative to the previous
time interval, the dropping probability of this message should be increased. That is to
say, there is much more nodes store this message. The impact of dropping this message
is smaller than other messages at this time. So if the buffer of this node is not enough to
store other message from neighbors, it should delete the messages with higher dropping
probability to free space to receive the new messages.

3.2 Threshold of Receiving Message

In traditional Epidemic routing strategies, any node accepts any message from its peers
randomly. If the buffer is full, the nodewill removemessagewith the given criterion from
its buffer until there is enough room to store the new comingmessage. For activity nodes,
especially in terms of energy, the efficiency is very low, because activity nodes have
more opportunities to meet other nodes. This also accelerates the energy consumption
of activity node because there are much more transmissions for activity nodes. It is easy
to cause the disproportion energy consumed among nodes.

Some criteria of receivingmessage have been adopted in EACC [20] to insure energy
conservation trade-off among nodes. These criteria neither ignores energy constraints of
the nodes themselves, nor neglect the current energy state information of local ambient
when making replicate decisions. Some definitions associated with energy have been
introduced in EACC.

3.3 Connection Duration Estimation

Because of the indeterminate wireless connection among mobile nodes in the oppor-
tunistic networks, many sudden abort of message transmissions caused by unpredictable
connection interrupted between nodes will waste the limited resource including buffer
and energy. If we can estimate the connection duration time before a transmission, we
will decide whether or not to start this transmission so as to avoiding resource wasted.
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For this purpose, each node records the begin time and end time for every connection.
Then the connection duration time of this connection can be accurately obtained by
subtracting the begin time from end time. Also each node records every connection
duration time with the other nodes to a historical information database while moving in
the network. We consider the connection duration as a discrete random variable X, and
the E(X) denotes the expectation of this random variable X. The expectation E(X) of
this random variable X can be gained as follows:

E(X ) =
∞∑

k=1

xkpk (6)

where pk represents the distributing of random variable X = xk .
Based on this prediction, nodes can make a wise decision whether to start a trans-

mission according to current message size, transmission rate and the expected left time
of this connection duration.

3.4 Proposed Routing Algorithm

The flow chat of proposed forwarding algorithm is shown in Fig. 2, and it is explained
as follows:

1. Whenever two nodes encounter, and a wireless connection is established between
them, they will exchange the message summary information buffered on their stor-
age. Acknowledgments of delivered messages are flooded in the whole network to
remove the redundant copies of messages.

2. At the beginning each interval, they update and calculate the AEL and REL respec-
tively. The LTL value can be computed on the basis of current neighbors. This
process is identical with the Ref. [20].

3. Each message updates its own dropping probability accordingly to the proportion
of its neighbors. This is borrowed from Ref. [18].

4. Nodes record the connect time as the begin time of this connection.
5. Message transmission sequence is made based on the dropping probability. That is

message with largest dropping probability will be sent first.
6. If the buffer of peer is full, message replicated to the peer must be check whether

the RTL of messages is large than the peer’s current LTL product the initial TTL
value when message created.

7. The node will reject any messages from its neighbors if the current value of it LTL
is less than a fix threshold (THD), which is very useful for balancing the energy
consumption among nodes. This means that the remaining energy level between
current nodes and its neighbors is very different. Thereforewill refuse to receive any
messages to reduce energy consumption until the difference exceeds the threshold.

8. Message m transfer time tm is defined as Eq. (7).

tm = sm/w (7)

where sm is the size of message m and w is the speed of wireless communication.
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9. If themessage transfer time is longer than the left connection duration time between
peers, this transmission should be canceled.Allmessages in the buffer are processed
in this way in turns.

10. When the connection broken down, each node of this connection records this time.
The detailed flow chat of this algorithm is showed in Fig. 1.

Node s
encounter node c

Exchange and 
update energy level, 

message and ack 
information

For each message m
buffered in node s

End

Begin

Record the 
begin time of 

this connection

Update the average 
connection time when 

disconnect

Calculate message 
drop probability

Update current 
criterion of receiving 

message LTL

Replicate message 
m to node c

No

Next message in 
node s is empty

Message m transmission 
time < left connection time RTLm(t) < LTLc(t)

Yes

No

No

Yes

Yes

Fig. 1. Flow chat of proposed algorithm

4 Performance Evaluation

In this section, we use the java-based ONE (Opportunistic Network Environment) sim-
ulator [21] to evaluate the performance of our routing algorithm and other two other
proposed routing algorithms CLACCS [18] and EACC [20] under the LevyWalk mobil-
ity model. The proposed scheme named Cellular Learning Automata based Routing
Algorithm (CLARA) and routing and energy performances are compared among these
three policies. The base routing protocol used in all simulations is Epidemic routing
protocol.

4.1 Simulation Parameter Setting

The scenario of our simulation is limited to a region of 800 m x 400 m. Nodes deployed
randomly in the range. The number of nodes ranges from 50 to 110 and they are all the
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same with the initial energy, movement speed and buffer size. The detailed simulation
and energy parameter are shown in Table 1.

Table 1. Simulation parameters settings

Map size 800 × 400 m2

Transmit speed 2 Mbps

Transmit range 25 m

Nodes speed 0.5–1.5 m/s

Buffer size 70 MB

Time to live (TTL) 300 m

Nodes movement Levy walk

Message size 500 kB – 700 KB

Initial energy 5000 units

Scan energy 0.1 units

Transmit energy 0.2 units

Scan response energy 0.1 units

Simulation time 10 h

Especially, the routing performance named delivery ratio, overhead ratio and energy
performance named average residual energy, standard deviation of residual energy
metrics in our experiments are compared to show the efficiency of proposed CLARA.

4.2 Performance Under Different Node Number

Figure 2 and Fig. 3 show the routing and energy performance respectively. As can be
seen from Fig. 2(a) and Fig. 2(b), in these compared strategies, the delivery ratio and
overhead ratio of our CLARA are almost the best. With the increase in the number
of nodes, the delivery ratio of CLACCS and EACC increases. This is because that as
the number of nodes increases, the encounter probability of nodes increases. Messages
replication between nodes becomes more frequent and there are more message copies
in the network. Therefore, messages are more likely to reach their destinations. At the
same time, the overhead ratio is also increased.

AlthoughCLACCSpolicy don’t consider energy consumer, it uses themessage drop-
ping probability to choose message to remove when buffer is full. This is superior to
the in EACC schemes. So CLACCS can obtain a higher delivery ratio. Our CLARA
incorporates the two features of EACC and CLACCS. Hence the consequence of deliv-
ery ratio is clearly achieved better than the two schemes mentioned above. On the other
hand, the goal of these policies is only to increase the delivery ratio by copying as many
as possible messages to intermediate nodes. The overhead ratio is arising as the number
of node increasing. For there are much more opportunities to exchange messages among
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Fig. 2. (a) message delivery ratio and (b) overhead ratio under different number of nodes
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nodes while node moving in the network. Our CLARA gets almost the comparative
performance of overhead ratio with EACC. And they are much better than CLACCS
does. This is because that EACC and CLARA only receive specific messages rather
than arbitrarily accept any message from their peers. This will reduce the copying of
somemessages that are about to expire between nodes. In addition, these two algorithms
periodically adjust the TTL proportion of receiving messages based on the energy level
of neighbors. This is of great help to the ping-pong effect of message exchange. Further-
more, EACC and CLARA will propagate the messages with larger TTL to much more
intermediate nodes. When the buffer is full, these messages can not be replaced by other
messages with smaller TTL values. So the overhead ratio is decline.

It can be clearly seen in Fig. 3(a), the average residual energy of nodes decreases as
the nodes number increases. This is due to that as the number of nodes increases, nodes
contact with each other more frequently. There are much more messages exchange
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between pairs and energy consumption. When buffer is full, the CLACCS will contin-
uously discard messages to receive new messages from neighbors. This is especially
energy consuming under the Epidemic routing pattern. This is because all messages will
be exchanged between nodes even through it may exceed the life time of the message.
However, the CLARA and EACC can utilize the energy level of current environment
before starting the transfer. Some replications for neighbors with energy levels lower
than the launch node will be canceled. The messages with the life time will expire in pro-
portion of the initial TTL according to the energy level will be canceled to avoid wasting
energy. So it can get better energy performance compared with CLACCS. Under the
same conditions, CLARA and EACC perform a longer network life time than compared
others.

As can be seen from Fig. 3(b), with the number of nodes increases, the standard
deviation of residual energy among nodes of CLARA and EACC is increases slightly.
This is because the energy level is dynamically updated according to the LA rules in these
schemes. This will avoid difference latitude changing vibrational among nodes. Nodes
with low energy levels still reduce replication times to save energy. In addition, this is
an efficient method to prevent the energy from excessively wasting for the given node
with conclusive energy left. It is of great significance significant for nodes which are
powered by battery and energy consumption unbalance among nodes in the opportunistic
networks.

In summary, CLARA can get better performance than EACC and CLACCS policies
during the congestion condition in the opportunistic networks. Also it reduces the energy
consumed and overhead ratio for messages replicated. It discriminates messages and
nodes according to TTL and energy level. Moreover the message dropping probability
is calculated according to the status of messages stored in the ambient nodes. This
reduces the possibility of dropping the less copies messages. Therefore the messages
delivery ratio is enhanced.

5 Conclusions

How to select the appropriate messages to transmit to intermediate node in terms of
limited storage capacity and energy resource to improve the message delivery ratio is
an eternal topic in the opportunistic networks. If nodes can make intelligent decisions
according to the circumstances of current environment, this is an advisable scheme to
existing routing algorithms. A novel intelligent approach based on the ambient nodes
using DICLA model which is a dynamical system model widely used in the ambient
intelligence situations is proposed in this paper. Message density and node energy status
are updated dynamically to compute the message dropping probability and criterion
of receiving message of each node. Furthermore the connection duration time between
nodes is used to choose proper size message to avoid the incomplete message transfer.
The simulation results showed that the proposedCLARA scheme can efficiently improve
the message delivery ratio and get the balance of congestion and energy consumption.
The life time of network is also prolongs accordingly.
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Abstract. Multipath Transmission Control Protocol (MPTCP) is in a
rapid development process. MPTCP allows a network node to utilize
multiple network interfaces and IP paths at the same time. It can take
full advantage of network resources and provide reliable transmission,
which brings advantages to users in terms of performance and reliabil-
ity. In order to study the performance of MPTCP under high load, this
paper uses Mininet to create an SDN environment and compare the per-
formance differences between MPTCP and TCP under high load, and
simulates a common Web application network architecture. The perfor-
mance of MPTCP under this architecture is tested and analyzed. The
test results show that MPTCP performs better than traditional TCP
under high load. Besides, its performance can be optimized furtherly by
adjusting related parameters.

Keywords: MPTCP · Load test · SDN

1 Introduction

With the development of information technology, the online examination system
has become an important part of college examinations. However, with the num-
ber of students increasing, the response speed of servers becomes much slower,
and the examination system is overwhelmed by high load. These problems can
be solved with the emergence of MPTCP. MPTCP is a new type of multipath
transmission protocol that bridges the gap between multipath networks and sin-
gle path transmission. It can be seen as an extension of the conventional TCP
protocol, providing the ability for both parties to transmit data over multiple
paths simultaneously and allowing for the use of multiple paths to transmit a
single stream of data between two terminal hosts. The original idea of designing
MPTCP is to use plural links in end-to-end communication, so as to increase
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the transmission bandwidth, make full use of network resources and improve
fault redundancy. SDN separates the control plane and the forwarding plane
to improve key features such as system flexibility and scalability, which is the
development trend of the future network. SDN network simulation is widely
used in networks. For example, Mininet gained popularity for allowing Linux
applications to run on emulated networks. This paper designs an MPTCP load
test framework under high load performance in SDN environment that is used
to test performance of the server and client in the network. At the same time,
this paper provides a network framework that uses Mininet to simulate a com-
mon Web application and considers multi-threaded and multi-cycle testing. It
also analyzes the performance of multipath transmission under this framework.
Besides, the results of the experiment are analyzed in depth and the parame-
ters are tuned to make the framework take full advantage of the performance of
MPTCP.

The main contributions of this paper:
(1) The performance difference between MPTCP and TCP under high load

is compared, and the results are analyzed.
(2) A common Web application network architecture is simulated in the SDN

environment, and the multi-path transmission performance under this architec-
ture is analyzed.

The other parts of this paper are structured as follows: The second section
introduces the work of this paper and MPTCP. The third section introduces
related work. The fourth section describes the test framework and environment
for this paper. The fifth section analyzes the experimental results. The sixth
section summarizes the paper and introduces future research directions.

2 Background

Standard TCP communication uses a pair of IP addresses to transfer ordered
data packets between two communicating parties. Therefore, there is a limit to
using one interface, even though multiple interfaces are available at each end
of the TCP connection. While MPTCP can use multiple interfaces to establish
sub-connection paths between peers at the same time. By making use of all avail-
able interfaces at both ends of the communication, MPTCP aims to increase the
network’s resilience to interface failures (unavailability) and increase through-
put. The MPTCP path is defined by two parts, the client IP and the server
IP address. The subflow in MPTCP is a single-path standard TCP in which
the component obtains fragments from a packet scheduler sent to the receiver.
MPTCP is implemented at the transport layer and is supported by the same
sockets used for application layer transparency in standard TCP. Each subflow
uses standard TCP headers, which is transparent to the network layer.

Table 1 is the traditional TCP protocol and the multipath MPTCP protocol.
It can be seen that MPTCP is built on the TCP subflow.

The MPTCP layer is located below the application layer and above the TCP
layer in the protocol stack. It provides a standard TCP interface for the applica-
tion layer to hide multipath, and it needs to manage multiple TCP subflows. The
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Table 1. TCP protocol and MPTCP protocol comparison.

Application layer Application layer

TCP MPTCP

Subflow 1 (TCP) Subflow 1 (TCP) Subflow N (TCP)

Network layer Network layer

MPTCP layer has the functions of path management, data packet scheduling,
subflow interface, and congestion control.

Load test refers to different network environments, such as LAN, WAN, ATM
or their combination. Test traffic is generated by one or more network interfaces
of the test equipment. Through the device or network under test, certain indica-
tors of the network or device Tests are performed, mainly including throughput,
latency, and frame loss. The premise of all this is the generation of data pack-
ets and data streams. For traditional networks, the transport layer load test is
mostly targeted at TCP and UDP.

The general method of load testing is to gradually increase the system load,
examine the performance change of the system in an overload environment,
and find the maximum load that the system can bear without affecting other
performance indicators of the system. The load test is performed before the
user understands the system performance, response time, and processing power,
thereby achieving the purpose of forecasting in advance. It can identify problems
through system performance characteristics or behaviors to help improve system
performance.

This paper is aimed at the multipath transmission protocol MPTCP. JMeter
is used to load test the server under the high-load MPTCP environment.

3 Related Work

With the widespread use of Web applications, Web performance issues have
begun to plague users. For example, when a Web page is opened, it often fails
to display normally for a long time or even disconnects. Due to people’s increas-
ing demand, the network bandwidth cannot meet the application requirements.
The way to solve the problem is that designers increase the link bandwidth. In
addition to it increasing the link bandwidth by aggregating the bandwidth of
multiple physical links is also worked. If the network bandwidth resources of dif-
ferent links can be integrated and used, the utilization of network resources will
be increased, and this will also bring higher throughput and better redundancy
to the network.

Many researchers have proposed various methods, such as Reliable Multiplex-
ing Transport Protocol, Parallel TCP [1,2] MPTCP [3] (Multipath TCP), and
CMT-SCTP [4,5] (Concurrent Multipath Transfer-Stream Control Transmission
Protocol). The current MPTCP and CMT-SCTP multipath transmission meth-
ods are relatively mature and perfect, but before large-scale deployment and
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implementation of these methods, a large number of tests still need to be per-
formed to observe whether they can obtain better performance in the existing
network structure framework. MPTCP performance testing is very vital for the
IETF standardization process. In this paper, the performance of MPTCP under
high load is tested and analyzed.

MPTCP has the functions of path management, packet scheduling, sub-flow
interface and congestion control. Researchers perform MPTCP performance tests
from these aspects. Jinsung Lee et al. [6] considered the MPTCP neutron flow.
The slow start (SS) and congestion avoidance (CA) stages accurately perform
MPTCP performance analysis, and simulate a real MPTCP network in NS-3.
The test results show that the method can accurately predict MPTCP through-
put. Vivek Adarsh et al. [7] performed performance tests on MPTCP on hetero-
geneous subflow paths, focusing on the performance of MPTCP on paths with
different characteristics, especially delay and loss rates. Experimental results
show that it is difficult to implement MPTCP by using heterogeneous sub-paths.
All sub-paths of MPTCP need to be close to the same network conditions in
order to make full use of its potential. Yeonsup Lim et al. [8] The experimental
results show that the use of the default path scheduler will reduce performance
when there are path differences, and the paper proposes a new path schedul-
ing method. The result is better than the existing scheduler. Xavier Corbillon
et al. [9] measured the multiple transmissions of 100 MB files from the server to
client by deploying MPTCP client and Web server, recording the time of data
packet transmission path, and transmission on the network the time of the data
packet and the time of the client receiving the data packet were analyzed on
the MPTCP network. Feng Zhou et al. [10] deployed the MPTCP protocol to
Linux and calculated the send and receive buffer sizes required by MPTCP in the
actual Internet test platform NORNET, and tested the network by adjusting the
buffer size. The experimental results show that MPTCP can increase payload
throughput. Lucas Chaufournier et al. [11] deployed MPTCP in a Linux server
and performed performance tests in a data center network. The performance of
MPTCP under different congestion control algorithms was tested and compared
with TCP. The comparison shows that MPTCP is feasible in the data center
network. Slawomir Przylucki et al. [12] used multipath to study a multipath
video real-time monitoring system based on an adaptive streaming mechanism.
Its transmission network consists of WIFI and LTE units, and it is applied to
the operation of a video surveillance system. Jiawei Huang et al. [13] used NS2
simulation test analysis to adaptively adjust the number of sub-flows through
real-time network state and transfer the traffic from the congested path to reduce
the delay. Yannis Thomas et al. [14] proposed a normalized multipath conges-
tion control algorithm to achieve TCP-friendliness, and experimental evaluation
using htsim simulator and real Linux proved that the method can speed up
throughput.

At the same time, some researchers have applied MPTCP to the actual envi-
ronment, studied the performance of MPTCP, and improved the performance of
MPTCP from different angles. Karl-Johan Grinnemo et al. [15] used MPTCP to
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reduce latency and improve the quality of service based on cloud applications.
By researching three applications, namely Netflix, Google Maps and Google
Docs, they represent typical applications that generate high-intensity, medium-
intensity and low-intensity traffic. The results show that MPTCP can signifi-
cantly reduce the latency of cloud applications, especially for applications such
as Netflix and Google Maps. Tongguang Zhang et al. [16] applied MPTCP to an
ad hoc network composed of drones or mobile devices. Run MPTCP on drones
or MSDs. By improving the MPTCP sub-path establishment algorithm, it has a
good performance in improving data throughput. Yuqing Qiu et al. [17] applied
MPTCP to the migration of LXC containers. Because the container migration
process needs to go through a WAN, congestion or network failure may occur.
Therefore, MPTCP protocol is used to solve this problem and improve the flex-
ibility of the migration process, reducing migration time.

Combining MPTCP with SDN is also a good method, which can take advan-
tage of network resources and reduce the occurrence of network congestion.
Pengyuan Du et al. [18] studied the performance of MPTCP on LEO satellite net-
works supporting SDN, and designed an SDN controller that identifies MPTCP
substreams attached to the same MPTCP session and splits them into Intersect-
ing paths. The SDN architecture centralizes routing logic, so the system is more
scalable and minimizes onboard processing. Simulation results verify the effec-
tiveness of the framework. Behnaz Arzani et al. [19] discussed the effect of initial
sub-path selection on performance. And empirical data is used to prove which
sub-path to choose to start the MPTCP connection may produce unintuitive
results. Subsequently, the numerical results and models confirm the empirical
results, which helps to design a better MPTCP scheduler. Navin Kukreja et al.
[20] designed an SDN-based MPTCP path manager, implemented an automated
test platform for performance evaluation, and analyzed different scheduling algo-
rithms in-depth, and learned how the delay affects the MPTCP protocol. Overall
performance. In order to more easily establish the MPTCP simulation environ-
ment, Matthieu Coudron et al. [21] implemented MPTCP in the NS3 network
simulator, and compared it with the implementation of MPTCP in Linux, con-
firming that their effects are the same, and that NS3 is used in traffic processing.
Aspect has more advantages.

Based on the research on the preliminary work, this paper finds that under
high load conditions, there is still a lack of research and analysis of MPTCP
performance. In this paper, we conducted a load test and analysis of mptcp in
the SDN environment for the performance of mptcp under high load.

4 Experimental Architecture Design

In order to test the performance of MPTCP in a high-load, we simulated a com-
mon Web application network framework in the SDN environment for testing.

Figure 1 shows the simulated network architecture in the SDN environment.
The Web server is deployed on H2 and the database is deployed on H3. The H1
simulated client is used to access the server and the records are stored in the H3
database. Each host has two IP addresses.
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Fig. 1. A common Web application network architecture.

In this section, we will introduce the choice of platform implementation and
testing schemes in detail.

Mininet [22]: It is a network emulator connected by some virtual terminal
nodes, switches and routers, which can easily create a network supporting SDN.
It uses lightweight virtualization technology to make the system comparable to
real networks. Mininet uses process-based virtualization and network names-
paces to create virtual networks, which are available in the latest Linux kernel.
Programs running on Linux can basically run on Mininet, such as Wireshark.

JMeter [23]: The ApacheJMeterTM application is open source software and
is a Java application designed to load test functional behavior and measure
performance. It was originally designed for testing Web applications, but later
expanded to other testing capabilities. Apache JMeter can be used to test the
performance of static and dynamic resources, Web dynamic applications. In this
paper, it is used to simulate heavy loads on servers and network objects to test
their strength or analyze the overall performance under different loads types.

The purpose of the experiment is to study the performance of MPTCP under
the common Web application network architecture in the SDN environment.
Through the comparison results of MPTCP and TCP in high load test, the
performance of MPTCP is analyzed, and the server parameters are adjusted
according to the results.

This paper compiled MPTCP on Ubuntu 18.04. The MPTCP scheduler is
set as the default scheduler, which makes packet scheduling decisions based on
the RTT of the subflow. The congestion control algorithm is CUBIC, which is
the default Linux congestion control algorithm.

This paper uses Mininet to simulate the SDN network, the details are as
follows:

(1) Under real network conditions, this paper record test cases by visiting
the online examination system.

(2) Simulate the network architecture shown in Fig. 1 in the SDN environ-
ment. Three hosts H1, H2, H3, deploy servers and databases on H2, H3, and set
the link bandwidth to 50M.

(3) Use JMeter to test and compare server access.
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5 Analysis

In this experiment, the high load test of MPTCP multi-path transmission and
traditional single-path TCP was tested under the experimental architecture,
and the multi-path MPTCP and single-path TCP transmission throughput were
compared. Observed and analyzed the performance changes of MPTCP and
traditional TCP under different loads.

In the throughput test, this paper fixed the number of requests, by reduc-
ing the thread startup time, the number of concurrent requests per unit time
was increased to simulate the increase in load. In the test experiment, 4000
threads were fixed, and each thread initiated 20 requests. Figure 2 (a) to
Fig. 2 (g) shows the actual throughput changes of single-path and multipath
MPTCP with a thread start time of 160 s, 150 s, 140 s, 130 s, 120 s, 110 s
and 100 s, respectively. Increasing experimental load by continuously reducing
startup time. As can be seen from Fig. 2, the throughput of multipath MPTCP
is significantly higher than that of traditional single-path TCP under each dif-
ferent loads. As the test load continues to increase, the throughput of multipath
MPTCP also increases, and the throughput increases significantly. All MPTCP
requests can be completed almost immediately after the thread startup time is
over. From the minimum test load to the maximum test load, the throughput
has increased by 50%, which has been greatly improved. The traditional single-
path TCP transmission throughput also increases with increasing load, but the
growth rate is not obvious, and the problem of erroneous requests appears, caus-
ing some requests to fail to respond normally. TCP takes longer than the startup
time to complete all requests. From the minimum test load to the maximum test
load, the throughput increased by only 16%. Figure 3 shows the throughput
between hosts under different loads and protocols.

With increasing test load, traditional single-path TCP and multipath
MPTCP show different results. Figure 4 shows the change in the number of
error requests for traditional single-path TCP under increased load. (Multipath
MPTCP increases with parallel requests, and no error requests occur, so the
growth of single-path TCP’s error requests is plotted separately in Fig. 4). The
horizontal axis is the test load, and the vertical axis is the percentage of error
requests. With the increase of test load, the throughput of traditional single-path
TCP has increased slightly, but generally, it cannot meet the demand, result-
ing in the appearance of erroneous requests. As the number of wrong requests
increases, the server needs extra time to process the wrong requests. As a result,
the time for the server to respond to the wrong requests also increases, resulting
in an increase in the total running time of the experiment. This is also the reason
why the throughput increases but the total running time of the experiment also
increases. Figure 5 shows the comparison of the total running time of traditional
single-path TCP and multipath MPTCP experiments under different loads. The
horizontal axis is the test load, and the vertical axis is the experimental running
time. Multipath MPTCP can steadily increase throughput under increasing load
without error requests. Because the server only needs to process normal requests,
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(a) Result 1 (b) Results 2

(c) Result 3 (d) Result 4

(e) Result 5 (f) Result 6

(g) Result 7

Fig. 2. Throughput comparison.
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(a) Result 1 (b) Results 2

(c) Result 3 (d) Result 4

(e) Result 5 (f) Result 6

(g) Result 7

Fig. 3. Throughput between hosts under different loads.
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Fig. 4. TCP error rate.

Fig. 5. Comparison of experiment running time.

the throughput increases with the increase of test load, and the experimental
run time decreases with the increase of test load.

6 Conclusion and Future Work

This paper introduces MPTCP, uses the Linux kernel to compile MPTCP to
implement MPTCP deployment, builds a common Web network framework in
the SDN environment, tests the performance of MPTCP under high load and
compares it with TCP. Through experimental results, we can see that under
low or no load, the performance difference between multi-path MPTCP and
traditional TCP is not much different. At the maximum load tested in this
paper, the throughput of MPTCP is compared to traditional TCP has increased
by 45%.

In future work, this paper considers applying MPTCP to data center net-
works, spatial information networks, and even combining with SDN, so that it
can have better application scenarios, and is committed to improving the per-
formance of MPTCP.
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Abstract. The QUIC protocol is currently recognized as a network pro-
tocol that is expected to replace TCP. It is characterized by encryption,
multiplexing, and low latency. It was proposed by Google in 2013 and
aims to improve the transmission performance of HTTPS traffic and
achieve rapid deployment and continuous development of transmission
mechanisms. QUIC has gone through many versions since its release,
and previous researchers have compared the transmission performance
of QUIC and TCP. In this paper, the pressure test tool vegeta is modified,
and the modified vegeta is used to test the TCP and QUIC protocols in a
high load environment and collect the results to evaluate the performance
of different protocols. Experiments show that under high load network
conditions, the TCP protocol has better performance than the QUIC
protocol; IQUIC (IETF QUIC) performs better than GQUIC (Google
QUIC) at lower attack frequencies; as the attack frequency increases,
IQUIC Performance decreases faster than GQUIC performance.

Keywords: Load test · QUIC · TCP

1 Introduction

1.1 Development Status of QUIC

TCP has been the dominant transport protocol on the Internet for the last
decade but several factors could reduce it in the coming years. With the use
of TCP, it exposed some shortcomings. First, the Internet contains a variety of
middle boxes that make some assumptions on specific TCP variants. Second,
there are many in-kernel implementations of TCP and any change requires both
engineering effort and negotiations within the IETF.

QUIC is a protocol that is expected to replace TCP. QUIC protocol is a UDP-
based transport layer protocol proposed by Google in 2013, and its design goal
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is to make the Internet faster and more secure [15–18]. QUIC incorporates the
features of protocols including TCP, TLS, HTTP/2, etc., but is based on UDP
transmission. One of the main goals of QUIC is to reduce the connection delay.
When the client connects to the server for the first time, QUIC only needs 1 RTT
(round trip time) delay to establish a reliable and secure connection. Compared
to TCP + TLS, it requires 1–3 RTTs, which is faster. After that, the client
can cache the encrypted authentication information locally, and can achieve
a 0-RTT connection establishment delay when establishing a connection with
the server again. QUIC also multiplexes the multiplexing function of HTTP/2
protocol at the same time, because QUIC is based on UDP, it avoids the head-
of-line blocking problem of HTTP/2. Because QUIC is based on UDP and runs
in the user domain instead of the system kernel, the QUIC protocol can be
quickly updated and deployed, thus well solving the difficulties of TCP protocol
deployment and update [1].

QUIC has gone through many versions since its inception [19]. With the
continuous optimization of QUIC, some new versions of QUIC gradually no
longer support Google Chrome. The latest version that supports Google is 0.10,
while the version that does not support Googles QUIC is the latest version
0.14. This paper distinguishes GQUIC (supporting Googles version 0.10 QUIC)
and IQUIC (IETF 0.14 version of Quic), and conducts experimental analysis
separately.

1.2 Vegeta

Stress testing the server is a method of testing network performance. This test
can find the performance bottleneck of the server by simulating a large number
of requests, so as to make corresponding measures and response capabilities
when encountering a large number of requests, and provide experimental basis
and theoretical support for future work. This paper selects vegeta as a stress
testing tool.

Vegeta is a multifunctional HTTP load test tool written in Go language,
which provides command line tools and a development library. Vegeta can initi-
ate requests of different frequencies to a certain website according to users’ needs
and collect experimental results, such as delay, throughput, etc., and then ana-
lyze server performance based on the collected results. Every request under high
pressure is like an attack. The original Vegeta can only launch attacks against
servers that support the TCP protocol. This paper transforms vegeta and follows
the original Vegeta attack method. By changing the underlying protocol called
when the request is initiated, the modified vegeta supports QUIC. The modified
vegeta code can be downloaded by visiting [21]. In this paper, vegeta is used
to test TCP, and the modified vegeta is used to test GQUIC and IQUIC and
then observe the performance of these protocols under the same environment
and different degrees of pressure.

The rest of the paper is structured as follows: Section 2 reviews related work;
Section 3 describes the experiment; Section 4 conclusions, gives the evaluation
results and future work.
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2 Related Work

The safe and reliable transmission of data has always been a topic of great con-
cern. Nowadays, the demand for networks is constantly increasing. It is very
important to be able to transmit data without sacrificing security and reliabil-
ity. TCP and QUIC are widely used protocols in data transmission and have
received much attention in the industry. Since the QUIC protocol was proposed,
many researchers have compared the performance of QUIC and TCP, and have
related research in terms of throughput and fairness. Because the development
of the QUIC protocol is so rapid, the research on the QUIC protocol in different
scenarios has become extremely important. In order to study the performance
of QUIC in different environments, [3–6,9] configured different network environ-
ments (bandwidth, delay, loss) to test the page load time which based on the
QUIC protocol. Studies have shown that QUIC has low bandwidth and high
latency And high loss network conditions show better performance. Yajun Yu
et al. [2] evaluated the performance and fairness between QUIC and TCP. Stud-
ies have shown that when QUIC competes with TCP for bandwidth resources,
it is affected by data loss rate and path buffer size. When the buffer is small,
QUIC shows better performance and can obtain greater throughput; conversely,
when the lossless network or larger buffer, QUIC is lower than the throughput
obtained by TCP.

Due to the high latency and high loss characteristics of the space network,
the research on the QUIC protocol under the space network is also worthy of
attention. [11,12,20] According to the improvement of the ground network, the
performance of the QUIC under the space network was evaluated. The results
show that QUIC can reduce the overall page retrieval time of the spatial network.
In the case of extended propagation and high packet loss rate, the performance of
QUIC is better than TCP. This also shows the ability and future trend of QUIC
protocol to solve space network problems. Sevket Arisu et al. [7] measured the
transmission performance of QUIC in media streaming. The results show that
when the network is more congested, QUIC can start media streaming better
and provide better service and search experience for streaming media. There are
other studies, for example [10] evaluated QUIC for the first time in a field scene,
and [8] analyzed the performance differences of multiple versions of QUIC in
different environments on the transport layer and application layer. In real time
communications, such as voice and video conferencing, [14] measures packet loss,
delay, and jitter, and proposes a performance measurement method that helps
provide better QoE.

In addition to the transmission performance of the QUIC protocol, security
and privacy are also guaranteed. QUIC combines the key negotiation function
of TLS1.3 to encrypt all connections to prevent the middle box from tamper-
ing with the packet information. However, it hinders the future of QUIC pro-
tocol Development [13]. QUIC also has congestion control and loss recovery
functions similar to TCP, and also provides rich signaling functions. In short,
the advantages of QUIC protocol in low bandwidth, high latency and high loss
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areattributed to the characteristics of QUIC, which can shorten the loading time
of the page. Thanks to UDP-based stream multiplexing.

In summary, many studies have evaluated the performance differences of
QUIC under different scenarios and different network conditions. Comparing
the performance of QUIC and TCP, the QUIC protocol shows better perfor-
mance in poor network environments. Due to the different network conditions in
different scenarios (the bandwidth, delay and packet loss rate are different), the
performance of the QUIC protocol will also fluctuate, and the throughput and
bandwidth utilization will be greatly affected. Therefore, QUIC Whether the
agreement can occupy an important position in the future needs to be continu-
ously improved. There are also some studies to evaluate the fairness and resource
utilization between QUIC and TCP. In this paper, we use the vegeta test tool to
stress test the QUIC protocol, compare the network performance changes when
different protocols are subjected to a large number of attacks, and evaluate the
performance of different protocols. Experiments show that the performance of
QUIC is lower than that of TCP.

3 Experiment

The experiment of this paper is to build a simulation environment through
Ubuntu 18.04, in which the Ubuntu system is configured with 6G memory and a
4-core processor. We through the transformed vegeta, call the client of QUIC and
TCP to initiate a request to the QUIC and TCP server. The page size requested
in the experiment is 11000 byte. The relevant source code of this paper is on
Github1. The experiment analyzes the performance of each protocol by continu-
ously increasing the number of attacks per second, observing the average delay,
throughput, and success rate under different protocols.

Without using vegeta and initiating only one request, the single delay of TCP,
GQUIC and IQUIC and the number of data packets are shown in Table 1. The
result is counted by Wireshark (a network packet analysis software). Although
the same page is requested, because of using the different protocols, the delay
and the total number of packets transmitted are not the same. As can be seen
from the table, when requesting the experiment page, the number of data packets
that TCP needs to transmit is smaller than GQUIC and IQUIC and IQUIC is
slightly higher than GQUIC. In terms of latency, GQUIC and IQUIC are inferior
to TCP, and IQUIC has obvious advantages over GQUIC.

Through a lot of experiments, this paper finally collected the experimental
results of the stress test frequency range of 50–1000 times per second, and divided
these results into three categories according to the performance of each proto-
col: low-frequency band, medium-frequency band and High-frequency band. The
results of the experimental data collected in the low-frequency band are shown
in Table 2. It can be seen that the TCP protocol is superior to the QUIC pro-
tocol in terms of average delay, throughput, and success rate at low-frequencies
of 50–200 attacks per second; QUIC in terms of delay The protocol is 7–8 times
1 https://github.com/qilin7070/quictest.git

https://github.com/qilin7070/quictest.git
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Table 1. Single delay and number of packets for different protocols under no pressure.

Protocol Single delay Number of packet

TCP 0.0014 26

GQUIC 0.05 40

IQUIC 0.0076 49

Table 2. Average delay, effective throughput and success rate of different protocols
under low-frequency attacks.

50 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 1.05 4.20 100

GQUIC 7.94 4.20 100

IQUIC 7.46 4.20 100

100 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 1.25 8.40 100

GQUIC 8.40 8.38 99.77

IQUIC 7.48 8.398 99.98

150 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 1.26 12.60 100

GQUIC 8.22 12.57 99.78

IQUIC 7.59 12.58 99.82

200 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 0.91 16.80 100

GQUIC 11.35 16.72 99.55

IQUIC 10.09 16.71 99.46

that of the TCP protocol, and IQUIC is slightly better than GQUIC in terms of
latency. The results of the experimental data collected in the medium-frequency
band are shown in Table 3. It can be seen that the TCP protocol is still better
than the QUIC protocol in terms of average delay, throughput, and success rate
at an intermediate frequency of 250–400 attacks per second, and remains very
stable status, but the performance of the QUIC protocol gradually decreases.
And it can be seen that IQUIC performance drops faster than GQUIC, so that
it starts to be inferior to GQUIC in terms of average delay, throughput, and suc-
cess rate. The results of the experimental data collected in the high-frequency
band range are shown in Table 4. At this time, IQUIC has been unable to collect
data normally and frequently reports errors. Therefore, the experimental results
of IQUIC have not been added to the table. When the attack frequency is 600–
1000 times per second, the performance of the GQUIC protocol drops sharply.
This conclusion can be seen from the throughput and success rate of the GQUIC.
Although the average GQUIC delay in this band is very low, it does not mean
that GQUIC is performing well, because the average delay at this time is the
result of a large number of error requests.

The average delay line chart of the experimental results (see Fig. 1). The
horizontal axis is the attack frequency and the vertical axis is the average delay
time. Because the success rate of the high-frequency band QUIC protocol drops



74 L. Qi et al.

Table 3. Average delay, effective throughput and success rate of different protocols
under medium-frequency attacks.

250 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 0.87 21.00 100

GQUIC 10.78 20.98 99.89

IQUIC 13.95 20.97 99.84

300 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 0.81 25.20 100

GQUIC 11.95 25.17 99.87

IQUIC 19.60 25.06 99.43

350 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 0.87 29.40 100

GQUIC 18.56 25.37 99.89

IQUIC 26.48 25.34 99.37

400 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 0.95 33.60 100

GQUIC 28.59 33.49 99.66

IQUIC 35.06 33.29 99.09

Fig. 1. The average latency of TCP, GQUIC, and IQUIC under different frequency
attacks.

sharply, the average delay obtained at this time is the average delay in the case
of failure, which has no practical significance, so the line chart only includes the
experimental results of low-frequency band and intermediate frequency. It can
be seen from the figure that when the attack frequency is less than 150 times per
second, the average delay of IQUIC and GQUIC both remain relatively stable,
and the average delay of IQUIC is slightly better than GQUIC. When the attack
frequency is greater than 150 times per second, the average delay of IQUIC and
GQUIC started to increase. The average delay of IQUIC increased significantly
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Table 4. Average delay, effective throughput and success rate of different protocols
under high-frequency attacks.

600 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 0.90 50.40 100

GQUIC 9901 18.07 35.86

800 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 0.88 67.20 100

GQUIC 12018 9.07 13.49

1000 attacks/s Protocol Average delay (ms) Throughput (Mbps) Success rate (percent)

TCP 0.87 84.00 100

GQUIC 11895 4.84 5.76

faster than GQUIC and soon exceeded GQUIC, the average delay of GQUIC
was more stable. The average delay of the TCP protocol remains very low and
stable throughout.

4 Conclusion

Through the pressure test experiments of different protocols by the vegeta test
tool, we can see that the TCP protocol is stable and far superior to the QUIC
protocol. As an optimized QUIC protocol, IQUIC has better performance under
no pressure and low pressure. As the pressure increases, the performance of
GQUIC is more stable than that of IQUIC. In theory, because the QUIC protocol
is better than TCP in terms of handshake, the QUIC protocol should be superior
to TCP in terms of latency. This experimental result is different from the original
assumption. In future work, the author will do more indepth research on TCP
and QUIC protocols, and explore the reasons leading to this experimental result.

Acknowledgement. The manuscript was supported in part by the National Key
Research and Development Program of China under Grant No. 2018YFB1800303
and the Science and Technology Planning Project of Jilin Province under Grant No.
20200401105GX.

References

1. Cui, Y., Li, T., Liu, C., et al.: Innovating transport with QUIC: design approaches
and research challenges. IEEE Internet Comput. 21(2), 72–76 (2017)

2. Yu Y, Xu M, Yang Y.: When QUIC meets TCP: an experimental study. In: 36th
International Performance Computing and Communications Conference (IPCCC),
pp. 1–8. IEEE (2018)

3. Biswal P, Gnawali O.: Does QUIC make the web faster?. In: 2016 IEEE Global
Communications Conference (GLOBECOM), pp. 1–6. IEEE (2017)

4. Carlucci G, Cicco L D, Mascolo S.: HTTP over UDP: an experimental investiga-
tion of QUIC. In: Proceedings of the 30th Annual ACM Symposium on Applied
Computing, pp. 609–614. ACM (2015)



76 L. Qi et al.

5. Wang, P., Bianco, C., Riihijärvi, J., Petrova, M.: Implementation and performance
evaluation of the QUIC protocol in Linux kernel. In: Proceedings of the 21st ACM
International Conference on Modeling, Analysis and Simulation of Wireless and
Mobile Systems, pp. 227–234. ACM (2018)

6. Nepomuceno, K., de Oliveira, I.N., Aschoff, R.R., et al.: QUIC and TCP: a perfor-
mance evaluation. In: 2018 IEEE Symposium on Computers and Communications
(ISCC), pp. 00045–00051. IEEE (2018)

7. Arisu, S., Begen, A.: Quickly starting media streams using QUIC. In: Proceedings
of the 23rd Packet Video Workshop, pp. 1–6. ACM (2018)

8. Kakhki, A., Jero, S., Choffnes, D., Nita-Rotaru, C., Mislove, A: Taking a long
look at QUIC: an approach for rigorous evaluation of rapidly evolving transport
protocols. In: Proceedings of the 2017 Internet Measurement Conference, pp. 290–
303. ACM (2017)

9. Papastergiou, G., Fairhurst, G., Ros, D., et al.: De-ossifying the Internet transport
layer: a survey and future perspectives. IEEE Commun. Surv. Tutorials 19(1),
619–639 (2017)
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Abstract. In the cloud storage environment, client-side deduplication
can perform file repetitive detection locally. However, client-side dedupli-
cation still faces many security challenges. First, if the file hash value is
used as evidence for repetitive detection, the attacker is likely to obtain
the entire file information through the hash value of the file. Secondly, in
order to protect data privacy, convergence encryption is widely used in
the data deduplication scheme. Since the data itself is predictable, conver-
gence encryption is still vulnerable to brute force attacks. In order to solve
the above problems, this paper proposes to construct a secure deduplica-
tion scheme by using the threshold blind signature method. The genera-
tion of the convergence key is coordinated by multiple key servers, ensur-
ing the confidentiality of the convergence key and effectively solving the
violent dictionary attack problem. At the same time, since the key center
is introduced to centrally manage the keys, the interaction between the
key servers is reduced, and the key generation efficiency is improved. In
addition, since the key server in this paper can be distributed in multiple
independent network domains and interact with the key center through
the Internet, the problem of cross-domain deduplication is solved. The
experimental results show that the performance of this scheme is greatly
improved in terms of system initialization and key generation.

Keywords: Secure deduplication · Encryption · Threshold blind
signature · Cross-domain secure deduplication

1 Introduction

Deduplication technology is a special data reduction technology [20,29], which is
used to eliminate redundant data and save network bandwidth and storage space
in cloud storage systems [12,21]. This technique identifies common data blocks
or files, storing only a single instance [26], and duplicate data is replaced with
logical pointers [12,24]. Deduplication technology meets the growing demand
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for storage capacity. Many cloud storage providers, such as Amazon S3, Bitcasa
and Microsoft Azure, are using deduplication technology [30] to improve stor-
age efficiency. There are four deduplication strategies, depending on whether
deduplication occurs on the client (before upload) or on the server, and whether
deduplication occurs at the block or file level. Client-side deduplication is more
advantageous than server-side deduplication because it can ensure that multiple
uploads of the same content consume only one upload of network bandwidth and
storage space.

Data deduplication technology is widely adopted by cloud service providers.
The cloud server verifies whether the data uploaded by the user has been stored
by random sampling and extraction of hash values. After verification, if the
newly uploaded data of the user is the same as the original stored data, the
data deduplication is performed [31]. Experimental research shows that data
deduplication will save more than half of the storage space, and the deduplication
rate will reach 90%–95% [19,33].

Convergent encryption, in which the encryption key is derived from the plain-
text, may be a simple and secure solution allowing deduplication. Unfortunately,
it was proved unsafe [11]. In addition, a general impossibility result holds stating
that classic semantic security is not achievable for schemes implementing plain
convergence encryption [13].

Miao et al. proposed a security deduplication scheme based on threshold
blind signature [23], which uses n key management nodes to blindly sign H(M)
at the same time. The client obtains the encryption key by combining t (t ≤ n)
signatures, thereby solving the single point failure problem and resisting the
collusion attack. However, in the initialization process, a large amount of infor-
mation needs to be exchanged between the key management nodes, and each
signature needs to be verified in the process of generating a key, so communi-
cation overhead and computational overhead are large. In addition, the solution
does not support application scenarios across network domains.

In this paper, we propose a data security deduplication scheme that supports
cross-domains. Based on the idea of threshold blind signature, a multi-server-
assisted architecture is constructed. The key management nodes are divided into
a master key nodes and the multiple sub-key nodes. The digital signature is com-
pleted by multiple parties, which improves the difficulty of signature cracking
and ensures the security of the key. Communication and computational over-
head is reduced by reducing the interaction between key nodes and reducing the
number of signatures. In addition, cross-domain scenarios are also supported,
and the practical application prospects are greater.

1.1 Contribution of This Article

Our main contributions are summarized as follows:
(1) Support cross-domain application environments. Key nodes can be dis-

tributed in separate network domains, and users can still perform deduplication
of encrypted data when roaming between network domains. When a user in
one domain moves to another domain, the user can recalculate the new key
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through the key nodes in the new domain, and perform secure deduplication of
the encrypted data.

(2) Reduce the initialization overhead of the key nodes. Miao et al.’s threshold
blind signature scheme requires each key node to communicate with other nodes
during initialization, and the number of communications is n(n − 1). In the
scheme of this paper, the master key node interacts with each sub-key node
once, the number of communications is n, and each sub-key node does not need
to interact with other sub-key nodes.

(3) Reduce the computational overhead of signature verification. In the
scheme of Miao et al., the blind signature generated by each key node needs
to be verified, and the number of verifications is large, which results in large
computational overhead. However, this solution only needs to verify the signa-
ture once, which greatly reduces the number of verifications and reduces the
computational overhead.

1.2 Organization

The rest of the paper is organized as follows. Section 2 introduces the related
work. Section 3 describes the cross-domain problem of threshold blind signature.
In the Sect. 4, the system model of the scheme and the goals it achieves are
introduced. A detailed description of the scheme can be found in the Sect. 5.
The performance evaluation of the scheme is given in the Sect. 6. Finally, we
give the conclusion in Sect. 7.

2 Related Work

In order to solve the problem of data security deduplication in cloud storage,
researchers have proposed many deduplication schemes [1,3,13,15,16], showing
how deduplication is very attractive to reduce the use of storage resources [10].
Most work didn’t consider security to be a consideration for deduplication sys-
tems. However, recently Harnik et al. [11] have proposed a number of attacks
that may lead to data leakage in storage systems where client deduplication
is deployed. In order to defend against this attack, Halevi [9] introduced the
concept of proof of ownership.

According to the granularity of data, data deduplication is divided into
file-level deduplication [5,13,28] and chunk-level (block-level) deduplication
[3,6,14,18,35,36]. File-level deduplication was proposed earlier [4], but that tech-
nique was subsequently overshadowed by chunk-level deduplication due to the
latter’s better compression performance [22,37]. The cloud server is honest and
curious [32], and it may try to steal users’ data information. Therefore, before
users upload data to the cloud server, they usually need to encrypt the data
to achieve data privacy protection. However, when different users encrypt the
same file with their private keys, different ciphertexts will be generated, which
is not conducive to the cloud server to de-duplicate the file. Data deduplication
based on convergence encryption can well achieve key sharing and is beneficial
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to deduplication of ciphertext data across users. Therefore, some cloud stor-
age data deduplication methods based on convergence encryption are proposed
[3,6,8,15,16,34].

Douceur et al. first proposed the Convergent encryption (CE) [7] algorithm,
using the hash value of the data as the encryption key, and the same plaintext
is encrypted into the same ciphertext. However, the encrypted ciphertext of this
scheme relies too much on plaintext information and is vulnerable to offline
brute-force attack. Bellare et al. analyzed the security problem of convergence
encryption, proposed an abstract Message lock encryption (MLE) scheme [3], and
proved the security of the scheme under the random oracle model. Subsequently,
they proposed a secure interactive message lock encryption scheme under the
standard model [2], and developed a DupLESS system [13] which is mainly
consists of clients, cloud storage nodes and a key management node. Since there
is only one key management node, there is a single point of failure problem, and
once the key management node is compromised, the entire system is broken.
Since the DupLESS system was put forward, many scholars have conducted
more in-depth research on it and proposed improvements based on it. Miao
et al. [23] proposed a multi-server-aided deduplication scheme based on threshold
blind signature, which can effectively resist the collusion attack between the
cloud server and multiple key servers, and achieve the expected security, but
its computational overhead and communication overhead are large during the
initialization process. Jan Stanek et al. [27] proposed an enhanced cloud storage
security threshold data deduplication scheme, which is based on the original
scheme [28] and moves the sensitive data decryption shares and processing of
popular state information out of cloud storage. A simpler proof of safety and an
easier implementation are given, increasing practicality and increasing efficiency.

3 Cross-Domain Problem of Threshold Blind Signature
Scheme

Literature [23] proposed a distributed encryption deduplication scheme based
on the idea of threshold blind signature. This scheme is a multi-key server-
assisted deduplication architecture, which is mainly composed of clients (users),
cloud storage service providers (S-CSP), and multiple key management nodes
(K-CSPs), as shown in Fig. 1.

Under this architecture, no key server can obtain the distributed key knowl-
edge among all key servers, which can effectively resist collusion attacks between
the cloud server and multiple key servers and solve the problem of single point
of failure. However, this solution does not support cross-domain scenarios. As
shown in Fig. 2, there are two network domains A and B. Domain A and domain
B both have multiple key nodes and users, and generate virtual keys Ka, Kb,
respectively. It is assumed that the networks of domain A and domain B cannot
communicate with each other, but both domain A and domain B can access the
Internet. For example, domain A is a campus network, and domain B is another
campus network. When the user of domain A moves to domain B, because the
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Fig. 1. Architecture of data secure deduplication.

key nodes of the two domains cannot be negotiated, resulting in Ka and Kb

being unequal, the data encrypted by Ka and Kb cannot be safely deduplicated.
In order to solve the problem of security de-duplication in cross-domain envi-
ronment, this paper adds a master key node based on the architecture of Fig.
2. As shown in Fig. 3, the master key node is located on the Internet, and the
keys of domain A and domain B are allocated by the master key node, so that
it is ensured that Ka of domain A and Kb of domain B are equal. In this case,
when the user of domain A moves to domain B, the data encrypted by Ka and
Kb can be safely deduplicated.

Fig. 2. Cross-domain network topology.
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Fig. 3. Supporting cross-domain network topology.

The scheme of this paper introduces the master key node based on the Miao
et al scheme [23]. If the master key node is compromised, the entire system
will no longer be secure. It appears that there is a single point of failure risk,
but since the master key node only communicates with the sub-key node and
only distributes the partial key to the sub-key node. After the key distribution
is completed, the master key node can be offline and does not receive network
requests. Therefore, its security protection is easier than that of the sub-key
node, and the possibility of being compromised is also lower. In addition, the
scheme of this paper can distribute the sub-key nodes to each network domain,
making the key nodes closer to the end users, which can effectively reduce the
network communication overhead and shorten the key generation time. It is very
suitable for large-scale network environments such as the Internet of Things.

4 System Model

This paper proposes a cross-domain deduplication scheme. Its architecture is
shown in Fig. 4. It consists mainly of a master key node, a sub-key node, a client
(users) and a cloud storage node. The introduction of each part is as follows.

(1) Master Key Node: The master key node must be secure and trusted. It
generates the master key and the public key, exposes the public key, generates
part of the private key of each sub-key node, and securely shares it to the sub-key
node.

(2) Sub-key Node: There are multiple sub-key nodes, which receive part of the
private key generated by the master key node, use it to sign the blind messages
of the client, and return the result to the client.

(3) Client (users): The client blinds the message, sends it to the sub-key
node, then combines t (t ≤ n) blind signatures, obtains the encryption key after
unblinding, and then encrypts the data with the encryption key and sends it to
the cloud storage node.

(4) Cloud storage node: Stores ciphertext data and safely deduplicates it.
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Fig. 4. Data security deduplication architecture.

5 Detailed Plan

In this section, we will introduce this scheme in detail. This scheme adopts
threshold blind signature algorithm, which is based on bilinear pairings. Bilinear
pairing will be constructed in the following way:

5.1 Bilinear Pairing

Let G1 be a cyclic addition group generated by P, whose order is prime q; and
G2 be a cyclic multiplication group of the same order q. A bilinear pairing is a
map e : G1 × G1 → G2 with the following properties:

(1) Bilinear: e(aP, bQ) = e(P,Q)ab for all P,Q ∈ G1, and a, b ∈ Z∗
q .

(2) Non-degenerate: There exists P,Q ∈ G1 such that e(P,Q) �= 1.
(3) Computable: There is an efficient algorithms to computed e(P,Q) for all

P,Q ∈ G1.
Based on bilinear mapping, we can get the following definitions.
Define 1: Discrete Logarithms Problem (DLP): Given two group elements P

and Q, find an integer n such that Q=nP whenever such an integer exists.
Define 2: Computational Diffe-Hellman problem (CDHP): For a, b ∈ Z∗

q , give
P, aP, bP , compute abP .

Define 3: Dicision Diffe-Hellman problem (DDHP): a, b, c ∈ Z∗
q , give

P, aP, bP, cP , decide whether c ≡ ab mod q.

5.2 Detailed Steps

The main steps are as follows: system initialization, key generation, blinding,
signature, verification, and encrypted storage.
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First, system initialization is performed. The master key node generates the
public key and the master key, and publicizes the public key. The n sub-key
nodes are numbered k1,k2,...,kn, and the t− 1 degree polynomial is constructed:
f(x)=a0+a1x+...+at−1x

t−1; calculate the partial private key corresponding to
each sub-key node: f(k1),f(k2),...,f(kn) and transmit it securely to the sub-key
node.The client then blinds the message and sends the blinded message to the
sub-key node. The sub-key node signs the message and returns it to the client.
The client uploads the ciphertext data to the cloud server. Specific steps are as
follows.

System initialization: The master key node selects a cyclic addition group G1,
the generator is p, and the order is prime q; Then select a cyclic multiplication
group G2 of the same order; to generate and a bilinear map e: G1 × G1 → G2.
The master key node selects an integer KM ∈ Z∗

q , calculates the system public
key

Q = KMP (1)

and selects the following strong collision-free hash function H1:{0,1}∗ → G1,
H2:{0,1}∗ → Z∗

q ; The master key node then saves KM as the system private key
and exposes the parameters {G1,G2,e,q,P,Q,H1,H2 }.

Key generation: The n sub-key nodes are numbered k1,k2,...,kn,and a random
t − 1 degree polynomial,

f(x) = a0 + a1x + ... + at−1x
t−1 (2)

is constructed, where t ≤ n. Let f(0)=a0=KM , calculate partial private keys
f(k1),f(k2),...,f(kn) and Lagrange polynomials l(k1),l(k2),...,l(kn) correspond-
ing to each sub-key node, where

l(ki) =
∏

ki �=kj

−kj
ki − kj

(3)

Finally, f(ki) and l(ki) are securely transmitted to the sub-key node.

Blinding: The client selects the random number α ∈ Z∗
q to blind the message

H1(m),obtains the blinded message

W = αH1(m) (4)

and then sends W to the sub-key node.

Signature: After receiving the blind message w of the client,the sub-key node ki
performs signature using the partial key f(ki) calculates

σi = w × f(ki) × l(ki) (5)

and return σi to the client. The client combines the t signatures to obtain
∑t

i=1 σi

and unblinds it by α−1 to obtain:
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σ = α−1
t∑

i=1

σi

= α−1W

t∑

i=1

f(ki) × l(ki)

= H1(m)
t∑

i=1

f(ki) × l(ki)

(6)

where
t∑

i=1

f(ki) × l(ki) = a0 = f(0) = KM (7)

so that σ=KM H1(m) is obtained.

Verification: The client calculates e(σ, P ) and e(H1(m), Q). If they are equal, it
proves that σ is obtained by KM encryption. The left side of the equation is:

e(σ, P ) = e(α−1
t∑

i=1

σi, P )

= e(α−1W

t∑

i=1

f(ki) × l(ki), P )

= e(H1(m)
t∑

i=1

f(ki) × l(ki), P )

= e(H1(m)KM , P )
= e(H1(m),KMP )
= e(H1(m), Q)

(8)

6 Performance Evaluation

The data deduplication scheme in this paper is essentially a threshold blind sig-
nature scheme, and its security is similar to that of [23]. This section mainly
evaluates the computational performance of the proposed scheme, and compares
it with Miao et al.’s scheme in terms of system initialization time and key gen-
eration time.

6.1 Experimental Method

Since the network transmission performance will vary greatly in practical appli-
cations, this difference should be ignored during the experiment. For this reason,
this paper carries out simulation experiments on a physical computer. The mas-
ter key node, each sub-key node, the client, and the cloud storage are simulated
by separate threads, and the communication between the nodes is simulated
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by the Socket communication interface. Since the local communication jitter
between multiple threads on the same physical computer is extremely small,
this method can effectively shield the impact of network transmission on exper-
imental results.

6.2 Experimental Environment

The experimental hard ware consists of a 2.5 GHz Intel Core i5-4200 CPU pro-
cessor and 4G memory. The software is based on the Windows operating system
and the Eclipse integrated development environment. The experimental program
is implemented by the Java programming language, and the cryptographic oper-
ations mentioned in Sect. 5.2 are performed using the JPBC (Java Pairing-Based
Cryptography) library.

6.3 Experimental Results and Analysis

As with the experiment by Miao et al., experiments were performed with 5 to
10 key node. In order to accurately calculate the time and reduce the error,
the average of ten experimental data was taken. The time comparison of system
initialization consumption is given in Fig. 5.
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Fig. 5. Time comparison of system initialization consumption.

It can be seen from Fig. 5 that the initialization time of the scheme of Miao
[23] increases approximately as a power function with the increase of the number
of key nodes, and the scheme proposed in this paper increases linearly. Because
Miao et al.’s scheme needs to communicate with other nodes during the system
initialization, the total number of communications is n(n − 1). However, in the
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scheme proposed in this paper, the master key node only needs to communicate
with n sub-key nodes for n times to complete initialization, which reduces com-
munication and computational overhead. The experimental results show that
the average performance is increased by 54.83%. Figure 6 gives a comparison of
the time to generate the key.
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Fig. 6. Generate key time comparison.

As can be seen from Fig. 6, as the number of key nodes increases, the time
to generate the key increases linearly. In the scheme of Miao et al. [23], the user
needs to verify the signatures of all key nodes. If the verification passes, the
blind signature is calculated and verified again. However, in this scheme, the
client does not need to verify the signature of each sub-key node, and the client
only needs to verify once, reducing the verification and computational overhead.
The experimental results show that the average performance is improved by
32.24%.

7 Conclusion and Future Work

In order to solve the problem of cloud storage data security, the predecessors
have done a lot of research work. An existing security deduplication scheme
based on threshold blind signature requires a large amount of information to
be exchanged between key management nodes, and the computational cost of
verifying the signature is large. In addition, cross-domain scenarios are not sup-
ported. In this paper, a new threshold blind signature scheme is proposed. The
key management node is divided into a master key node and multiple sub-key
nodes. The key of the sub-key node is generated and allocated by the master
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key node, so that the number of communications is reduced from n(n− 1) times
to n times, and the verification is reduced from multiple times to once. The
scheme of this paper supports secure deduplication in a cross-domain environ-
ment in addition to ensuring data encryption security, preventing brute force
attacks, and satisfying convergence key security. The experimental results show
that the performance of the scheme is improved in terms of system initialization
and key generation, and it is more suitable for computing resource-constrained
application scenarios, such as the Internet of Things.
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Abstract. Traffic accidents seriously threaten people’s lives and property all over
the world. Therefore, it is of great significance to human society to have a long-
term traffic accidents data with detail temporal and geographic information in a
specific space, which can be used for traffic accident hotspots identification to
reduce the incidence of traffic accidents. Here, we obtain a one-year dataset of
traffic accidents of the city center in Changchun, Northeast China, in 2017. In this
paper, we analyze the risk of traffic accident in urban area, and then discover the
characteristics of traffic accidents at the temporal and spatial aspect. We construct
a traffic network, which takes crossings as nodes and road sections as edges and
weighted by the total number of traffic accidents. In addition, we integrate road
structure data and meteorological data to explore the characteristics of the traffic
network.

Keywords: Traffic accident · Urban traffic network · Risk analysis

1 Introduction

With the development of urbanization and the growth of urban population and vehi-
cles, people are facing many problems such as traffic congestion, air pollution, traffic
accidents, etc. Among them, traffic accidents pose a great threat to people’s lives and
property. According to the World Health Organization’s Road Traffic Injury Report,
more than 3,400 people die in traffic accidents every day, and tens of millions of people
are injured or disabled each year. Therefore, how to reduce the traffic accidents and the
corresponding loss has become a hot topic [1–5].
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If the early incidents and risk can be recognized and predicted, early warning or
intervention could be made to reduce the possibility of traffic accident [6–8]. However,
it’s difficult to predict the risk of a traffic accident because the causes of road traffic
accidents are complex and it can be affected by many factors [9–14], such as driving
habits, road structure, bad weather, traffic condition, human mobility, etc. With the
development of big data and machine learning, many researchers have focused on using
new method to predict traffic accident risk and identify the key factors associated with
traffic accident. For example, Chen et al. [15] proposed a matrix factorization method
to estimate accident risk; Xiong et al. [6] combined SVM and HMM method to predict
vehicle collision; Chen et al. [16] and Zhidan, L. et al. [17] utilized deep learning to
predict traffic accident risk. However, because of the lack of data associated with traffic
accidents, effective prediction of the traffic accident risk dynamically is still a challenge
problem.

In this paper, we obtain a one-year dataset of traffic accidents of the city center
in Changchun, Northeast China, conducted by an open-data program in Changchun
Municipal Engineering Design & Research Institute. Specifically, the dataset contains
5831 traffic accident records and covers 1077 roads in Changchun city center area during
one-year period since 1 January 2017. Each record in the raw file contains longitude,
latitude and time of the accident. According to the location information, the accidents
are divided into four types (crossing, road section, residential area and roundabout), and
we match all records to the traffic network, so each record corresponds to a road ID.

In order to explore the influence of different factors and the characteristics of traffic
accidents at the temporal and spatial aspect, we construct a traffic network which takes
crossings as nodes and road sections as edges, andweighted by the total number of traffic
accidents.

2 Original Data Sources

We obtain one-year traffic accident data in a specific space of Changchun city center.
The dataset contains 5831 traffic accident records and covers 1077 roads during one-year
period since 1 January 2017. Each record in the raw file contains longitude, latitude and
timestamp of the accident. In order to explore the influence of different factors and the
characteristics of traffic accidents at the temporal and spatial aspect, we integrate road
structure data and meteorological data to construct our dataset.

We first count the total number of traffic accidents occurred on each road; And then
extract the length of each road, whether it is a one-way lane and the degree of each
node from the road structure data; Finally, we construct the traffic network through our
dataset by taking crossings as nodes and road sections as edges, and weighted by the
total number of traffic accidents.

3 Defining Traffic Network

Traffic network refers to the road systemwhich is composed of various roads in a certain
area and interweaves into a network distribution. Through OpenStreetMap platform, we
get the road structure data of Changchun city, then take crossings as nodes and road
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sections as edges. After that, we integrate the traffic accidents data with road structure
data to extract the weight of each edge.

The traffic network is defined as a directed graph G(V ,E,W ), where V is a set
of vertices representing the crossings with accurate longitude and latitude in the road
network, and E is a set of edges representing road sections, each edge connects two
nodes. W is the weight of each edge, in this paper the weight is defined as the total
number of traffic accidents occurred on each edge.

4 Spatial and Temporal Aspects Analysis

We construct the weighted traffic network to explore the influence of different factors
and the characteristics of traffic accidents at the temporal and spatial aspect, it largely
depends on the reliability of the source traffic accidents data. We visualize the location
information of traffic accidents data, as shown in Fig. 1.

Fig. 1. Geographical distribution and heat map of traffic accidents. (A) The heat map of traffic
accidents on the road network. (B) Geographical distribution of traffic accidents in Changchun
city.

The heat map of the traffic accident data is shown in Fig. 1A and the geographical
distribution of traffic accidents in Changchun city is shown in Fig. 1B. We integrate
one-year traffic accident records occurred on the city center in Changchun in 2017.
There are totally 5831 traffic accidents occurred on 1077 roads, statistics found that,
54.91% occurred on the crossings, 15.47% occurred on roundabouts, the other occurred
on road Sects. (15.29%) and residential area (14.32%) respectively. FromFig. 1B,we can
intuitively find that roundabouts and crossings are high-risk areas for traffic accidents.

According to the time of each traffic accident, we count the number of accidents in
each hour and find that it is highly similar to people’s travel patterns. It can be found
that the number of accidents happened in the daytime is significantly higher than that in
the night, and there are two peaks, the morning peak (7:00–8:00) and the evening peak
(4:00–5:00), as shown in Fig. 2A.
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Fig. 2. Temporal aspects of the traffic accidents. (A) The number of traffic accidents happened in
different hours. The X-axis represents the 24 h, and the Y-axis represents the total number of traffic
accidents happened on each hour in 2017. (B) Average time interval between traffic accidents of
each road. The X-axis represents the total number of traffic accidents, and the Y-axis represents
the average time interval (days) between the accidents of each road.

Specially, in Fig. 2B, the X-axis represents the total number of traffic accidents, and
the Y-axis represents the average time interval (days) between the accidents of each
road. We fit it by using the power-law, validated by the chi-square goodness-of-fit test,
and find it follows f (x) = (292.34053 ± 22.38173) ∗ x(−0.99395±0.02949) with r2 as
0.91733.

We first analysis theweights of the traffic network. In our dataset, the traffic accidents
are distributed on 1077 roads, the weights of the network are defined as the count of
traffic accidents in each road. We divide the roads into 5 levels, the red edges represent
the road with highest risk of accidents, which happened 41 to 81 traffic accidents in
2017, as shown in Fig. 3A. Then we calculate the percentage of roads with different
weights, and fit it by using the power-law distribution, as shown in Fig. 3B. It follows
f (x) = (394.01205 ± 3.83406) ∗ x(−1.28262±0.01619) with r2 as 0.99601.

Road structure is an important factor affecting traffic conditions of the traffic network.
We calculated the average number of traffic accidents on each road type in 1077 roads, as
shown in Fig. 3C, it is obviously higher on truck roads. Finally, we calculate the average
number of traffic accidents happened in different kinds of weather conditions. As shown
in Fig. 3D, the average number of accidents in moderate snow is obviously higher than
others. However, it is lowest in heavy snow, one of the most possible reasons is some
roads will be closed when it snows heavily in Changchun.
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Fig. 3. Network characteristics analysis. (A) The weights of the traffic network. According to the
weights, the roads are divided into 5 levels, as shown in the legend. (B) The percentage of roads
with different weights in the traffic network. We calculate the percentage of roads with different
weights, and fit it by using the power-law distribution. (C) The average number of accidents of
different road types. (D) The average number of accidents in different weather conditions.
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Abstract. Recently, global epidemic models that uses climatological
factors have been shown to explain influenza activities for both tem-
perate and tropical regions. In this paper, we extend these global models
by including interactions of climatological factors. We find that coun-
tries in Europe and Australia have higher forecast skill, indicating the
stronger relationship of influenza with climatological factors, than regions
in other continents. The influenza activities of 47 (83%) countries can be
explained with a closer match using multi-factor interactions along with
original factors than only using the original factors.

Keywords: Multi-factor interaction · Influenza · Climatological factor

1 Introduction

Influenza outbreaks are affectedby climatological factors, such as relative humidity
[12], absolute humidity [11], temperature [7] and precipitation [16]. The survival
and transmission rates of influenza outbreaks are affected by climatological fac-
tors. Due to geographic variations, different countries exhibit different climatolog-
ical properties due to geographical variations [1,6]. The seasonality of influenza has
been well studied in temperate regions, which are characterized by significant sea-
sonal changes in climatological factors [15]. In contrast, tropical regions have much
weaker annual climatological cycles with weak seasonality [9,10]. Climatological
factors of absolute humidity and temperature were shown to improve the global
models of influenza outbreaks, with different influence in different regions [16].
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When researchers drill down to the relationships between climatological fac-
tors and influenza, they find that climatological factors may interact with each
other and thus eventually affect the influenza dynamics [1,16]. For example, the
effect of absolute humidity on influenza was mediated by temperature with a
U-shaped pattern [1]. In addition, the synthetic conditions of specific humidity
and temperature were associated with the activity of influenza [16]. Previous
studies enlighten us for the global phenomenon of climatological factors’ inter-
actions. However, the combined influences of factors’ interactions on influenza
transmission is not yet understood. Due to the geographic variations of clima-
tological factors across different countries [4,5,8,14], factor interactions can be
heterogeneous across countries. This study aims to identify all possible interac-
tions of climatological factors in each country and to what extent these interac-
tions are useful to explain the observed influenza epidemics than factors’ main
effects.

2 Methods

2.1 Study Design

We conduct a retrospective time series study of global influenza to highlight the
major interactions of climatological factors across countries via the relationships
of weekly influenza cases with climatological factors.

2.2 Data

Our data include both influenza incidences and climatological factors for 79 coun-
tries over at least 208 weeks (4 years), and such countries geographically cover
an area of <1.5 million mi2 [1]. In these countries, totally 57 countries have the
concurrent period of weekly influenza cases and temperature, absolute/relative
humidity and precipitation. More details can be found in the following subsec-
tions of influenza and climatological data.

Influenza Data. We use the open-access influenza data, released by the World
Health Organization for the weekly laboratory confirmed influenza cases of type
A and B on April 2014 in country level in the period of January 1, 1996 to
March 26, 2014 [1]. To infer the risk of influenza, we use the incidence density
(per capita) as the influenza index, which is estimated via counting the estimated
population size and reporting rates.

Climatological Data. In the open-access climatological data , weekly tem-
perature (T) and absolute humidity (AH) data are calculated for each country
by taking the average value of all available stations in National Oceanic and
Atmospheric Administration Global Surface Summary of the Day. Given the
temperature and absolute humidity of a region, the relative humidity (RH) is
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calculated by assuming standard atmospheric pressure. In addition, the precipi-
tation (PRCP) values of a region are taken from the combined National Centers
for Environmental Prediction Climate Forecast System (http://cfs.ncep.noaa.
gov/).

2.3 Forecast Analysis

The forecast skill refers to the accuracy of association of prediction to an obser-
vation. Here, it is represented in terms of the Pearson correlation between the
predicted index and the observed influenza index. In order to calculate the fore-
cast skill, we used the model-free method of multi-view embedding (MVE) to
forecast, which is particularly effective in the scenario of noisy time series. This
kind of methods is also popular in the relationship analysis of influenza and
climatological factors.

Baseline models are taken as MVE with the four climatological factors as
input together or separately through their main effects. A forecast is estimated
via the average of the nearest neighbors of attractors, built from lags of factors
[2,3,13] to enable influenza dynamics reconstructed.

To be specific, MVE is defined as:

yt+1 =
1
k

k∑

i=1

ynni(t)+1 (1)

where yt+1 represents the prediction at time t + 1. ynni(t)+1 is the i-th factor’s
attractor, ordered by the time index nni(t).

As for the interactions of multiple factors, we consider the method of tensor
product interaction (ti) [17], which uses different smoothing bases for factors and
has a huge advantage of flexibility in comparison to the usage of single smoothing
base. The factors are divided into two sets. One is M , involving the factors with
only main effects. Another is TI with only multi-factor interactions. Thus, the
influenza prediction can be written as

1
4
(

∑

Mk∈M

ynnMk (t)+1 +
∑

til∈TI

ynntil (t)+1) (2)

where Mk infers the main effect of the k-th factor in M and til denotes the l-th
multi-factor interaction in TI.

3 Results

We, first, study the forecast analysis of influenza across countries by choosing the
best model in all 21 possible combinations of the four climatological factors with
the highest forecast skill for forecasting, as shown in Fig. 1, ordered by the latitude.

The X axis represents the forecast skill, starting from 0 to 0.9, and the Y
axis represents the latitude. We find that the higher the latitude of a country

http://cfs.ncep.noaa.gov/
http://cfs.ncep.noaa.gov/


Identifying Climatological Interactions in Global Influenza 101

Fig. 1. Overview of the forecast skill over countries. Countries are ordered by with the
latitude and colored by continents. For each country, we show its highest forecast skill
for forecasting over 21 possible combinations of the four climatological factors as input
together or separately. The X axis represents the forecast skill, starting from 0 to 0.90,
and the Y axis denotes the latitude. There are 25 European countries with average
forecast skill of 0.68, 5 African countries with 0.52, 12 American countries with 0.43,
12 Asian countries with 0.57, and 3 Australian countries with 0.70.

the higher the forecasting skill of the corresponding influenza forecasts. Most
countries that are north of the 30◦ latitude appear to have forecast skill values
around 0.75 with relatively small variation. In contrast, countries that are south
of the 30◦ latitude show high variation in their forecast skill values. When we
examine the results for countries in each continent separately, we find that the
25 European countries have an average forecast skill of 0.68; the 12 American
countries have an average forecast skill of 0.43; the 12 Asian countries have an
average forecast skill of 0.52; and the 3 Australian countries have an average
forecast skill of 0.70. Forecasts for European countries exhibit high levels (0.55
to 0.85) of forecast skill, such as Netherlands, Slovenia, Ireland and France.

In Fig. 2, we show the relative improvement in forecast skill for each country
by including the climatological interaction terms. The brighter the red color,
the more the improvement in forecast skill for the corresponding country. We
find that, including multi-factor interaction terms of climatological factors in
our modeling results in improved forecast skill values for countries except part
of Europe. Among the 57 countries, the epidemics dynamics for 47 (∼83%)
countries can be explained with a closer match using additional multi-factor
interactions. The mean forecast skill of the 47 countries is enhanced by 8.54%
from 52.28% to 60.82%.
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Fig. 2. Overview of the forecast skill enhanced. The forecast skill is enhanced by the
best multi-factor interactions, in the contrast with the main effects of climatological
factors. The redder the color, the greater the country’s forecast skill is. Forecast with
multi-factor interaction exhibits better forecast skills in most countries in North/South
America, Africa, Asia and Australia. Among the 57 countries, the epidemics dynamics
for 47 (∼83%) countries can be explained with a closer match using additional multi-
factor interactions. The mean forecast skill of the 47 countries is enhanced by 8.55%
from 52.28% to 60.82%.

4 Conclusion

Interactions of climatological factors correlate with influenza at the country level,
which result in higher values of forecast skill than models that exclude inter-
actions terms. Including multi-factor interactions increases the explanation of
observed influenza time series, indicating the common interactions of climato-
logical factors across countries. Tropical countries benefit from the interaction
of absolute humidity and precipitation. In the contrast, temperate countries in
the northern hemisphere benefit from by temperature and humidity. Our work
extends previous studies from the analysis of multiple climatological factors to
their additional interactions, revealing the disparity of different countries in the
view of multi-factor interactions. to get better influenza surveillance and control
through monitoring climatological factors and their interactions.
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Abstract. In many developing countries, public transit plays an impor-
tant role in daily life. However, few existing methods have considered
the influence of public transit in their models. In this work, we present a
dual-perspective view of the epidemic spreading process of the individ-
ual that involves both contamination in places (such as work places and
homes) and public transit (such as buses and trains). In more detail, we
consider a group of individuals who travel to some places using public
transit, and introduce public transit into the epidemic spreading pro-
cess. Our simulation results suggest that individuals with a high public
transit trip contribution rate will increase the volume of infectious peo-
ple when an infectious disease outbreak occurs by affecting the social
network through the public transit trip contribution rate.

Keywords: Community structure · Subway system · Early prediction

1 Introduction

Epidemiological research is complex and involves aspects such as public poli-
cies [1]. There are an increasing number of applications and tools that support
real-world decisions in public health epidemiology. It is critical to use mathe-
matical models to analyze epidemic spreading in public health epidemiology, to
help overcome the problems of sparse observations, inference with missing data,
and so on [1,2]. These models can describe the spreading mechanisms of viruses,
quantify the interventions’ effects, and identify key factors related to the course
of an outbreak [2]. Infectious disease spreading models are powerful tools for
controlling the development of infectious diseases [2]. Mathematical and compu-
tational models have proven useful when addressing the 2014 Ebola outbreak,
the 2009 H1N1 outbreak, and so on.

Consider the difference between urban transport in China and other West-
ern countries; people would like to choose public transit for their daily travel
needs. In contrast, in some cities in China, such as Beijing and Shanghai, the
average public transit trip contribution rate can be as high as 40%. However,
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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individual-based models are important tools for studying the transmission mech-
anism of pandemic influenza [3]. With regards to individual-based models, many
of these models ignore the possible risk inherent in commuting. For example, a
heterogeneous graph modeling method was used by Dongmin et al. to describe
the dynamic process of influenza virus transmission using clinical data [4]. The
VirusTracker app simulates the spread of a virus and highlights the critical role of
vaccinations in combating a disease outbreak [5]. Dynamic Behavior Visualizer is
a tool for visualizing people’s dynamic behaviors and movements in a disaster [6].
However, these aforementioned models primarily assume that people are infected
at a fixed location. Public transit, as a high-risk place where different crowds
contact each other, is often neglected. This overlook can be understood, par-
ticularly in some developed countries (such as the United States) where almost
ninety percent of the people travel by private vehicles and few travel by public
transit or other modes of public transportation [7].

These methods cannot describe the infection risk due to crowded public tran-
sit, such as that in large cities in China. Thus, we can see that the intervention
of public transit can affect the trend of epidemic diseases to some extent and
enlarge the transmissibility threshold to some extent (see the analysis of the
transmissibility threshold in the Methods section). In this regard, a new model
is needed that considers urban public transit. In this respect, our work may pro-
vide a means for modeling the impact of public transit trips and for estimating
the effectiveness of infection controls during public transit trips.

2 Materials and Methods

We use the data of a resident in Blacksburg from http://ndssl.vbi.vt.edu/
synthetic-data/ to construct the social network. We know when and where
the resident is for one day. Moreover, the public transit information data
can be obtained from http://www.gtfs-data-exchange.com/agency/blacksburg-
transit/. With the public transit information, we can schedule people’s daily
trips with the help of Google Maps. The resident information includes resident
identification, start time of resident activity, resident location, the duration in
this location, and so on. The public transit information includes public transit
stops, trips, stop times, routes, and so on. Then, we propose a novel model-
ing framework for describing the dynamic process of individuals transmitting
influenza virus by integrating public transit. In this model, we use the chain-
binomial model in susceptible-exposed-infected-recovered (SEIR) models based
on [8] to simulate the disease transmission process in public transit.

2.1 Methods

We use a general computational approach for networked epidemiology based
on [10], which can generate a social contact network of the region under
consideration. Three main steps are involved in the process of construct-
ing synthetic populations [10]: Step 1 constructs an artificial population with

http://ndssl.vbi.vt.edu/synthetic-data/
http://ndssl.vbi.vt.edu/synthetic-data/
http://www.gtfs-data-exchange.com/agency/blacksburg-transit/
http://www.gtfs-data-exchange.com/agency/blacksburg-transit/
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open-source databases. Step 2 connects daily activities to individuals for each
household through daily surveys [10,11]. Step 3 assigns public-transit-based
activities between the two activity locations. Demographics and home locations
are considered here. The social contact graph is constructed with activity infor-
mation for each person. Google Maps can be used here to compute the public-
transit-based activities between the two activity locations.

Individual-Based Model. We embedded an individual-based model in the PTF
model to denote the virus transmission mechanism by considering the travel of
an individual using public transit. The individual-based model of an epidemic
features a dynamic process, including factors such as individuals visiting places,
visiting public transits, and daily infection transmission.

To model this process, we defined the following functions. The subject’s infec-
tion risk at location p is defined as:

τ(i, j, p) = β · c · t(i, j) (1)

where β indicates the infection rate. t(i, j) represents the contact time between
individual i and individual j at location p. c represents the contact rate and is
set as two different values according to the current location, which belongs to
the public transit set Spublic transits or the place set Splaces. It is assumed that
if someone remained near a symptomatic patient for more than h hours in the
public transit, then the infection rate for this person is 100% of cp, where a is
the infectiousness at a certain location. If the person remained at some location
for h hours, then the probability decreases proportionally to the duration.

c =

{
α · cp if p ∈ Spublic transits

cp if p ∈ Splaces

(2)

The infection force of susceptible individual i caused by the infected neighbors
j(j = 1, ..., Si) at location p: λ(i, p) = 1 − ∏j=1

Si
(1 − τ(i, j, p))

where τ(i, j, p) is the infectivity of infected contact j at location p, capturing
the probability of infected individual j infecting others.

3 Results

Our PTF considers the process. To measure the effect of an individual visiting
public transit during the epidemic, the following experiments are conducted
by setting different public transit trip contribution rates in the different basic
reproductive number R0 (see Figs. 1, 2 and 3). From these three figures, we can
see that as the number of people who take public transit is reduced, less people
will be infected. In each figure, a higher R0 corresponds to a larger infected
population. In each subplot, a larger time threshold h corresponds to a lower
infected population. Moreover, when only 10% of people take public transit, the
infected population is almost the same for the different h values (30, 150 and
inf), as shown in Fig. 1. This means that when there are only a few people who
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Fig. 1. Simulation of the influenza epidemic curve with 50% PTTCR. The number
of people who take public transit is reduced by 50%. Additionally, seven scenarios
were simulated for this intervention. In the four scenarios, the time threshold h (see
Methods) in public transit is increased by 6 min, 30min, 150 min and an infinite number
of minutes, and the basic reproductive number R0 is increased by (a) R0 = 0.9, (b) R0
= 2.1, (c) R0 = 4.0, and (d) R0 = 4.5

Fig. 2. Simulation of the influenza epidemic curve with 30% PTTCR. The number
of people who take public transit is reduced by 30%. Additionally, seven scenarios
were simulated for this intervention. In the four scenarios, the time threshold h (see
Methods) in public transit is increased by 6 min, 30min, 150 min and an infinite number
of minutes, and the basic reproductive number R0 is increased by (a) R0 = 0.9, (b) R0
= 2.1, (c) R0 = 4.0, and (d) R0 = 4.5

take public transit, the intervention performance of public transit cannot play
a large role in the epidemic process. Regardless of how much effort is expended
here, we cannot obtain a substantial improvement.
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Fig. 3. Simulation of the influenza epidemic curve with 0% PTTCR. The number of
people who take public transit is reduced by 0%. Additionally, seven scenarios were
simulated for this intervention. In the four scenarios, the time threshold h (see Methods)
in public transit is increased by 6 min, 30 min, 150min and an infinite number of
minutes, and the basic reproductive number R0 is increased by (a) R0 = 0.9, (b)
R0 = 2.1, (c) R0 = 4.0, and (d) R0 = 4.5

Rather, when approximately 20% of people take public transit, the infected
population is different for the different h values (30, 150 and inf), as shown in
Fig. 3. This means that when there are many people who take public transit,
the intervention performance of public transit will play an important role in the
epidemic process. We can obtain a substantial improvement if we can control
the spreading in public transit. School closure is a common intervention in an
epidemic.

4 Conclusion

Our simulation results suggest that individuals with high public transit trip
contribution rates will increase the number of infectious people when there is an
infectious disease outbreak, similar to the school closure intervention, guiding
similar research in other fields. We conclude that the public transit trip contri-
bution rates will have an impact on the process of the spread of an infectious
disease because they can affect the social network. In this respect, our work pro-
vides a means for modeling the impact of public transit trips and for estimating
the effectiveness of infection controls for public transit trips.

Acknowledgments. This work was supported by the Open Fund of Key Laboratory
of Urban Land Resources Monitoring and Simulation, MNR (No. KF-2019-04-034).
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Abstract. Water network connectivity plays a pivotal role in water security and
ecological civilization, which also has been viewed as an important part for water
comprehensive improvement. Using graph theory, the water network can be mod-
eled as an undirected graphwithmultiple interconnected elementswhich represent
rivers by edges and junctions by nodes. In this paper, the weight on edge represents
the simplified river cross-section area which can be equivalent to flow capacity
between two adjacent nodes. In order to obtain the flow capacity between any
two nodes, a maximum flow evaluation scheme is designed by using Boykov-
Kolmogorov algorithm. Then by using the maximum flow between nodes before
and after dredging based on node degree features, a solution is assayed for average
flow capacity of each node and water network connectivity. The proposed app-
roach has been tested on the river network of Xiacheng District in Hangzhou with
dredging data in year 2016. The result shows that the water network connectivity
is improved by 7.89% over the whole area and more than 40% in part region by
dredging, and significant influenced by intersect density and dredging extent.

Keywords: Water network · Graph theory · Connectivity · Dredging

1 Introduction

In the recent studies of water resources and hydrological cycle, water networks represent
an important and fundamental class due to their simple structures. The connectivity of
the water networks has an important impact on the regional flood and drought disaster
resilience, water resources allocation and river-lake health protection, and be significant
for water resources management. The distribution of natural rivers generally appears
to be a network or treelike shape, and water can flow through the channel with the
function of flood prevention, water resources regulation and improvement of water eco-
environment [1]. Deficiency of network connectivity caused by river channel shrinkage
and disappearance may lead to serious problem for water shortage and series disasters.
However, numbers of engineering measures as dredging and artificial drainage can be
used to improve water connectivity, which can be helpful to optimize water resources
allocation, improve water supper, and promote water ecological civilization [2, 3].
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Numbers of methods including graph theory method, hydrologic and hydraulic
method, landscape ecology method, biological method, and comprehensive index
method are used to evaluate water network connectivity. Graph theory is helpful to sim-
plify water system, which comprises of nodes for features at river interchange and links
for river or pipe between nodes [4–6]. It can be utilized to calculate connectivity of the
water network by analysis connectivity of graphwith edge weight given by specify phys-
ical attributes such as river length, riverwidth or hydrodynamic factor. FromXia Jihong’s
summarize, the meaning of edge weight between any two nodes could be guarantee rate
of streamflow from one node to another under certain water level and discharge [7].
Gao Yuqin used graph theory to develop a methodology for calculating connectivity
with edge weight by dynamic flow passing capacity [8]. Another evaluation method for
river network connectivity was proposed by Xu Guanglai which can be calculated by
edge weight allocated with the reciprocal of hydraulic resistance, thus flow capacity of
any two nodes, average flow capacity of each node, and connectivity of river network
can be obtained [9, 10]. It was proved to be suitable for assessment of connectivity of
the water network which influenced by hydraulic engineering as dredging and artifi-
cial river. On the other hand, water network was considered as internet of things due
to the function of water supply and delivery by perception and intelligent dispatching
based on the connected structure [11]. Two important ways to increase water supply and
delivery are links added and flow capacity added. Compare to links added by artificial
river, flow capacity added by dredging appears a more practical measure to increase the
connectivity of water network.

In this paper, flow capacity and connectivity change by dredging will be detail anal-
ysis, where graph is established by rivers of Xiacheng District in Hangzhou, while edge
weight references to flow capacity by river cross-section area, average flow capacity of
node references to ability for one node to other nodes, connectivity of river network
references to average flow capacity of all nodes.

2 Methodology

2.1 Graph of Water Network

According to graph theory, water network is represented as a mathematical graph G =
G(V ,E,W ) in which V is the set of all graph nodes with n elements, E is the set of graph
edges with m elements and W is the set of graph edge weights between any two nodes
which can be defined as adjacency matrix W = (

wij
)
n×n. It is common to represent

rivers or pipes by graph edges E, junctions such as pipe intersections, reservoirs and
consumers by graph nodes V and edge weights by flow capacity W. Here wij has the
meaning of flow capacity from node i to j, and (i, j) ∈ E is out-degree neighbors for j to
i, otherwise (j, i) ∈ E is in-degree neighbors for i to j which means node i can supply
water for nose j. It is equal for out-degree and in-degree for undirected graph. With such
representations, connectivity of the water network can be evaluated by connectivity of
graph [12].
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2.2 Edge Weight of Water Network

Edge weight w of graph is represented by the degree of patency within a river channel
can be estimated by the reciprocal of hydraulic resistance in the plain as slope of river
bed is usually neglected. Hydraulic resistance of trapezoid channel can be expressed as
a function of channel length l, roughness n and bottom width b, water depth h and slope
coefficient m [9], the formula can express as

H = ln

[
(b + mh)h

b + 2h
√
1 + m

]− 2
3

(1)

Then edge weight follows as w = 1/H .
For the rectangular channel, m equals zero and river cross-section area added Δa by

dredging can be computed by

�a = �hb = q

l
, (2)

where Δh represents added depth and q represents river dredging volume.
As length and roughness is constant for the same river, ratio of the degree of patency

within a river channel w′ after dredging to w before dredging is calculated as

w′

w
=

[
1 + �hb

h(b + 2h + 2�h)

] 2
3

(3)

In the conditionof theflat land, roughness canbe ignored, thedegreeof patencywithin
a river channel can be instead by flow capacity in simple, more easy formula is adopted
for evaluating ratio of flow capacity w′ after dredging to w before dredging as [1]

w′

w
≈ a + �a

a
= h + �h

h
, (4)

which only need the parameter of the increased river cross-section area or increasedwater
depth to compute connectivity change.

2.3 Connectivity of Water Network

Connectivity algorithms for graph usually refer to node connectivity and edge connec-
tivity which means the graph will be disconnected by removing with fewest nodes or
edges. However, it usually appears as a sparse network graph while water network is
not so dense compared with personal networks and power network, the result of node
connectivity and edge connectivity often show 1 which cannot be utilized to evaluation
water network connectivity exactly. As the graph of water network can clearly express
river channel and intersect, node degree could be obtained with number of river channel
connected with intersect, and higher node degree implies the more important position in
the network. Thus, it is easy to get average node degree for assessing the connectivity
of water network as a basic method with meaning of higher average node degree better
connectivity.
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Graph edge weights w with flow capacity for adjacent nodes can be represented by
river cross-section area, and non-adjacent nodes can be expressed by maximum flow
by given the hypothesis that indirectly connected nodes can be reached to each other
through middle nodes. Maximum flow of two nodes can be obtained by the principle
that flow capacity will be limited by the smallest flow capacity of middle links. There
is a calculation example for the directed graph with a given graph by 5 nodes and 6
edges (see Fig. 1). According to this graph, there are 3 paths from node 1 to node 5 refer
to ➀ v1-v2-v4-v5, ➁ v1-v2-v3-v5 and ➂ v1-v3-v5, and the maximum flow of path is
limited by the minimum edge weight which represents flow capacity of link. Thus, the
maximum flow through path ➀ is 3, path ➁ is 2, and path ➂ is 2. Considering path ➁ and
path➂ share edge v3-v5, so the maximum flow can pass is limited by edge weight v3-v5
which equals 2. Finally, maximum flow from node 1 to node 5 equals 5. In addition, for
the undirected graph of double bidirectional flow may contains more paths, but it also
follows the basic principle that the maximum flow between two nodes is limited by the
minimum flow capacity of the edge along the path and the flow of each edge does not
exceed the capacity.

Fig. 1. Example of maximum flow between nodes

Connectivity of water network is calculated as follows:
Step 1: Boykov-Kolmogorov method is used to calculate maximum flow between

any two nodes by MATLAB. The mathematical expression follows as [13]
(
fij

)
n×n = maxflow wij; i, j = 1, 2, . . . , n (5)

Where, fij represents maximum flow from node i to node j, and the result appears
the matrix of maximum flow by traveling node method.

Step 2: Average flow capacity of node Di can be obtained by

Di = 1

n − 1

∑n

i �=j
fij; i, j = 1, 2, . . . , n (6)
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Step 3: Connectivity of water network D is actually the average maximum flow of
all nodes as

D = 1

n

∑n

i=1
Di (7)

The flowchart of connectivity algorithm is as follows (Fig. 2):

Fig. 2. The flowchart of connectivity algorithm

3 Application Study

3.1 Region Introduction

Hangzhou is located in the northern part of Zhejiang Province and in the downstream
region of the Qiantang River. It is the starting point of south for the Beijing-Hangzhou
Grand Canal and considered as an important city of the Yangtze River Delta. It is a
plain city with developed water system with river density of more than 10 km/km2.
Benefit from abundant water resources, rivers play an important vector to meet the
needs of irrigation, power generation, drainage, shipping, breeding, production and
domestic water. According to the statistics, water network of Xiacheng District in
Hangzhou consists of 31 main rivers with width from 10 to 100 m and depth from
2 to 3 m. Affected by urbanization, the cross-sections of most rivers appear as rectangle
by artificial modification.

3.2 Node Degree and Flow Capacity

Xiacheng District is so flatland that water network is suitable for undirected graph. It
is a connected graph with 52 nodes and 71 edges (excluding beheaded river due to
boundary restriction, see Fig. 3) by node connectivity and edge connectivity both equal
1. According to the statistics, there are 42 nodes with a degree value of 3 and a high
percent of 80.77%, the maximum node degree is 4, the minimal node degree is 1, and
the average node degree is 2.73. Nodes of degree 1 or 2 may be the beheaded river or
boundary limit.

According to the data obtained, there are 8 rivers dredged with total 175,500 cubic
meters over river length more than 19 km in the year 2016 in Xiacheng District. The
cross-section area of dredged river increased by 2.92–28.93 m2, ratio of �a/a ranges
from 11.67% to 100.62%. As a result, a total of 18 graph edges have weight added (see
Table 1).
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Fig. 3. Water network and graph

Table 1. Edge weight added by dredging

Name l (m) b (m) h (m) a (m2) q (m3) �a (m2) E (�a)

Nanyingjia 1200 10 2.5 25 3500 2.92 8

Changbin 1777 19 2.5 47.5 40000 22.51 18

Hongxi 3300 10 2.5 25 27000 8.18 15, 26, 30

Henghegang 1400 11.5 2.5 28.75 40500 28.93 27, 29, 32

Lujia 1850 11 2.5 27.5 9000 4.86 44

Shiqiao 7100 14 2.5 35 36500 5.14 42, 50, 53, 60, 62, 64

Zhujia 1546 8 2.5 20 10000 6.47 59, 70

Shuichegang 1513 8 2.5 20 9000 5.95 57

Note: E (�a) refers to edges with area added.

3.3 Average Flow Capacity and River Network Connectivity

Themaximum flow between any two nodes is calculated as formula (1) ,and ratio matrix
of maximum flow after dredging F′ to maximum flow before dredging F shows in Fig. 4,
As F is a symmetric matrix, where F = (

fij
)
n×n, fij = fji, it can be expressed as upper

triangular. Thus, themaximumflowcalculation consists of 1326 node pairs, ofwhich 765
increased and 561 unchanged. Among the increasing node pairs, there are 7 node pairs
whose maximum flow f reaches 69.04%, including (12, 19), (14, 19), (18, 19), (19, 31),
(19, 32), (19, 41), (19, 42). As node 19 with node degree value 4 is so important that each
of the 7 node pairs with maximum flow increasing contain node 19. It is found 42 nodes
pairs whose value f is equal or greater than 60%, and 40 of them has relationship with
nodes 19 and 20, which is due to the higher node degree of 19 and mass dredging of the
two nodes.

Average flow capacity added of each node is calculated by average maximum flow
added for the point to all others. As shown in Table 2, there are 9 nodeswith an increase of
average flow capacity more than 10%, 27 nodes with an increase of 5% to 10%, 12 nodes
with an increase of 0 (excluding 0) to 5%, and 4 nodes unchanged. According to data
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Fig. 4. Ratio matrix of maximum flow between nodes dredging to original

analysis,Henghegang has the highest river cross-section area added by dredging, and
the average flow capacity of the 4 middle nodes within it (18, 19, 20, and 21) increased
by 6.93%, 40.42%, 44.01%, and 13.72%. Especially, the middle two nodes 19 and 20
which surrounded by dredging river links have the maximum increase. Average flow
capacity of 4 nodes (2, 47, 48, 49) maintain zero while they are only connected with one
edge and namely with node degree 1, and limited by it.

Table 2. Average flow capacity added for nodes

1–9 10–18 19–27 28–36 37–45 46–52

No Di (%) No Di (%) No Di (%) No Di (%) No Di (%) No Di (%)

1 4.53 10 6.37 19 40.42 28 5.68 37 6.41 46 4.58

2 0.00 11 6.25 20 44.01 29 5.92 38 9.75 47 0.00

3 4.53 12 8.58 21 13.72 30 8.46 39 10.11 48 0.00

4 6.06 13 4.90 22 5.83 31 6.13 40 13.64 49 0.00

5 6.24 14 6.42 23 13.27 32 6.51 41 6.05 50 1.87

6 6.22 15 1.64 24 1.87 33 13.99 42 6.05 51 13.64

7 6.06 16 7.38 25 0.16 34 8.62 43 4.63 52 3.84

8 6.08 17 7.38 26 5.84 35 2.58 44 29.25

9 5.46 18 6.93 27 3.93 36 6.10 45 6.56

The distribution of the average flow capacity of each node before dredging is shown
in Fig. 5(a). Nodes of the better average flow capacity before dredging are 4 to 13,
which belong to the Grand Canal, Shangtang River, Beitang River, Desheng River and
Nanyingjia River with large river cross-section area and high discharge passing capacity.
Node of the worse average flow capacity before dredging are 4 nodes (47, 48, 49 and 51)
with node degree 1, and node 44with node degree 3. For node 44, although it is with node
degree 3 but the total weight of the three connected edges is still one of the minimum
values among the entire river network.Thedistributionof the averageflowcapacity added
of each node is shown in Fig. 5(b). Henghegang region is with the highest increase of
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the average flow capacity, and node 44 connected with Zhujia River and Shuichegang
followed by. Although the average flow capacity of node 44 before dredging is worse
than most nodes, but all of the three connected links are dredged with cross-section
area added by 88.88%, which leads to a high increase. It also shows minor increase
of Beitang River because there are no dredged rivers connected to it including itself.
Analysis indicated that nodes with more dredging and higher node degree appear to be
more the average flow capacity added. With the dredging data of the study region, the
connectivity of water network is computed to add by 7.89%.

Fig. 5. Average flow capacity of node before dredging and its increase rate after dredging

4 Conclusion

Connectivity of water network declines with reduction of river cross-section by con-
struction of urbanization, which may lead to problems as frequent flooding and bad
quality of water. Dredge can be useful to solve the problem by improving river network
patency.

(1) This paper presents a method by using river cross-section area as edge weight to
calculate average flow capacity of nodes and water network connectivity, which
may be helpful to find a better dredging scheme.

(2) The concept of network flow is applied to the water flow, namely maximum flow,
which is used as river flow capacity between two nodes with the principle of the
maximum flow of the path between two nodes is limited by the minimum flow
capacity of the middle links in path and the flow of each link does not exceed its
own capacity.

(3) It will be a continues job to research on sensitivity, redundancy and robustness of
edges in the water network, and simultaneously consider hydraulic engineering as
an essential factor to evaluate flow capacity and connectivity in further study.
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Abstract. The inertial sensors embedded in current smartphones are
being used in a variety of applications, including motion monitoring,
safe driving, panoramic roaming, Pedestrian Dead Reckoning (PDR),
etc. Since the performance of these sensors has significant influences on
these applications, it is of great value to comprehensively understand
how the measurements returned by these sensors are statistically dis-
tributed. Most existing studies assume white Gaussian noises in sensor
measurements, which is not experimentally confirmed in realistic and
dynamic scenarios with commercial off-the-shelf (COTS) smartphones.
In this paper, we study the statistical error characteristics of sensor mea-
surements through extensive experiments in practice. The experimental
results reveal that, when the device is stationary, the sensor measurement
errors fully obey the standard Gaussian distribution; when the speed of
smartphones increases, the sensor measurement errors begin rising, and
the discrepancy between its distribution and the Gaussian distribution
is enlarged. This paper establishes foundation for studying the statistical
characteristics of the measurement errors of smartphone inertial sensors.

Keywords: Sensor errors · Smartphones · Gaussian distribution

1 Introduction

With the explosive growth of mobile devices in the past decade, the application
scenarios based on smartphone sensors have become more and more widespread.
For example, a smartphone can exploit the direction sensor to identify its tra-
jectory to automatically control the moving direction of a game character, so
that users are provided with excellent gaming experiences; a smartphone is able
to improve its localization accuracy by inferring its user’s trajectory based on
PDR [7].

At present, by using the inertial sensors embedded in commercial off-the-
shelf (COTS) smartphones, i.e. accelerometer, gyroscope and magnetometer,
researches on smartphone sensors have achieved outstanding progress in human
motion, game development, panoramic roaming, safe driving, etc. [2,3,5]. In [4],
a variety of smartphone sensors were employed to design a monitoring algorithm
which detects the falling event of elders. In [15], an effective method was proposed
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to detect the movement of the user’s body and head with accelerometers and
gyroscopes to control the natural visualization of three dimensional game objects
in smartphones. In [6], the direction sensor embedded in smartphones was used
to realize the rotation and translation of the panorama. In [14], a smartphone
was employed to identify the driving status of a vehicle, such as going straight-
forward, turning and emergency braking, simply based on the accelerometer
embedded in a smartphone.

More importantly, different step counting algorithms were proposed to accu-
rately count pedestrian steps by only using an accelerometer. For instances, in
[8,11], gyroscope was employed to implement more accurate step counting algo-
rithms; in [16], pedestrian heading was estimated by efficiently fusing all the
three inertial sensors. In these application scenarios, sensor measurements are
often assumed to be corrupted by white Gaussian noises [5], which has not been
investigated in practice.

However, there are few studies in the literature on understanding the statis-
tical characteristics of sensor measurement errors in practical environments. In
order to enhance the feasibility of the existing studies relying on Gaussian dis-
tributed sensor measurements, we study the statistical characteristics of sensor
measurement errors by making the following contributions.

– We develop an APP, named Sensor Data Collector, to collect the real mea-
surements of various smartphone sensors.

– We employ the Xsens MTw to obtain the ground truth of sensor measure-
ments, so that we can evaluate the measurement errors of smartphone sensors.

– We process and analyze the sensor measurement errors by using MATLAB
Toolbox to obtain the statistical characteristics of different sensor errors.

– We conduct extensive experiments involving different smartphones under var-
ious scenarios, including stationary, low speed (i.e. smartphone is held by a
walking person) and high speed (i.e. smartphone is held by a running person).
The results reveal that, when the device is stationary, the sensor measure-
ment errors fully obey the standard Gaussian distribution; when the speed
of smartphones increases, the sensor measurement errors begin rising, and
the discrepancy between its distribution and the Gaussian distribution is
enlarged.

The rest of the paper is organized as follows. Section 2 introduces the work
related to calibration of inertial sensor measurements, as well as studies on off-
setting and compensating these sensor measurement errors. Section 3 presents
the design details of the Sensor Data Collector (SDC). Section 4 provides details
of the experiments in this paper, and gives a subtle analysis of the experimental
results. Finally, Sect. 5 gives a conclusion about the statistical characteristics of
the sensor measurement errors.
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2 Related Work

In this section, we mainly present some researches related to the calibration of
inertial sensor measurement errors, including accelerometer measurement errors,
gyroscope measurement errors and magnetometer measurement errors.

Researchers utilized noise sources to reduce the accelerometer measurement
errors. Yin et al. [17] proposed a comprehensive calibration scheme. They quan-
tified the random noise term through the Allan variance, and used the least
squares method to calculate a deterministic calibration coefficient to reduce
the interference of random noise. Zhang et al. [18] analyzed the error sources
of accelerometer through a large number of repetitive static experiments and
established a mathematical model of the error compensation that affects the
positioning accuracy of the navigation system.

Qiao et al. [12] utilized the Allan variance to identify the noise coefficient of
a gyroscope, and designed the Kalman filter for dynamic simulation on the basis
of the error model about the micro-machined gyroscope. The simulation results
showed that the exportable mean value of the gyroscope is significantly higher
than the original value and calibration value. Li et al. [9] proposed a posterior
compensation method for the gyroscope measurement errors. Firstly, the coning
compensation was calculated by using angle increment of a gyroscope to output
the compensation without error, and then compensating the output errors of the
gyroscope at the updating rate of coning compensation.

Li et al. [13] established the compass correction model to analyze the mea-
surement errors of a magnetometer, and derived a calculation formula of the
magnetic deviation coefficient. They reduced the heading errors of the magne-
tometer through some effective methods, such as elliptic hypothesis method,
constrained least squares method, etc. Liu et al. [10] proposed a real-time cali-
bration method based on the least square method and the “8” figure calibration
method to effectively solve the problem of magnetic interference in the method
of magnetometer calibration.

Undoubtedly, the work mentioned above has made outstanding contributions
to the research on the sensor measurement errors, and various methods proposed
by researchers have effectively decreased the impact of different sensor measure-
ment errors. However, researchers do not propose an unified and effective model
to explain the statistical characteristics of the sensor measurement errors in
practical environments. Hence, this paper studies the statistical characteristics
of the sensor measurement errors in depth and provides a theoretical basis for
future research.

3 Sensor Data Collector

In order to study the statistical characteristics of the measurement errors about
three sensors (i.e. accelerometer, gyroscope and magnetometer), we firstly need
to develop an Android APP to collect real measurements of various smartphone
sensors. In this section, we expound the architecture and implementation details
of the Android APP, named Sensor Data Collector (SDC).
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Fig. 1. The sensor invocation mechanism on the Android platform.

The Sensor Data Collector is able to collect X, Y, and Z triaxial measure-
ments of the three sensors and their detailed parameters in real time. These
parameters are device name, device version, device vendor, sensor resolution, and
minimum collection delay of the sensor. These parameters can help us determine
whether the range of different sensor measurement errors is reasonable. In these
parameters, the pervious three pieces of these parameters describe the hardware
information of a specific sensor. The sensor resolution represents the minimum
resolution of the measurements collected by a sensor, and the minimum delay
is related to the maximum sample frequency of the sensor. We choose Android
Studio as the development tool, and the specific process for calling a specified
sensor is shown in Fig. 1.

To be specific, the SDC should obtain management privileges by the
Sensor Manager class at first. And then, it registers the specified sen-
sor type (e.g. TYPE MAGNETIC FIELD, TYPE ACCELEROMETER and
TYPE GYROSCOPE) through the registerListener function. Next, it calls the
onSensorChanged function to collect real measurements from the specified sen-
sor. Finally, the specified sensor is logged out by the unregisterListener function.
We set the sensor sampling frequency of the SDC to 60 HZ, and store three kinds
of sensor measurements in a txt file.

4 Experimental Results

In this section, we find out the statistical characteristics of the sensor measure-
ment errors by using the toolbox in MATLAB.
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4.1 Experiment Setup

Our experiments are only carried out on the flat road. In the course of the experi-
ments, we ordered an experimenters to carry smartphones and xsens MTW to do
a standing motion, walking motion or running motion, these motions correspond
to the stationary scenario, the low speed scenario and the high speed scenario,
respectively. Smartphones used in our experiments are Nexus5 and Huawei P7.
Another device used in the experiments is Xsens MTw, an inertial-magnetic
motion tracker made by Xsens [1]. The Xsens MTw can collect highly accu-
rate and real-time 3D measurements with multiple sensors. We set all sensors
sampling frequency to 60 Hz and collect 10, 000 data in each motion.

Three different scenarios considered in the experiments include the station-
ary, low speed and high speed. Specifically, in the stationary scenario, the smart-
phones are placed on a table; in the low speed scenario, the smartphones are held
by a pedestrian who walks at a normal speed of around 1 m/s; in the high speed
scenario, the smartphones are held by a person who runs in the playground at
a speed of around 4 m/s.

In order to collect real and effective sensor measurements of smartphones and
the Xsens MTw, we firstly align one Xsens sensor with the smartphone, such
that their coordinate systems are overlapping, and then bind them together using
double-side adhesive tape. Finally, we process the sensor measurements obtained
by the two devices to calculate the sensor measurement errors used in the exper-
iments. In addition, the magnetometer measurement units about two devices are
inconsistent. The magnetometer measurement unit in a smartphone is μT, and
the magnetometer measurement unit in MTw is Gauss. According to the unit
conversion relationship between Tesla and Gauss, we reduce the magnetometer
measurement of the former by 100 times to make the two magnetometer units
consistent. Since two electromagnetic devices interfere with each other, we only
collect the magnetometer measurement errors under the stationary scenario in
a relatively non-magnetic interference environment.

4.2 Sensor Measurement Errors Under the Stationary Scenario

When a mobile device is stationary, we use the dfittool toolbox provided by Mat-
lab to check the statistical characteristics of the sensor measurement errors. Due
to the space limit, we have shown the probability density function plot of the
different measurement errors collected by two devices in Fig. 2. The horizontal
axis of Fig. 2 represents the range of sensor measurement errors, and the vertical
axis represents density. Density depends on the group spacing and frequency of
different elements. In Fig. 2, ‘hw’ and ‘n5’ respectively represent the HUAWEI
P7 and NEXUS5. Looking carefully at Fig. 2, we find that the probability density
function plot of sensor measurement errors conforms to the Gaussian distribu-
tion characteristics, and satisfies the boundedness, unimodality, symmetry and
compensation. These characteristics can be judged that the sensor measurement
errors obey the Gaussian distribution.



124 H. Li

To further illustrate this discovery, we use the normplot function provided by
MATLAB to draw some normal probability plots of various sensors, as shown
in Fig. 3 and Fig. 4. Therein, the horizontal axis denotes the measurement errors
and the red dashed lines measure the linear coincidence degree. It can be observed
that the sensor measurement errors nearly always obey Gauss distributions.
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Fig. 2. The probability density function plot in stationary scenario.

4.3 Sensor Measurement Errors Under the Low Speed Scenario

When a device moves in a low speed, the magnetometers in the smartphones
and Xsens MTw will interfere with each other, and affect the authenticity of the
observed magnetometer measurements. Therefore, in the low speed scenario, we
only study the statistical characteristics of accelerometer measurement errors
and gyroscope measurement errors. As shown in Fig. 5, we can still observe that
the probability density plots of various sensor measurement errors all conform
to the Gaussian distribution characteristics.

In addition, Fig. 6 and Fig. 7 illustrate the normal probability plots of various
sensor errors with respect to Nexus5 and HWP7, respectively. As can be seen,
the various sensor measurements errors also obey the Gaussian distribution in
most time, but there are also some outliers appearing in the head and tail of
the sensor measurement errors. Thus, it can be concluded that the errors of
accelerometer measurements and gyroscope measurements approximately obey
the Gaussian distribution in the low speed scenario.

4.4 Sensor Measurement Errors Under the High Speed Scenario

The method of verifying the statistical characteristics of the sensor measurement
errors in the high speed scenario is the same as the method mentioned before,
and the conclusions are consistent with the sensor measurement errors in low
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Fig. 3. The normal probability plot of various sensor measurement errors in Nexus5 in
the stationary scenario.
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Fig. 4. The normal probability plot of various sensor measurement errors in HUAWEI
P7 in the stationary scenario.
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Fig. 5. The probability density function plot in the low speed scenario.
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Fig. 6. The normal probability plot of various sensor measurement errors in Nexus5 in
the low speed scenario.

speed scenario. However, observing Fig. 2, Fig. 5 and Fig. 8, we can conclude that
the range of sensor measurement errors becomes larger with the increase of the
moving speed. It is noticeable that the approximation to Gaussian distribution
becomes degrading in the high speed scenario in comparison with the low speed
scenario.

Finally, we present a detailed list of the distribution results of different sensor
measurement errors under different scenarios and devices in Table 1, where μ
represents the sample mean of the sensor measurement errors, and σ represents
the sample standard deviation of the sensor measurement errors. ‘HW’ and ‘N5’
respectively represent the HUAWEI P7 and NEXUS5.
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Fig. 7. The normal probability plot of various sensor measurement errors in HUAWEI
P7 in the low speed scenario.
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Fig. 8. The probability density function plot in the high speed scenario.
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Fig. 9. The normal probability plot of various sensor measurement errors in Nexus5 in
the high speed scenario.
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Fig. 10. The normal probability plot of various sensor measurement errors in HUAWEI
P7 in the high speed scenario.

Table 1. The results of three sensors in different smartphones under different scenarios.

Results (μ/σ) HW standing HW walking HW running

ACC-X −0.323/0.015 −16.303/10.214 4.760/7.005

ACC-Y 0.881/0.016 1.128/7.941 −0.924/11.035

ACC-Z −0.363/0.053 −0.496/2.534 −0.525/4.101

GYRO-X −2e−5/0.007 0.004/1.118 −0.832/1.832

GYRO-Y −2e−4/0.005 −0.073/1.153 0.443/1.101

GYRO-Z 2e−4/0.006 0.021/4.556 −0.114/1.272

MAGN-X −0.364/0.005 – –

MAGN-Y 0.367/0.005 – –

MAGN-Z 0.474/0.007 – –

Results (μ/σ) N5 Standing N5 Walking N5 Running

ACC-X −0.159/0.018 −16.384/7.834 2.942/13.494

ACC-Y 0.399/0.019 −2.247/7.488 3.372/16.168

ACC-Z −0.600/0.056 −0.504/3.021 −0.742/6.846

GYRO-X 7e−4/0.001 0.085/0.931 −0.638/1.832

GYRO-Y −1e−4/0.001 −0.043/1.083 0.147/1.244

GYRO-Z −4e−4/0.001 0.002/3.735 −0.066/2.760

MAGN-X −0.315/0.007 – –

MAGN-Y −0.097/0.007 – –

MAGN-Z 1.265/0.009 – –
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5 Conclusion

In this work, we obtained the error characteristics of smartphone inertial sensors
by making the following contributions. First of all, we developed an Android
APP, named Sensor Data Collector, to collect the measurements of smartphone
inertial sensors. The measurements collected by the Xsens MTw was used as
the ground truth to evaluate sensor measurement errors. Finally, based on the
experiments carried out under different scenarios, the sensor measurement errors
were processed and analyzed by using the MATLAB Toolbox.

The experimental results show that the statistical characteristics of the sensor
measurement errors are dependent on the moving speed of smartphones. To be
specific, when the device is stationary, the sensor measurement errors fully obey
the standard Gaussian distribution; when the speed of smartphones increases,
the sensor measurement errors begin rising, and the discrepancy between its
distribution and the Gaussian distribution is enlarged. Our studies not only
confirm the assumptions of Gaussian distributed measurements of inertial sensor
in many existing algorithms, but also provide more accurate descriptions of
error characteristics of inertial sensor measurements in smartphones, which will
definitely benefit future researches.
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Abstract. In this paper, the collected activity data with ruminating status label is
used as the data set, based on the long short-termmemory network in the recurrent
neural network, in order to identify and judge the ruminating process of dairy
cows. This paper analyzes the advantages of selecting activity data as input data
and long short-term memory network as core algorithm, introduces the hardware
design and composition of the self-developed activity data acquisition system, and
describes the characteristics of long short-term memory network structure. It is
innovative to combine cow activity data with long short-term memory network
to identify ruminating in the time period of cow activity data. The experimental
results show that the long short-term memory network has different recognition
effects on dairy cows of different individuals through the learning of activity data,
and the accuracy of ruminating recognition of the whole data is 0.78. This method
is effective and feasible. It can provide ideas for the related research of intelligent
animal husbandry.

Keywords: Rumination of cows · Activity data · Long Short-Term memory

1 Introduction

Today, the total number of dairy cows in China is about 13.766 million, and the total
annual raw milk production is about 38.5 million tons, ranking third in the world [1].
Since 2010, in order to improve the hygienic quality and breeding efficiency of milk,
large-scale dairy farming has been carried out in China. In the past, family farms with
only a few dozen cows were gradually replaced by large-scale farms with 500, 000
cows. The main production tasks in large-scale pastures are cow feeding, milk produc-
tion (milking), cow reproduction (estrus monitoring) and disease prevention. With the
significant increase in the number of dairy cows in the pasture, the workload in farm
production has been increased. It is basically impossible to complete these tasks manu-
ally, and there is an urgent need to use mechanization and information means to replace
them.
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Ruminating activity is very important to the metabolic activity of dairy cows, and it
is an important detection index in the process of disease prevention and supervision of
dairy cows. Cow ruminating stimulates the secretion of saliva and digestive enzymes,
which ensures the activity of rumen cellulose decomposition. Lack of related enzymes,
cows will have symptoms such as indigestion, acidosis, limb ulceration, poor state, and
finally lead to death. When there was ruminating disorder, the dairy cows showed that
the number of ruminating decreased, the duration of ruminating was short or delayed,
and even stopped ruminating [2].

Ruminating time is an important index to reflect the health of ruminants. The rhythm
and time of ruminants are closely related to health status. Through the collection, pro-
cessing and analysis of ruminant signals, ruminant health status can be more accurately
detected and found. If there is a sudden decline in ruminant activity compared to the
normal level, it indicates that the animal loses appetite or is sick, and long-term loss of
appetite is a sign that the animal is in a state of disease. As long as there is no change
in the health of daily feeding, pasture feeding and ruminants, ruminant activity is in a
very stable state. When there are problems with feeding and breeding, the ruminating
of the herd will change accordingly. For farm workers, early information on potential
health problems of ruminants can be diagnosed and treated as soon as possible to recover
losses for pastures. Therefore, the application prospect of cow ruminant recognition is
very broad.

In the research of behavior recognition algorithm, Paula Martiskainen et al. (2012)
studied a SAAR (Semantic Annotation and Activity Recognition) system, which uses
SVM (Support VectorMachine) support vectormachine technology to identify the three-
axis acceleration of dairy cows [3]. M. Alsaaod et al. (2015) collected the motion infor-
mation of dairy cows through pedometer, and developed a new RumiWatch algorithm to
judge cow behavior, which is used to improve the automatic feeding and management
system of dairy cows [4]. Jorge A. V á zquez Diosdado et al. (2015) developed a deci-
sion tree algorithm, which uses a three-axis accelerometer installed from the neck of a
cow to collect data to classify cow behavior and detect the transition between lying and
standing behavior [5]. C Arcidiacono et al. (2016) defined and implemented a new open
source algorithm, using statistically defined thresholds to calculate cow steps to improve
cow health benefits [6]; Md. Sumon Shahriar et al. (2016) used unsupervised learning
method to study the dairy cow fever event detection system based on animal sensor, and
used K-means algorithm to group the time series segmentation window to improve the
observation sensitivity of dairy cow fever event [7].

Reith et al. (2012) [8] studied the relationship between daily ruminating time and
estrus in four dairy farms. The HR-Tag system was used to record 349 estrous cycles of
279 dairy cows. Finally, the milk production data and reproduction data of 265 estrous
cycles of 224 dairy cows were used for statistical analysis. The mixed mathematical
model of SAS software was used to analyze the relationship between ruminating time
and estrus. The experiment showed that 94% of the cows were related to the decrease
of ruminating time. Chung et al. (2013) [9] proposed a data mining algorithm for cow
estrus detection. In this algorithm, the Mel frequency cepstrum coefficient is extracted
from cow sound, and the support vector data description method (SVDD) is used to
realize early anomaly monitoring. Daniel. of the University of Minnesota in 2015. A.N.



Study on Ruminant Recognition 133

et al. [10] the ruminating behavior of dairy cows with uterine diseases and metabolic
diseases was studied by using the ruminating remote recorder of Israeli company, and
it was found that the ruminating behavior of diseased dairy cows decreased greatly. it
provides a theoretical basis for the effect of rumination on the health status of dairy
cows. G á sp á rdy et al. [11] by monitoring the daily ruminating behavior and actual
body weight of 96 dairy cows, it was proved that the ruminating behavior of dairy cows
is an important factor affecting the health status and production performance of dairy
cows. Clark (2015) et al. [12] by monitoring the hourly activity and ruminating data of
each cow by wearing Israeli-produced SCR HR LD Tags for 27 cows and fitting them
with a linear mixedmodel, it was determined that the ruminating behavior and activity of
dairy cows were the predictive indexes of calving behavior of dairy cows. Kaufman et al.
(2016) [13] the SCR ruminant collar was used to monitor the ruminating behavior of
dairy cows 24 h a day to verify the relationship between ruminating time and subclinical
ketosis. It is concluded that monitoring the ruminating time of dairy cows can identify
the risk of subclinical ketosis in multiple dairy cows after calving.

The activity data of dairy cows refers to the data containing all kinds of behaviors
of dairy cows, including feeding, ruminating, running, fighting with other cattle and so
on. We use a wearable collector designed by ourselves to fix the collector on the neck
of the cow to extract the activity data of the cow. Other data commonly used in cow
ruminating research are sound data, body temperature data, video surveillance data and
so on, of which the most commonly used is sound data, which is usually due to the
complex composition of noise in the environment. Sound feature extraction requires a
combination ofmultiple algorithms, so it is difficult to strike a balance between algorithm
optimization and recognition accuracy. Because of the large amount of data and random
cow activity, high-definition video data is difficult to achieve automatic identification,
so it is generally used for manual observation to verify the recognition results of other
data; compared with audio data and high-frequency video data, activity data not only
contains rich motion information, but also a small amount of data is easy to train in the
deep network after preprocessing. Therefore, we choose the activity data as the data of
cow ruminant recognition research.

After extracting the activity data of dairy cows, it is necessary to select an appropriate
neural network model to analyze and identify the activity data. Ruminating refers to
the physiological activity in which some animals return semi-digested food from their
stomach to their mouth and chew again after eating for a period of time [14]. Generally,
the ruminating lasts for 40 min and 50 min at a time. Although the time sequence
correlation of cow rumination is not the same as the stock price problem, compared with
the classical cat and dog classification problem, cow rumination has a certain time series
relationship, assuming that the proposed minimum time measure is one minute. then if
the judgment of this minute is ruminating, the next minute probability is still ruminating,
so we use the long short-term memory (LSTM) model of recurrent neural network as
the core algorithm. Recurrent neural network is a kind of neural network which takes
sequence data as input, recurses in the evolution direction of sequence and all cells are
connected by chain [15]. Recurrent neural network has the characteristics of memory,
parameter sharing and Turing completeness, so it is most suitable to make prediction
according to the input time series. In the recurrent neural network, the long short-term
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memory network is the most common neural network. Compared with the ordinary
recurrent neural network, the long short-term memory networks can solve the problem
of gradient disappearance to a certain extent [16]. Based on the above discussion, we
choose the long short-term memory network as the algorithm model of cows ruminant
recognition.

2 Data Collection and Simple Processing

2.1 Data Collection System

The activity collection systemmainly includes three parts: the activity collector, the base
station and the host computer (PC). As shown in Fig. 1.

Fig. 1. Activity data collection system

Activity Collector
When ruminating, the cowwill retch the foodball directly up to themouth, chewcarefully
in the mouth, and then swallow back to the stomach, this process is repeated. There was
a continuous fluctuation in the neck of the cow during the whole ruminating process,
and the ruminating condition was determined by detecting the fluctuation. The activity
collector is worn in the form of a collar on the neck of the cow, which is used to collect
the activity data of the cows in real time. As shown in Fig. 2.

The collector consists of a microcontroller, a bubble activity sensor, a wireless
transceiver module and a battery. The microcontroller is an ultra-low power 32-bit pro-
cessor STM32L151C8T6, based on the ARMCortex-M3 core. It has a data bus width of
32bit and a working power supply voltage of 1.65 V-3.6 V [17]. It has the characteristics
of ultra-low power consumption and can meet the needs of products that have been used
for a long time. The wireless transceiver module is a monolithic wireless transceiver chip
nRF24L01 of 2.4 GHz to 2.5 GHz ISM band produced by Nordic Company. nRF24L01
connected toMCU, through SPI interface has the characteristics of small size, low power
consumption, communication radius of about 80 m, etc. [18], it can cover the test envi-
ronment. The CTRL pin in the sensor is connected to the MCU timer output pin PA1;
OUT pin is connected to the MCU modular (AD) sampling channel PA0 [19]. The ref-
erence voltage of the AD conversion is set to 3.3 V, the sampling frequency is set to
10 Hz, and the sampling precision is set to 12 bits.
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Fig. 2. A cow wearing an activity collector

Bubble sensor is a new type of ultra-low power consumption activity sensor based
on the principle of liquid sloshing, which is composed of transparent cavity, infrared
emitting diode and infrared receiving diode. The transparent cavity contains a certain
amount of silicone oil and air (called bubbles). When the sensor shakes, the movement
of the bubble causes the change of the medium between the infrared emitting diode and
the receiving diode, which leads to the change of the induced current of the infrared
receiving diode, so the movement trend is recorded as an electrical signal. The power
consumption of the activity collector is only 1550.5 mAh per year. The two 2600 mAh
lithium batteries can be used continuously for 6.87 years in ideal condition, which can
meet the use conditions of the collector.

Base Station and PC
The base station includes the nRF24L01 wireless transceiver module, whose main func-
tion is to receive the data sent by the activity collector, connect the host computer through
the serial port and send the data to the host computer. The host computer has serial port
receiving software to receive the data sent by the base station. In the whole process of
data acquisition from the activity collector to the host computer, the transmission rate is
8 pieces of data per second.

2.2 Labeling

When collecting the activity data of dairy cows, it is necessary to calibrate the real-time
ruminating of dairy cows as a comparison of the results of subsequent model recogni-
tion. At present, the more commonly used method is to shoot through the live camera
and analyze the video to get the ruminating state of the cow when collecting data. How-
ever, this method has some disadvantages, such as too high requirements for hardware,
and may not be able to accurately track and observe an individual. Considering the field
environment, we adopt the method of manually calibrating the collected data through
manual observation in the field. The calibrated state is ruminant and non-ruminant state,
non-ruminant state is calibrated to 0, ruminant state is calibrated to 1. We want the time
to identify the results to be accurate to minutes, so when labeling, the minimum length
of time is one minute.
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We collected a total of more than 50 h of data from 6 cows, and finally selected about
40 h of data as the data set, considering the integrity of the data and labels.

2.3 Simple Processing

After obtaining the activity data, simple data processing and analysis are needed for
follow-up work. We use matlab2016a to draw a graph of each minute’s data to find
the difference between ruminant and non-ruminant. As shown in Figs. 3 and 4. The
two pictures are the data curves of ruminating and non-ruminating of the same cow,
and the time is one minute. Figure 3 is the data curve of ruminating, and Fig. 4 is
the data curve of non-ruminating. It can be seen from the picture that when cows do
not ruminate, their activity data remain in a steady trend with little fluctuation. When
ruminating, the activity data fluctuated greatly, which was obviously different from that

Fig. 3. Ruminant data curve

Fig. 4. Non-Ruminant data curve
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of non-ruminating. This is because cows do not have too much vibration in their neck
when they are not ruminating and eating, so the data extracted by the activity collector
fluctuates more smoothly. When it ruminates and chews, the neck vibration is large,
which is reflected in the large fluctuation of the data.

3 Long Short-Term Memory Network

Traditional recurrent neural networks are affected by short-termmemory. If a sequence is
long enough, it will be difficult for them to transfer information from an earlier time step
to a later time step. Therefore, if you want to try to process a piece of text for prediction,
the recurrent neural network may miss important information from the beginning.

During the period of back propagation, the recurrent neural network will face the
problem of gradient disappearance. The gradient is used to update the weight value
of the neural network. The vanishing gradient problem means that when the gradient
propagates over time, the gradient will decrease. If the gradient value becomes very
small, it will not continue to learn. One of the key points of recurrent neural network
is that they can be used to connect previous information to the current task, such as
using past video clips to infer the understanding of the current segment. If recurrent
neural network can do this, they become very useful, but traditional recurrent neural
network has long-term dependence problems. As an effective method to solve the long-
term dependence problem of general recurrent neural network, long short-term memory
network is widely used.

The standard neural network is divided into three layers: input layer, hidden layer
and output layer. Input layer can get the data from our custom variables, perform matrix
operations on the data, apply it to the activation function, and then store the results in the
variables. Hidden layer can get the data from the variables output from the input layer,
and after calculating and using the activation function, output the results to the variable
for the next hidden layer to use. This process will be iterated several times according to
the number of hidden layers you defined. In output layer, the data is obtained from the
output variables of the last hidden layer, and the corresponding number of output results
are obtained according to the need after operation and using the activation function.

As shown in Fig. 5, the input layer has a cell for reading and transmitting activity
data. There are two hidden layers, the number of cells in each layer is 10, the weights of
cells between the hidden layers can be transmitted to each other. And the output layer
has two cells, representing 0 and 1 respectively. In the long short-termmemory network,
the core is a hidden neural layer cell, including various gate parameters and activation
functions, before and after the cell, each needs input and output network layer. The
hidden layer contains three gates for the realization of memory– the forgetting gate, the
input gate and the output gate.

3.1 Forgetting Gate

The forgetting gate can decide which information should be discarded or retained. The
information from the previously hidden state and the current input are entered into the
Sigmoid function at the same time, the output value is between 0 and 1, the closer to 0
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Fig. 5. LSTM structure

means the more should be forgotten, and the closer to 1 means that the more should be
retained.

ft = σ
(
Wf

[
ht−1, xt

] + bf
)

(1)

The calculation of the forgetting gate is shown in formula (1). ht-1 is the hidden layer
output of the last moment, xt is the input value of this moment, Wf is the weight matrix
of the amnesia gate, bf is the biases value of the forgetting gate, σ represents the sigmoid
function, and ft represents the output of the forgetting gate.

3.2 Input Gate

The input gate is used to update the cell status. Firstly, the information of the hidden
state of the previous layer and the information of the current input are passed to the
sigmoid function. Adjust the value to between 0 and 1 to determine which information
to update. 0 means unimportant, 1 means important.

Secondly, the information of the hidden state of the previous layer and the infor-
mation of the current input are passed to the tanh function to create a new candidate
vector. Finally, the output value of sigmoid is multiplied by the output value of tanh, and
the output value of sigmoid determines which information in the output value of tanh is
important and needs to be retained.

it = σ
(
Wi

[
ht−1, xt

] + bi
)

(2)

C
′
t = tanh

(
Wc

[
ht−1, xt

] + bc
)

(3)

In formula (2), Wi and bi represent the weights matrix and biases value of the input
gate respectively, and the output of the input gate can be obtained at this time. In formula
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(3), Wc and bc represent the weight matrix and biases value of neurons respectively.
Through the operation of tanh activation function, the value of an intermediate state of
cell output can be obtained.

Ct = ft ∗ Ct−1 + it ∗ C
′
t (4)

The output of the forgetting gate at this time is multiplied by the output of the cell
at the previous moment. Then the product of the intermediate state of the input gate and
the output of the cell is calculated. And the two parts are added, that is, the output of the
cell at that time, as shown in formula (4).

3.3 Output Gate

The output gate is used to determine the value of the next hidden state, which contains the
previously entered information. Firstly, the previous hidden state and the current input
are passed to the Sigmoid function. Secondly, the newly obtained unit state is passed
to the Tanh function. Thirdly, the Tanh output and the Sigmoid output are multiplied to
determine the information that the hidden state should carry. Finally, the hidden state
is taken as the current unit output, and the new unit state and the new hidden state are
transferred to the next time step.

ot = σ
(
Wo

[
ht−1, xt

] + bo
)

(5)

ht = ot ∗ tanh(Ct) (6)

In formula (5), Wo and bo represent the weights matrix and biases value of the output
gate, and the output at this time can be obtained by calculation. Then the output of the
hidden layer is calculated by formula (6).

3.4 Activation Function

If there is no activation function in the neural network, then the output of each layer is
a linear function of the upper input. It is easy to know that no matter how many layers
there are in the neural network, the output is a linear combination of input, which has the
same effect as no hidden layer. It makes the hidden layer meaningless. After introducing
the nonlinear function as the excitation function, the neural network is no longer a linear
combination of input and can approach any function. The activation function Tanh is
a commonly used nonlinear activation function, which is used to help adjust the value
of flow through the network. The tanh function always limits the value to between −1
and 1. The mathematical definition of the tanh function is shown in formula (7) (Figs. 6
and 7).

tanhx = sinhx/coshx (7)

The sigmoid function, also known as the Logistic function, is used to calculate the output
of cells in the hidden layer. Because it can map a real number to an interval of 0 to 1,
it can be used for binary classification. The effect is better when the feature difference
is more complex or the difference is not very large. As an activation function, Sigmoid
has many advantages, such as smooth, easy to derive, very good symmetry, insensitive
to input beyond a certain range, and so on.
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Fig. 6. Tanh activation function graph

Fig. 7. Sigmoid activation function graph

4 Experiment and Result Analysis

4.1 Experimental Environment

The data collection site was selected from a cattle farm in a village in Hohhot, Inner
Mongolia Autonomous Region, in July 2019. A total of about 40 h of activity data of
six cattle were collected, with a total of more than 1 million data.

The design language is Python, and its version is 3.6.4. Tensorflow version is 1.13.1.
The initial learning rate is set to 0.0005, and the batch size and time step are both

480. If the learning rate is too large, it will lead to the problem that the possible loss
function does not converge; the batch size and time step are set to 480 because the
minimum length of manual labels is one minute, while the amount of data in one minute
is 480.

4.2 Dataset Partition

The data collected each time is saved in the txt documents, which include year, month,
day, hour, minute, second, activity data and manual labels. The minimum time length
of manual labels is one minute, ruminating state is labeled as 1, non-ruminating state is
labeled as 0, and the ratio of 0 and 1 in all data labels is about 7:3. As the duration of the
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data collected in each activity is different, in order to make it more convenient for the
model to read the data, the data collected in the first three hours are fed into the model,
and the data more than three hours in every document are discarded. In order to prevent
the over-fitting of the model to a single individual, six Holstein cows were selected, and
the amount of data of each cow was also different, ranging from 3 h to 12 h.

We send the data of the first three hours of each txt document into the model one by
one, in which there are 57600 pieces of data in the first two hours as the train data set
and 28400 pieces of data in the third hour as the test data set. So that the ratio of the train
data set to the test data set is 2:1, which is close to the standard proportion of 7:3, and
the partition is reasonable. The training effect is measured by the value of loss function,
and the test effect is measured by the accuracy.

4.3 Experimental Results

The loss function is also called the cost function, which is the objective function of
neural network optimization. The process of neural network training or optimization is
the process of minimizing the loss function. The smaller the value of the loss function
is, the closer the predicted result is to the real result. The effect of the neural network
model and the goal of optimization are defined by the loss function. The loss function
between the expected value and the real value can be obtained by calculating the cross
entropy. Then the regularization loss of the model is calculated. The total loss is equal to
the sum of regularization loss and cross-entropy loss. The expected effect is that the loss
function decreases gradually with the increase of the number of iterations. As shown in
Fig. 8.

Fig. 8. Loss function graph

The document data of different individuals are identified and determined, and the
result is shown in Table 1.
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Table 1. The accuracy of different individuals

Number of cows Duration of
data/hours

Accuracy

01 6 0.70

02 6 0.73

03 9 0.80

04 12 0.73

05 3 0.94

06 6 0.78

In Table 1, the duration of the data of the six cows varies, depending on the status of
the data we collected at that time and the integrity of the data obtained. We believe that
the activity data of different individuals are different, which leads to different recogni-
tion effects of long short-term memory networks. Table 2 contains some mathematical
eigenvalues of dairy cows activity data.

Table 2. Mathematical eigenvalues of different individuals

Number of cows Average Max Min

01 3110 3511 1602

02 3064 3689 1531

03 2998 3497 1551

04 3188 3717 1488

05 2994 3619 1329

06 2947 3578 1551

As shown in Table 2, although there is little difference in the activity data values of
different individuals, it is enough to affect the degree of recognition of the data by the
neural network.

We believe that the neural network has different recognition results for different
individuals, and the influencing factors include the difference of individual data value
itself and the different duration of individual data, while the difference of individual
data duration is actually the difference of the amount of data. Take No.05 cow with
the best recognition effect as an example, compared with other individuals, its average
value and maximum value are in a middle level, and its minimum value is the smallest
of all individuals, which may be one of the influencing factors. The No.05 duration of
data is the least among all individuals, and we think that this will more or less affect
the recognition effect of the model. If No.05 has more activity data, will its accuracy of
recognition be close to the level of other individuals?Unfortunately, due to environmental
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constraints, there is no more individual data No.05 to support this point. However, we
select any three-hour data of other individuals, and the accuracy of recognition is lower
than that of No.05. As shown in Table 3, we output the data of other individuals every
three hours. Based on the comprehensive analysis of all individual data, it is concluded
that the recognition accuracy of long short-term memory network is 0.78. We think this
is an acceptable result.

Table 3. The accuracy of different individuals every three hours

Number of cows Accuracy

01 0.68; 0.72

02 0.69; 0.77

03 0.92; 0.82; 0.67

04 0.71; 0.73; 0.76; 0.73

05 0.94

06 0.85; 0.71

5 Conclusion

The experimental results show that the activity data can also be used as the data set of
cow ruminating recognition, and the long short-term memory network can effectively
identify the activity data of dairy cows ruminating. Compared with sound data or video
analysis, activity data is more convenient to extract, less noise, and can be effectively
recognized by neural network, and get a more ideal effect.

Due to environmental limitations, this study can also be improved in some
aspects. Later, we can continue to collect activity data, improve the data set, specifi-
cally, we can add more new individuals, expand the amount of data of all individuals,
make the amount of data of all individuals sufficient and close, balance the proportion
of 0, 1 labels, and so on.

From the analysis of experimental results, this study has a certain feasibility; from the
practical analysis, this study combines cow activity data with long short-term memory
network to provide reference ideas for intelligent animal husbandry.
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Mongolia Autonomous Region: Research on Automatic Detection Technology of Dairy Cow
Ruminant (Project number: 2019MS06011).
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Abstract. In this paper, the tunable wideband bandpass filter is designed, which
is used in hybrid frequency synthesizer of PLL+DDS mixing in the outside of
the feedback loop. The channels of tunable wideband bandpass filter is chosen
by two ADGM1304 single-pole, four-throw (SP4T) MEMS switch. And they are
integrated on a high-frequency board with a substrate of Ro4350B.The central
frequency of bandpass filter is 2.32 GHz, 2.38 GHz, 2.44 GHz and 2.5 GHz
respectively. A wideband filter with adjustable center frequency is designed and
the bandwidth is up to 240MHz. Finally, physical tests show the spurious compo-
nents and unwanted spectral components, especially near-end spurs at the center
frequency are removed basically by the tunable broadband bandpass filter.

Keywords: Phase-lock-loop (PLL) · Direct digital synthesis (DDS) · Bandpass
filter · Mixer · SP4T MEMS switch

1 Introduction

With the development of communication and remote sensing technology, it is light
weight, low cost and easy processing that microstrip filters are widely used inmicrowave
plane circuits and evenmicrowave integrated circuits [1].Bandpass filter is a fundamental
component of wireless communication system that delivers signal within its bandwidth
and attenuates signals outside its bandwidth, enhancing the desired frequency component
[2]. And the high performance and compact bandpass filters have been widely used
in modern communication systems. This kind of filters can be realized by using the
methods of high selectivity and harmonic suppression [3]. A multi-layered substrate
filter structure is observed that if the split gap width of the microstrip line increases,
there is a better suppression of harmonics in the response of the bandpass filter in [4]. In
modern wireless communication systems, compact bandpass filters with low insertion
loss, dual-band frequency responses and high frequency band selectivity have gained
more attention in recent years, which can reduce the complexity and cost of front-end
systems [5]. Expecially parallel coupled microstrip line structures have gained great
interests in modern communication systems [6]. Parallel coupled microstrip line can
realize narrow band filter. Characteristic impedance is the most important feature of
microstrip line [7]. Parallel coupled microstrip bandpass filter has become one of the
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most commonly used filters for RF front end because of its planar structure and simple
design method [8].

Frequency synthesizer is a key component of modern electronic equipment, which
can provide a large number of local oscillator signals and carrier signals with high accu-
racy and fast conversion for communication equipment. It is an important part in modern
electronic systems. PLL is good at spurious behavior and there is a shortage in frequency
switch speed and frequency resolution [9]. DDS has the advantages of high frequency
resolution and short frequency conversion time. Thus, the hybrid frequency synthesizer
technology of combine PLL and DDS has become a new research field. And the hybrid
frequency synthesizer of PLL+DDSmixing in the outside of the feedback loop canmake
full use of the characteristics of DDS’s high resolution, PLL’s high spectral purity, and
high stability. But the obvious shortcomings of the structure hybrid frequency synthe-
sizer is the output signal of DDS include spurious frequency and harmonic components
so that the frequency components are very complex after mixing with the output signal
of PLL so that the near-end spurious of DDS varies with the frequency of the output
signal and it is difficult to filter out.

In this paper, we focus on the study of the tunable wideband bandpass filter in
DDS+PLL hybrid frequency synthesizer with external loopmixing, mixer output, which
include ADGM1304 SP4T MEMS switch and the microstrip line bandpass filter. The
hybrid frequency synthesizer consists the mixer so that the spectrum has some new
spur. And the near-end spurs are relatively large at the center frequency. Therefore, the
bandwidth of the bandpass filter provided cannot be too wide, and stop-band suppression
are high. So we design a parallel coupled microstrip line bandpass filter with adjustable
center frequency and its stopband attenuation amplitude is greater than 50 dB.The design
of the tunable wideband filter applied in the hybrid frequency synthesizer of PLL+DDS
mixing in the outside of the feedback loop can remove the spurious and unwanted spectral
components to improve the spectral purity of the hybrid frequency synthesizer.

2 Analysis the Hybrid Frequency Synthesizer of PLL+DDS

The hybrid frequency synthesizer mixing in the outside of the feedback loop is mainly
composed of phase-locked loop (PLL) module, direct digital frequency synthesizer
(DDS) module, mixer (Mixer) module and band-pass filter (BPF) module (see Fig. 1).

The mixer plays the role of spectrum shift in the system, SP4T MEMS switches act
as strobe filters for test channels. The last-stage bandpass filter determines the output
bandwidth and ability of spurious suppression in entire system.

The phase locked loop (PLL) adopts ADF4351 chip, which a fundamental output
frequency range is from 35 MHz to 4400 MHz. The input reference clock of ADF4351
is provided by the active crystal oscillator with a frequency of 25 MHz. The chip is
operating with a power supply of 3 V to 3.6 V. The main objective is to provide a
communication transceiver with low cost and lower power dissipation [10].

The direct digital synthesis (DDS) adopts AD9910 chip. The AD9910 supports
sampling rates up to 1 GSPS. The output frequency range of DDS is from 400 MHz to
6 GHz. The DDS provides fast frequency hopping and frequency tuning resolution with
its 32-bit accumulator. AD9910 uses the voltage of 1.8 V and 3.3 V to supply power.
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Fig. 1. The hybrid frequency synthesizer structure of PLL+DDS mixing in the outside of the
feedback loop

The mixer adopts the ADL5375 chip, which only one input is mixed with the local
oscillator and the other is connected to 50 � load. PLL provides local oscillator (LO)
signal and DDS provides intermediate frequency (IF) signals for mixer. ADL5375 is
powered by a 5 V ADP3334 low-dropout regulator (LDO), which reduces the effect of
power management on the phase noise of the device.

The SP4T MEMS switch uses the ADGM1304 chip. The SP4T switch provides
optimum performance in terms of bandwidth, power handling capability and linearity
for RF applications. The power supply voltage needs to be 3.1 V to 3.3 V, the working
frequency range is from 0Hz/dc to 14GHz, the switching time is 30µs and the resistance
of the conduction is 1.6 �.

The indicators of the hybrid frequency synthesizer and tunable wideband bandpass
filter are provided in Table 1 andTable 2. These indicators demonstrate that it is necessary
for the bandpass filter to have a steep transitional zone and high selectivity. Therefore,
the difficulty of the bandpass filter in design is increased.

Table 1. The specific indicators of the hybrid frequency synthesizer

Parameters Values

The adjustable resolution of the output frequency 1 Hz

The modulation period us

The single point stability 1 Hz

The range of output power −76 dBm ∼ −64 dBm

Table 2. The design indicators of the tunable wideband bandpass filter

Parameters Values

The center frequency of the tunable bandpass filter 2.32 GHz, 2.38 GHz, 2.44 GHz, 2.5 GHz

Stopband rejection of the filter ≥50 dBc (within 65 MHz)

The tunable passband range of the filter 2410 MHz ± 120 MHz
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3 Design the Tunable Wideband Bandpass Filter

The design of the tunable wideband bandpass filter is based on a low-pass filter. The
lumped parameter components and distributed parameter components can be obtained
by a series of model transformations based on the low-pass filter. Since the center fre-
quencies of the tunable wideband bandpass filters designed in this system are 2.32 GHz,
2.38 GHz, 2.44 GHz and 2.5 GHz respectively, the method of lumped parameter has
better performance in low frequency band, and the theory of lumped parameter is used
to design the bandpass filter.

However, converting from lumped bandpass filter to microstrip bandpass filter, it is
necessary to make use of the resistive inverter. As shown in Eq. (1), the series resonator
is converted into a parallel resonator. Each series resonator is replaced by two inverters
and one parallel resonator (see Fig. 2)

C

-C-C

C

-C -C
J J

admittance inverter

Fig. 2. Conversion diagram of series resonator

Zeq = K2
/
Z Yeq = J 2

/
Y (1)

The design adopts the structure of bandpass filter consisting of cascaded coupled
microstrip line nodes is shown (see Fig. 3).

/4
Z0

Z0e,Z0o

Z0e,Z0o

Z0e,Z0o

Z0e,Z0o

Z0e,Z0o

Z0e,Z0o

Z0

N,N+1

N-1,N

Fig. 3. Structure of fourth-order coupled microstrip bandpass filter
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The length of each coupling unit in the filter is 1/4 of the wavelength corresponding
to the center frequency and it is shown (see Fig. 4).

The unit of filter

Zin

Zin

Z0e,Z0o
S

W

d

Fig. 4. The unit of coupled microstrip

The coupled microstrip line can be equivalent to the model (see Fig. 5).

Z0

Zin Zin
Z0Admittance inverter J

Fig. 5. Equivalent model of coupled microstrip

The plate of tunable wideband bandpass filter is selected by rogers_4350B, the
dielectric constant is 3.66 (this value is selected according to the frequency of plate and
the corresponding dielectric constant in the Rogers_4350B manual), the tangent loss is
0.0031, the thickness of the dielectric substrate is 0.762 mm and the copper thickness
is 0.035 mm. The specific steps for designing a microstrip edge-coupled bandpass filter
are as follows [11, 12]:

1. According to stopband suppression, ripple parameters, passband range andTables 5.2
to 5.6 in Ref. [10], the normalized parameters of the low-pass prototype devices are
g0 = 1, g1 = 1.6703, g2 = 1.1926, g3 = 2.3661, g4 = 0.8419, g5 = 1.9841
respectively.

2. According to the requirement of bandwidth in the design, the bandwidth of
every bandpass filter is 60 MHz, and the center frequency is calculated by
ω0 = (ωL + ωU )/2. According to the normalized bandwidth formula BW =
(ωU − ωL)/ω0 of filter, the normalized bandwidth is determined. The following
parameters are recalculated by the bandwidth, as shown in the Eq. (2). These param-
eters can be used to calculate the odd model impedance of the transmission line by
Eq. (3) and the characteristic impedance of the even mode is as Eq. (4).

J0,1 = 1

Z0

√
πBW

2g0g1
Ji,i+1 = 1

Z0

πBW

2
√
gigi+1

JN ,N+1 = 1

Z0

√
πBW

2gNgN+1
(2)

Z0o|i,i+1 = Z0
[
1 − Z0Ji,i+1 + (

Z0Ji,i+1
)2] (3)

Z0e|i,i+1 = Z0
[
1 + Z0Ji,i+1 + (

Z0Ji,i+1
)2] (4)
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Where, the subscript (i, i + 1) represent the coupled microstrip line elements. Z0 is
the characteristic impedance of the microstrip line bandpass filter at the input and output
ports. In this design, Z0 is 50 �.

Therefore, the relevant parameter Z0Ji,i+1 is calculated according to Eq. (2) and the
characteristic impedances of odd and even modes are calculated by using Eqs. (3) and
(4). The calculated values are shown in Table 3.

Table 3. Parameter values of tunable wideband bandpass filter

The center frequency are 2.32/2.38/2.44/2.5 GHz

i, i + 1 Z0Ji,i+1 Z0(�) Z0o(�) Z0e(�)

0, 1 0.155/0.153/0.151/0.150 50 43.43/43.489/43.57/43.62 58.997/58.88/58.74/58.64

1, 2 0.028/0.028/0.027/0.026 50 48.606/48.639/48.68/48.7 51.47/51.44/51.396/51.37

2, 3 0.024/0.023/0.022/0.022 50 48.824/48.85/48.88/48.91 51.234/51.20/51.17/51.15

3, 4 0.028/0.028/0.027/0.026 50 48.606/48.639/48.68/48.7 51.47/51.44/51.396/51.37

4, 5 0.155/0.153/0.151/0.150 50 43.43/43.489/43.57/43.62 58.997/58.88/58.74/58.64

3. Considering the edge effect of the microstrip line, the size of each microstrip line
needs to be corrected. The size of the microstrip line calculated by the previous step
may not meet the requirements and it need to be optimized by using the optimization
tools in ADS. The optimized size of the microstrip line is shown in Table 4.

Table 4. Optimized size of tunable wideband bandpass filter

The center frequency are 2.32/2.38/2.44/2.5 GHz

Line
description

Width (mm) Gap (mm) Length (mm)

50 ohm-line 1.627/1.627/1.627/1.627 – 19.20/18.72/18.25/17.82

Coupled
lines 1 and 5

1.530/1.602/1.765/1.982 0.67/0.51/0.307/0.407 21.673/16.36/13.718/17.234

Coupled
lines 2 and 4

2.046/2.314/4.019/2.667 1.949/2.615/2.8/2.48 15.366/20.483/23.553/17.00

Coupled
lines 3

3.392/1.652/1.956/2.678 2.25/2.38/2.35/2.95 22.453/16.40/13.688/17.068
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4 Test Results

In this design, the PLL generates local oscillation frequencies are 2195MHz, 2255MHz,
2315 MHz, and 2375 MHz, respectively. DDS output IF signal from 115 MHz to
135 MHz. The structure diagram is shown in Fig. 6. Physical picture of tunable wide-
band bandpass filter is shown in Fig. 7. The size of tunable wideband bandpass filter is
288.18 * 140.84 * 0.762 mm3.

ADGM1304
output

PC

PLL

DDS

ADF  4351

AD 9910
USB

SPI

SPI

25MHz

1GHz

Microstrip
bandpass filter

ADGM1304

SP4T

ADL5375

mixer
SP4T 

Fig. 6. The structure diagram of each module in the system.

Fig. 7. Physical picture of tunable wideband bandpass filter

The tunablewidebandbandpassfilter are testedby anAgilentE5062Avector network
analyzer. The test results are shown in Fig. 8.

The center frequency of filter is 2.32 GHz, 2.38 GHz and 2.5 GHz and it can com-
pletely realize the preset target and filter the spurious spectrum effectively. The test
results show the filter with center frequency of 2.44 GHz is slightly deviated, but other
spurious spectrum is also filtered out. The reason is the tunable wideband bandpass filter
is composed of four filters with different central frequencies. And in order to connect the
SMA connector to the real edge, it is necessary to add a different length of microstrip
line on the layout, and results in a great edge effect at the open end of the coupling
element microstrip line.

In order to verify the performace of the tunable wideband bandpass, the output spec-
trum of the hybrid frequency synthesizer is tested by spectrum analyzer ADVANTEST
R3131A. The result of the test is shown in Fig. 9. The PLL generates local oscilla-
tor frequencies of 2195 MHz, 2255 MHz, 2315 MHz, and 2375 MHz respectively, the
intermediate frequency signal of 125 MHz is output by DDS.
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Fig. 8. Test results of tunable wideband bandpass filter. (a) The center frequency is 2.32 GHz. (b)
The center frequency is 2.38 GHz. (c) The center frequency is 2.41 GHz. (d) The center frequency
is 2.5 GHz.

When the tunable wideband bandpass filter is unconnected, the test results shown the
output spectrums of hybrid frequency synthesizer are special complicated and include
a number of spur. After the spectrum of DDS and PLL are mixed, the new spurs are
generated and the near end spurs are relatively large. When the tunable wideband band-
pass filter is connected, the test results shown the spurious components and unwanted
frequency components are removed. It meets the design requirements of index and the
expected design goal is realized.

The power values of the near-end spurs and the main frequency spectrum are tested.
The range of tests from 2.29 GHz to 2.53 GHz and the interval of main frequency
spectrum is 10 MHz. The power of main frequency fluctuates slightly at 2.45 GHz (see
Fig. 10). The reason is that tunable wideband bandpass filter is shifted 30 MHz to the
left at the frequency of 2.44 GHz and tunable wideband bandpass filter is a passive
microstrip line edge coupled bandpass filter, which has a certain attenuation in the band.
The frequency points of near-end spurs are concentrated near 2.41 GHz. The reason is
that the influence of DDS on near-end spurs is greater than that of PLL. However, DDS
is fixed to 125 MHz, and PLL’s step is 10 MHz in this test, so when testing the spurious
values at different frequencies, the frequency conversion of the PLL is themain influence
on spurs. Therefore, the frequency values of near-end spurs is basically unchanged.
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Fig. 9. The output spectrum distribution graph of the system. a) Central frequency is 2.32 GHz; b)
Central frequency is 2.38 GHz; c) Central frequency is 2.44 GHz; d) Central frequency is 2.5 GHz.
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Fig. 10. Test power of the near-end spurs and main frequency

The power difference between themain frequency and the near-end spurs is about 40 dB.
The spurs suppression is effective by tunablewideband bandpass filter. It is demonstrated
that the tunable wideband bandpass filter achieves the best filtering effect.

5 Conclusion

In this paper, the tunable wideband bandpass filter is designed in hybrid frequency
synthesizer of PLL+DDS mixing in the outside of the feedback loop. The major design
difficulties of the tunable wideband bandpass filter is shown in the following:

I. It is difficult to filter the spurs, which is brought about by the DDS spur;
II. It is difficult to keep the band of output signals and suppress the near-end spur,

which it is necessary that the tunable wideband bandpass filter must have a steep
transitional zone.

In order to meet the demand of the hybrid frequency synthesizer of PLL+DDS
mixing in the outside of the feedback loop, the central frequency of bandpass filter is
2.32 GHz, 2.38 GHz, 2.44 GHz and 2.5 GHz respectively. And the bandwidth is up to
240 MHz. Finally, physical tests show the spurious components and unwanted spectral
components, especially near-end spurs at the center frequency are suppressed effectively
compression by the tunable wideband bandpass filter.
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Abstract. With the popularization of mobile phones and Wi-Fi
hotspots, the diversification of wireless communication applications has
rapidly growing. Wi-Fi Protected Access (WPA), offered by network
user authentication and communication encryption, is the most gener-
ally used mechanism to protect users in wireless networks. This paper
has discussed the weakness of 4-way handshake procedure in Wi-Fi Pro-
tected Access 2/Pre-Shared Key (WPA2/PSK) and proposed an enhance
WPA2/PSK by adding timestamp parameter to prevent authentication
cracking. The experiments have compared WPA2/PSK with Enhanced
WPA2/PSK cracking using Kali Linux tool and the result is given.

Keywords: WPA2/PSK · Authentication cracking · Kali Linux tool

1 Introduction

Recently, mobile APPs are developing at a rapid pace. The security mea-
sures taken in detecting and preventing for attack cannot be ignored. Several
researches have introduce the various threats and vulnerabilities related to 802.11
wireless networks. How to conduct ethical hacking and make wireless network
more secure is a matter of the concern to management.

Reddy et al. (2010) have discusses the entire process of cracking WEP encryp-
tion on Wi-Fi networks, focusing on manipulating some scanning tools, such as:
Cain,NetStumbler,Kismet, andMiniStumbler, to assist ethical hackers or security
management in understanding the investigation of wireless security and testing to
strengthen security [1]. Wi-Fi Protected Access (WPA) is the evolved version of
WEP. Some studies have discussed the security issues of WPA/WPA2 encryption
methods for wireless networks and have analyzed how to crack them. WPA2 now is
widely deployed in Wi-Fi communication to combat wireless attacks due to its effi-
ciency and security. WPA2 is considered a Robust Security Network (RSN) capa-
ble protocol because of supporting the process of authentication and exchange of
cryptographic keys between station (STA) and Access Point (AP).

There are two modes for WPA2 targeting the different users: WPA-Personal
and WPA-Enterprise. WPA-Personal is for home and small office use, requiring
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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no authentication server. All wireless devices, such as mobile phones and laptop
computers, in the same hotspot use the same 256-bit pre-shared key (PSK),
called as WPA2/PSK. On the other hand, WPA-Enterprise is designed for large
businesses and requires a RADIUS authentication server that provides automatic
key generation and authentication throughout the entire enterprise. However,
advanced versions of new wireless attacks have been developed, which is capable
of exploiting the vulnerabilities of WPA2-Enterprise.

Cui and Yin (2011) have conducted some experiments on WEP and
WPA/WPA2 encryption modes [2]. Some effectual findings have been proposed
based on these results. WPA uses a pre-shared key (PSK) for authentication and
encryption, causing limited degree of protection. If hackers hold a PSK, they
can eavesdrop on other authorized users. Alqahtani and Aloraini have proposed
an improved version of Wi-Fi encryption, called Wi-Fi Secure Access (WSA),
reducing limitations of WPA protection and offering more confidentiality [3].

In Linux-like systems, BackTrack5 has been used to capture WPA/WPA2
4-way handshake encrypted packets. Zhang et al. (2012) have proposed a new
cracking method, in which the captured handshake packets are copied to window
system and then cracked with EWSA-GPU [4]. Using a more capable GPU makes
it easier to crack the password. Analysis result has proved that the proposed
method can greatly improve the cracking speed by comparing BackTrack5.

Pandurang and Karia (2015) have used OpenVPN, located at the entrance
of the wireless local area network (WLAN), to set up a tunnel within public
network. Performance metrics of WLAN WEP and WPA2, such as throughput,
delay, and frame loss rate are measured [5]. Penetration tests have been per-
formed via Backtrack5 R3 and Fern Wi-Fi Cracker. Yacchirena et al. have used
Snort and Kismet as Wi-Fi intrusion detection systems (IDS) and used Ettercap
monitored IDS response [6]. Subsequent evaluations after the attack have been
given. This study has analyzed the captured traffic with Wireshark to determine
the response characteristics of Snort and Kismet. Radivilova and Hassan have
analyzed wireless network security algorithms WPA and WPA2, whose weak-
nesses are described [7]. The ways of how to attack WPA and WPA2 Enterprise
Wireless Networks and the results are also given. Abo-Soliman and Azer have
clarified emerging attack methods and have implemented WPA2/EAP-TTLS
prototypes for testing and evaluation [8]. Chang et al. have proposed an Intel-
ligent Deauthentication Method (IDM) to capture the encrypted packets for
analysis [9]. The proposed method has the capability of determining the length
and strength of de-authentication decisively.

Authentication is one of the major security objectives for any wireless pro-
tocol. It ensures that associated STAs are really those who they claim. Both
Dictionary attacks and Brute force are the most common methods that target
authentication by stealing access pin, key, password or passphrase. To obtain
a password is the best way to control the AP. The first step in authentication
cracking is to obtain an encrypted packet, held by the four parties. However,
there is no detailed description on how to obtain it. In this article, we have
analyzed WPA2-personal supporting 4-way handshake, and described the basic
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Fig. 1. Layer structure of EAP-TTLS/EAP/EAPOL/WLAN

principles, weaknesses, and launch the techniques of how to attack WPA2-
personal in WLAN. The attack process and results are described. Finally,
enhanced encryption is presented to counter cracking methods.

The rest of the paper is organized as follows. Section 2 describes fundamental
principle of WPA2 and enhanced WPA2. Experiment and results are given in
Sect. 3. Section 4 concludes this paper.

2 Fundamental Principle

2.1 Enhanced WPA2/PSK 4-Way Handshake

In WPA2/PSK, generation of the keys for authentication and data encryption
during 4-way handshake comes from one shared passphrase agreed on both STAs
and AP, which is carried by Extended Authentication Protocol (EAP). All the
transmitted EAP messages between STA and AP are encapsulated in EAP over
LAN (EAPOL) frames, which are further encapsulated in 802.11 WLAN format.
EAP/EAPOL/WLAN messages allow handshaking between STA and AP with-
out the need for IP layer. EAP-TTLS is one of Tunneled EAP method, which is
usually a combination of two EAP methods: outer and inner authentication tech-
nique. The former creates a secure tunnel, while the latter performs user/device
authentication. The layer structure is depicted at Fig. 1.

Enhanced WPA2/PSK 4-way handshake exchanges 4 messages between AP
and STA. Let ANonce and SNonce be the randomly generated number at the AP
and STA, respectively. AP sends the first message carrying ANonce to STA. STA
generates PMK and PTK accordingly. Pairwise Master Key (PMK) is produced
by Password based Key Derivation Function 2 (PBKDF2), in which passphrase
combines timestamp, Service Set ID (SSID) and SSID length through 4096-time
repeating hashing to generate a set of 256-bit key. In this regard, we call it
as Enhanced-PMK (or Enhanced-PSK). A 384-bit Enhanced Pairwise Tempo-
rary Key (PTK) is generated by Pseudo Random Function (PRF), in which
Enhanced-PMK associate with AP MAC address, STA MAC address, ANonce
and SNonce. The Enhanced-PTK can be categorized into 3 sets of 128-bit keys.
They are Key Confirmation Key (KCK), Key Encryption Key (KEK) and Tem-
poral Key (TK). STA uses KCK as a key to calculate Message Integrity Code
(MIC).
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STA responds the second message carrying SNonce and MIC to AP. Conse-
quently, AP generates its own MIC and then checks the integrity by comparing
the received MIC. AP sends the third message, carrying Group Transient Key
(GTK) protected by KEK, and MIC to STA. Since our objective is to authen-
tication cracking for unicast transmission, GTK and TK can be ignored for the
latter discussion and analysis. STA installs PTK and responds the fourth mes-
sage back to AP to acknowledge the handshake completion.

2.2 Passphrase Cracking Procedure

We first search and display a list of detected APs and connected STAs in the
surrounding. We obtain the frames from the selected channel and replay periodi-
cally in order to crack the traffic. In cracking WPA2/PSK encrypted packets, the
key point is not to see how many packets are captured, but to capture the 4-way
handshake packets. The 4-way handshake packets can be retrieved only when a
new connection between AP and STA has established. If the handshake packet
has not been captured successfully, we need to force to disconnected the exist
and reestablish new one. Password/passphrase cracking can be attempted during
association or periodic re-authentication. All STAs in the same WLAN use one
shared passphrase to access the AP. It implies that successful passphrase crack-
ing leads to providential access to all the keys during WPA2/PSK handshake.
To prevent hacker to retrieve and crack other people’s packets at will, we have
proposed an Enhanced WPA2/PSK, in which time-stamp is added to generate
a new PMK, called Enhanced-PMK. The time unit of time-stamp parameter in
802.11 is defined to be micro-second. AP and STA need to use its own time-stamp
for making Enhanced-PMK to generate the individual MIC. The granularity of
time-stamp for making an Enhanced-PMK could be tuned to be mini-second to
make sure the integrity of MIC between AP and STA. However, coarse granu-
larity of time-stamp may incur higher possibility of hacking by generating the
same Enhanced-PMK, which will be 10−3 × 10−3 = 10−6.

In next section, we try to crack both WPA2/PSK and enhanced WPA2/PSK
encrypted packets.

3 Experiment and Results

An experiment is given to performance measurement of cracking technology for
WPA2/PSK authentication. We have used the device like DIR-615 access points
and DWL-G122 adapters from D-Link. The penetration procedures can be listed
as below.

1. Install VirtualBox into your laptop.
2. Install Kali Linux Image on VirtualBox.
3. Plugin USB Wi-Fi external adapter to your laptop.
4. Use aircrack-ng tool to crack WPA2/PSK packets. Open Kali terminal and

find out the name of the wireless adapter connected to the laptop by using
command “iwconfig” (Fig. 2).
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Fig. 2. Find out the name and related parameters of wireless adapter

Fig. 3. Search APs in the surroundings and the STAs connected to that AP

5. Set the wireless adaptor in monitor mode by using command “airmon-ng”.
6. Search the access points (APs) in the surroundings and also the clients

connected to that AP by using command “airodump-ng” (Fig. 3).
7. Capture more packets for a specified channel by adding some parameters in

the command “airodump-ng”. In this case, the command will be “airodump-
ng -c [channel] -b [bssid of wifi] -w [path to write the data of packets] [inter-
face]”

8. The 4-way handshake packets can be retrieved only when a new client estab-
lishes a connection. If the handshake packet has not been captured success-
fully, we need to use airreplay-ng deauth command to force the disconnection
and reestablish new one.

9. Force clients to reauthenticate to capture WPA2/PSK handshakes, which
will appear on the “airodump” terminal. Leave “airodump-ng” running and
open a second terminal. In this terminal, type the command “aireplay-ng
[attack option] [n] -a [AP bssid] -c [client bssid] [interface]”. In this case,
[attack option] is “deauth” and [n] is the number of attacking (Fig. 4).

10. Obtain WPA2/PSK handshake packets and write into Packet Capture file
(ar1-01.cap, in this case) in using the command “airodump-ng” (Fig. 5). The
first line shows the current channel, elapsed time, current date/time, “WPA
handshake: 00:26:5A:FE:8B:98”. That means a WPA2/PSK handshake is
successfully captured for the BSSID 00:26:5A:FE:8B:98.
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Fig. 4. Force clients to reauthenticate to capture WPA2 handshake messages

Fig. 5. Obtain WPA/WPA2 handshake message
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Fig. 6. Use Wordlist (.txt) and Packet Capture file (.cap) for authentication cracking

Fig. 7. Successful cracking passphrase for the wordlist

11. Both of the packet capture file and wordlist file are for the use in
“aircrack-ng” for cracking the WPA2/PSK authentication. Type the com-
mand “aircrack-ng -w [path to wordlist] [path to packet capture file]”.
[path to wordlist] and [path to packet capture file] mean the path to
a wordlist and a packet capture file that have located, respectively. In
this case, we have a wordlist called “darkc0de.txt” in the root/Desktop/
folder. [path to wordlist] [path to packet capture file] should be replaced by
“/root/Desktop/darkc0de.txt” and “/root/Desktop/ar1-01.cap”, individu-
ally (Fig. 6).
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Fig. 8. Failure of cracking passphrase in Enhanced WPA2/PSK

12. Cracking the passphrase might take a long time depending on the size of
the wordlist. It takes 5 min here. If the passphrase is in the wordlist, the
terminal of aircrack-ng will show as Fig. 7.

13. Fail to crack in Enhanced WPA2/PSK, even the passphrase is in the
wordlist. The result of “key not found” is shown in Fig. 8.

4 Conclusions

In this regard, we have study some fundamental principle and weaknesses of
WPA2/PSK. The 4-way handshake of EAPOL exchanges 4 messages between
AP and STA to generate encryption keys which can be used to protect hand-
shake and encrypt actual data. The existing rainbow tables have the top 1000
SSIDs and a large number of passwords/passphrase for general use. The hackers
can speed up cracking by quick querying the rainbow tables. If WPA2/PSK wire-
less network is provided for free use in public places, the password/passphrase
is shared with for all users in the hotspot. One password/passphrase generates
one PSK. WPA2 does not have forward secrecy. Once a hacker obtains a set of
PSK, they can decrypt all past and future packets encrypted with this set of
PSK. Enhanced WPA2/PSK can effectively protect from the hackers who get
passwords/passphrases, with time-stamp parameter added to produce a different
PSK. Enhanced WPA2/PSK could be vulnerable to cracking only if hacker has
used the same timestamp. However, the smaller the time granularity in times-
tamp, the lower the possibility for hacker to crack.
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Abstract. In recent years, we have seen a rapid growth in big data and
cloud computing industry, because of the rapid development in Inter-
net technology. That’s why the number and scale of data center have
increased rapidly. A data center is a warehouse-level IT facility that hosts
many servers. Because of the uneven heat production and heat dissipa-
tion of the servers in a rack, the hot spots emerges. In order to maintain
the CPU temperature hence the computing performance, the server cool-
ing is very critical. A common solution is to increase the speed of the
Computer Room Air Handler (CRAH) blower and increase the flow of
cold air. Nevertheless, this solution can only partially address the issue
and raise the cooling energy consumption.

In this paper, we study how to mitigate rack hot spots without sig-
nificantly increasing the power of air conditioning system. We propose
the Active Ventilation Tiles (AVTs), i.e., ordinary ventilation tiles with
attached fans, to enhance the local cold air delivery and improve the
cooling performance. In particular, we propose an AVT control algo-
rithm adapted from the Reinforcement Learning techniques to tackle
the complex data center environment and thermo dynamic process. The
reinforcement learning algorithm adjusts the temperature distribution of
the rack by controlling the fan speed installed on the ventilation tile, and
guides the fan speed according to the feedback temperature to mitigate
hot spots. Due to the slow learning speed of the traditional Tabular-Q-
Learning algorithm, we integrate the Tabular-Q-Learning algorithm with
the Dyna architecture to accelerate the learning speed and improve the
algorithm performance in the early stage. Experimental results reveal
that Tabular-Q-learning based on Dyna has better performance.

Keywords: Reinforcement learning · Data center · Hotspot

1 Introduction

A data center is a server hosting facility that provides users with more storage
and computing resources. In recent years we has seen the rapid development in
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Internet technology and 5G communication technology. That’s why number and
scale of data center has increased rapidly.

However, a reality often faced by the data center operators is that the local
server overheating, or hot spot, is commonplace in practice. Usually the main
causes of hot spots are server load fluctuations and cold air supply imbalance[2].
To solve this problem, someone used AVT. Ventilation tiles in the raised-floor
data centers can be classified as Passive Ventilation Tiles (PVTs) and Active
Ventilation Tiles (AVTs), AVTs have attached fans and PVTs where the tile flow
completely determine by the pressure differential between above- and underfloor
spaces [1]. AVTs are more flexible since fans can draw the cold air actively to
cold aisles even if the under-floor pressure is ill-distributed [7]. In previous paper,
researcher focused on measurement or simulation based performance modeling
and evaluation. The impact of various factor, such as airflow angle, tile position,
containment structure CRAC blower speed, on the tile flow was investigated in
[3–5]. The general conclusion of these articles is that AVTs can improve local
cooling delivery. No one has proposed a relevant study on the control problem
of AVTs under actual working conditions.

In this paper, we propose an AVTs control algorithm based on reinforce-
ment learning. The difficulty with AVTs control is the diversity of different data
center environments. Due to the diversity of the environment and the lack of a
complete grasp of the environment, reinforcement learning is more appropriate
solution to solve such problems. We use Tabular-Q-Learning and Tabular-Q-
Learning Based On Dyna algorithms to solve the control problem of AVTs.
Because the algorithm is completely online learning. It can learn the external
environment through limited environmental exploration, without considering the
establishment of complex airflow and heat exchange model, thus improving the
universality of AVTs and control algorithm.

2 Markov Decision Process Formulation

Reinforcement learning is a computational approach to understanding and
automating goal-directed learning and decision making. It is distinguished from
other computational approaches by its emphasis on learning by an agent from
direct interaction with its environment, without requiring exemplary supervision
or complete models of the environment. Reinforcement learning uses the for-
mal framework of Markov decision processes to define the interaction between
a learning agent and its environment in terms of states, actions, and rewards
[6]. Our main target is control the fan speed of AVT and provide the average
temperature distribution to the rack. Tabular based approach requires that the
state and behavior of the MDP model should have discrete value and space of
the state and behavior should be small. Because all values in this method are
stored in the tabular (Q tabular), Q tabular is the result of the algorithm update
and learning. The advantage of this method is that the optimal solution of the
problem learned by agent. Following is the tabular approach of MDP modeling:
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• System states. We discretize the duty cycle of PWM and divide it by 25%
equidistance, that is, the single state dimension of the system is one, the
system state space S = {0%, 25%, 50%, 75%, 100%}.

• Actions. Action behavior defined the different condition of fan speed, which
is increase, decrease and static state of fan speed. The behavior space of the
system A = {inc, dec, nop}, for ease of calculation A = {1,−1, 0}.

• Reward. The main purpose of this paper is provide the average temperature
to the rack and reduced the fan energy consumption. Therefore, the immedi-
ate reward is divided into two parts:1) The temperature part of the reward:

Rt,T =

∑

i∈t

(Tt,i−Tt)
2

|I| Where, Tt,i is the temperature of the ith sensor on the
front panel of the rack at time t, I is the temperature and humidity sensor
set, and |I| is the total number of sensors. Tt is the frame reference tem-
perature at time t. It is obvious that the smaller Rt,T is when the sensor
temperature is closer to the reference temperature. That is, the more uni-
form the temperature distribution of the rack. On the premise of 1), reduce
fan energy consumption. Energy consumption and fan speed is 3 power rela-

tionship, so energy consumption part of the reward Rt,E =
(

st
Sref

)3

,among
them st ∈ S,Sref is the reference value that keeps Rt,T and Rt,E of the same
order. Obviously, the smaller the fan speed, the lower the energy consumption.
Therefore, the immediate reward of the system is set as:

Rt = −(1 − ω)Rt,T − ωRt,E . (1)

Where ω is to determine which part of Rt,E or Rt,T contributes more weight to
Rt. Therefore, all of them have negative values, and maximizing Rt (tending to
0) is the optimization direction of this topic. Finally, the AVT control problem
can be defined as the following decision problem:

max
at

∞∑
t=0

γkRt, at ∈ A,∀t ∈ {0, 1, ...,∞}. (2)

3 Algorithm Design

3.1 Tabular-Q-learning

In order to solve the problem of Eq. (2), in this paper we used the Q function to
quantify the advantages of behavior at under state st:

Q(s, a) = E

[ ∞∑
k=0

γkRt+k+1

∣∣∣∣s = st, a = at

]
. (3)

There is a unique optimal Q function satisfying Bellman equation:

Q∗(st, at) = max
st+k,A

E

[ ∞∑
k=0

γkRt+k+1

∣∣∣∣st, at

]
= E

[
Rt+1 + γ × max

at+1∈A
Q∗(st, a)

]
. (4)
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According to formula (4), the optimal behavior can be selected as follows:

at = arg maxQ∗(st, a) (5)

In Q-learning, the update of Q function is as follows:
{

Qt+1,target = Rt+1 + γ max
a∈A

Q(st+1, a).

Q(st+1, a) = Q(st+1, a) + α × (Qt+1,target − Q(st, at)).
(6)

where, Qt+1,target is the Q sample received at time t+1, st+1 is the system state
at time t+1, and α ∈ [0, 1] is the learning rate. Tabular q-learning algorithm,
after the initialization of the Q tabular, carries out Tabular update learning
according to the above formula.

Algorithm 1. A basic Tabular-Q-learning algorithm for solving the AVT control
problem.
1: Define

t = Time index;
st = State at time t;
at = Action at time t;
q table = Matrix with size:|S| ∗ |A|;
ε = Exploration factor;
ω = Reward the weight;

2: t=0,ε = [0, 0.99],ω = 0.3;
3: Randomly initialize q table with 0 except that q table [0, -1] = min and q table [4,

1] = min(min is a very small number);
4: Initialize S;
5: loop

at =

{
arg max Q(st, a), with probability ε.
a random action from A, with probability 1 − ε.

(7)

6: Observe the next state st+1 and the temperature distribution of the rack
inlet,compute reward Rt+1(see Eq.(1));

7: Update the q table[st, at](see Eq.(6));
8: end loop

Q-Learning requires a Q tabular. If Q tabular has to many states, then
required large amount of space for storage and need large amount of time to
search data. Q-Learning has the problem of overestimation, because Q-Learning
uses the action corresponding to the optimal value at the next moment when
updating Q function, which cause to the “overestimation”. In order to solve the
slow convergence rate of Q-Learning, we proposed Q-Learning integrated with
Dyna framework.
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3.2 Tabular-Q-learning Based on Dyna

Dyna is a generic term for a class of algorithmic frameworks that integrate
model-based reinforcement learning with non-model-based reinforcement learn-
ing. Dyna can learn both from models and from the experience of environmental
interactions.

Compared with Q-Learning alone, Tabular-Q-learning Based On Dyna adds
an L-size experience replay buffer B to store the learning samples as the model
of interaction with the environment. In addition, a thread was opened in the
program. After one step of algorithm training, M samples were randomly selected
from the experience replay buffer for model training.

Tabular-Q-learning Based On Dyna Algorithm adds the experience replay
buffer storage transition (s,a,rt+1,st+1) between 5–6 lines of the above algorithm,
and selects M -size samples for model training.

4 Result Analysis

This experiment we did in a real data center. We collect the temperature by
installing sensors on the rack and air conditioning, and then transferred the data
to the computer for intensive learning algorithm training. In algorithm Tabular-
Q-learning, ε = [0, 0.99], ω = 0.3, α = 0.01; In algorithm Tabular-Q-learning
Based On Dyna, L = 5000, M = 100.

The total reward based on Q-Leaning with Dyna is closer to 0 than the
total reward based on Q-Leaning. As can be seen from the figure. The average
of algorithm Tabular-Q-learning Based On Dyna total rewards is higher than
algorithm Tabular-Q-learning, (see Fig. 1).

Fig. 1. Total reward (CDF)

The average Q value of algorithm Tabular-Q-learning Based On Dyna tends
to converge in 40 steps, and fluctuates slowly in 400–500 steps. After 500 steps,
the average value of Q Tabular becomes stable, and the average value of Q
Tabular converges in the range of [−0.2, −0.3]. However, in Tabular-Q-learning
the time steps of the average Q Tabular value from 0 to 1750 was continuously
declined. The average value of Q Tabular is down from –1.1, and there is no
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convergence. The convergence speed of Tabular-Q-learning Based On Dyna is
much faster than tabular Q learning, and the average value of Tabular-Q-learning
Based On Dyna is larger, which proves that the algorithm learns a great reward
and its performance is better, (see Fig. 2).

Fig. 2. The average of the Q-tabular

5 Conclusion

In this paper, we describe the rack hot spot issues facing today’s data cen-
ters, as well as the shortcomings of solving these problems in the past. Due to
the complexity of the data center environment, we propose a solution based on
the reinforcement learning algorithm AVT control. We introduce the establish-
ment of Markov decision process, and introduce reinforcement learning algorithm
Tabular-Q-Learning and Tabular-Q-Learning Based on Dyna. By comparison,
For algorithm Tabular-Q-learning Based On Dyna, it can accelerate the conver-
gence of Q tabular. It is found that algorithm Tabular-Q-learning Based On Dyna
has better performance in dealing with Tabular problems. Algorithm Tabular-Q-
Learning converges at least four times faster than algorithm Tabular-Q-Learnig
Based on Dyna.
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Abstract. At present, the development of our country is getting better
and better, the vehicles running on the road are also increasing, so the
traffic problems are becoming more and more obvious. This kind of prob-
lem will also set up the development of the modern city. At this time, the
intelligent transportation technology has also developed, and the above
problems are gradually treated by new methods. It has become one of
the hot topics in the field of an intelligent transportation system to use
the advantages of machine learning technology to deal with traffic con-
gestion and improve the traffic efficiency of the road network. It has high
theoretical and practical significance to detect road traffic signs in the
actual scene. A method based on directional gradient histogram features
combined with a support vector machine classifier is proposed. Each type
of traffic sign has its own characteristics. By classifying its appearance
and color, many recognition methods are produced, and the target area
is retained by a unique method, thus the feature can be extracted and
identified. Make the paving. The main work is to obtain a training sam-
ple, and then add the direction gradient histogram of the sample library
into the SVM for training, to get a one to many classifiers to be tuned
continuously, it can realize the rapid and accurate judgment of multiple
traffic signs.

Keywords: Gradient histogram · SVM · Traffic detection

1 Introduction

With the continuous progress of the global economy, transportation, which is an
important channel for global liaison, has also developed at a high speed, and it
has also brought some transportation difficulties. To cope with these difficulties,
related researchers have become extremely interested in solving transportation
problems through machine learning methods. After years of continuous research
and development, many vehicles have added new functions that assist vehicle
owners to better understand traffic conditions [1], of which intelligent trans-
portation systems [2] have a good effect on many difficulties in this field, So more
and more people are researching it. Intelligent transportation systems generally
consist of only three parts: intelligent roads, intelligent vehicles, and intelligent
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auxiliary facilities [3]. If you want to improve the safety and reliability of vehi-
cles, you need to combine related applications with machine learning technology.
This can solve a series of hidden safety problems such as traffic jams caused by
unknown road conditions. In recent years, many researchers feel that the use of
machine learning methods in the following areas can better improve traffic perfor-
mance: they are interactions between drivers and vehicles, interactions between
different individuals, and access to traffic data Networks, and performance mod-
ification of the car itself [4]. Among them, the researchers found that combining
the driver’s state, the specific conditions of nearby roads, and the recognition
of traffic sign information can better improve traffic performance. In terms of
providing traffic information to drivers, traffic signs can be described as the top
priority. Better recognition of traffic signs is also an issue that requires further
research. The detection and recognition system of traffic signs is to extract the
information of traffic signs through related technologies, and then feed it back
to the driver. The driver can obtain the required traffic information through
the recognition system. More advanced traffic assistance systems can even help
the driver directly Vehicles, which can better control the vehicle to improve the
safety of drivers and passengers. Research in this area is not only one of the
hot topics today, but also one of the difficulties to be overcome in the field of
machine learning.

Automatically providing road information to drivers and alerting drivers in
specific situations can help drivers deal with problems in a timely and correct
manner, and also have a positive impact on the entire road network that includes
other driving vehicles. This is a new concept in the field of machine learning [5].
There are many problems to be solved in this field, and the detection of traffic
signs is one of them. Many current researchers have used machine learning to
extract and identify some signs in traffic, but it will take a long time to apply
them. These methods should also incorporate more knowledge, such as data
extraction, image processing, big data technology, etc., continuously improve
the accuracy of recognition, and shorten the recognition time to achieve high
efficiency and speed.

2 Related Work

Some countries have greatly improved their economic levels compared to their
relatively backward economic levels, and some of their related technologies have
also developed very high. This has laid a good foundation for the research and
development of transportation-related technologies. For example, some countries
have researched related fields 30 years ago [6], Europe and the United States have
in the past few years made AI vehicle road systems and “Prometheus” related
topics; German warning pattern extraction and recognition technologies have
achieved With very effective progress, the logo can be determined within 0.2s,
and the timeliness is very high. With the continuous development of the times,
everyone’s enthusiasm for this technology is continuously increasing, attracting
more and more people to study in this field, so its related technology has also
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continued to become proficient and has made rapid progress. At the beginning
of this century, researchers at the University of Wisconsin completed a model
for detecting traffic signs. The sample they have is 540 collected images, and
the recognition accuracy rate is 95%. [7]; A multi-traffic sign recognition system
was developed together. Its accuracy rate is 95%, but its real-time performance
is not up to standard. [8]: In 2009, Australia’s National Information and Com-
munication Technology Laboratory also achieved many improvements. Traffic
sign shapes are detected and identified, but they are susceptible to light and
weather conditions [9]. Although our country started a bit late in this direction,
as the economy and overall national strength recovered and improved, research
and development in this area have become faster and faster, and Baidu has also
developed its undeveloped unmanned car. Our researchers are also investing
more and more energy in this field. As more and more high-level technical per-
sonnel join the research of this technology and carry out continuous innovative
applications, many institutes now apply machine learning. Technology makes a
great product. Many of these projects have provided new ideas for researchers,
such as the unmanned driving system developed by Baidu. Baidu has incorpo-
rated many new technologies into it through its resource advantages, reflecting
the innovativeness of the era [8], and in 2016 Baidu’s self-driving car products
were exhibited at the World Intel Conference in 2015, and received a lot of
praise from experts at home and abroad. Recently, related research institutions
in China also released some of their achievements-accurate identification of some
speed signs [10].

3 Preliminaries

3.1 Common Traffic Sign Detection Methods

In recent times, scholars at home and abroad have continuously improved the
technology, achieved a lot of output of traffic recognition products, each has its
characteristics in the use of the product, and has achieved the establishment of
many algorithm models. For example, the area to be detected in the instruction
information in a traffic sign. You can extract information from it, and then you
can identify why it is a type of sign and what it means. These processes can be
handled step by step, but all need to provide some useful information [9]. The
detection part mainly starts from two aspects: one is to classify the colors and
classify the markers to be detected by a certain method; on the other hand, to
extract the features of the shape. Because it is not under external pressure, its
shape Generally, it does not change, so you can classify the detection results,
but we need to get the target area where the detected object is located so that
it will not be affected by other areas to have a better recognition effect. From
the above, this paper proposes a scheme that combines color and shape features
to complete the detection process.



Traffic Sign Recognition Algorithm Model Based on Machine Learning 177

Detection Method Based on Color Features
Humans have a unique ability to classify and distinguish colors. According to
many theories and experiments, people’s ability to transform colors into various
spaces is getting better and better [10]. Besides, with the continuous develop-
ment of science and technology, the quality of image acquisition equipment often
used in research has also been improved, and it can better meet the needs of
today. Therefore, image processing gradually changes from gray to color. After
the color space conversion of the image in daily life, the corresponding fea-
ture extraction method should be used first, and then the corresponding color
information unique to the traffic sign should be changed in the corresponding
transformation mode to make the recognition difficult. During the color conver-
sion, some features are made more obvious through different methods, and their
information can be better explained [11]. Generally, the color is composed of 3
pixels. We call it 3 primary colors, and get more effective feature information
after conversion, which is convenient for us to identify.

Detection Method Based on Shape Features
Recognition of shape information is an important link in the detection process,
but a large part is identified by the shape of the grayscale image, regardless of its
color attributes. By performing edge detection on it, the amount of calculation
can be greatly reduced. This method can remove some irrelevant information,
thereby retaining those content that is important to the image. The canny oper-
ator is currently a popular method for shape detection. He can outline the edge
area of the target so that it can accurately determine its shape. There are cur-
rently other detection algorithms.

3.2 Common Algorithms for Traffic Recognition

SVM
SVM was proposed by Vapnik et al. Based on many years of statistical theory.
Its advantage is that it can perform supervised learning on labeled data, and
find the optimal hyperplane among different types of data sets, and has good
speed performance [12].

In SVM, the most important thing is to first calibrate the labeled training
samples. The features of the samples can be obtained according to the feature
extractor, and the obtained features and labels are sent to the training model.
Finally, the appropriate segmentation is found by the machine itself. line. If the
input data is linear, then we can easily find a straight line to divide it. If the
input data is non-linear, then the feature vector must be mapped to a high
dimension for classification.

Adaboost Weak Classifier
Adaboost is an iterative classifier. Its main working principle is to make multi-
ple types of classifiers for a sample database so that it can be combined into a
better classifier after being carefully divided. His implementation is to change
the distribution of samples, get the correct rate of the results after this training,
and then assign weights to them according to the correct rate. This can deter-
mine its weight and send samples that have changed weight A similar operation
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is performed here for the next classifier, and then the obtained classifiers are
combined to obtain a final classification model. Through this algorithm, some
features with little correlation can be discarded, and important features can be
left, so that better results can be obtained.

Its essential feature is that it constantly changes the weights and continuously
strengthens the weak classification. It can continuously improve its ability to
classify through continuous training. This step of it is as follows:

1. Training the obtained data to obtain a weak classification model;
2. Combine the data that has been identified incorrectly with the data that has

not yet been identified and then train to obtain a new classifier;
3. Reorganize the data that was identified incorrectly twice and other data for

new training, so that you can get another weak classifier;
4. In the end, you will get a strong classifier. Which classifier each sample is

assigned to is determined by the weight of each model.

KNN
The main principle of KNN is that distance calculation is performed between the
sample and the training sample, and the obtained distances are arranged. Within
k ranks, which category has the largest number determines which category this
sample belongs to. This algorithm only relies on the nearest few sample points
for category judgment when identifying. Therefore, it has a relationship with a
small number of samples when discriminating. Because this algorithm relies on
its recent data, and is not distinguished by class domain, this method is very
useful for samples with many categories.

3.3 Transportation Sample Library

The establishment of a traffic sign sample database is related to the final recog-
nition result. A good database should contain many different categories, each
of which has a large amount of data, and samples under various conditions and
environments are included. Try to ensure the diversity of the samples, to provide
effective training samples for identification. Rich data is extremely important for
the robustness of the training model so that the model is more universal. Since
our country started late in this regard, there is no systematic database yet, but
other countries have accumulated several relatively large data sets that can be
used publicly. The following categories are listed:

(1) Sample of German road signs;
(2) A sample of Belgian road signs;
(3) Samples of Swedish road signs;
(4) Sample of RUG road signs;

Each of the above datasets has spent a lot of time and experience of the
researchers. They constantly collect data to build and update the database. The
amount of data in the RUG dataset is a little less than the others. However,
these data sets still occupy a small part of actual use. The library used in this
design is GTSBR. Samples from the library are as Fig. 1:

This paper is the feature extraction of the graphs in this sample library.
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Fig. 1. Samples

4 Traffic Sign Recognition

4.1 Traffic Sign Recognition Algorithm Framework

The concept of image recognition is the basic concept of road sign detection, and
it is the actual detected object. These samples also have many characteristics
such as their color, structure, and so on. Therefore, when performing marker
detection, it can make better use of its characteristics. This simplifies the design
of the additional measurement model, and can greatly improve the detection
efficiency and accuracy. As can be known from the concept of image recognition,
the basic image recognition structure is shown in Fig. 2 below, which mainly
includes the following main parts [13].

Fig. 2. Identification process

At the beginning of recognition, the ROI area where traffic signs may exist
can be detected by distinguishing their colors. After the traffic signs are detected,
they need to be classified and understood. Each type of traffic sign has a specific
shape, so it can make full use of the shape feature information to train the
classifier, and finally use the trained classifier to classify and understand the
traffic sign. If these points are fully considered in the design of the traffic sign
recognition system, the design of the additional test model can be simplified, and
the detection efficiency and accuracy can be greatly improved. The detection
system process studied in this paper is shown in Fig. 3.
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Fig. 3. Detection system process

4.2 Traffic Sign Recognition Based on Color Features

Image Segmentation Based on Local Color Features
The colors of the indicator signs are as follows: they consist of two bright colors,
red or blue, which are relatively rare in the natural environment. Each type of
sign has a unique background color. We choose the color segmentation technology
to achieve the preliminary positioning of the possible areas of traffic signs. To
ensure the real-time nature of the algorithm. The original design is to convert the
RGB color space to the HSV color space [14]. It is easier to represent a specific
color in the HSV color space than in the BGR space. If we want to extract a
blue object. Here are the steps we need to take: first get a frame of the image
from the video, convert the image to HSV space, then set the HSV threshold to
the blue range.

Figure 4, Fig. 5 and Fig. 6 is the detection effect.

Morphological Processing
Morphological processing can remove the interference in the image by performing
morphological processing on the image. To process the above Fig. 5, we only
need to open the image, corroding the interference part, and then expanding the
required features. Figure 7 below is the effect map.

It can be seen from the above figure that the interference factors in the
picture have been completely dealt with, and only the expansion operation on
the image can be performed to display the features we need. Through the above
two steps of processing, a binary image obtained by segmenting the real traffic
scene image for red and blue is obtained. It can be seen from the above results
that although some parts are not taken out perfectly, the overall effect is still
good. This method lays a good foundation for subsequent traffic detection.

Recognition Area Extraction
The area to be identified can be extracted in the form of a multi-directional
moving window. The sliding window detection scheme can use a fixed window
to extract the feature of the detection position of the image to be detected [15]
so that a matching sample can be obtained. It can be seen that only samples
of the same size can be obtained in this way. To be able to detect more target
areas, a multi-scale detection scheme is used, that is, the image to be detected is
scaled. Usually, a multi-scale Sliding window strategy to ensure that the target
to be inspected at a certain size is similar to the window size.
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Fig. 4. original image

Fig. 5. Mask map

4.3 SVM

Classification Process
The Fig. 8 below is the overall flowchart of traffic sign recognition.

Fig. 6. Extracted feature map

The most important process of traffic sign detection is to classify it as a whole,
extract the features of the obtained recognition area, and then send it to the
classification module. The traffic sign classification module determines the types
of signs contained in the area, and then the Provide auxiliary information for the
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Fig. 7. Morphological processing

driving environment [16]. Exploring a robust and reliable traffic sign classification
algorithm has great application significance for promoting a machine vision-
based traffic sign recognition assisted driving system. However, there are dozens
or even hundreds of types of traffic signs, and the process of classifying and
identifying them is cumbersome. In this way, it is a difficult task to effectively
extract them. The entire classification process is divided into two processes: first,
the coarse-grained feature vector of the region of interest is extracted and sent to
the first-class classifier of the SVM to distinguish large categories; then, the image
of the region of interest of each large category is extracted The color HOG feature
is input to the corresponding SVM fine classifier, and the fine classification of
traffic sign subclasses is performed to obtain the final classification result.

HOG Feature Extraction
The sample image obtained is subjected to HOG feature extraction, and then
the extracted information is sent to the SVM classification training model, and
then the sample to be detected is identified using the trained model. The specific
operation method of how to obtain its hog feature is shown below:

1) Grayscale, regard RGB of the image as equal value;
2) The Gamma correction method is used to normalize the incoming sample

image so that its contrast can be changed, which can reduce the negative
effects caused by small areas of shadow and light, and also protect against
noise.

3) Gradient calculation is performed on each adjacent pixel of the image, to
obtain the characteristic data of its outline, and it can also reduce the inter-
ference of light again.

4) Split the image into small units, which can make an 8 × 8 pixel area;
5) After performing statistics on the histogram data of different units, the char-

acteristic data of each unit can be obtained;
6) Make several units into one block, and combine the features of all the units

in a single block to get the hog features of this sample;
7) Combine the features of all the units in all blocks in the sample to obtain the

hog feature data of this sample.



Traffic Sign Recognition Algorithm Model Based on Machine Learning 183

Fig. 8. Classification flowchart

SVM Classification

1) Based on color and basic shape, extract HOG features for coarse classification
and send them to SVM for training model.

2) According to the detailed HOG features of each category, the details are
classified and sent to the SVM to train the model.

3) According to the obtained model, the region of interest can be identified.

5 Experiment

The sample selected this time was downloaded on the GTSRP platform, and the
HOG features it has already modeled were used to select the eight categories in
the sample for classification testing, the result of test are as Fig. 9.

Because the sample data of category 0 is too small, the established model has
poor recognition ability, but the recognition effect of other categories belongs to
the normal range, and even some sample recognition rates can reach 100%. It
reached 100%, and the recognition rate of the third and seventh samples was
also 99%. The lowest recognition rate was also 67% for the fifth sample, and the
average recognition rate was 83%. With more and more classifiers, the actual
effect will be closer to the real situation.

The following figure Fig. 10 is the classification result obtained by the KNN
algorithm.
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Fig. 9. Result of SVM

By comparison, it can be seen that the classification result of SVM is better
than that of knn. Among the categories identified by the knn algorithm, there
is no 100% recognition sample data. The highest sample recognition categories
are category 6 and category 7. The sample recognition rate reached 99%, but
in practical applications, knn calculation takes a lot of time, need to use test
samples to compare the information of each sample, the real-time performance
is not good, and SVM can establish the model directly next time Use, the time
required is very short at the level of 10ms, and the real-time performance is very
strong, so SVM has a huge advantage in this regard. The experimental results
show that the SVM plus hog traffic sign detection and classification method can
obtain higher recognition accuracy than the knn algorithm, and can also meet
the real-time requirements in actual work.
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Fig. 10. Result of KNN

6 Conclusion

This paper conducts research on traffic sign recognition technology. Compared
with other people’s use of image matching technology, it is proposed to use the
distinctive color characteristics of traffic signs to distinguish them from other
objects in the traffic scene at the stage of traffic sign detection, to extract poten-
tially interesting areas of traffic signs in the image; At the stage of traffic sign
classification, the local shape features of traffic signs were further used, and
the long time-consuming Knn algorithm commonly used in general research was
abandoned, and the SVM classifier was used to classify traffic signs. The exper-
imental results show that the above-mentioned traffic sign detection and clas-
sification method can obtain higher recognition accuracy and higher real-time
performance (re-use time is about 10 ms), so it can be basically in terms of real-
time performance and accuracy. Meet the requirements of practical applications.
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Abstract. How to acquire high-dimensional data such as remote sensing image
efficiently and accurately has become a research hotpot recent years. Deep learn-
ing is a kind of learning method which uses many kinds of simple layers to learn
the mapping relation of complex layers. The authors will attempt to apply the deep
belief network model (DBN), which is important in deep learning, to remote sens-
ing image recognition. Using the new large-scale remote sensing image data set
with abundant changes as the research object, the hierarchical training mechanism
of DBNs is studied and compared with CNNS, the results show that the accuracy
and speed of DBNs is better than that of CNNS, and more effective information
can be obtained.

Keywords: Remote sensing image recognition · DBNs · CNNs

1 Introduction

With the development of remote sensing technology, remote sensing image processing
has become the focus of research in many fields such as security, aerospace, medical,
scientific research and so on. In 2016, Deng et al. [1] applied a method of remote sensing
image classification based on Fisher-BP to improve the efficiency and accuracy of remote
sensing image classification. In 2015, Li et al. [2] used SVM,K-means and limit learning
to identify and classify the bad geological objects in remote sensing images. In foreign
countries, Mantero et al. [3] have put forward a classification method based on the
minimum error decision in the literature, which can well deal with the recognition and
classification of remote sensing ground reference data. In the early 1970s, many image
analysis methods using remote sensing images were developed to analyze each pixel.
With the development of remote sensing technology, the spatial resolution becomesmore
and more fine, the pixels are not isolated, but filled into the image which is full of spatial
pattern. For some typical ground use recognition tasks, pixel or even super-pixel, all
existing data sets have some limitations, which severely restrict the development of new
data-driven Algorithms. With this in mind, Cheng et al. [4] in 2016 presented a large-
scale benchmark data set named “nwpu-resc45”. This data set overcomes the limitations
of the existing data set, such as the small scale of the number of class images and the
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total number of images, the lack of scene changes and diversity, and the saturation of
classification accuracy, so this paper chooses this data set as the research object of the
deep belief network model. Remote sensing image recognition and classification Image
recognition is based on the existing information in memory to judge the information
into the sensory organs at this time, so as to achieve the re-recognition of the image. The
recognition of remote sensing image is related to the recognition of common images. In
urban planning and management, the impact of remote sensing image classification is
very important [5].

In recent years, deep learning has become a new direction in the field of machine
learning. By simulating the multi-level structure of human brain, feature data are
extracted from the bottom layer to the top layer in order to find the regularity of data in
time and space and improve the accuracy of classification. The classification of remote
sensing image is mainly based on the characteristics of remote sensing image of electro-
magnetic radiation. The classification map can be used as an intermediate result of other
applications, such as target detection and recognition, to provide auxiliary information,
and as the final result of basic geographic information in other fields such as resource
management, disaster relief, urban planning, etc. According to whether the prior knowl-
edge of the data is needed, the remote sensing classification method is divided into two
kinds, one is parameterized and the other is non-parameterized. The first method consists
of a maximum likelihood classifier (MLC) [6], a minimum distance classifier (MDC)
[7], and an Expectation-Maximization (EM) algorithm [8], all of which presupposes
the distribution of data. However, there are also data distribution laws are often diffi-
cult to predict the situation, such as multi-time and multi-source remote sensing data.
Therefore, the second method is more widely used in remote sensing image classifica-
tion, including decision tree [9], artificial neural network (ANN) [10], Support vector
machine (SVM) and so on [11–13]. The classification of commonly used remote sensing
images mainly embodies in two aspects. One is unsupervised classification. It is a clus-
tering analysis method, no training samples in advance, no label information, the data
needs to be directly modeled. There are EM algorithm, K-MEANS clustering algorithm,
self-codingAlgorithm and so on. The other is the supervision of classification. It predicts
the class attributes of unknown data instances based on the association pattern between
the known data attributes and the class attributes. Common Algorithms include Support
vector machine, linear regression, neural network, decision tree, and KNN. Deep belief
network model.

At present, general machine learning belongs to the category of shallow learn-
ing, which is relatively weak in characterizing complex data or features. In this paper,
we introduce the Deep Belief Network (DBN), which uses the layered mechanism to
improve the training speed and the ability to deal with complex classification problems.
The most common network models used in deep learning include SAE, DBN, and CNN.
DBN is the most common and classic model.

2 Premilaries

DBN is a probability generation model consisting of a series of RBM units. RBM is
a two-layer undirected graph with no connected models between each layer of nodes.
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Where the input visible layer v, h, h′. It is a hidden layer that represents feature extraction.
Visible layer v Visible unit m Hidden layer h Hidden unit n. The unit, and all visible
hidden units are usually random two value variable nodes (only values of 0 and 1) whose
distribution satisfies the Bernoulli distribution.

RBM is a typical energy-basedmodel consisting of a visible layer and a hidden layer.
The joint configuration energy of these two layers is expressed as:

E(v, h; θ) = −
∑

i

∑

j

wijvihj−
∑

i

aivi −
∑

j

bjhj (1)

In the formula: θ = (W , a, b), 3 RBM is a very important parameter; visible layer
junction i And hidden layer nodes j The weight value of the connection between wij

Visible layer i The offset value of each node ai, the hidden layer j The offset value of
each node is bj; visible layer i The status value of each node is vi, And hidden layer j
The status value of each node is hj.

As shown in Fig. 1, v Indicates the visible layer, h Indicates a hidden layer, W
Represents the connection weight between two layers. Among them, the visible layer
and the hidden layer, the inter-layer neurons are fully connected, and the intra-layer
neurons are not connected.

Fig. 1. Schematic diagram of the restricted Boltzmann machine

As a DL model, DBNs have been successfully applied in many fields such as object
recognition and speech recognition. For remote sensing images, the pixel layer corre-
sponds to the visible layer, and the feature description factor corresponds to the hidden
layer as show in Fig. 2.

The BP algorithm is the most classical algorithm for training neural networks. The
Convolutional Neural Network (CNN) used in deep learning algorithms is also trained
by similar algorithms. The training methods used by DBNs are quite different from
those of traditional neural networks: BP network algorithm for multiple hidden layer
networks, the first is that the training time is too long; secondly, the weight adjustment
process is from the output layer, the input layer is reversed. To the transmission, when
the residual propagates to the first layer, there are many errors, so the weight adjustment
is not accurate enough, the algorithm is not efficient, and the trainingmethod is not ideal.
There are several main problems with the BP training method:
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Fig. 2. Deep belief network (DBNs) structure model

(1) BP is the process from the output layer to the input layer. After several hidden layers,
the gradient becomes more and more sparse, the error correction signal becomes
smaller and smaller, and the weight change is very small.

(2) The weight of the neural network is randomly assigned to the initial value of the
backpropagation algorithm. This algorithm may cause the algorithm to converge
locally to a minimum.

(3) The marked data can be used for BP algorithm training, because the weight adjust-
ment in the subsequent propagation process must adjust the expected value through
the tag value and error, which requires the back-propagation of the neural network
in the sample, the actual data is not labeled.

Due to many shortcomings of the traditional neural network training model, DL uses
a new trainingmethod, which is to establish amulti-layer neural network in unsupervised
data. The training time is divided into two steps: the first step is divided into training
networks, each training a level. The second step is the parameter adjustment process,
which is to monitor the fine adjustment.

The training process of DBN adopts layer-by-layer training. The training only has
one layer of RBM at a time. The process of RBM is exactly the same as this training,
and the parameters are adjusted separately. After one layer of training, the result is input
as the next layer of RBM; so until each layer RBM is trained and this process is called
pre-training. After the RBM training is completed, the BP algorithm is used to fine tune
according to the tag value of the sample.

3 Remote Sensing Image Recognition Using Deep Belief Network

3.1 Experimental Object and Pretreatment

The experiment selected in this paper is based on the MNIST dataset and the NWPU-
RESISC45 dataset is selected [4]. Some remote sensing image is made into subjects. The
NWPU-RESISC45 dataset is a publicly available benchmark for Resensing Image Scene
Classification (RESISC) created by Northwestern Polytechnical University (NWPU).
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In order to get the closest to the standard experiment, the color image was processed,
and a batch of remote sensing images similar to figure a were preprocessed and turned
into gray image b, and the experimental training set and test set were constructed, As
shown in Fig. 3:

 a original picture                                               b gray image 

Fig. 3. Preprocessing of remote sensing maps

This experiment still uses a double-layer DBNs structure, similar to the MNIST
data set, and the two hidden layer units are set to 1000 and 200 respectively, because
this paper selects five categories of beaches, clouds, deserts, islands, and lakes. Remote
sensing image, so the output layer is 5 units. In the DBNs training phase, set the number
of iterations of the two layers of RBM to 200, And the learning rate is set to 0.1. After
completing the training of the DBNs, the NN is initialized with the weights learned by
the system, and the network parameters are fine-tuned; the iteration number of the NN is
100, the learning rate is 0.1, and the NN partial activation function is set to “Sigmoid”.
Draw the weight map according to the learned weight as shown in Fig. 4.

Fig. 4. DBN weight map
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The training set and test set are shown in Table 1:

Table 1. Test training data set

Serial number Total data
volume

Training set Test set

1 70000 60000 10000

2 700 600 100

3 7000 6000 1000

3.2 Analysis of Experiments

This section focuses on comparing the accuracy and rate of DBNs and CNN training
the same object. Other parameters of the DBNs model were initialized in this paper
as follows: the learning rate of pre-training and fine-tuning was set to 0.05, and the
mini-batch size was set to 100.

When training models with the MNIST dataset, compare DBNs with CNN. The
influence of iteration times on the recognition and classification accuracy of CNN is
shown in Fig. 5.

Error rate 

Number of iterations

Fig. 5. CNNchangewith changes in the number of iterations to identify the classification accuracy
curve

It can be seen from Fig. 5 that when the number of iterations reaches 50, the recog-
nition error rate of CNN reaches a minimum value. At this time, the recognition clas-
sification accuracy in the network is the largest, and the network classification effect is
the best. However, when the number of iterations reaches 25, the network has reached a
relatively good classification recognition effect. After the number of iterations continues
to increase, the curve still has a downward trend, which means that the classification
accuracy will still be improved. Improve, but not much improvement. Therefore, in
some cases, the number of iterations can be reasonably selected within a certain range
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Error rate

Number of iterations

Fig. 6. DBN identifies the accuracy curve of the classification as the number of iterations changes

of variation according to the specific requirements of training time and recognition
accuracy.

It can be clearly seen from the trend of the curve in Fig. 6 that when the number
of iterations reaches 15, even if the number of iterations continues to increase, the
classification accuracy of the DBN network does not increase, and basically goes to a
stable value. It is 0.078, that is, the accuracy is as high as 92.2%. This is because the
weight of the DBN backward trimming stage is pre-adjusted in the process of forward
propagation, avoiding random initialization, and adopting this divergence algorithm to
train each layer of RBM, so after dozens of times After the number of iterations, the
network can get a good result.

Because DBN is a layered training, and CNN is a training method from the next
iteration; A training process of CNN requires alternating convolution and sampling,
both of which are time-consuming. Therefore, the forward propagation velocity is rel-
atively low. The backward propagation of CNN includes two processes, deconvolution
and ascending sampling, both of which are rather complicated. With multiple levels of
CNN, the time of gradient descent is naturally longer. In contrast, DBNs have obvious
advantages. As shown in Table 2.

Table 2. DBN and CNN time-consuming comparison

Network model Total time
(seconds)

Error rate

DBN 0.15 0.08

CNN 1.79 0.07

In this experiment, it can be clearly seen that when the DBNs model and the CNN
model are training the same object, the training time is shorter, that is, the DBNs have a
higher rate in remote sensing image recognition.
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4 Conclusion

In this paper, theDBNsmodel is deeply studied, its principle,method andmodel structure
are analyzed, and the idea structure of RBM is analyzed in detail. The mechanism
of DBNs hierarchical training is discussed and compared with CNNS, which greatly
reduces the difficulty and training time of model training. The experiment shows that
comparedwithCNNS,DBNsmodel is basically equal in recognition rate, but has obvious
advantage in training rate. The recognition accuracy and speed of the deep belief network
model for remote sensing image are better than the traditional neural network learning
method. It is also an attempt and improvement to select a new and superior remote
sensing scene image data set as the research object of DBNs model in extracting image
features.
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Abstract. With the development of wireless networks in recent years, battery-
poweredwireless sensor networks are graduallymoving towards energy harvesting
wireless sensor networks. Energy harvesting technology overcomes the problems
of limited energy and difficulty in replacing batteries in traditional wireless sensor
networks, and is therefore widely used in various fields. In an energy harvesting
wireless sensor network, due to time, space, location, placement angle, energy
source, technology, etc., the energy that each sensor node can collect is also dif-
ferent. And nodes with different energy will affect the network life, or data loss
occurs on some nodes. Therefore, for this type of network, it is very important to
improve and optimize energy usage across the entire network. This article mainly
introduces the existing routing protocol optimization algorithms in this type of
network. It summarizes studies, analyzes, finds the advantages and disadvantages,
and further optimizes ideas for this type of research.

Keywords: Wireless sensor network · Energy harvesting · Routing protocol

1 Introduction

The development of energy harvesting technology has promoted the development of
EH-WSN [1]. In our living environment, there are many scattered energy, such as solar
energy, wind energy, vibration energy, thermal energy and radio frequency energy [2],
etc. A lot of research has been done on how to collect and use the environmental energy.
The node in EH-WSN is an energy harvesting system added to the node of traditional
WSN. EH-WSN can collect energy from the environment and convert it into electrical
energy and store it in the energy storage device of the node. At present, the research on
energy harvesting nodes mainly focuses on the environmental energy collection technol-
ogy and energy storage technology. Literature [3] used hot-spot generator technology to
convert the temperature difference into usable electrical energy. Literature [4] uses wind
energy sensors to collect wind energy in the surrounding environment to power its own
nodes. Literature [5] proposed a method of optimizing solar collectors to maximize the
energy transferred from solar panels to energy storage devices. Literature [6] designed
a new type of energy harvesting device to enable nodes to collect RF energy in the
environment (Fig. 1).
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Fig. 1. Energy harvesting wireless sensor networks

The sensor node collects energy from the environment and converts it into electrical
energy and stores it in a capacitor to provide energy to the sensor node. The research
and development of energy harvesting technology has avoided the process of manually
replacing the battery of the node. Theoretically, when the harvesting energy is sufficient,
the permanent operation of EH-WSN can be realized. However, in practical applications,
it is still challenging to use energy harvesting technology for sensor nodes, because of
1) the size of the sensor nodes and related technologies, energy harvesting equipment
still cannot provide enough energy to maintain the node’s continuous work. Energy
harvesting technical issues also need to consider how to collect, store and effectively
use this natural energy in a small scale, and power small wireless sensor nodes. 2) Due
to the ever-changing nature of nature, the energy collected from nature is also unstable.
3) Due to the gap between the development of supercapacitors and lithium batteries
and theoretical research, there are many problems in the process of energy harvesting,
conversion and storage, such as low conversion rates and energy loss. In view of the
above problems, EH-WSN needs further research and optimization (Fig. 2).
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Fig. 2. The structure of energy harvesting wireless sensor

2 Related Work

EH-WSNs technology was proposed by Raghunathan [7] and others as early as 2005,
using MicaZ wireless sensor nodes and Solar Inc’s solar panels to realize self-powered
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wireless sensor networks. In 2011, Alippi [8] et al. proposed an energy-based TDMA
protocol based on the MicaZ wireless sensor node, and implemented an underwater illu-
mination environment monitoring system for near- and long-range wireless communica-
tion [8, 9]. In recent years, in addition to solar-powered WSNs, vibration energy WSNs,
wind energy WSNs, etc. have also received extensive attention and active research.
EH-WSNs can be divided into battery-operated Energy Harvesting Wireless Sensor
Networks (B-EHWSNs) and pure energy harvesting (without batteries) wireless sensor
networks (Energy HarvestingWireless Sensor Networks) from the power supply mode.,
EH-WSNs). Earlier studies were conducted on the first model. A typical example is
the Heliomote Energy Harvesting System designed by a Srivastava team led by UCLA
(UCLA) in 2005. Through the prediction of the energy collected by the sensor nodes
within a certain period of time [10–12], they achieved the optimal work cycle and the
optimal task scheduling [13, 14] to optimize the system performance.

Because the collectible energy in the environment changes in real time, the node
energy collection rate also changes over time. Therefore, an effective energy prediction
algorithm is very useful for EH-WSN’s task scheduling, MAC protocol and routing
protocol, etc. [15]. For a variety of collectible energy sources, solar energy is diurnal and
periodic to a certain degree [16], so most of the existing energy prediction algorithms
are designed for solar energy. Weather Conditioned Moving Average (WCMA) [17]
considers the effect of weather conditions on harvestable energy. In energy-efficient
Routing Protocol [18], the author first divides each node between the source node and
the destination node intomultiple levels. Then use themethod of Dynamic programming
to get the path with the smallest number of hops in the network. Among multiple paths
with the smallest number, select the optimal path.

In Adaptive Energy-Harvesting Aware Clustering routing protocol (AEHAC) [19],
at first, they takes node energy state into cluster head election algorithm. and can adjust
its parameter according to the network deploying environment. We analyze and evaluate
the routing performance in terms of two metrics available node number and network
throughput.

This article mainly introduces the existing routing protocols in EH-WSN, and sum-
marizes and analyzes the advantages and disadvantages and possible challenges of each
routing protocol. The structure of this paper is as follows: Sect. 2 introduces several
groups of existing routing protocols. The third chapter analyzes and summarizes current
routing protocols and points out future challenges. The fourth chapter is the summary
of this work.

3 Typical Routing Protocols

In this section we introduce several typical routing protocols of EP-LEACH, AODV-
EHA,Opportunistic routing protocol of EH-WSNand anEnergyNeutral Routing (ENR)
Protocol.



200 G. Zhang

3.1 An Effective Routing Protocol for Energy Harvesting Wireless Sensor
Networks

Meng [20] et al. introduces Energy Potential Function which is utilized to measure the
node’s capability of energy harvesting and extend the traditional LEACH to Energy
Potential LEACH (EP-LEACH). EP-LEACH uses a new energy potential function to
measure the node’s energy acquisition capability. In LEACH, the original cluster head
selecting functionwas extended to an energy potential function tomeasure the ability of a
node to collect energy, as well as the ability of a node to run continuously. The algorithm
works as follows: at first, the LEACHprotocol is carried out according to a “round” cycle,
and each round is divided into two phases. In each round, each cluster remains the same.
However, the cluster head is re-selected each round. At the beginning of each round,
the LEACH protocol randomly selects sensor nodes as cluster heads. Then an energy
potential function (EP-Function) is introduced to measure node capability of energy
harvesting. Therefore, each round of cluster head selection, nodes with potential energy
should have a greater chance of being elected as cluster heads. There is no limit to the
number of times each node can be elected as the cluster head. Compared with LEACH,
it improves the throughput, reduces the data error rate, and reduces the possibility of
node death. The evaluation results show that the proposed EP-LEACH exhibits a better
performance than previous work in terms of lifetimes and throughput.

3.2 Energy Harvesting Aware AODV (AODV-EHA)

The Energy Harvesting Aware AODV (AODV-EHA) [21] protocol combines the tradi-
tional AODV protocol with energy harvesting, which is not only suitable for changing
network topology structures, but also achieves energy efficiency for a longer network
life cycle. All these functions utilize the existing mechanisms of the AODV protocol
without additional complexity and routing overhead. The AODV-EHA protocol tries to
find the least transmission cost on the route instead of the minimum number of hops. In
actual operation, the AODV-EHA protocol is similar to the traditional AODV protocol,
and there are some changes in the composition of communication messages: routing
requests, routing responses. Relative to the traditional AODV protocol’s routing request
and routing response message format, in the AODV-EHA protocol, the “hop count” is
replaced by the “energy count”. The energy count here means the predicted average
transmission cost of a data packet was successfully provided from the initiator node
to the destination node. The experimental results show that with the increase of nodes,
the average point-to-point transmission cost of AODV-EHA is decreasing, and the cost
of AODV-EHA is always lower than the AODV protocol. Compared with the AODV
protocol, AODV-EHA can usually find the path with the lowest transmission cost, but it
is the longest path.

3.3 Opportunistic Routing in Wireless Sensor Networks Powered by Ambient
Energy Harvesting

In literature [22], for accurate evaluation, the authors define and present a realistic out-
door solar energy harvesting model. On the basis of the real model, they proposed an
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opportunistic routing protocol EHOR. The main idea is as follows: 1) EHOR divides
the possible set of forwarding neighbors into several regions for determining the best
forwarding candidates and gives different IDs to the regions according to the distance of
a sender and the sink node. For a transmission, the further a region from the sender, the
lower probability of receiving the data packet it has, nodes further away from the sender;
on the contrary, the nearer a region from the sender, the lower probability of sending
the data packet it has. 2) After deciding the forwarding region, the EHOR considers the
priority of a forwarding node according to the remaining energy of the node and quality
of the link in the selected forward region. Here, they refers the weight of the forwarding
priority in terms of β and the simulation results show that proposed EHOR achieves high
goodput, efficiency, data delivery ratio and fairness.

3.4 Energy Neutral Routing (ENR) Protocol

The Energy Neutral Routing [23] protocol can keep sensor network in a state which
energy consumption of the sensor is smaller than to the energy or equal to the energy that
could be collected within a certain amount of time. The ENR protocol is implemented in
three phases. In the first phase, the network sets the minimum hop count from all nodes
to the sink node named gradients to 0 to initialize the network. Sink generates data
packets to obtain data information, after that, nodes updates their gradients according
to ENR algorithm and select nodes that have smaller gradients to form network. After
receiving the data packet, the receiver will generate a reinforcement interest (RI) packet
to extract the data. In the second phase, The node that received the reinforcement interest
from the sink node hopes to look for the next-hop neighbor and transmit on the RI to
the data source. The node will forward the RI message to the optative neighbor node,
if the RI message will destroy the neutrality of the optative neighbor node, the optative
neighbor node will broadcast refusion information. The node will successively send the
RI message to the optative neighbor nodes among the remaining nodes until all neighbor
nodes send RMmessages, and the node will broadcast the RMmessage related to the RI
message. In the third phase, The node receiving the RI will enter the data transmission
stage by forwarding a packet about data in the light of the higher data rate designated in
the reinforcement interest. After entering the data transmission phase, relay node checks
interest cache. If the relay node does not find a matching entry in the data packet in the
data cache, then the data packet is sent to the next hop node. Empirical research shows
that ENR can usefully supply energy-neutral operations within the network, and can
significantly increase the rate of packet distribution.

3.5 Open Problems and Challenges

Although the proposed routing protocol improves the performance of energy harvesting
wireless sensor networks, there are still some problems not considered and solved.

In EH-WSN, the ability of node acquisition is asymmetric, which is ignored by most
routing protocols, which limits the performance of practical application networks. At
the same time, due to the different energy states of nodes, it is difficult for each node
to keep the energy neutral state for routing data transmission and keep the network
running continuously in theory. In addition, due to the unbalanced energy consumption
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of network nodes, multi hop transmission produces energy hole problem, which greatly
reduces the throughput and energy consumption efficiency of the network. The existing
routing protocol research on this problem needs to be further explored.

4 Conclusions

Wireless sensor networks are widely used in various fields, such as environmental mon-
itoring, security monitoring, industrial control, and military. The biggest challenge of
traditional wireless sensor networks is to use non-rechargeable batteries as the energy
supply. The sensor network will die. Energy harvesting wireless sensors successfully
solve this problem. This paper introduces seven routing protocols for energy harvesting
wireless sensor networks. When choosing an energy harvesting sensor network routing
protocol, according to the different deployment environments and requirements of the
sensors, the energy harvesting wireless sensor network has the following characteristics:
The performance of different performances, such as rates, is different, so choosing the
right routing protocol can make the network show better performance and achieve the
expected goal.

Subject category: Regional planning project support
Subject approval number: 2018MGH061.
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Abstract. In order to reduce the computational cost of digital signature scheme
in internet of things and improve the security of signature, based on analyzing the
security requirement of Internet of things and SM2 Algorithm, a secure digital
signature scheme in internet of things is proposed. The elliptic curve is used to
construct the scheme, which improves the computing efficiency and meets the
lightweight requirement in IoT environment. Specifies the verifier feature that
meets the security requirements of a particular environment. The analysis shows
that the scheme has the characteristics of message integrity, anti-repudiation,
designated verification and anti-forgery.

Keywords: Internet of things · SM2 · Digital signature · Privacy protection

1 Introduction

IoT is a collection of interconnected objects, services, people, and devices that enable
information exchange and data sharing in different domains. The Internet of things is
used in many fields, such as transportation, agriculture, medicine, electricity, logistics,
etc. The goal of building the Internet of things is to change the way people live their lives
by enabling the smart devices around us to do the daily chores, such as smart homes,
smart city, smart transportation. The Internet of things has many applications, from the
personal environment to the Enterprise Environment [1]. In personal and social IoT
applications, IoT users can interact with their environment and other users to build and
maintain social relationships. In the transportation applications of the Internet of things,
various smart cars, smart roads and smart traffic lights can improve traffic efficiency and
safety. In the business and industry applications of the Internet of things, such as finance,
banking, marketing, and so on, interactivity within and between organizations can be
achieved. In recent years, due to the radio frequency identification (RFID) and wireless
sensor network (WSN) technology progress, the rapid development of the Internet of
things. Each device can be tagged with RFID, thus having a unique identity and being
uniquely identified. With WSN, every “thing”, that is, people, devices, etc., can be
recognized wirelessly and communicate in the physical, network, and digital world.
Although the Internet of things has brought convenience to people’s life, similar to the
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traditional Internet system, all kinds of security attacks come along, which seriously
affect the development of the Internet of things and People’s privacy security.

This paper first analyzes the security requirements of the Internet of things, then
introduces the construction of SM2 digital signature scheme, then gives the concrete
construction of the security digital signature scheme, and finally analyzes the security
of the proposed scheme.

2 Premilaries

2.1 Security Requirements of IoT

The basic security goals of the Internet of things include confidentiality, integrity, and
integrity in general network systems. However, due to the Heterogeneity of devices and
the limitation of computing and communication resources, IoT has different security
problems. The security challenges facing the Internet of things can be broadly divided
into two categories: structural challenges and security challenges [2]. Structural chal-
lenges stem from the heterogeneity and ubiquity of the Internet of things itself, and
security challenges are related to the principles and functions of the system, its basic
goal is to construct the security network by the enforcementmechanism.Resolving struc-
tural challenges usually requires consideration of wireless communications, scalability,
power and distribution, while resolving security challenges requires consideration of
authentication, confidentiality, end-to-end security, integrity, etc., security mechanisms
must be enforced throughout the life cycle of system development and operations [3].
Common security requirements include that all software running on IoT devices must be
licensed, and that the network must authenticate IoT devices before they can be turned
on to collect and send data; Due to the limited computing and storage resources of IoT
devices, it is necessary to use a firewall network to filter packets directed to the device;
updates and patches to IoT devices should be installed in a manner that does not increase
the additional bandwidth consumption.

Overall, the security needs of the Internet of things include the following:

(1) confidentiality ensures that data is secure and available only to authorized users.
In the Internet of things, users can be people, machines, services, internal objects
(devices in the network) and external objects (devices outside the network). For
example, you must ensure that the sensor does not disclose the data it collects to
a nearby node [4]. Another confidentiality consideration is how to manage data,
and it is important for IoT users to be aware that data management mechanisms are
applied to process or peoplemanagement to ensure that data is protected throughout
the process [5].

(2) Integrity. Since the Internet of things is based on the exchange of data betweenmany
different devices, it is important to ensure that the data is accurate; that it comes from
the right sender and that it is not tampered with or intentionally or unintentionally
interfered with during transmission. Although data traffic can be managed by using
firewalls and protocols, due to the limited computing and communication resources
of IoT nodes, the security of endpoints cannot be guaranteed, so other mechanisms
must be considered to achieve the integrity.
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(3) Usability. The IoT vision is to connect as many smart devices as possible to make
all the data available to IoT users at any time. However, data is not the only part of
the Internet of things, and devices and related services must be and can be accessed
whenever they are needed. Approaches that support usability may require both
generic approaches such as fault tolerance and cryptology-based mechanisms.

(4) Authentication. Every object in IoT should be able to be recognized and identified
by other objects, but the nature of IoT makes it challenging to identify and identify,
which involves multiple types of entities such as devices, people, service providers,
and so on. The design of the authentication mechanism needs to be compatible
with all types of entities in heterogeneous systems. There is also a need to consider
special scenarios where objects may need to interact with other entities that have
not previously shared information [6].

(5) Lightweight. In addition to the usual security goals, considering that IoT nodes
are usually resource constrained devices, lightweight is also a factor to consider
when designing security mechanisms. Therefore, in the design and implementation
of the corresponding encryption, authentication, integrity verification protocols or
algorithms, it is not advisable to directly apply the traditional security schemes to
the Internet of things.

2.2 SM2 Algorithm

SM2 [7] consists of three stages, including generation of keys, generation of signa-
ture,verification of signature:

Generation of keys:

(1) randomly selects d, d ∈ [1, q − 1];
(2) computes P = dG, set P as the public key, and d as the private key.

Generation of signature:

(3) the signer selects a random number k ∈ [1, q − 1], computes kG = (x1, y1) ;
(4) computes r = Hash(m) + x1 mod q, where m is the message to be signed, Hash is

a one-way function; if r = 0 or r + k = q, select another k.
(5) computes s = (1 + d)−1(k − rd) mod q; if s = 0, select another k; otherwise, take

r, s as the signature.

Verification of signature:

(6) when the verifier receives m, r, s, checks r, s ∈ [1, q−1], r+ s �= q; then computes

(x11, y
1
1) = sG + (r + s)P

(7) computes r1 = Hash(m)+x11 mod q; checks r and r1 is equal or not, if yes, accepts
the signature; otherwise, reject the signature.
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2.3 SM2 Based Signature for IoT

Suppose a node A in the Internet of things needs to signmessageM and send it to another
node B to verify. At the same time, the content of message M is sensitive information,
so m cannot be disclosed to third parties. The transmission network is a non-secure
network, so there may be various types of attackers in the transmission process. The
system model of the scheme is shown in Fig. 1.

Fig. 1. The architecture of the scheme

In order to realize the signature that can protect the message content, this paper
designs a digital signature scheme based on SM2. In the scheme, in addition to the IoT
nodes, there is a trusted third party called as a key generation center KGC, which is
responsible for registering and maintaining the public keys of each node, all nodes in
the IoT join the system by first submitting the public key and other necessary infor-
mation to the KGC for registration. The algorithm is constructed based on SM2 digital
signature algorithm, so it is similar to SM2 digital signature algorithm, including system
initialization, key generation, signature generation and signature verification, as follows:

(1) System initialization

Selects a big primer number p which is larger than 160 bits, then select a secure
elliptic curve

y = x3 + ax + b(4a3 + 27b2 �= 0modp), chooses the basis G with the degree n.
chooses a secure hash function H.
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(2) Key generation

A randomly chooses dA ∈ [1, q−1] as the private key then computes the public key
PA = dAG; B randomly chooses dB ∈ [1, q − 1] as the private key then computes the
public key PB = dBG. A afterwards and B register themselves in KGC.

(3) Signature generation

If themessage to be signed isM, the sender Awill sign it and send it to the designated
verifier B. A randomly select k ∈ [1, q − 1] ,then compute

V = kPB = (x1, y1)

r = H (m‖V ) + x1 mod q

s = (1 + dA)−1(k − rdA) mod q

and then the signature of the message m is σ = {r, s}, A sends {m, σ } to B.

(4) Signature verification

As B receives {m, σ }, computes

V ′ = sdBG + (r + s)dBPA = (x′
1, y

′
1).

r′ = H (m
∥
∥V ′ ) + x′

1

Checks r and r′ are equal or not. If yes, accepts the signature; otherwise, reject it.

3 Analysis

3.1 Correctness

Theorem 1. If the signature is not damaged during transmission, the verifier can accept
the signature according the equation in the stage Signature verification.

Proof: Actually, the verifier can computes V′ as follows,

V ′ = sdBG + (r + s)dBPA

= sPB + sdAPB + rdAPB

= (1 + dA)sPB + rdAPB

= (1 + dA)(1 + dA)−1(k − rdA)PB + rdAPB

= (k − rdA)PB + rdAPB

= KPB

That is to say V = V ′, then there exists x′
1 = x1, thus r and r ‘are equal, and the

signature is valid.
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3.2 Security

(1) Integrity

Because of the use of a secure hash function H in this scheme, if the message M
is corrupted during encryption or during signature transfer, then verifier B does not
compute the same as R, according to the Hash function, the resulting hash value must
be different and the signature verification cannot pass. Therefore, the integrity of the
scheme is guaranteed.

(2) Designated verifiability

According to the signature verification equation, no one other than designated verifier
B can verify the validity of the signature because they do not have the private key of B.
If the attacker attempts to push his private key through B’s public key to complete the
verification, he will face the problem of discrete logarithm. Therefore, the designated
verifiability of this scheme is established.

(3) Non-repudiation

If A tries to deny its signature on M, because the scheme is constructed based on
SM2 signature scheme, the scheme can satisfy the existence-unforgeable property, it is
impossible for anyone but a to forge another message that is different fromM and that is
signed as. Therefore, A cannot disavow the signature it generated for M. Based on this,
the scheme realizes the non-repudiation.

(4) Lightweight

The proposed signature scheme is constructed based on SM2 digital signature
scheme, and SM2 digital signature scheme is implemented based on secure elliptic
curve. As we all know, elliptic curve cryptography (ECC) has high computing effi-
ciency. Using 160-bit key in ECC Algorithm, the security strength of 1024-bit key in
RSA can be obtained. Therefore, the scheme is lightweight and suitable for the Internet
of things environment.

4 Conclusion

Based on the analysis of the security requirements of Internet of things (IoT), this paper
proposes a secure digital signature scheme based on SM2 algorithm considering the
limited computing and communication resources and dynamic changes of nodes in IoT
environment. The scheme uses a symmetric encryption algorithm with high efficiency
and security to guarantee the confidentiality of the signature content. The signature based
on SM2 ensures the scheme’s high efficiency, this scheme is suitable for the security
requirement of digital signature of sensitive content in internet of things.
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Abstract. Vehicle sensor networks (VSN) play an increasingly impor-
tant part in smart city, due to the interconnectivity of the infrastructure.
However similar to other wireless communications, vehicle sensor net-
works are susceptible to a broad range of attacks. In addition to ensur-
ing security for both data-at-rest and data-in-transit, it is essential to
preserve the privacy of data and users in vehicle sensor networks. Many
existing authentication schemes for vehicle sensor networks are generally
not designed to also preserve the privacy between the user and service
provider (e.g., mining user data to provide personalized services without
infringing on user privacy). Controllable linkability can be used to facil-
itate an involved entity with the right linking key to determine whether
two messages were generated by the same sender, while preserving the
anonymity of the signer. Such a functionality is very useful to provide
personalized services. Thus, in this paper, a threshold authentication
scheme with anonymity and controllable linkability for vehicle sensor
networks is constructed, and its security is analyzed under the random
oracle model.

Keywords: Threshold authentication · Controllable linkabilty · Group
signature · Vehicle sensor networks

1 Introduction

While vehicle sensor networks research is fairly mature [1], there is plenty of
research opportunities in this space due to continuing and rapid advances in
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vehicular communication technology and other underpinning technologies (e.g.,
smart/driverless vehicles and other Internet-connected technologies in a smart
city). In vehicle sensor networks, there are two key types of entities – see Fig. 1,
namely: wireless on-board units (OBUs) on vehicles to supply wireless com-
munication ability, and roadside unit (RSU) located on the road or buildings
within a certain coverage. Normally, a remote central authority (CA) is also
deployed to assist OBUs or RSU to perform a given task, such as authentica-
tion. These parties can support two types of communications, namely: vehicle-
to-infrastructure (V2I) communication and vehicle-to-vehicle (V2V) communica-
tion [2]. Such communications can be used to support activities such as reporting
of traffic congestion and accidents/incidents. However, due to characteristics such
as self-organizing, rapid-changing and open channel, vehicle sensor networks are
susceptible to a broad range of attacks. Achieving secure and efficient authenti-
cation services is a basic and critical component [3,4], but increasingly there are
other properties/features that should be considered. Examples include privacy
preservation [6,7,9], and the related notions such as anonymity and unlinkability
[5,10].

In general, striking a balance between preserving user privacy and maximiz-
ing the utility of user data (e.g., to offer better and customized services, based
on mining and analysis of user data) is tricky [8]. For example, a key charac-
teristic required to provide personalized services is linkability, which contradicts
the privacy requirement. Controllable linkability, first proposed by Hwang et al.
[18], is one potential solution. In such a concept, an entity who owns a linking
key can dervie whether two authentication messages were generated by the same
user (or not). Doing so does not infringe the user’s anonymity since the identity
of the message signer cannot be obtained. Since the seminal work of Hwang et
al. [18], a great many group signature schemes with controllable linkability have
been investigated in the literature [18–20]. However, the verifier can only check
the valid signature message generated by a group member but cannot decide
whether the message has been fabricated. Threshold authentication can, how-
ever, mitigate such a limitation. Specifically, the receiver accepts a message only
after it has been confirmed by the specified threshold number of user.

In this work, we present a group signature-based anonymous authentica-
tion scheme for vehicle sensor networks, which is designed to achieve threshold
authentication, anonymity, non-repudiation, and controllable linkability. In addi-
tion, we will demonstrate that it is more efficient than similar existing schemes
in regard to both communicational and computational costs, based on the find-
ings from our evaluations using the widely accepted OpenSSL library. We also
demonstrate the security of the scheme under the random oracle model, as well
as explaining how it achieves the other desirable security properties.
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2 Related Work

In recent years, authentication schemes with different properties have been
investigated in the literature. For instance, Raya and Hubaux [14] introduced
an anonymous authentication scheme for vehicle sensor networks by employ-
ing anonymous certificates. In such a scheme, a vehicle is preloaded with large
anonymous certificates such that the vehicle can employ different public/private
key pairs during each authentication process to avoid being traced. However,
the public/private key pairs must have a short lifetime so as to achieve privacy
preservation; otherwise, there will be significant storage and management costs.
Lu et al. [15] presented a new method to deal with the challenge of preloading a
mass of anonymous certificates, by leveraging RSUs. To update the anonymous
certificate in order to keep linkability of the message, each vehicle would request
the RSU to issue a short-time anonymous certificate when the vehicle passes
by the RSU. Consequently, frequent interaction between vehicle and RSU may
influence the performance of the entire vehicle sensor networks. Huang et al.
[16] proposed two certificateless signatures scheme; however, anonymity is not
achieved because the public key of the user is needed during verification.

Fig. 1. Simulation results for the network.

Group signature schemes can also be used to achieve privacy preservation
[12,13,17]. For example, Hwang et al. [18–20] introduced three group signature
schemes with controllability linkability, for purpose of preserving the privacy
between the users and service providers. However, these schemes do not sup-
port threshold authentication and require significant computing cost due to the
number of exponentiation operations and bilinear pairings operations.
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Threshold authentication is a common approach to assure the authenticity
of the received (traffic) information [21–23]. For example, Shao et al. [24,25]
introduced two threshold anonymous authentication schemes for vehicle sensor
networks, designed to resist an attack on a single malicious message. However,
the cost of computation of these schemes is significantly high on account of the
employment of exponentiation and bilinear pairing.

Therefore, in this work, we construct a group signature-based anonymous
authentication scheme with controllable linkability, based on Shao et al.’s [24,25]
scheme. However, our proposed scheme is more efficient because we utilize the
point multiplication operation instead of the exponentiation operations.

3 Preliminaries

Before the construction of our scheme, preliminaries including the system and
security models and the Bilinear groups are introduced in this section.

3.1 System and Security Models

Our proposed protocol comprises four entities, namely: central authority (CA),
service providers (SP), RSUs and OBUs (see also Fig. 2). CA is mainly tasked
with issuing of the corresponding public key certificates for both RSUs and
OBUs after their respective public keys have been successfully authenticated.
Moreover, CA can uncover the original identity of the sender who is found to send
a fabricated message in VANET. SP is responsible for providing personalized
services, first by examining whether given two messages are produced by the
same sender with the linking key. RSUs are densely deployed along the road,
and each of them is assumed as the manager of a group consisting of OBUs
within its communication area. Besides, RSUs are also responsible for issuing
group certificates for vehicles equipped with OBUs when they enter into its
communication range, which can be used to communicate with other OBUs by
signing the message with its private key. Note that if an OBU is in the revocation
list obtained from the CA, it would not be assigned with a group certificate by
its RSU.

CA is assumed to be fully honest, whereas SPs and RSUs are presumed to
be semi-honest (i.e., honest but curious), in the sense that they would honestly
follow the proposed protocol and would not conspire with other RSUs. However,
they are curious about the user’s identity information and trace information,
and hence may passively seek to collect group signatures and gather other infor-
mation. Honest OBUs can accept a message only when they have received the
number of valid signatures whose number is greater than the threshold value
on the same message. However, OBUs could also be malicious, in the sense of
attempting to obtain the user’s identity information and trace information by
launching either passive or active attack. For instance, they may attempt to
broadcast many fabricated message signatures without being perceived or con-
spire with each other.
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3.2 Bilinear Groups

Let G1, G2 and G3 denote three different additive groups over elliptic curve with
the same order q, where q is a prime number, and they all satisfy non-degenerated
properties and are used to construct a bilinear map e : G1 ×G2 → G3, such that
e(aP1, bP̃1) = e(P1, P̃1)ab for all a, b ∈ Z∗

q , any P1 ∈ G1 and P̃1 ∈ G2. For
convenience, the symbol “∼” is used to label the elements in G2.

Fig. 2. System model.

We analyze the security of the proposed threshold anonymous authentication
scheme based on the eCDH assumption and the eDDH assumption, which are
defined as follows [25],

Definition 1 (eCDH Assumption): Given P, aP, bP ∈ G1 and P̃ , aP̃ ∈ G2,
where a, b ∈ Z∗

q , to output abP . The (t, ε) eCDH assumption states that there is
no t-time algorithm that can break the eCDH assumption with a non-negligible
advantage of at least ε.

Definition 2 (eDDH Assumption): Given P, aP, bP, cP ∈ G1 and
P̃ , aP̃ , bP̃ ∈ G2, where a, b, c ∈ Z∗

q , to decide whether abP = cP holds or not.
The (t, ε) eDDH assumption states that there is no t-time algorithm can break
the eDDH assumption with non-negligible advantage of at least ε.

4 Proposed Authentication Protocol

The construction of our proposed group signature-based anonymous authenti-
cation scheme with controllable linkability is illustrated here, and the scheme
includes initialization, registration, joining, signing, verifying, linking, and trac-
ing stage.
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First, the CA follows the initialization process to produce public/private key
pairs for itself and the public parameters for the entire system. Before each
RSU and OBU join the network, they need to follow the registration process
to produce the pairs of the public key and private key for itself and obtain
corresponding public certificates from the CA. RSUs are deployed on critical
points along the road (e.g., roadsides or building and other installations). When
a vehicle employed with an OBU enters into a new range covered by a certain
RSU, it has to follow the joining process to obtain the corresponding group
certificate from the RSU. Then, the vehicle can sign and broadcast messages.
After that, the receiver can perform the threshold authentication process to
verify any received messages and signatures. In order to identify the malicious
signer, the CA can perform identity tracing process to uncover the identity of
the singer corresponding to the suspicious signature. To provide personalized
service, one can perform linking process to check whether two given pairs of
signatures and messages are from the same sender.

The definition of used notations is shown as Table 1, and details of our pro-
posed authentication scheme is illustrated in the remaining of this section.

Table 1. Summary of notations

Notation Definitions

q A secure large prime

G1, G2, G3 Three groups with the same order q

P1, P2 The primitive generator of G1

P̃1 The primitive generator of G2

xca The private key of CA to issue certificates

xtm The private key of CA to trace

xrsu The private key of RSU

xobu The private key of OBU

Plink The linking key of SPs

(Pca, P̃ca, P̃tm) The public key of CA

P̃rsu The public key of RSU

P̃obu The public key of OBU

Z∗
q The collection including all primes in {0, 1, ..., q − 1}

H1 A hash function mapping to G1

H2 A hash function mapping to Z∗
q

τ A signature of message

4.1 Initialization

In this stage, CA produces the key pairs for itself and the public parameters for
the entire system. The detailed description is as follows.



A Group Signature-Based Anonymous Authentication Scheme 217

– First, CA produces the public parameter q, P1, P2 ∈ G1, P̃1 ∈ G2, e : G1 ×
G2 → G3,H1(·) : {0, 1}∗ → G1,H2(·) : {0, 1}∗ → Z∗

q .
– Then, CA randomly chooses xca, xtm ∈ Z∗

q , and computes Pca = xcaP1, P̃ca =
xcaP̃1 and P̃tm = xtmP̃1, Plink = − xtmP1. Finally, CA sets Plink as the
linking key, (Pca, P̃ca, P̃tm) as its public key and keeps (xca, xtm) as its private
key.

4.2 Registration

The registration stage consists of two parts, namely: RSU registration and OBU
registration. CA assign RSUs and OBUs with the corresponding public certifi-
cates by performing this process.

RSU Registration. Each RSU registers itself as follows,

– RSU selects xrsu ∈ Z∗
q randomly as its private key, and evaluates P̃rsu =

xrsuP̃1 as its public key.
– RSU sends P̃rsu to CA through a secure channel. After receiving the message,

CA produces a public certificate certrsu on P̃rsu, and sends certrsu and the
current revocation list CRL to RSU, where CRL is defined as

CRL =((certobu 1, P̃
′
obu 1), (certobu 2, P̃

′
obu 2), · · · ,

(certobu n, P̃ ′
obu n))

Vehicle OBU Registration

– Each OBU selects xobu ∈ Z∗
q randomly as its private key and evaluates Pobu =

xobuP1 as its public key.
– Then, OBU sends Pobu and P̃obu = xobuP̃1 to CA through a secure channel.

After receiving the message, if e(Pobu, P̃1) = e(P1, P̃obu) holds, then CA pro-
duces corresponding public certificate certobu on Pobu, and sends certobu to
the OBU. Finally, CA records (certobu, P̃obu) in the user list.

4.3 Joining

In this stage, RSUs will issue corresponding group certificate for the OBUs within
their radio coverage. When OBUi gets into the communication area covered by a
new RSU, the joining stage is activated between OBUi and the particular RSU.
The detailed steps are as follows.

– To begin with, OBUi sends a request message to RSU for obtaining its public
key,

– Upon receiving the request from OBUi, RSU returns its certificate and public
key (certrsu, P̃rsu) to OBUi.
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– Upon receiving (certrsu, P̃rsu), OBUi checks (certrsu, P̃rsu). If it is not valid,
OBUi would be required to send another request message again; otherwise,
OBUi selects k, n ∈ Z∗

q randomly and computes P ′
obu = xobuPca. Then, it uses

the public key of RSU P̃rsu to encrypt P ′
obu, where the encrypting process is

found by computing kP̃rsu = (x1, y1) and Cobu = (kP̃1, P
′
obu +x1P1). Finally,

OBUi sends (certobu, Pobu, Cobu, n) to RSU, where n is a random number
chosen from Z∗

q .
– Upon receiving (certobu, Pobu, Cobu, n), RSU uses its private key xrsu to

decrypt Cobu and obtains P ′
obu, and checks whether certobu exists in the revo-

cation list CRL. Then it checks whether e(Pobu, P̃ca) = e(P ′
obu, P̃1). If it

does not holds, then it terminates at this stage; otherwise, RSU chooses two
random numbers r, t ∈ Z∗

q and computes group certificate certg = (c1, c2),
where c1 = xrsuP2 − r(P ′

obu), c2 = rP1. Finally, RSU adds OBUi’s certifi-
cate certobu to member list(ML) and uses OBUi’s public key Pobu to encrypt
certg, where the encrypting process is found by computing tPobu = (x2, y2)
and Crsu = (tP1, c2 + x2P1, c1 + x2P1). It then broadcasts (Crsu, n, CRLrsu)
within its communication range, where CRLrsu is the latest and is obtained
from CRL and certobu exists in ML of this RSU.

– When OBUi receives (Crsu, n, CRLrsu), OBUi first determines whether this
message is sent to itself by using the value n. If it holds, then OBUi uses its
private key xobu to decrypt Crsu and obtains certg, prior to checking whether
e(c1, P̃1) · e(xobuc2, P̃ca) = e(P2, P̃rsu). If it holds, then OBUi accepts this
group certificate certg = (c1, c2); otherwise, OBUi sends the request message
to RSU again.

4.4 Signing

When an OBU intends to broadcast a message m, it performs the following steps
to sign the message.

– OBUi chooses r′, α, s ∈ Z∗
q randomly.

– Randomizes the group certificate as τ1 = c1 − r′(xobuPca) and τ2 = c2 + r′P1.
– Encrypts P̃obu for tracing as τ̃3 = α · P̃1, τ̃4 = xobu · P̃1 + α · P̃tm.
– Binds (τ1, τ2) and τ̃3, τ̃4 together by τ5 = xobu · τ2 and τ6 = α · τ2.
– Computes τ7 = xobuH1(m), which would be employed to determine whether

two given signatures for a certain message are produced by a same OBU or
not. However, the characteristic of threshold authentication is enabled by τ7.

– A bundle of the above evaluated values is made by S1 = s ·τ2, S2 = s ·H1(m),
σ8 = H2(m||τ1|| · · · ||τ7||S1||S2), τ9 = s − τ8xobu.

– Set τ = {τ1, τ2, τ̃3, τ̃4, τ5, τ6, τ7, τ8, τ9} and broadcast (m, τ).

4.5 Verifying

Upon receiving a message m and its signature τ , OBUj uses CA’s public key
(P̃ca, P̃tm), RSU’s public key P̃rsu, and the revocation list CRLrsu to verify this
signature as follows:
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– Signature verification: Initially check if the signature {τ1, τ2, τ̃3, τ̃4, τ5, τ6, τ7,
τ8, τ9} is valid by checking the following equations.

• e(τ1, P̃1) · e(τ5, P̃ca) = e(P2, P̃rsu)
• e(τ2, τ̃3 + τ̃4)= e(τ5, P̃1) · e(τ6, P̃tm + P̃1)
• S1 = τ9τ2 + τ8τ5
• S2 = τ9H1(m) + τ8 · τ7
• check τ8 = H2(m||τ1|| · · · ||τ7||S1||S2)

– Revocation check: Check whether the signer within this RSU range is not
revoked, by checking the equation e(τ1, P̃1) · e(τ2, P̃ ′

obu i) �= e(P2, P̃rsu), for all
P̃ ′
obu i ∈ CRLrsu.

If all equations hold, then OBUj believes the validity of the signature, i.e.,
the sender of the signature has not been revoked. Once OBUj had received
exceeding threshold number of valid signatures about the same message from
distinctive OBUs, it would accept and believe the message.

In addition, the OBU can also use batch verification to speed up the verifi-
cation on {m1, τ

1}, {m2, τ
2}, · · ·, {mn, τn}, as follows,

– e(
n∑

i=1

τ i
1, P̃1) · e(

n∑

i=1

τ i
5, P̃ca) = e(P2, P̃rsu)

–
n∏

i=1

e(τ i
2, τ̃

i
3 + τ̃ i

4) = e(
n∑

i=1

τ i
5, P̃1) · e(

n∑

i=1

τ i
6, P̃tm + P̃1)

4.6 Linking

With the linking key Plink, SP can check whether two given pairs (m′, τ ′) and
(m, τ) are generated by a same user, as follows:

– First, it performs the verification process to check the validity of two given
signatures.

– If the pairs are not valid, ⊥ would be returned; otherwise, it examines whether
the equation e(Plink, τ̃

′
3) · e(P1, τ̃

′
4) = e(Plink, τ̃

′′
3 ) · e(P1, τ̃

′′
4 ) holds or not. If

yes, 1 would be returned, i.e., the pairs are linked; otherwise, 0 would be
returned, i.e., the pairs are unlinked.

4.7 Tracing

In this stage, CA can recover the real identity of the sender corresponding to a
valid pair (m, τ), then it updates the CRL and sends CRL to each RSU. The
detailed process is as follows.

– First, CA reveals the identity of signer corresponding to the signature message
(m, τ) by computing P̃obu = τ̃4 − xtmτ̃3.

– Then, CA finds signer’s certificate certobu in user list and computes P̃ ′
obu =

xcaP̃obu.
– Finally, CA records (certobu, P̃ ′

obu) in CRL and sends CRL to each RSU.
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5 Conclusion

In this paper, a group signature-based anonymous authentication scheme with
controllable linkabilty was proposed. The scheme is designed to enable providers
who have an linking key to determine whether two messages were produced by
the same signer, while preserving the user’s anonymity. Threshold authentication
enables the receiver to figure out whether the received signature is produced by
the same sender to prevent the replay attack. In addition, the function of verifier-
local revocation is supported (i.e., a verifier is able to check whether a received
signature is generated by a revoked user). Security and performance evaluations
demonstrated the utility of our presented scheme.
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