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Abstract Flexible AC Transmission Systems (FACTS) is created higher controlla-
bility in power systems. Several FACTS-devices are introduced for various applica-
tions. The basic applications of FACTS-devices are including power flow control,
voltage control, reactive power compensation, stability improvement, power quality
improvement, flicker mitigation, interconnection of renewable and distributed gener-
ation and storages. But to achieve the maximum profit from FACTS devices, the
optimal size and location of these devices must be determined. Numerical opti-
mization method is one of the methods to achieve the optimal global solution in
optimization problems. This chapter of the book is about FACTS devices place-
ment using numerical method. This method is performed in a radial Transmission
system to minimize the power losses and improve the voltage profile. The proposed
method is tested on the standard IEEE 14-bus test system. The results of case studies
demonstrate the effectiveness of the proposed methodology.
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Abbreviations

\'A The magnitude of voltage at bus i.

Vi The magnitude of voltage at bus j.

Vi The magnitude of voltage at bus m.

Vi The magnitude of voltage at bus k.

v The load voltage.

Vier Controllable voltage source in series branch.

Vin Controllable voltage source in parallel branch.

P Mechanical power.

Pic Active power flow between the two buses i and k.
Py Active power flow between the two buses k and m.
P Active power flow between the two buses m and k.
P; Active power of UPFC in node i.

P; Active power of UPFC in node j.

Py, The shunt converter active power.

Pyer The series converter active power.

Pgi Active power generation.

Pp; Active power consumption.

Qix Reactive power flow between the two buses i and k.
Qx Reactive power flow between the two buses k and m.
Qm Reactive power flow between the two buses m and k.
Q Reactive power of UPFC in node i.

Q; Reactive power of UPFC in node j.

Qsh The shunt converter reactive power.

Qser The series converter reactive power.

Qai Reactive power generation.

Qbi Reactive power consumption.

Xik Reactor transmission line.

dik Power transfer angle.

C The constant capacitor.

W The rotor speed.

d The phase voltage of the load voltage.

M The inertia of the generator

X The decision variable.

[AX] The solution vector.

[J] The Jacobin matrix.

Q The solution range.

C; (x)  The equal constraint.

Hx (x) The unequal constraint.

F, (x) The objective function of the voltage deviation.
F; (x) The objective function of the system overload.
Fpr (x) The objective function of active power losses.
Lmn  Line stability index.

VSF  Voltage stability factor.

o Fire angle.
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Conductivity angle.
TCSC ratio.
Susceptance.
Admittance.

~ T~ Q

1 Introduction

In the past decades, the increase in demand for electricity has led to an integrated
power system with thermal and insulating limitations and issues such as the passage of
power over unwanted routes and stability constraints. Experts and designers of power
systems have proposed solutions to address these issues, such as the construction of a
new line, Flexible Alternating Current Transmission Systems (FACTS) in transmis-
sion and distribution, and High Voltage Direct Current (HVDC). One of the disadvan-
tages of building a new transmission line is environmental issues, and the disadvan-
tages of HVDC are the high cost of this system. Therefore, to increase the capacity of
the transmission line and improve the stability of the system, the appropriate solution
is to use FACTS devices. The best solution is to use FACTS controllers to increase
the capacity of distribution and transmission networks. FACTS controllers control
important parameters of a transmission line (angle, voltage, current, active power, and
reactive power). Applications of FACTS include improved transient stability, small
signal stability improvement, voltage profile improvement, power losses reduction,
and reduction of inrush currents caused by transformers. The important advantages
of FACTS are shown in the Fig. 1 [1, 2].

The issue of FACTS devices is not new, as it has been built over the past 20 years
using large-scale power technology and semiconductors. Today, the most important
issue in FACTS controllers is the economic issue [1]. In addition to the applications
mentioned above, these devices are also used to manage congestion, and reduce
power losses. FACTS controllers are based on power electronics and are used in low
voltage and transmission networks as series, parallel and series—parallel compen-
sators to increase system controllability. For example, Static Synchronous Series

Static and dynamic VAR
compensation

Power quality
improvement
Fault current reduction
Increase power Voltage Regulation

transmission capacity

Fig. 1 Advantages of FACTS [1, 2]
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Compensator (SSSC) and Thyristor Controlled Series Capacitor (TCSC) controllers
are used as series compensators and Static Compensator (STATCOM) and Static
Var Compensator (SVC) controllers are used as parallel compensators in the system.
FACTS devices category will be presented later in the chapter [3].

At the beginning of the chapter, we will study the numerical techniques and solu-
tions of MATLAB software, and in this section, we will explain the interval solution
and open methods. We will then discuss the FACTS devices, the classification of
FACTS controllers, the modeling, and the formulation of the optimal placement of
FACTS devices. In the last part of this chapter, we will present a test system to
analyze and simulate the optimal placement of SVC and UPFC controllers using
Newton Raphson’s numerical technique using MATLAB software.

2 Numerical Technique

Numerical analysis is widely used in the analysis of nonlinear systems in the fields of
electrical and mechanical engineering, so that the MATLAB software has designed its
solvers based on numerical analysis. Choosing the appropriate numerical technique
to design and analyze power systems has become an important research challenge.
Therefore, it is important to know numerical methods to solve nonlinear problems. In
this chapter, we examine the advantages and disadvantages of widely used numerical
techniques in power systems and their application in power systems. Applications of
these techniques include load flow studies, maximum power point tracking (MPPT),
optimal DG placement, and optimal FACTS devices placement. The first step in
better understanding of these methods is to classify them. Therefore, we categorize
numerical techniques into four subdivisions, taking into account their application in
power systems:

1. Interval solution methods
2. Open methods

3. Introspection

4. Numerical Integration.

Table 1 Cardiovascular Methods Accuracy Problem type Solvers
parameters [4]
Runge—Kutta Intermediate | Non-hard Ode45
Runge—Kutta Low Non-hard Ode23
Adams Low to high | Non-hard Odel13
NDFs Low to Hard Odel5s
intermediate
Rosenbrock Low Hard Ode23s
Trapezoidal rule | Low Relatively hard | Ode23t
TR-BDF2 Low Hard Ode23tb
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| Lszsiion Interval solution
techniques

| Regula Falsi

Numerical
numerical
techniques used in
electrical
engineering

Trapezoidal rule

Numerical Integration

midpoint rule

|
| Simpson's rule
|
|

Gaussian rule r

Fig. 2 Numerical techniques used in electrical engineering

In addition to the above classification, MATLAB software has also solvers based
on numerical techniques to solve difficult and non-difficult problems so that the user
can choose the appropriate solver according to the type of system. Table 1 shows the
types of MATLAB solvers. Figure 2 shows the most widely used numerical tech-
niques in the electrical industry. It is worth noting that in the studies of researchers,
interval solution methods and open methods have received more attention. Therefore,
the theoretical explanations of the methods of solving the interval and open methods
will be discussed.

2.1 Bisection Method [5-9]

In this method, we assume that the numbers a and b are available in the following
ways:

(a) The function f in interval [a, b] is continuous
(b) f(a)-f(b)<0
(c) f(x) = 0 has only one root (o) in the range (a, b).

In this method, we make the sequence {x,} as follows:

lim X, =« (D

n—oo
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To build this sequence, we do the following:

We first X consider (a + b)/2, which divides [a, b] into two parts [a, X;] and [X],
b]. Now, assuming case C, a is necessarily in one of these two parts. To continue,
we consider the part where o is located, where it is possible to select the desired
range through the Bolzano theorem. After selecting the desired range, we take the X,
method in the same way and continue the same process until we reach the condition of
stopping the problem. Note that in the bisection method, the sequence is constructed
to converge to the root of the function, and it is easy to show that:

b—a
Zn

|xn _Ol| =

@)

Disadvantages include the following:

1. This numerical technique is not suitable for finding double roots.
2. Slow dynamically answer.
3. Very slow performance when finding multiple roots.

Application of this numerical method in smart networks include operation studies
in low voltage networks.

In the reference [10], a distributed bisection technique with the presence of the
small-scale resources has proposed for the economic dispatch of load on the smart
networks.

Another application of this technique in power systems is the discussion of the
MPPT in renewable sources such as wind turbines and photovoltaic systems.

In other words, this method can be used to increase the extraction capacity of the
mentioned resources [11]. In addition to electrical engineering, this technique has
many applications in other branches of engineering such as mechanics. The bisection
algorithm is shown in Fig. 3.

2.2 Regula Falsi Method [5-9]

Assume that the function fin [a, b] is continuous and that f(a)f(b) < 0 and the equation
f(x) = 0 have only one root in (a, b). Now, to find an approximation of this root,
which we call o, we action as follows. Connect the two points (a, f(a)) and (b, f(b))
with a straight line, we call the intersection of this line with the axis of the x— x;
which approximate of the desired root is o, now to find the value of x;, we place
point (x;, 0) in the equation of the line connecting the two points (a, f(a)) and (b,
f(b)), that is, in Eq. 3:

y—f@ _ fb) - f@

X —a b—a

3)

We place the point (x;, 0), so we have:
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receive
a.b.e

=
T
A

Write x. Write x.

b<—x

Negetive

Fig. 3 Bisection algorithm [8]

0-fl@ _ fb)—~ fl@

4
X —a b—a )
After simplifying, we get to the following equation:
af(b) — bf(a)
x| = af(b) = bf(a) (5)

f®) - f(a)
Now to determine x;, do the following:

1- If f(a)f(x;) < 0, then according to Bolzano’s theorem the root « is in (a, X;), SO
in formula 5 instead of b, we put x; and we have:

_af(x) —xi f(a)

— 6
2= T~ f@ ©

2- If f(a)f(x;) > 0, then the root is in (X, b). So in formula 5, instead of a, we put
x; and we have:

_xif(b) = bf(x)

— 7
2= — fon 2

3- Iff(a)f(x;) = 0thenitis clear that x; is the desired root and the problem is solved.
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Fig. 4 Details of Regula Falsi method [8]

Thus, a sequence of numbers is obtained that converges to the root a. As you
can see, the Regula Falsi method is convergent similar to the Bisection method.
Sometimes it works even faster than the Bisection method. Of course, the operation
of this method is more than the two-part method. See Fig. 4 for more details.

2.3 Simple Repetition or Fixed Point Method [5-9]

In this method, by applying changes in the equation f(x) = 0 to x = g(x), if « is the
root of f(x), then g(a) = a. In fact, the root of f will be a fixed point g.

Fixed point theorem:

Suppose that g : [a, b] — [a, b] function is a continuous function (g € c[a, b])
in this case:

(A) ghas at least one fixed point in [a, b]. In addition, if g’ is present on the interval
(a, b) and the number 0 < L < 1 is present so that we have |g'(x)| < L < 1
for each x in (a, b), then the constant point g in [a, b] is unique.

(B) The sequence produced by x,+; = g(x,) thatn = 0, 1, 2, 3, ... is convergent
for each xy € [a, b] to the constant point g (root f). To better understand the
fixed point technique, consider Fig. 5.

2.4 Newton Raphson Method [5-9]

This numerical technique works faster than other methods mentioned above.
However, in this method, the starting point of x, must be close enough to the desired
root o, which is one of the disadvantages of this method. After explaining how this
method works, you will clearly see that there is a special case of the simple repetition
method mentioned. Now, with the help of Fig. 6, we will describe this method.

If x¢ is approximate to the desired root, a. As you can see in the figure, we draw
the tangent line of the curve f(x) at point A to the coordinates (g, f(Xo)). We call the
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yi=Xx
y2 = g(x)
: ---E ---------------- [EEEY = X2=g(X1)
.......... E....;.................» X1 = g(Xo)
S
Fig. 5 Details of fixed point method [8]
x1, f(x1) .., (0, fx0) ...,
(@ f(0)=0) ...

Fig. 6 Newton Raphson method [8]

location of this line the axis of length x;. In fact, by placing a point (x;, 0) in Eq. 8
and continuing this process, we achieve a repetitive design of Newton method (9).

y — f(x0) = f'(x0)(x — x¢) (®)
So we will have:
X = xg — f(x0)
1/ (x0)
Kt = g — S 00) ©)
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Write X, & .

Write X;.

YES

Fig. 7 Newton Raphson algorithm [8]

Given the Eq. 10, it is clear that Newton’s method is a special case of the simple
repetition method.

A
J'(x)

Newton Raphson method is shown in Fig. 7.

gx) =x (10)

2.5 Secant Method [5-9]

First, consider the Eq. 11, which is the derivative definition.
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. ) — fx)
m —

X—>Xp Xn — X

= f'(xn) (1)

If the value of x is close to the value of x,, for example, x,._;, then:

f(xn) - f(xnfl)

Xn — Xn—1

= f'(xn) (12)

In the Newton formula, we use Eq. 12 instead of f ‘(x;,), and after simplification,
we will have:

xn—lf(xn) - -xnf(xn—l)

= 13
= T ey — ) (13)

Note that we need the values initial two of Xy and x; in the Secant method for
calculating x,. Then the rest of the sequence of sentences is easily obtained through
Eq. 13. The Secant method is not necessarily convergent and is slower than Newton
in terms of speed, but much faster than the Bisection method and the Regula Falsi
technique. Note Fig. 8 for further explanation.

One of the most important issues in smart grids is the discussion of MPPT from
renewable sources such as photovoltaic systems and wind turbine systems. Because
the mentioned sources are facing uncertainties such as the amount of sunlight and
wind speed. In recent years, many studies and researches have been done in the field
of MPPT in low voltage networks.

The researcher in the reference [11] used numerical techniques to investigate the
tracking of the MPPT in photovoltaic systems. Figure 9 shows the MPPT controller
for a photovoltaic system and Fig. 10 shows the performance of numerical techniques.

Numerical optimization methods can ensure the global optimal solution. Also,
used methods in [12—15] are to achieve global optimal.

(Xn-1, f{(Xn-1)) v...

(Xn, f(xn)) V..

(Xn+1, 0)
v..

...... » (Xn+1’ f(Xn+1)

Fig. 8 Secant method [8]
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A ho
=, ()2 =012,
% Po(xo, f(x0)) b SO ey
« b, ()= S (x)f & 4)(x =X ®,)  n=012..
Pi(x1, f(x1)) *n
P2(X2, f(Xz))
T — r:Ee-FB
2 | P fx) i
o 1 i
- Pm(xm, f(xm)) 1 I I =xu +xl
Braket#1 ! 1 ! ix, m )
Xi Ko Xo\ T >

| I 1 i

I I 1 i

| I 1 i

I I 1

I I 1

1 N TR Pu(Xu, f(Xu))

Peo(co,f(co)

Pl(Xl, f(Xl))

f:dP/dV

) < ___Pcl(cl,f(cl)

> c lef(xu)_xuf(xl)
ERACHAC)

X1

, i=012..

—Pu(Xy, f(xu))

Fig. 10 Performance of numerical techniques [11]
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3 FACTS Devices

The flow of active and reactive power (the flow of current leads to the flow of power.)
In a transmission line between the two buses i and k shown in Fig. 11 of the Egs. 14
and 15 are calculated [16]:

ViV .
Py = =Py = ——= sin(8; — &) (14)
Xik
|
Qix = —[Vi — ViVicos(d; — &)] (15)
ik
Vi and Vi The magnitudes of the bus voltages i and k.
Xik Reactor Transmission Line.
dik power transfer angle.

FACTS controllers are divided into three classes based on the type of compen-
sation, series (injecting voltage into the system in series), parallel (their connection
is parallel and at the connection point, the current is injected into the system) and
series—parallel are classified. The effect of some FACTS controllers on Eq. 14 is
shown in Fig. 12 [16].

The classification of FACTS device controllers, the structure of the famous FACTS
machines, and the use of the famous FACTS devices are shown in Figs. 13, 14
and 15, respectively. So, SSSC, Interline Power Flow Controller (IPFC), TCSC,
Thyristor Switched Series Capacitor (TSSC), Thyristor Controlled Series Reactor

Vi <0i Vi <0k

Fig. 11 Active and reactive power flow

TCVR
Vi Vi
P, — sin (0i-0k)
Xik
TCSC

Fig. 12 Effect of FACTS controllers [16]
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Famous FACTS controllers |

| Series |

SSSC

1l

IPFC

TCSC

TSSC
| Other controllers |

TCSR

— _TCVL

—1| TSSR

Fig. 13 FACTS controllers’ classification [2]

(TCSR), Thyristor Switched Series Reactor (TSSR), SVC, Thyristor Controlled
Reactor (TCR), Thyristor Switched Reactor (TSR), Thyristor Switched Capacitor
(TSC), STATCOM, Static Synchronous Generator (SSG), Battery Energy Storage
System (BESS), Superconducting Magnetic Energy Storage(SMES), UPFC, TCPST,
Thyristor Controlled Phase Angle Regulator (TCPAR), Interphase Power Controller
(IPC), Thyristor Controlled Voltage Limiter (TCVL) and TCVR are specified in the
figures.

3.1 Power System Modeling

The first step in the study of power systems, such as the optimal placement of FACTS
controllers, is to provide the correct model of the system under study. In other words,
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Isvc
Injection model Bsve \| Qsve

SVC equivalent circuit

. w
PytjQp Ip

Zp

Injection midel

STATCOM equivalent circuit

Vw T W
IWT Perrj Qwr

Injection model Zr
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SSSC equivalent circuit

Fig. 14 The structure of the famous FACTS devices [17]
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Fig. 15 Application of well-known FACTS devices [17]
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if the model is not presented correctly, the objectives of the studies will not be
achieved.

The mathematical model of the power system shown in Fig. 16 is defined in
Egs. 16-23 [18, 19].

Sm = Wy,

M, = P, — dyw, + E>Y,, Siné,, + E,Y,,V Sin (§ — 8,, — 6,,) (16)
kgwd = —kgvaV* = kgv + Q8. 8, V) — Qo — O (17)

ThyokpoV = kpokga V4 (kpwkgo — kgokpo) V
+ kgw(P(pu,8,V)— Po— Pr)
—kpo((Q(6p, 8, V) — Qo — 0O1) (18)

P(8,,8, V) = (Y, Sin6) + Y, Sin6,,)V?
— Ep Y,V Sin (8 — 8, + )
— E\Y}V Sin (8 + 6;) (19)

Q(8m, 8, V) =—(Y;Cos 6} + Y, Cosb,)V*
+ Ep Y,V Cos (8 — 8,y + 6)

+ E{Y;V Cos (8 + 65) (20)
E)=1[1+ C*Y;> —2CY;" Cosfp] 2 1)
Y, = Yo[l + C2¥5% — 2CY; ' Cos o] (22)

(23)

CY:'Sin6
66:90+tan_'{ o >MY }

1 —CY, ' Coshy

The mathematical model of the load is shown in Eq. 24 [18]:

T
=1 T
Y <(-6,-2) Y, <(-6,
<>E0<0 -_—C LOAD

Fig. 16 Power system model [18]
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{P:P0+P1+kpw$+k,,vv+kquv2 4)
Q=00+ 0 +kqw8 +kqvv +kqv2V2

C represents the constant capacitor, V represents the load voltage, 8 represents
the phase voltage of the load voltage, wy, the rotor speed, 3, the phase angle of the
generator, M the inertia of the generator, d,, dumping and P, express the mechanical
power [18, 19].

3.2 SVC Modeling

In this device, changing of load and topology of the system will affect the bus voltage.
Therefore, in case of improper control, the voltage will drop and may even lead to
network collapse. Conventional devices such as capacitors, reactors (conventional
devices controlled by mechanical switching), and rotating synchronous condenser
can be used to adjust the voltage of the buses that are out of range. The injection or
absorption of reactive power is automatically adjusted by the SVC and the rotating
synchronous condenser to keep the voltage across the buses constant. SVC is a
combination of capacitive and induction banks with thyristor control or mechanical
switching control as shown in Fig. 7. To conduct numerical studies, SVC is classified
into two models [20]:

1. shunt variable susceptance model
susceptance is considered as a mode variable in a state-space equations and
formulations. The shunt variable susceptance model is shown in Fig. 17 [21, 22].

2. Fire angle model
Fire angle is considered as a mode variable in Eqs. and formulations. The fire
angle model is shown in Fig. 18 [21, 22].

Figure 19 shows the dynamic characteristics and the steady-state voltage and
current of the SVC controller. In the SVC controller, we only exchange reactive
power. Therefore, the susceptance, current, and reactive power are changed to adjust
the voltage according to a desirable characteristic with a suitable slope (slope value
is usually considered between 1 and 5%) [21].

The amount of slope depends on the desired voltage (the optimum voltage is
defined in the controllable area), the production of reactive power between different

Fig. 17 Variable \Y4 Bus
susceptance model [21, 22]
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LV — = DBus ______
r I
i Qsvc 1 |
| Xy !
i -jXC ;\ o i
| Thl Th2 |
i o

Fig. 18 Fire angle model [21, 22]
Voltage

Steady State Characteristics

B
Dynamic Characteristics . "

_| I— Imin Iset Imax —

Fig. 19 Dynamic characteristics, steady state mode voltage, and SVC current controller [21]

sources (considering optimal conditions for the system), and attention to other needs
of the system. Figure 19 shows that the SVC compensates for the reactive power in
the system in a capacitive region such as a shunt capacitor and in an inductive section
such as a shunt reactor. In the following, we provide a numerical analysis of the fire
angle model and the variable susceptance model of the SVC controller (considering
sine voltage). The Isyc is defined according to Eq. 25 [21].

Isyc = —jBsvc Vi (25)
Xrcr 1s defined according to Eq. 26 [21, 22].

X
Xrop = ——— (26)
o —sino

We know that X; = wL, now we have a Eq. by placing o0 = 2(7 — «) [21, 22].
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Xror = XL 27)
TCR = 5t —a) + sin(Ca)

In the Equations mentioned, o indicates conductivity, and « indicates fire angles.
If o = 90, the TCR will be fully conductive. In other words, Xtcr will be equal to
Xp. If o = 180, the TCR conductivity will be zero, and the reactance will be infinite.
SVC reactance is a combination of a capacitor and TCR reactance listed in Eq. 28
[21, 22].

Xsve(@) = XXt (8)
Xc[2(r — ) +sin20] — 7 X,

We know that X = #, then we define Qg according to Eq. 29 [21, 22].

0 Vz{Xc[Z(Tr — o) +sin2a}
k=—V

29
JTXCXL ( )

On the other hand, the SVC equivalent susceptance is defined according to Eq. 30
[21, 22]:

1

Xsve

Bsyc = — (30)

3.2.1 Power Flow Model

The equations for the linearized power flow of the SVC controller are shown in Table
2 based on the shunts variable susceptance models and fire angle [20, 23].

Table 2 The shunt variable susceptance models and fire angle [20, 23]

Model Description
Shunt variable susceptance i1 : AB i
- PR . ; Bsve = Bgye + ( Bsf,vcc> Bsve
APy . 00 A6
| AQk | L0 O« ABsyc/Bsvc
Fire angle 9 212
; ; ; % = X—k(cos(Za) -1
B T r o
apr | foo Ab o I_iA .
= ' =a a
| AQk L0 % a ;
XL — 55 Q2(r — a) + sin(Ra))
Beq =~ XcX
CAL
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3.2.2 SVC Controller Model

The SVC diagram block with a classic PI controller is shown in Fig. 20. Xgvyc is
modified using fire angle control (this change is done with the help of a classical
controller) to adjust the voltage within the allowable range [21, 22].

According to the figure above, the state equations Xisves Xasve, and Xsgye
according to Eq. 31 are defined [21, 22].

. 1
Xisve = T—[stc(l + K X35ve) — Xisvcel

m

Xosve = Ki[Viessve — Xisve]

. 1
Xssve = T [Xosve + Kp(Viepsve — Xisve) — Xasve | (31)

Qsvc reactive power is expressed according to Eq. 32 [21]:
Osve = ViycXasve (32)
In the following, we will perform the Egs. 31 and 32 [21, 22]:

AQsve = 2VsycoAVsye Xssveo + ViycoAXasve

. 1
AXisye = T—[Astc(l + K X3s5vco) + VsvcoKAXzsve — AXisycl

AXasve = Ki(AVyepsve — AXisye)

. 1
AXszsye = T—[szsvc + Kp(AVyersve — AXisve) — AXasve] (33)
c

Finally, we will have the Eq. 34 [21, 22]:

K < -Bsve [«
Isve Vsve

—»

Fig. 20 Dynamic characteristics and constant voltage mode—SVC current controller [21, 22]
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. —1 KV
AXigve T, 0 =7 || AXisve 7~ (1 + K X35v¢0)
AXosye |=| —Kr 00 AXasve |+ 0 [AVsvc]
AX3syc _TIE,P Tflc % AX3svce 0
(34
Equation 34 can be summarized in the form of Eq. 35 [21, 22]:
AXsyc = AsycAXsyc + Bsyc AVsyc (35)

3.2.3 SVC Connection in Multi-machine Power Systems

Equilibrium power equations for the optimal placement of the SVC controller in
multi-machine power systems are defined according to Eq. 36 [21, 22].

Psyci + Pui(Vi) = Y ViV Yig cos(6; — 6 — o) =0
k=1

i=m+1,....n

Qsvei + Qui(Vi) = Y ViVi¥usin(6; — 6 — i) =0
k=1

i=m+1,....n (36)

After the linearization of the above equations, the Eq. 37 is obtained [21, 22].

DsycAXsyc + DiAVg + DysycAV; =0
Dssyc = Csyc + Do 37

Considering the SVC controller, the DAE model is defined according to Eq. 38
[21, 22]:

AX Atlmod Pisve Aznew Aspew AX E
AXsve | _ | Pasve Asve Pisve Bsvcnew AXsyc " 0 AU

0 K> Pisve Kinew Cinew Az 0

0 G Dsyc Dinew_sve Danew_sve 1 L Av 0

Aj(sys?svc = Asys?schXsysfsvc + ESVCAU

Asys svec = Asyi — (Asva * (inv(Agyg) * Agys)

_ Al mod Plsvc _ A2new ASnew
Asy1 = s Asva =
Pstc ASVC P3svc stcnew
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K2 P4svc Klnew C4new
Agsyz = , Asya = 38
sV [ Gl DSVC i| sV [ Dlnew_svc DZnew_svc :| ( )

3.3 TCSC Modeling

As mentioned in the FACTS devices, the TCSC controller is a series of compensators
and increases the transmission capacity by changing the appearance impedance of
the transmission line. The structure of the TCSC series controller is shown in Fig. 21.
The Xrcsc steady-state impedance is defined by Eq. 39 [21].

XcX
Xresc(@) = WL_(“;C (39)

Xy, (a) is defined according to Eq. 40 [21]:

T

Xp(o) = Xp Xy = Xp(a) =00 (40)

7 — 20 —sin 2o’

3.3.1 TCSC Controller Model

The TCSC controller is very similar in structure to the FC-TCR SVC controller.
Equivalent impedance is presented for this series compensator in Eq. 41 [21, 22].

] — Kk ghsine
X - X k-1 7
TCSC = AC| 4.k%.cos*(a/2)

w(k2—1)2

41
.(ktan’%—tan% “1

-iXc

Busm | Bus k

I Thl o I
iXe I‘"LI
Vi YN Vi

Fig. 21 TCSC series controller structure [21]
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Fig. 22 Equivalent reactance to the SVC controller [22]

a: Fire angle.
o: conductivity angle.
k: TCSC ratio.

The TCSC controller usually operates in the capacitor area. A very important
point in the series controllers is the resonance. Figures 22 and 23 show the equivalent
reactance and susceptance of SVC and TCSC controllers, respectively. The resonance
in the SVC controller does not appear to be a problem, but in the TCSC series
controller, a range must be defined for the fire angle. Therefore, the fire angle range
for the TCSC controller is defined by considering the resonance point according to

Eq. 42 [22]:

Gros < o < 180° 42)

3.3.2 TCSC Controller Model

As Fig. 24, the TCSC controller is located between bus k and m. If the TCSC
controller losses are neglected, the power equilibrium and Brcse equations are

defined according to Eq. 43 [21].

Py = ViV Bresc sin(0x — 6,,)
Ok = V¢ Brcse — ViV Bresc cos(@ — 60,)
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Fig. 23 Equivalent reactance to the TCSC controller [22]
Pk 5 Qk Pm 5 Qm
—_— B ———
Vk ek Vm bl em

TCSC

Bus k

\7_1

Brcsc, 0, 8

Fig. 24 TCSC connection in multi-machine power systems [21]

Pm = Vk VmBTCSC Sin(em - ek)
Qm = VuBrcsc — ViV Bresc cos(On — 6;)
Brese = —mw(k* —2k* + 1) cosk(mr — a)/

[ XcGrk* cosk(m — o)

—mcosk(m —a)—

2k*a cosk(m — a)
+2ak? cosk(m — @)
—k*sin 2« cos k(r — )
+k2sin 20 cos k(i — )
—4k3 cos? a sink(wr — o)

L —4k? cosa sino cos k(mr — o) ]

Bus m

1003

(43)
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gb;eclé CCEglllfr;);]strategles Number | The name of the control strategy | Description
1 Reactance control Bset — Bresc =0
2 Power control Pset — P =0
3 Current control It — 1 =0
4 Transmission angle control 8set —6 =0

| A+

Xaresc

Fig. 25 Block diagram of the TCSC controller with the PI controller [21, 22]

Table 3 are shown 4 control strategies for TCSC in [21, 22].

Xircsc

Each of the strategies listed in the table above can be used to achieve TCSC
controller goals. Here are some numerical studies of the power control strategy.
Figure 25 shows the block diagram of the TCSC controller with the PI controller

[21, 22].

Xarcsce, Xarese and X rcsc are defined according to Eq. 44 [21, 22].

K;
Xorcse = ?(Pset - P)

Xorcsc = Ky Proy — K P
—Xircsc n Xorcsc n KpPir  KpP
TCI TC1 TCl TCl

Xircse =

After linearization we will have [21, 22]:

A6
. AV,
AXrcese = ArcscAXresc + Bresc k
N
AV,
APk A91{
AQy AV,
=C AX D
AP, rescAXirese + Dresc A6,
AQp AV,

Xo

— 44
Ter (44)

(45)

The DAE model of the TCSC controller is defined by Eq. 46 [21, 22].
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A}:( Almod PiTcsc Aznew Apew AX E
AXrcsc | _ | Paresc Arcsc Brescinew  Brescnew AXrese | o |+ AU
0 K> Pyrcsc Kinew Canew Az 0
0 G Crcsc Dinew_rcsc Danew_tcsc || Av
(46)
As a result, we will have [21, 22].
AXsys resc = Asys_tcscAXsys_resc + Ercsc AU
Asys tcsc = Arci — (Arca % inv(Arca)) * Arcs)
At — Al mod P1Tcsc:|
7Cl =
| Poresc Arcesc
A _ AZnew Anew ]
TC2 =
| Brcscinew Brescnew
Aorn — K, P4TCSC:|
7C3 =
| G1 Crcsc
[ K C
ATC4 — lnew 4new (47)
| Dinew_1cSc D2new_tcsc

3.4 UPFC Modeling

As shown in Fig. 26, the UPFC Series—Parallel Controller consists of two series and
parallel converters connected by a DC link [24].

Bus; Bus;
-+ Vser =

I; »
Converter 1 Converter 2
: E +
Ve /I\ i *

VSh 9511 Vser eser

Fig. 26 UPFC structure [24]
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i Vsﬁ)ser Zer i

Ish

PsertPsh=0

Fig. 27 UPFC injection model [24]

In the following, we will study UPFC numerical studies using Newton Raphson
method. According to Fig. 27, the UPFC equivalent circuit consists of two ideal
voltage sources. Zg, and Zg, represent the series and parallel impedance, respec-
tively, and consist of a positive sequence of leakage resistance and inductance. The
relationship between ideal voltage sources is expressed in Eq. 48 [24, 25].

vser = Vser (COS gser + .] sin eser)
Vsn = Vsn(cos Oy, + j sin bsp) (48)

According to the injection model (equivalent circuit) UFPC, Eqgs. 49 and 50
introduce the limitations of V., and O, respectively [24, 25]:

Vser min = Vser =< Vser max (49)

0 < bser = 360 (50)

According to the UFPC equivalent circuit, Egs. 51 and 52 show the constraints of
Vg and Oy, respectively [24, 25].

Vsh min = Vsh = Vsh max (51)

0 <6 <360 (52)

According to the above equations, the equations for active and reactive power of
UPFC in node i are given in Eqs. 53 and 54, respectively [24, 25]:

G;icos(d; —6;) Gijcos(8; — Oser)
P, =V2Gy; +Vivi[ TV J ViV, J
! ! ! + P <+Bij sm(S,- — 81)> + ! Sh(‘f’B,‘j sm(Si — Om)>
Gy, cos(8; — Osp) ) (53)

+ ViV, i
g (+Bsh sin(8; — 6,
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G;;isin(6; —§;) Gij sin(8; — Oser)
i ==V?Bi+Viv;( _Y ’ ViVeer( _ ]
Q ! + j(—B,-j cos(d; —(Sj)) + ) <_Bij cos(8; — Oser)
Gy sin(8; — Osp) >

54
_Bsh COS(S,‘ - esh) ( )

+ViVsh(

The Egs. of active and reactive power of UPFC in node j are also defined according
to Egs. 55 and 56 [24, 25].

G;icos(6; —&;) Gicos(6; — bger)
Pi=VG;+VVi[ YT ViVier (7 55
J J I + J <+Bij SiIl((Sj —5,)) + J <+Bjj Sll’l(Sj _Qser)> ( )

G;iisin(6; — §;) Gisin(§; — Oger)
e —VZB" V.V J J ViVeer Jj J
Qj Jd + J <_Bij COS((SJ' — 8,)) + S <_Bjj COS((SJ' — Qser)

(56)

The shunt converter reactive and active power relations are described in the
following equation [24, 25].

Gy, cos(By, — 8;)
Py :—VZGq Vsn Vi : >
sh shOsh + Vi (+Bsh sin(@s, — ;) 7
Gsh Sin(esh - Bl)
= V2B + Va Vi %
Qsh shOsh + Vin <_Bsh COS(@sh - 81) ( )

The active power relation of the series converter is introduced in the following
equation [24, 25]:

P‘yer = _‘/szerGlj + ‘/Aer‘/z<Gl] COS(Q‘Y” - 81) )

+Bij Sin(eser - 81)

ij COS(QSW — (SJ) )

59
+BJJ sin(@ser — (Sj) ( )

+ Vser Vj <

The reactive power relative of the series converter is introduced in the following
equation [24, 25]:

G;jsin(Bger — 6;)

ser — _V2 Bj; Vier Vi Y ser !

Crer = ~Voar Bij 4V (—B,»,- 08 (Oher — &))

ij sin(@m - 51) )

Vserv'
+ j<—Bjj COS(QSU —(Sj)

(60)

Yii, Y, Yij, and Y admittances are defined according to the following equations:
[24]:
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Yii = Gii + jBii = Zyy + Z,,

. -1

Yij=Gjj+jBj =Z,,

Yy =Y =G+ jBj=—Z,

Yser = Gser + ster = _Z;hl (61)

Assuming low switching losses of series and parallel converters, the following
equation will be established [24, 25]:

Pser + Py =0 (62)
In the next step of the study, we must combine the linearized power equations of

the FACTS controller with the linear equations of the system (the rest of the network).
Therefore, the following equation is defined [24]:

f @) = [J1[Ax] (63)

[f()]=[AP, AP; AQ; AQ; AP; AQ;; APy ] (64)

In the mentioned relationship, [AX] the solution vector, [J] the Jacobin matrix
and APy, matrixes of the incompatibility of the power obtained from the Eq. 62. The
solution vector is defined according to Eq. 65 [24].

T
[Ax] = [ A8 A8 A 51 A6, BF= A0y | (65)

Jacobin matrix is given according to [24, 25] in Eq. 66:

aP, 0P P oP v, 0P 3P aP,
9, 95, v Vsh av, Vi Ba, av. Vser ao,
ap; 3F; ap; ap; 3Fp;

w5, O Vi g, v, Ver 0

)
90; 00i 90; 00i /. 00; 00i 90;
35, 35, v Voh v Vi 7 Vser
90, 90

) ) 30, 30; 00,
J = 8_6,] HTJJ O 3_VJIVJ L %Vser 0 (66)
jo s
00ij 90ij 0 d0ij Vj 300ij 90 % 0
aV;

9Ppy 0Pp, 9Pp» 0Py 7. 0Py O0Ppp 9 Ppp
3 08, 0V, Vin IV Vi Vier 96 _|

The initial conditions of the series and parallel sources are shown in Eqgs. 67 and
68, respectively [24].

P .
60 =tan~! =L ref
Cl
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Xser /
Vs(gzr = (W) szref + CI2
j

V; )
Cl = eref - fir(vjo — V[O) if VJO * Vio
Cl=Qjrey if V] = V7 (67)

(‘/i() _ VO) VS%VXS sin(@xer)
09, = —sin™! ( 2 " (68)

VSV Xoer

4 Formulation the Problem of FACTS Devices Placement

To solve the problem of economic placement of FACTS controllers in power systems,
the objective functions and constraints of the problem must first be determined.
Therefore, we will describe the mentioned cases [26].

4.1 Objective Functions

Important objective functions in FACTS controller placement studies include voltage
deviation, system overload, and active power losses. In other words, we are dealing
with a multi-objective optimization problem when discussing the placement of
FACTS devices. Formulation of a multi-objective optimization problem in Eq. 69 is
given in which x is the decision variable, €2 is the solution range, C; (x) is the equal
constraint, Hy (x) is the unequal constraint, F, (x) is the objective function of the
voltage deviation, F; (x) is the objective function of the system overload and Fp (X)
is the objective function of active power losses [26].

Min F(x) = [Fy(x), Fs(x), Fpr(x)]
Subject to x € Q

Cix)=0 j=1,..,n

H(x) <0 k=1,..,p

Fy=Y_

S4
Fg = Z (Smjax )2
J J

Fpy = Z Py, (69)

Vi _ Viref ‘2
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4.2 Constraints

Constraints on the optimal placement of FACTS controllers to two categories of
equality constraints (e.g. active power equilibrium) and unequal constraints (e.g.
allowable voltage range, reactive power output limit, FACTS devices limitations
such as compensation range) Are divided [26].

4.2.1 Equality Constraints
In Eq. 70, the equilibrium of active and reactive power is mentioned [26]:
N
PGi — PDi — Z Vj [G,’j COS(@,’_,’) + Bij sin(@,-j) =0
j=1

N
Oci — Opi — Z V;[Gi; sin(8;;) — B;j cos(8;;) =0 (70

j=1

4.2.2 Inequality Constraints

In Eq. 71, the limitation of reactive power generation and in Eq. 72 the limitation of
some FACTS controllers such as SVC, TCSC and UPFC are given [26].

0% < Qgi < OB for i=1,6,N (71)

For SVC QP < Qsyc < OB
For TCSC r™" < rrese < r™
For UPFC y™" <y <pm®
and Qrélin < Qconvl < ngax (72)

The objective functions used to optimally placement of FACTS devices in
researchers’ studies are shown in Fig. 28 [17].

4.3 Optimal Placement of TCSC, SVC, and UPFC

The correct choice of bus and line in the system under study to optimal placement
of the FACTS devices controllers such as SVC, TCSC, and UPFC depends on the
network structure. For example, SVCs (TCR, TSR, and TSC) are used to correct
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Power losses
reduction

Security

voltage

Costs
reduction of
FACTS
devices
installation

Objective
function

Improving
system loading
capacity

Fig. 28 Objective functions for optimal placement of FACTS devices [17]

the total reactive power flow between buses. TCSCs are commonly used to change
line impedance to control the power flow in transmission lines. UPFC, as shown in
Fig. 15, is a complete controller and is used to improve voltage and increase line
capacity [27].

TCSCs are used as FACTS devices series controllers using the Lmn index specified
in weak lines. Lmn is one of the appropriate indicators that can be analyzed in lines
that are unstable. This indicator says that if Lmn is equal to one, the state of the
critical line is. If Lmn is less than one, it indicates the stable state of the line. The
Lmn index is given in Eq. 73 [27, 28].

4XQ,

Lmn= ————
[V,Sin(6 — 8)]?

(73)

x represents the line, Q; indicates the demand for reactive power, V indicates the bus
voltage of the sending side, ® indicates the difference between the bus angles, and 3
indicates the impedance angle. The optimal placement of the SVC controller, which
is connected in parallel, is done by analyzing the PV curves. It should be noted that
PV curves are made using the CPF technique. The predictive and correction scheme
used in CPF is shown in Fig. 29. Optimal placement by UPFC is done on lines where
the high active power flow has, it should also be noted that UPFCs are placed at the
beginning of the buses to play their role as a complete FACTS devices series—parallel
controller [27, 29].
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Fig. 29 Predictive and correction scheme used in CPF [29]

The objective functions and the optimal location and size limitations of FACTS
devices [27] are shown in Table 4:

Table 4 The objective functions and the optimal location and size limitations of FACTS devices

[27]
Number | Objective function Description
1 min{Cpr + CracTs} Cpr: the cost of
Cpr = (Active Power loss) x (0.098/Kwh) x 365 x 24 | active loss
function
Cracts = Crcsc +Csve + Cuprc Cpacrs: the cost
function of the
FACTS devices
2 Crese = 0.0015t2 —0.7130r + 153.75(%) Crcsc: cost
function of TCSC
3 Csyc = 0.0003s% — 0.3051s + 127.38(%) Cgsyc: cost
function of SVC
4 CUPFC = 0.0003u2 —0.2961u —+ 188.22(ﬁ) Cuppci cost
function of UPFC
Number | Constraints Description
1 095 <V; <1.05 Bus voltage limit
2 Smin < SL < Smax Thermal limit
3 Qg,min = Qg = Qg,max Reactive power
limit of
generators
4 Tiymin < Ti < Ti max Transformer tap
setting limit
—0.9 < Zsyc <0.9(pu) SVC size limit
6 —0.8X1 < Xrcse < 02X (pu) TCSC size limit
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Example 1: In the 14-bus distribution system is shown in Fig. 30, the 5 SVCs
placement perform with a capacity of 5 MW. Then, the SVCs place in the selected
locations. Compare the voltage profile with SVC mode. Perform the placement with
the Newton Raphson method to improve the voltage profile. Select buses to be placed
in buses without any power plant. Then place the SVC in the selected locations and
use Newton Raphson method to check the system’s performance in terms of voltage
and power losses before and after the SVC.

Solution: In this example, the SVC was replaced to improve the voltage profile.
The proposed method is that to placement the first bus voltages are obtained by
Newton—Raphson method. Then, according to the obtained voltages, 5 buses with
the lowest voltage are selected for SVC installation. The buses selected for placement
are: 4-5-10-13-14. Then, to check the performance of SVC in the system, we put
the information about SVC in the base system. By placing SVC in these buses and
comparing the voltage before and after SVC as shown in Fig. 31, we see that the

? | _I_®_F 3

4o

* 13 14 *

Fig. 30 IEEE 14-bus test system
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Fig. 31 Voltage profile before and after SVC placement

voltage has improved significantly that indicate suitable performance of in improving
system voltage levels. The active and reactive power losses without SVC mode
are 13,393 MW and 54.54 MVAR respectively. While the power losses after SVC
installation are 13,345 MW and 54.22 MVAR. By adding SVC, 48 MW is reduced for
the active power and 320 kVAR for reactive power, indicating suitable performance
of SVC in reducing system power losses. To better check the voltage profile, we
can check the voltage stability indices in offline in both cases using the following
relationships:

VSFiy1 = QVigr — Vi) (74)
Ny
> VSF
i=
VSF =" (75)
(Np— 1)

That VSF is: Voltage stability Factor. Considering the above two equations, we
check the voltage stability in each case with and without SVC. without SVC mode,
VSF is 1.0514 p.u. While in SVC mode, the VSF increases by 1.0625 p.u.

Example 2: In Fig. 30, install one UPFC with the goal of improving the voltage
profile. Then draw the voltage profile before and after the placement. Also determine
the active and reactive power losses before and after the placement UPFC using the
Newton Raphson method.
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Fig. 32 Voltage profile before and after UPFC placement

Solution: The optimal place for UPFC is selected in the line between buses 2
and 5. The voltage profile before and after placing the UPFC is shown in Fig. 32.
The voltage is improved significantly after installing UPFC. The active and reactive
power losses without UPFC mode are 13,393 MW and 54.54 MVAR respectively,
While the power losses after installation of UPFC are 13,368 MW and 54.38 MVAR.

5 Conclusions

In this chapter, first the benefits of FACTS devices have been studied and proposed as
a suitable solution for improvement of power system characteristics. Then mathemat-
ical modeling of some widely used FACTS devices such as SVC, TCSC and UPFC
are described. In the following, numerical optimization methods for FACTS devices
analysis are presented. Numerical optimization methods in many cases can ensure
global optimization. Among the introduced methods, one of the most widely used
methods in studies of power system is the Newton Raphson method. The important
functions and constraints in the discussion of placement and modeling of FACTS
devices are presented in this chapter for controlling power flow, regulating the bus
voltage and reducing of power losses. The Newton Raphson method is considered for
the equation solving of the objective functions. Finally, to demonstrate the advantage
of FACTS devices, simulations for SVC and UPFC are performed on the IEEE 14
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bus system. According to the results, optimal placement of FACTS devices improves
most of the power system specifications.
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