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Abstract The design procedure of a Machine Learning (ML) based yaw control
strategy for a Horizontal Axis Wind Turbine (HAWT) is presented in the following
chapter. The proposed yaw control strategy is based on the interaction of three
different Artificial Intelligence (AI) techniques to design a ML system: Reinforce-
ment Learning (RL), Artificial Neural Networks (ANN) and metaheuristic optimiza-
tion algorithms. The objective of the designed control strategy is to achieve, after
a training stage, a fully autonomous performance of the wind turbine yaw control
system for different inputwind scenarioswhile optimizing the electrical power gener-
ated by the wind turbine and the mechanical loads due to the yaw rotation. The RL
algorithm is known to be able to learn from experience. The training process could
be carried out online with real-time data of the operation of the wind turbine or
offline, with simulation data. The use of an ANN to store the data of the matrix
Q(s, a) related to the RL algorithm eliminates the large scale data management and
simplifies the operation of the proposed control system. Finally, the implementation
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of ametaheuristic optimization algorithm, in this case a Particle SwarmOptimization
(PSO) algorithm, allows calculation of the optimal yaw control action that responds
to the compromise between the generated power increment and the mechanical loads
increase due to the yaw actuation.

Keywords Wind turbine control · Yaw control · Reinforcement learning ·
Artificial neural network · Optimization · Pareto front

Abbreviations and Acronyms

ML Machine Learning
HAWT Horizontal Axis Wind Turbine
AI Artificial Intelligence
RL Reinforcement Learning
ANN Artificial Neural Network
PSO Particle Swarm Optimization
LCOE Levelized Cost of Energy
MLP-BP MultiLayer Perceptron with Back Propagation
MDP Markov Decision Process
DP Dynamic Programming
MC Monte Carlo
TD Temporal Differences
PoF Pareto optimal Front
PID Proportional Integral Derivative
FAST Fatigue, Aerodynamics, Structure and Turbulence
NREL National Renewable Energies Laboratory
MSE Mean Squared Error
DM Decision Making

Nomenclature

θwind Direction of the wind
θnacelle Orientation of the nacelle
θyaw Yaw angle
�yaw Yaw rotational speed
s State of the RL algorithm
a Action of the RL algorithm
r Immediate reward of the RL algorithm
γ Discount factor
Q(s, a) Expected long-term reward matrix in RL algorithm
Q_P(s, a) Expected long-term power gain reward matrix in RL algorithm
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Q_M(s, a) Expected long-term mechanical moment reward matrix in RL
algorithm

Q_P(s(t), a(t)) Expected long-term power gain reward function in RL algorithm
Q_M(s(t), a(t)) Expected long-term mechanical moment reward function in RL

algorithm

1 Introduction

The gradual depletion of the fossil fuels and the atmospheric pollution originated by
their combustion have brought an important growth of the renewable energy gener-
ation systems. Nowadays, the most important renewable energy generation source
is the wind energy. Many studies showing the positive tendency of the wind energy
can be found in the literature. For example, according to some studies presented
by Rosales-Asensio et al. [1], the sustainable power production with wind origin
in Denmark achieved a 40% of the power produced in the country in 2015. This
same value was quite smaller in Spain, with a 17% in 2015, but having raised from a
10.4% in 2007. More recent studies elaborated byWindEurope [2] show remarkable
increments in the wind energy installed power in 2018 especially in four countries:
a 29% in Germany, a 16% in the United Kingdom, a 13% in France and a 6% in
Sweden.

The power generation increase in wind energy systems is tightly related to the
investigation work carried out to reduce the Levelized Cost of Energy (LCOE) of the
wind turbines, which encourages capital investment in the sector, as explained in the
work of Nyanteh et al. [3]. Onemain topic of this researchwork is the development of
advanced control strategies to optimize the performance of the wind turbines [4–9].

In this chapter, the design procedure of a yaw control system of a Horizontal
Axis Wind Turbine (HAWT) based on Machine Learning (ML) is presented.
The objective of the ML based control strategy developed in this chapter is to
achieve a fully autonomous performance of the yaw system of the wind turbine
based on its own experience, which could be acquired via an offline training,
i.e., when the wind turbine is paused, or an online training, i.e., during opera-
tion of the wind turbine. An offline training process is proposed in this chapter.
However, a continuous online training process with real data acquired during
operation of the wind turbine to continuously learn from experience could be
implemented as well. The MLP-BP is used to store the data of the matrices
Q(s, a) related to the RL algorithm andmanage them as continuous functions,Q(s(t),
a(t)). This process avoids quantification and large data management problems. The
combination of an RL strategy and an ANN is widely known as Deep Reinforce-
ment Learning [10, 11]. As observed in the works of Saenz-Aguirre et al. [5, 8], an
increment of the power generated by the wind turbine with a considerable reduction
of the mechanical loads due to the yaw rotation is expected to be achieved.
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This chapter is structured as follows: the objectives and applications of the
proposed yaw control strategy are presented in Sect. 2. Section 3 details the theoret-
ical basis of the different Artificial Intelligence (AI) techniques used to design the
ML system. The design procedure of the yaw control system based onML is exposed
in Sect. 4. Finally, Sect. 5 presents the conclusions.

2 Objectives and Applications

The main factor that determines the power output of a wind turbine is the wind
incident to its rotor. However, the wind is originated as a result of very complex
meteorological processes, which, as stated by Bivona et al. [12], are very complex
to model, and can, thus, suffer from unpredictable important variations. Some wind
gusts can even exceed the safe wind speed operation range of the wind turbine and
endanger its correct performance. To avoid this issue, a control system is implemented
in the wind turbines.

The control system of a wind turbine is formed by different strategies aimed to
regulate the rotational speed of the rotor in the whole range of operating points of the
wind turbine. As a result of these strategies, the power output of the wind turbine is
predefined for the whole range of wind speed values in which the turbine operates.
The curve that relates the power output of the wind turbine with the wind speed
is known as the power curve. The power curve of the NREL 5 MW wind turbine,
presented in the work of Jonkman et al. [13], is illustrated in Fig. 1.

The main control objective in the partial power zone, plotted in blue color in
Fig. 1, is to maximize the power the wind turbine extracts from the wind, which can
be expressed as in Eq. (1).

Fig. 1 Power curve of the NREL 5 MW wind turbine
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Popt = 1

2
· ρ · CP · A · v3[W ] (1)

where ρ [kg/m3] is density of the air, CP [-] is the power coefficient, A [m2] is the
area covered by the rotor and v [m/s] is the wind speed.

However, in order to express the real power the wind turbine extracts from the
wind, the misalignment between the incident wind and the rotor must be considered,
commonly known as the yaw angle. The expression is shown in Eq. (2).

P = Popt · cos3(θyaw
)
[W ] (2)

where θyaw [deg] is the yaw angle.
As it can be observed in Eq. (2), a correct alignment of the wind turbine with the

direction of the incident wind can make the power generated by the wind turbine
increase considerably. The control system that allows a correct alignment of the wind
turbine with respect to the incident wind is the yaw control. A detailed explanation
about the yaw control system of a 5 kW wind turbine is introduced in the work of
Yücel and Özder [14].

On the other hand, as a result of the high inertia values of the mechanical compo-
nents that participate in the yaw rotation, remarkable mechanical loads arise in
different elements of the wind turbine. The physical effect that explains these loads is
known as the gyroscopic effect. An study of possible control strategies aimed to atten-
uate the high mechanical loads resulting from the gyroscopic effect are presented in
[15, 16].Additionally, an analysis of themechanical loads generated as a consequence
of the yaw rotation is presented in the work of Shariatpanah et al. [17].

As a result, an adequate design of the yaw control strategy allows not only maxi-
mization of the power generated by the wind turbine, but also reduction of the
mechanical loads in several elements of the wind turbine, and, thus, to increment
its lifetime.

The objectives of the proposed yaw control strategy are:

– Achieve a fully autonomous and self-tuning yaw control strategy to be imple-
mented in the wind turbine.

– Design a control strategy based on ML that can continuously learns from its own
experience.

– Selection of the optimal yaw control action (maximal power and minimal loads
possible) for every possible scenario of the wind turbine operation.

The main applications of the designed yaw control strategy are:

– Increment of the power produced by the wind turbine, with the consequent
enhancement of its efficiency, and the reduction of the LCOE.

– Reduction of the mechanical loads originated as a result of the yaw rotation, with
the consequent increment of the lifetime of the mechanical components of the
wind turbine, and the reduction of the LCOE.
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3 Machine Learning and Artificial Intelligence Techniques

The AI is the science that studies the projection of the human intelligence in techno-
logical machines. In other words, the AI is the science that analyses the possibility
to develop smart behavior patterns in technological machines. Nowadays, with the
technological advances in the field of the informatics and the existence of very large
amounts of data to be processed, the AI is on the focus of the research work.

The field of the AI is composed by numerous different techniques, which, in
general, have been developed to emulate the human intelligence or decision making
capability, as it is explained in the work of Wang et al. [18]. The most important AI
techniques are the RL, ANNs, Fuzzy Logic, bio-inspired or metaheuristic optimiza-
tion algorithms and Bayesian Networks. Each AI technique serves to a determined
goal and could be used individually or in interrelation with other AI techniques.

One of the most important features that offers the AI is the capability of the
systems to learn automatically. This feature of self-learning is commonly known as
ML, as it is explained in detail in the work of Fadlullah et al. [19]. The ML has
undergone an important boom after the development of the ANNs, which are able
to continuously learn from very large amounts of data. RL is another type of ML, in
which the systems learns to make the best decisions in a given environment by using
its own experience.

With the technological boom and the increasing processing capability of the
processors a new learning method known as Deep Learning [19] has been born,
in which new and amplified configurations of ANNs are used for the ML process. In
the same way, the Deep Reinforcement Learning [19] method has also been created,
which combines the use of the RL algorithm and ANNs to store the matrix Q(s, a)
related to the RL algorithm.

The self-tuning ML based yaw control strategy presented in this chapter makes
use of three different AI techniques: RL, ANN and metaheuristic optimization algo-
rithms. This section is structured as follows: the theoretical background of the RL is
explained in Sect. 3.1. Section 3.2 analyses the theory behind the ANNs. And, finally,
the theoretical basis of the optimization algorithms is introduced in the Sect. 3.3.

3.1 Reinforcement Learning

RL [10, 20–22] is an AI technique, corresponding to a type of ML, in which a
determined system learns from the experience of its own interaction with the envi-
ronment in which it is placed. As it is stated in the work of Jagodnik et al. [20], the
training process of a RL algorithm is achieved by trial and error with the objective
of maximizing a reward function defined numerically and by mapping of situations
to actions.

A pipeline with the basic operating principle of a RL algorithm is presented in
Fig. 2. A defined agent which is in a determined environment receives information of



Self-tuning Yaw Control Strategy … 885

Fig. 2 Basic pipeline of a RL algorithm [5]

its state (s ∈ S) and decides to take the action (a ∈ A). As a result of this action, the
agent receives information of its new state and the immediate reward of the action
(r ∈ R). The objective of the RL algorithm is to find a map of states to actions,
known as policy, to maximize the long-term reward in different situations. In other
words, the RL controller selects the future actions with regard to the experiences
of a whole range of actions in predefined states. The experiences are obtained by
trial and error by interaction with a dynamic environment, as exposed in the work of
Kaelbling et al. [23].

The main elements of a RL algorithm are:

– State (s ∈ S): Defines the state of an agent that is placed in a determined
environment.

– Action (a ∈ A): Defines the action taken by an agent that is in a defined state
(s ∈ S) in a determined environment.

– Reward (r ∈ R): Defines the immediate reward received by an agent that takes
a certain action (a ∈ A) in a given state (s ∈ S).

– Policy (π): It is a mapping of the actions (a ∈ A) to the states (s ∈ S). Thus, it
defines the behavior of the agent.

– Long-term reward (Rt ): Indicates the long term reward received by the agent if
a certain action (a ∈ A) in a given state (s ∈ S) is taken. The long-term reward is
the value to be maximized.

The long-term reward Rt of a RL algorithm can be numerically calculated in
different ways. The most widely-used expression is based on the addition of the
immediate rewards (r ∈ R) received by the agent during a determined period of time
and using a discount factor γ , as it is shown in Eq. (3).

Rt =
t+T∑

k=t

γk · rt+k+1 (3)

where the discount factor γ is set to 0 < γ < 1.
From now on, in order to refer to the function that indicates the long-term reward

Rt expected by the agent a new expression is shown in Eq. (4).
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E

(
t+T∑

k=t

γk · rt+k+1

)

(4)

One important aspect related to theRL algorithms is that the environment inwhich
the agent is placed is defined as a Markov Decision Process (MDP). This means that
the environment transitions are independent on past states and exclusively depend
on the current state (s ∈ S) and the action taken (a ∈ A). Therefore, the expressions
of the state and reward transitions are presented in Eq. (5) and Eq. (6), respectively.

pass ′ = p
{
st+1 = s ′|st = s, at = a

}
(5)

Ra
ss ′ = E

{
rt+1|st = s, at = a, st+1 = s ′} (6)

The policy π followed by the agent defines the mapping of actions to states and,
thus, dictates the criteria to take determined actions. Hence, the policy π defines
the probability to select each action (a ∈ A) in each determined state (s ∈ S). As a
result, the expected long-term reward with respect to the current state (s ∈ S) and the
policy π followed, known as V π (s), and the expected long-term reward with respect
to the current state (s ∈ S), the current action (a ∈ A) and the policy π followed,
known as Qπ (s, a), can be numerically calculated as shown in Eq. (7) and Eq. (8),
respectively.

V π (s) = Eπ {Rt |st = s} = Eπ

{
t+T∑

k=t

γk · rt+k+1|st = s

}

(7)

Qπ (s, a) = Eπ {Rt |st = s, at = a} = Eπ

{
t+T∑

k=t

γk · rt+k+1|st = s, , at = a

}

(8)

The optimal values of both V π (s) and Qπ (s, a) can be expressed as in Eqs. (9)
and (10).

V (s) = max(V π (s)) (9)

Q(s, a) = max(Qπ (s, a)) (10)

The objective of the RL algorithm is to find the optimal mapping of actions to
states so that the value of the Q(s, a) expressed in Eq. (10) is maximized for each
par of state (s ∈ S) and action (a ∈ A). To that end, there are 3 different methods
to solve a MDP process: Dynamic Programming (DP), Monte Carlo (MC) method
and Temporal Differences (TD). In the following lines an explanation on each one
of them is introduced.
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– Dynamic Programming

The DP method, explained in detail in the works of Bertsk et al. [24–26], is based
on the knowledge of a model of the environment in which the agent is placed. That
means that the state transitions pass ′ , see Eq. (5), and the reward transitions Ra

ss ′ , see
Eq. (6), can be calculated analytically. As a result, the value of V π (s) and Qπ (s, a)

can also be represented analytically using Bellman equations, as shown in Eqs. (11)
and (12).

V π (s) =
∑

a

π(s, a)
∑

st+1

pass ′ · [Ra
ss ′ + γ · V π (st+1)] (11)

Qπ (s, a) =
∑

a

π(s, a)
∑

st+1

pass ′ · [Ra
ss ′ + γ · Qπ (st+1, at+1)] (12)

The numerically calculated values of V π (s) and Qπ (s, a) are used to perform an
iterative algorithm in which every action (a ∈ A) of every possible state (s ∈ S) is
considered and the policies π that maximize the value of Q(s, a) are to be found.

One of the biggest drawbacks of this method is the computational cost, since for
the calculation of each policy π calculations related to a great number of states and
actions have to be performed.

– Monte Carlo method

TheMCmethod [27, 28] is based on the assumption that a model of the environment
is unknown, and thus, its performance depends on the experimental data. Since the
model is unknown, the values of the state transitions pass ′ , see Eq. (5), and the reward
transitions Ra

ss ′ , see Eq. (6), and as a result, the values of V π (s) and Qπ (s, a) cannot
be analytically computed, so they are calculated as an average of the experimentally
obtained reward values.

The objective is to try to calculate the value of Qπ (s, a) for all the state-action
pairs and find the policies π that maximize the value of Q(s, a). To that end, usually
stochastic policies that have probabilities greater than 0 to consider each state (s ∈ S)

and action (a ∈ A) are implemented.

– Temporal Differences

The TD method is a combination of DP and MC methods having the advantages
associated to each one of them. It is based on analytical calculation, like the DP
method, but, like theMCmethod, it does not dependon amodel of the environment. In
this method, the calculations to continuously learn are performed between successive
predictions insteadof betweenpredictions and thefinal value.Hence, the convergence
is faster and the computational cost is remarkably reduced. The two principal TD
based algorithms are Q-Learning, explained in detail in the works of Watkins et al.
[29, 30], and SARSA, introduced in the work of Adam et al. [31].

The principal difference between both methods is the calculation of the values
of Q(s, a). In the Q-Learning algorithm the state and actions are quantified and a
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matrix is obtained as a result of mapping a Q(s, a) value to each state-action par.
However, in SARSA, the function Q(s, a) is considered as an exponential moving
average continuous function.

The calculation of the Q(s, a) in SARSA algorithm can be expressed as shown in
Eq. (13).

Q(st , at ) = Q(st , at ) + α · [
r + γ · Q(st+1, at+1) − Q(st , at )

]
(13)

The calculation of theQ(s, a) in Q-Learning algorithm can be expressed as shown
in Eq. (14).

Q(st , at ) = Q(st , at ) + α · [
r + γ · maxaQ(st+1, at+1) − Q(st , at )

]
(14)

3.2 Artificial Neural Networks

ANNs correspond to a branch of the AI intended to mimic the performance of a
biological brain. Biological brains are composed bymillions of neurons distributed in
layers and widely interconnected between them. Through these interactions between
neurons the information flow from one neuron to another occurs. Furthermore, the
information flow happens always in one direction, which can be either forwards or
backwards. ANNs [32–34], which try to emulate this behavior, are digital systems
with a variable number of neurons distributed in a structure similar to that of
biological networks and with a similar functionality.

According to the work of Yang [35], the first standard artificial neuron design
was introduced by W. McCulloch and W. Pitts in 1943 and, after that, they have
undergone an important development. Nowadays they are very precious especially
for their good performance in parallel processing, distributed memory alongside the
number of neurons and the adaptability to the environment and the generalization
capability.

ANNs are a compound of a variable number of neurons distributed in different
ways and with a different type of interconnections. An individual neuron, shown in
Fig. 3, is the smallest element of an ANN and presents the following structure:

The main elements of an artificial neuron are:

– Inputs (x j ): Define the inputs to the neuron.
– Input weights (wj ): Define the weights of each input to the neuron.
– Propagation rule (hi ): It defines the combination of the different inputs of the

neuron before the activation function. The most common propagation rule is the
linear combination of the product of each input and its weight. Moreover, usually
another parameter commonly expressed as θ is added. Therefore, the propagation
rule can be mathematically expressed as shown in Eq. (15).
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Fig. 3 Neuron of an ANN

h
(
x1, . . . , x j ,w1, . . . ,wj

) =
n∑

j=1

wj · x j − θ (15)

– Activation function ( fi ): The activation function defines the activation state of the
neuron. Additionally, it represents the output of the neuron.

If it is an on/off neuron, the activation function of the neuron can be expressed as
in Eq. (16).

y =

⎧
⎪⎪⎨

⎪⎪⎩

1 i f
n∑

j=1
wj · x j ≥ θ

0 i f
n∑

j=1
wj · x j < θ

(16)

However, when a continuous output of the neuron is desired, usually a sigmoid
function [36] is used as the activation function, as shown in Eq. (17).

f (x) = 1

1 + e−β · x (17)

where the value associated to the exponential factor is β > 0.
ANNs are formed by compound of a variable number of neurons in different

structures and interconnection patterns. The neurons are divided in layers., usually
in a standard ANN there are 3 different neuron layers: The input layer (contains the
input neurons, which are in number the same as the inputs of the ANN), the hidden
layer (contains the processing neurons) and the output layer (contains the output
neurons, which are in number the same as the outputs of the ANN). The number of
hidden layers and the number of neurons in each hidden layer is adaptable and can
be modified by the designer of the ANN.

The training algorithms of the ANNs are the responsible for making the ANN
learn from its input values. There are two main ANN training method groups: The
supervised learning and the unsupervised learning. As it is exposed in the work of
Chen et al. [32], the supervised learning adjusts the values of the weights related
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to the interconnection between neurons with the objective of minimizing the error
existent between the output of the ANN and the reference output. Themost important
application of the supervised learning is for regressions or modelling of systems
and one of the most used examples of supervised learning is the BackPropagation
algorithm. The unsupervised learning does not need an output reference and the
ANN is trained with numerous input patterns to explore the relation between them
and categorize them. The most important application of the unsupervised learning
is the clustering of data. A combination of supervised and unsupervised learning
methods in a hybrid learning strategy is also possible.

3.3 Optimization Algorithms

Optimization algorithms are techniques designed and aimed to find the
maximum/minimum or optimal solution of a determined function or problem. First
optimization algorithms were introduced in the twentieth century. Nowadays, opti-
mization algorithms are applied to a grand variety of applications. As it is explained
in the work of Yang et al. [35], one of the biggest application fields of the optimiza-
tions algorithms is the industrial engineering world, where the reduction of costs,
the increment of the efficiency and the optimization of the industrial processes have
become of capital importance.

An important group inside the optimization algorithms is the bio-inspired ormeta-
heuristics algorithms, which are inspired in natural processes to solve optimization
problems. The metaheuristic algorithms [37–39] have been widely studied in the
literature. In the following lines the metaheuristic optimization algorithm used in the
design process exposed in this chapter and themultivariable optimization is explained
in detail.

– Particle Swarm Optimization

The PSO [40] algorithms are metaheuristic optimization algorithms inspired in the
behavior of a group of particles, referred as swarm, in a search space and evolving
towards an optimal solution. As it is explained in the work of Khan and Singh [38],
this algorithm is widely used due to its high robustness, small number of tunable
parameters and its easy implementation.

As introduced in the work of Khan and Singh [38], each particle is a possible
solution to the optimization problem, and is associated with a position vector xi,t and
a velocity vector vi,t . Exactly as in the case of the GAs, in a PSO algorithm there
must be a fitness function that evaluates the specification fulfillment of each particle
and provides them with a fitness values.
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The velocity and position update of each particle is calculated with the following
expressions presented in Eq. (18) and Eq. (19), respectively.

vi,t+1 = H · vi,t + ϕ1 · (
x_opti,t − xi,t

) + ϕ2 · (
x_global_opti,t − xi,t

)
(18)

xi,t+1 = xi,t + vi,t+1 · 
t (19)

where H [kg m2] is the inertia constant of the system, ϕ1 [-] is the exploitation factor,
ϕ2 [-] is the exploration factor, x_opti,t [m] is the best solution of the particle and
x_global_opti,t [m] is the best solution of the whole swarm.

As it can be observed in Eq. (18), the velocity of each particle is computed with
regard to the personal best fitness obtained by that particle and the global best fitness
obtained by the whole swarm. By modifying factors ϕ1 [-] and ϕ2 [-] the exploration
and exploitation capability of the algorithm can be configured. Furthermore, the
inertia constant H [kg m2] defines the movement capacity of the particles.

The execution of a PSO could be summarized in the following 5 steps:

(1) Initialization. The swarm population is randomly formed.
(2) Evaluation. The fitness of each individual particle is evaluated.
(3) Modification. The best position of each particle, the best position of the whole

swarm and each particle’s velocity are computed.
(4) Update. Move each particle to the new position.
(5) Termination. Steps 2 to 4 are repeated until a termination condition has been

satisfied.

– Multiobjective optimization. Pareto optimal Front

Amultiobjective optimization [41–43] problem is that in whichmore than one objec-
tive is to be optimized. In contrast to single-objective optimization problems, in
multiobjective cases there is not only one unique optimal solution, but a set of
optimal solutions that respond to the trade-off or compromise necessity between
the objectives to be optimized.

The concept of optimization of multiobjective problems was generalized in the
work of Pareto [44] in 1896. In these type of problems a solution is dominated if
there is any other solution that has a better (higher or lower depending on the context
of the optimization problem) fitness value for all the objectives to be optimized. If
there is no such a solution. The set of non-dominated solutions is known as the Pareto
optimal Front (PoF). A PoF of a double-objective optimization problem is illustrated
in Fig. 4.
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Fig. 4 PoF of a
double-objective
optimization problem

4 Machine Learning Based Wind Turbine Yaw Control

An adequate alignment of the wind turbine rotor with respect to the incoming wind
by means of the yaw system of the wind turbine enables increment of the power
generation at cost of an increase of the mechanical loads in different elements of the
wind turbine, especially the yaw bearings. Hence, an adequate design and tuning of
the yaw control system is of great importance to both optimize the power generation
of the wind turbine and ensure its safe operation.

Usually, classical control structures based on PIDs have been used for the design
of the yaw control strategy of the wind turbine [17, 45]. However, these classical
control structures show some drawbacks in form of “wind up” of the integral action
and posterior big oscillations, which can result in an undesired increment of the
mechanical loads. As a result, some advanced control strategies for the yaw angle
control of a wind turbine are proposed in the literature [5, 8, 46–48].

In this chapter, with the objective of achieving an improved performance of the
yaw control system of a wind turbine, a ML based wind turbine yaw control system
is exposed. A block diagram of the proposed ML based yaw control strategy is
presented in Fig. 5.

The proposed yaw control system is based on the following AI techniques:

– A RL algorithm that learns from its own experience and enables the wind turbine
to select the optimal decision in each scenario of its operation.

– An ANN to store the data of the matrix Q(s, a) of the RL algorithm.
– A PSO and PoF based optimization algorithm to select the set of optimal actions

that respond to the compromise necessity between the power increment and the
mechanical loads associated to the yaw rotation.

This section is structured as follows: the design procedure of the RL algorithm
applied to the ML based yaw control is explained in Sect. 4.1. Section 4.2 presents
the structure and design process of the MLP-BP neural network. The design of the



Self-tuning Yaw Control Strategy … 893

Fig. 5 Pipeline of the proposed ML based yaw control

PSO and PoF based algorithm is explained in Sect. 4.3. Finally, the DecisionMaking
(DM) algorithm is exposed in Sect. 4.4.

4.1 Yaw Control RL

The RL algorithm developed for the yaw control of a HAWT presents multiple state,
action and immediate reward variables. The objective of the multivariable structure
is an improved characterization of the system in the most accurate way possible. To
that end, 2 state variables, 2 action variables and 2 immediate reward variables are
considered in the proposed RL algorithm.

The states s are:

– StateYawA [deg]: This state defines the orientation difference between the wind
incident to the rotor and the nacelle of the wind turbine is shown in Eq. (20).

θyaw = θwind − θnacelle (20)

– StateWindS [m/s]: This state defines the wind speed value incident to the rotor.

The actions a are:

– ActionYawK [-/s]: This action defines the proportional gain associated to the yaw
rotational speed controller. The expression to calculate the yaw rotational speed
is shown in Eq. (21).

�yaw = ActionYawK · θyaw (21)
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– ActionYaw [deg]: This action defines the limit associated to the yaw rotation. In
some cases, due to mechanical actuator problem or safety issues, the yaw rotation
of the nacelle is limited to a certain value. The expression to note the rotation
range allowed by this action is shown in Eq. (22).


θyaw ∈ [−ActionYaw , ActionYaw ] (22)

The immediate rewards r are:

– RewardP [%]: This immediate reward defines the power gain achieved by the
wind turbine when a certain yaw action is performed. The expression to compute
this immediate reward is shown in Eq. (23).

RewardP = P_control − P_no_control

P_no_deviation
· 100 (23)

As it can be observed in Eq. (23), in order to calculate the power gain 3 different
scenarios related to the yaw actuation of the wind turbine are considered. The
scenario P_control refers to the scenario in which the yaw control of the wind
turbine is active and the nacelle of the wind turbine rotates to the yaw command
provided by the yaw control and at the provided yaw speed value. The scenario,
P_no_control refers to the scenario in which the yaw control of the wind turbine
is not active, and, thus, the orientation of the wind turbine nacelle is fixed. Finally,
the scenario P_no_deviation refers to the scenario in which the nacelle of the wind
turbine is perfectly aligned with the direction of the wind incoming to the rotor.

– RewardM [N m]: This immediate reward defines the value of the mechanical
moment in the yaw bearings. The value of this immediate reward has been defined
with the mechanical moment in the yaw bearings because it has been found as the
most critical mechanical load when performing a yaw rotation. Different mechan-
ical load values, or even a weighted average of them, could be considered as
the immediate reward to be considered by the proposed ML based yaw control
algorithm.

As it was stated in Sect. 3.1 of this chapter, in a RL algorithm the calculation
of the values Q(s, a) for each state-action par is associated to the long-term reward
considering a discount factor γ , see Eq. (3). In the RL algorithm proposed in this
chapter there are 2 different immediate rewards r. Therefore, 2 different matrices
Q(s, a) will result in the algorithm. The expression to calculate the matrices Q(s, a)
using the immediate rewards r is shown in Eq. (24).

Q(s, a) =
i=T∑

i=0

rt+i · γ i (24)

The expression in Eq. (24) is applied to both the immediate rewards r considered
in the ML based yaw control algorithm presented in this paper and the expression of
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both matrices Q(s, a) are obtained and presented in Eqs. (25) and (26). The discount
factor γ is set to 1 in both cases because it is considered that all the values in the
time horizon are equally important.

Q_P(s, a) =
1
T ∫t+T

t (P_control − P_no_control) · dt
1
T ∫t+T

t P_no_deviation · dt · 100[%] (25)

Q_M(s, a) = t+T∫
t

RewardM(t) · dt[N · m] (26)

After definition of the states s, actions a, immediate rewards r and the expressions
of the matricesQ_P(s, a) andQ_M(s, a), simulations of the performance of the wind
turbine to obtain data for the training process of the RL algorithm are carried out. The
simulations are carried out with the aeroelastic code FAST [49] and the wind turbine
model NREL 5 MW, presented in the work of Jonkman et al. [13], both designed by
the National Renewable Energies Laboratory (NREL) in the USA.

The objective of the training process of the RL algorithm is to obtain the data
related to all possible actuation scenarios associated to the yaw control of the wind
turbine. Thus, in the design process presented in this chapter, an offline training
process of the wind turbine with all the possible considered wind speed values and
the yaw control actions is proposed. Thus, simulations with StateWindS = 3:1:17
[m/s], StateYawA= −90:10:90 [deg], ActionYawK= 0.1:0.1:1 [-/s] and ActionYaw
= −90:10:90 [deg] have been carried out with the aeroelastic code FAST. The values
of the matrices Q_P(s, a) and Q_M(s, a) are calculated with the data obtained from
the simulations, see Eqs. (25) and (26).

4.2 Yaw Control MLP-BP

A MLP-BP neural network is designed to store the data of the matrices Q_P(s, a)
and Q_M(s, a) corresponding to the RL algorithm. The objective of storing these
matrices as continuous functions Q_P(s(t), a(t)) and Q_M(s(t), a(t)) is to eliminate
the necessity of large amount of data management, which could result problematic in
the implementation of the control strategy in the control system of the wind turbine,
due to memory issues. Additionally, with the use of an ANN to store the data of
the RL algorithm, the replacement policy of the RL algorithm is incorporated, since
the ANN learns from the new calculated values. This aspect is of great importance
if an online training of the RL algorithm during operation of the wind turbine is
implemented. In that case, the ANN continuously learns from new calculated values
and the accuracy of the functions Q_P(s(t), a(t)) and Q_M(s(t), a(t)) increase.

The selected topology of theANNdesigned to store the data of thematricesQ_P(s,
a) and Q_M(s, a) is a MLP-BP. The designed MLP-BP neural network presents 4
inputs and 2 outputs. A pipeline with the input and outputs of the designed MLP-BP
neural network is presented in Fig. 6. Internally, the MLP-BP presents a structure
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Fig. 6 Input and outputs of the MLP-BP designed for the ML based yaw control strategy

with one input layer with 4 neurons, two hidden layers with 75 neurons and 25
neurons respectively and one output layer with 2 neurons.

The learning rate for the training process of the MLP-BP has been set to 1 · 10–50.
The training ratio, validation ratio and test ration have been set to 90%, 5% and 5%,
respectively. After the training process, correlation coefficients of 0.9999 and Mean
Squared Error (MSE) of 1.62 · 10–6 are obtained. The high value of the correlation
coefficient and the low value of the MSE are indicators of a correct training process
and that theMLP-BP is good enough to be used in theML based yaw control strategy
proposed in this chapter.

4.3 Yaw Control PSO and PoF

As it was stated in Sect. 2 of this chapter, the yaw actuation of a wind turbine allows
alignment of the rotor of thewind turbinewith the direction of the incomingwind and,
thus, the power generated by the wind turbine can be maximized in some scenarios.
Nevertheless, this power gain is achieved at cost of high mechanical loads in several
components of the wind turbine, especially the yaw bearings, which could endanger
the safe operation of the wind turbine or reduce its lifetime.

The objective of the PSO and PoF based optimization algorithm designed in this
paper is to obtain a set of optimal yaw actions, ActionYawK [-/s] and ActionYaw
[deg], that respond to the compromise necessity betweenRewardP [%] andRewardM
[N m].

The output of the PSOandPoFoptimization algorithm is a set of optimal solutions,
known as PoF, that respond to the compromise necessity between the power gain and
the mechanical loads due to the yaw rotation. To calculate this PoF the optimization
algorithm makes use of the functions Q_P(s(t), a(t)) and Q_M(s(t), a(t)) as the
fitness functions. The states of the system, StateYawA [deg] and StateWindS [m/s],
are defined and the fitness value of different set of actions, ActionYawK [-/s] and
ActionYaw [deg], is evaluated. The final optimal solutions are the solutions in which
one of the fitness values cannot be increased without degrading the other one.
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4.4 Yaw Control DM

The DM algorithm selects one of the optimal actions proposed as the result of
the PSO-PoF optimization algorithm. The DM algorithm proposed in this chapter
considers themechanical loads as the limiting factorwhen selecting the yawactuation
and it could be summarized as follows:

– The solutions that suppose a value of the function Q_M(s(t), a(t)) higher than a
predefined threshold are not taken into consideration due to safety issues.

– From the set of solutions that are taken into consideration, the one with the highest
value of the function Q_P(s(t), a(t)) is selected.

Other different approaches for the selection of the yaw optimal actuation based
on more complex principles could also be evaluated and implemented.

5 Conclusions

The design procedure of a ML based yaw control algorithm for a HAWT based
on AI techniques has been presented in this chapter. The proposed yaw control
strategy is aimed to improve the performance of classical yaw control strategies
by means of the use of AI techniques, which emulate the performance of natural
processes to provide digital systems with intelligence and self-learning capability.
The self-learning capability is the main characteristic of the ML.

The proposedML based yaw control strategymakes use of three different AI tech-
niques for the development of the control strategy. The RL algorithm maps actions
to states and thus allows the development of a policy in the wind turbine that selects
the best actions in different wind turbine operation scenarios. The ANN provides a
very important learning capability and allows a continuous learning process in the
wind turbine, as well as, a simplified datamanagement by storage of large amounts of
data as continuous functions. Finally, the PSO and PoF based optimization algorithm
allows to select the actions that maximize the power output of the wind turbine and
minimize the mechanical loads generated as a result of the yaw rotation.

The most important capability of the proposed ML based yaw control strategy is
the self-tuning.As a result of the self-learning capability of theML system, there is no
need for tuning a closed loop for the yaw angle control of thewind turbine. Therefore,
the risk associated to a possible inadequate tuning of this control loop is erased. In
fact, an inadequate control tuning could cause considerable power generation losses
or high mechanical loads that could endanger the safe operation of the wind turbine.

Simulations of the proposed ML based yaw control strategy with the aeroelastic
code FAST show promising results in comparison to other more simple controllers
based on the classical control theory. The most visible improvements are increased
generated power values and considerable mechanical load reductions in the yaw
bearings of the wind turbine for different wind scenarios.
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