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Foreword

The demand for energy is steadily growing, in spite of the efforts made to reduce
industrial and domestic consumption. Expanding the use of Variable Renewable
Energy (VRE) technologies, such as wind and photovoltaic, in power systems is vital
for reducing pollutant emissions and limiting the impact on climate change while
continuing to meet this demand. With their costs constantly reducing, these sustain-
able energy technologies, which are strongly supported by governmental policies,
have been more and more widely deployed in recent years. However, the inherent
variability of wind and solar PV energy resources represent a major challenge for
power systems operators and regulators. The use of distributed generation in inter-
connected microgrids is the best way to meet the variable energy demand. Optimal
solutions should be found for the allocation of such distributed energy sources and
associated storage devices, as well as for the interconnection of the microgrids.

The aim of this book is to present the appropriate numerical methods that could
be used to address this kind of novel challenges that power engineers and scientists
have to face, and that cannot be solved by known exact formulas. Thus, the book
provides the reader with both basic and advanced knowledge about the techniques
of modeling, simulation, design, control, and optimization of the sustainable energy
systems of the future.

Numerical methods are able to promptly provide approximate solutions to the
mathematical problems associated with the design, control, and optimization of an
energy system. The most widely used numerical methods in the literature are intro-
duced in the first part of the book. By reading the nine chapters of this part, Ph.D.
students, as well as the engineers and scientist less familiar with the field, will quickly
gain the necessary knowledge on the algorithms and the numerical approximation
strategies generally used in engineering, andmore specifically in the study of electric
power systems.

The eight chapters of the second part of the book address the specific problems of
advanced energy systems. The advantages and disadvantages of different numerical
methods are comparatively highlighted so that to enable the specialists in the field
to select the most appropriate one for a specific energy application.
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viii Foreword

The last part of the book includes 18 chapters that exemplify the application of
the numerical methods discussed in the first part for the study of the energy systems
presented in the second part.

The 35 chapters of the books are structured in three parts for pedagogical reasons.
The readers whomaster the numerical methods and the principles of electric systems
can skip the first and second parts, while the others will appreciate the possibility of
gradually acquire the expertise needed for solving their specific problems.

All those who contributed to this book are recognized experts in the various fields
of power engineering. They ensured the high-quality content of each chapter they
wrote. Not onlymaster and Ph.D. students, young researchers, and engineers but also
senior practitionerswill find this bookuseful for their studies or professional activities
related to the modeling, control, and optimization of modern energy systems.

Angouleme, France
August 2020

Prof. Dr.-Ing. Habil. Sci. mDHC Lucian Dascalescu
IEEE Fellow



Preface

Energy demand has increased exponentially in recent years due to industrialization
andpopulationgrowth and is oneof themain indicators showing the level of economic
and industrial growth for a country. Consequently,more attentionmust be paid to how
energy is generated and transmitted to the consumers. Because fossil fuel reserves
are limited and energy production based on these resources is polluting, sustainable
energy development based on renewable energy is needed, which in the next decade
will help reduce pollutant emissions and the impact on climate change.

The purpose of this book is indirectly related to the issuementioned above because
the book’s chapters address the energy applications that engineers, specialists, and
scientists face every day using numerical methods to solve these mathematical prob-
lems in energywhen they cannot be solved by known exact methods. So the bookwill
address numerical calculation methods in general but will exemplify how they apply
especially to energy systems. Thus, reading the book, the reader will gain knowledge
about the techniques of modeling, simulation, design, control, and optimization of
energy systems.

Any of the techniques mentioned above (modeling, simulation, design, control,
and optimization) can be approached by numerical methods that provide a quick
approximation solution for the definedmathematical problem in the case of an energy
application. Although the result obtained is not exact but close to the exact solution,
the algorithms specific to numerical methods are continuously improved to obtain
an imposed error even in real-time applications. In addition, computing power has
increased and allows the implementation of these complex algorithms based on a
complete and clear set of rules and procedures that estimate computable errors. So,
current energy systems (classified intomini-grids, micro-grids, nano-grids, and pico-
grids according to power level, complexity, and connectivity) include high-speed
digital computers that allow real-time communication between them, thus making it
possible to obtain optimal or suboptimal solutions for many complex problems that
could not be solved efficiently in centralized energy systems.

The numerical examples included in this book’s chapters show that we need
these numerical methods to solve some problems that are not analytically solvable.
The obtained results prove that the algorithms proposed in the literature work in a
remarkable way so that the unsolvable problems can quickly become solvable.

ix



x Preface

The comparative analysis of the most well-known numerical algorithms offers the
readers of this book (whether Ph.D. students or specialists) a strong background on
high-performance numerical algorithms and an up-to-date perspective on numerical
approximation strategies generally used in all fields of engineering. The numerical
examples presented in this book range from simple ones (which introduce numerical
methods to be understood) to advanced ones that are addressed especially to special-
ists in the field of energy systems. Thus, potential solutions are offered for many
practical problems that require more or less complex numerical methods.

Therefore, going through and understanding the techniques presented in this book
will help doctoral students to prepare thoroughly, giving them the necessary knowl-
edge to identify when it is necessary to use a certain numerical method to solve an
energy application, taking into account the specifics of this problem (which can be
control, optimization, etc.) and its complexity.

Certainly, the specialists will find in the 35 chapters of the book the solutions they
need to solve many of the problems encountered in their daily work, which otherwise
they would have had to look for in many other books and journals.

For pedagogical reasons, the approach is gradual and it is recommended for
doctoral students to read the chapters in order, starting with those in part I, which
lay the foundations of Advanced Numerical Methods.

The numerical examples in Part II address specific Advanced Energy Systems
problems using numerical methods from simple to complex, in order to compara-
tively highlight the advantages of the latter, or methods based on different numer-
ical calculation algorithms (in principle equally competitive), in order to highlight
comparatively why one method or another does not work well for a specific energy
application, which is very important from the point of view of a specialist.

The numerical examples in Part III exemplify how the application of the methods
discussed in Part I for Energy Systems to few selected energy applications considered
representative for understanding. So, this book comprises 35 chapters structured in
three parts as mentioned above.

The first part called Advanced Numerical Methods introduces in nine chapters
the main numerical methods used in engineering and physical science in general,
highlighting the advantages and disadvantages of each class of methods, and the
recommended fields of application. A short introduction for readers on the content
of the nine chapters will be presented below.

Chapter “Advanced Numerical Methods for Equations, Systems Equations
and Optimization” presents an overview of advanced numerical methods sustained
with many examples in Matlab to help understand these methods and the errors
offered by each of them in a finite number of epochs.

The analysis of partial differential equations in time-dependent problems using
Finite Difference Methods (FDM) is performed in Chapter “Analysis of Partial
Differential Equations in TimeDependent Problems using FiniteDifferenceMethods
and the Applications on Electrical Engineering,” where it is highlighted that these
old and simple numerical methods are still used successfully in solving differential
equations encountered in boundary value problems, zero-stability and convergence of
initial value problems, absolute stability of boundary value equations, stiff ordinary
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differential equations, diffusion equations, and parabolic problems. So, this chapter
presents the theoretical and practical approaches of the finite differencemethod based
on electrical engineering energy applications.

A deep theoretical analysis of the Finite Element Method (FEM) is approached in
Chapter “Theoretical Approaches of Finite Elements Method (FEM),” highlighting
that the procedure to use the FEM is different from that for FDMs. The differ-
ences between the two FEM methods called Galerkin and Ritz methods, which
are usually used in numerical electrostatics and magnetostatics analysis, AC anal-
ysis, transient analysis, and 2D or 3D geometry analysis, are highlighted with clear
examples included in this chapter.

Chapter “Advanced Numerical Methods Based on Artificial Intelligence”
approaches the numerical methods based on artificial intelligence and tests a Genetic
Algorithm–based method in determining the optimal horizontal model of equivalent
soil and a Neural Network–based method for the evaluation of the impedance matrix
regarding stratified soil with three vertical layers, which is necessary, for example,
to evaluate the inductive coupling between overhead high-voltage transmission lines
and metallic gas transmission pipeline.

Different iterative methods to solve a system of nonlinear equations are described
and discussedmethods in Chapter “Numerical Methods for Solving Nonlinear Equa-
tions,” including the class of conjugate gradient methods, multi-step methods, and
Newton-like methods, which are usually used to provide an accurate prediction of a
natural phenomenon or a good and real-time optimization of systems, at relatively
low computational costs and effort involved.

It is worth mentioning that the numerical methods such as FEM and FDM, or
other numerical methods are based on the predefined topological map, generally
called “mesh,” such as Finite Volume Method (FVM) and Boundary Value Method
(BVM), are very eminent for solving the physical problems in the engineering and
science, but the problems with mesh-based methods are as follows: (i) they require
the qualitative mesh, which is somewhat tedious, time-consuming and messy task;
(ii) meshing and re-meshing for a large computational domain is time-consuming,
tedious, and costly task also requires the skills; (iii) in very complex computational
domains, the mesh-based method fails in terms of accuracy; (iv) glass hour and shear
locking phenomena generally found in traditional FEM. So, Chapter “Theoretical
Approach to Element Free Galerkin Method and Its Mathematical Implementation”
presents a new class of numerical methods known as mesh-free methods, such as
Element Free Galerkin (EFG) method. The advantages of EFG method with mesh-
based methods are highlighted on two elastostatic numerical problems: 1D problem
of bar with body forces and 2D Timoshenko cantilever beam with traction at tip. The
numerical results have been evaluated and compared with exact results as well.

Theoretical approach of Chebyshev Spectral Collocation (CSC) method and
its mathematical implementation are detailed in Chapter “Theoretical Approach
to Chebyshev Spectral Collocation Method and Its Mathematical Implementation.”
The stability analysis of the incompressible viscous flow between the two concentric
counter-rotating vertical cylinders is selected as a representative example to apply
the CSC method. The governing stability equations for disturbance flow quantities
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are derived in cylindrical polar coordinates by coupling the energy equation with
the Navier-Stokes equations, discretized using CSC method, modeled with appro-
priate boundary conditions form as a general eigenvalues problem, and analyzed for
different Reynolds numbers, taking into account the effect of viscous heating, radius
ratio, and buoyancy functionality.

In Chapter “Advanced Numerical Methods Based on Optimization” the uncon-
strained and constrained optimization algorithms for numericalmethods are analyzed
for fundamental problems in energy systems. Recent heuristic algorithms used in
power supply systems have been presented and implemented, helping the reader to
understand these optimization methods.

The ill-posed inverse electromagnetic and power engineering problems are intro-
duced in Chapter “Ill-Posed Inverse Problems in Electrical Engineering Applica-
tions,” both theoretically and applied, by detailing the numerical solution of case
studies for several regularization techniques of energy systems.

The second part calledAdvancedEnergy Systemsmakes in eight chapters a presen-
tation of energy systems based on an advanced concept such as energy hubs, multi-
energy sources, smart systems, and so on, respectively, the numerical analysis of
energy systems used in different industrial sectors. The content of the eight chapters
will be briefly presented below.

Chapter “Advanced Energy Systems Based on Energy Hub Concept” explains the
concept of energy hub andmakes a comprehensive overview of different applications
of energy hubs in different energy consumption sectors, including residential, indus-
trial, agricultural, and commercial. By integrating energy systems such as electricity,
natural gasoline thought an energy hub, more benefits appears in optimal planning,
control, and management of the energy sources.

Therefore, there has been a rapid movement toward multi-energy sources that
have approached in Chapter “Sustainable Energy SystemsBased on theMulti-energy
Sources,” where some examples of sustainable energy systems with different energy
sources are given as well.

Smart homes can be also a good example of sustainable energy systems oper-
ating with different energy sources. Modeling, control, optimization, and technical-
economic analysis of a smart home are presented in Chapter “Modeling of Energy
Systems for Smart Homes.”

One energy source that is recently used as a backup energy source in hybrid power
system based on variable multi-energy sources such as Renewable Energy Sources
(RES) is the fuel cell system, which is an electrochemical device that generates
energy and water based on air and hydrogen. To analyze the phenomena of inter-
ests (fluid flow, heat and mass transfer, chemical reactions, etc.) in order to obtain
optimized geometries and adequate operating parameters for different materials, the
Finite Volume Method (FVM) is proposed in Chapter “Finite Volume Method Used
for Numerical Investigations of Electrochemical Devices” to improve the perfor-
mance of the electrochemical device. The chapter provides a general overview of
the Finite Volume Method and Computational Fluid Dynamic (CFD), being applied
to electrochemical devices used in energy systems in order to give insights into
understanding the influence of different configurations (channel patterns, width and
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depth, layer thickness), of operating conditions (flow rate, pressure, temperature), and
of material characteristics and properties (catalyst microstructure, porosity, perme-
ability) on the performance and durability. The numerical model has been experi-
mentally validated revealing that the FVM is a useful tool that can lead to technology
optimization and costs reduction.

Chapter “Night Operation of a Solar Chimney Integrated with Spiral Heat
Exchanger” presents another energy application using the CFD commercial soft-
ware package ANSYS Fluent. The study focuses essentially on the effects of the
geometrical parameters of the collector, the meteorological conditions as well as
the effectiveness of the heat exchanger on the air mass flow rate, the temperature
rise within the collector, and the overall performance of the solar-geothermal hybrid
power system. A geothermal heating device is used as a backup energy source to
guarantee a continuous and stable operation during night hours.

Thus, the stable operation of energy systems is approached in Chapter “Incorpo-
rating of IPFC in Multi-machine Power System Phillips-Heffron Model” incorpo-
rating of Interline Power Flow Controller (IPFC) in Multi-Machine Power System
Phillips-Heffron Model.

Note that the IPFC and Unified power flow controller (UPFC) are embedded
devices of the latest generation from class of Flexible AC Transmission Systems
(FACTS) devices used to improve the transfer capacity and controllability of energy
systems. The numerical results obtained withMATLAB for the dynamic simulations
of the energy system show improved stability by using IPFC.

If a backup power source is not available or is not used due to excessive costs of
using it, then an energy storage system (ESS) must be used to ensure stable operation
of the energy system by compensating energy flow balance for variable RES power.
Chapter “Techno-Economical Analysis of Energy Storage Systems in Conventional
Distribution Networks” presents a technical-economic analysis of energy storage
systems in conventional distribution networks. The ESS management is performed
in order to minimize the total cost of daily energy loss and energy supply of the
system. For this, the optimization function includes as variable energy price, storage
utilization duration, amount of load demand, power loss of the system, costs, limits
and characteristics of storage system.

Proton Exchange Membrane Fuel Cell (PEMFC) is currently used in stationary
and mobile applications. FC vehicles operate under high dynamic load conditions,
so the energy management strategy must be validated using a mathematical model
from Simulink/MATLAB in the Real Time (RT)-LAB platform such as OPAL-RT
technology. The advantages of real-time numerical simulation are highlighted in
Chapter “OPAL-RT Technology Used in Automotive Applications for PEMFC.”

The third and last part, called Numerical Energy Applications highlights in 18
chapters the application of numerical methods for the control, optimization, and
protection of energy systems. A brief presentation of the applications covered by
each of the 18 chapters will be presented below.

Chapter “Theoretical Techniques for the Exploration of Piezoelectric Harvesters”
analyzes the design and optimization of piezoelectric harvester systems using Finite
Element Analysis (FEA) and time integration techniques from MatLab toolbox and
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Maxwell 3D package. Readers are providedwith useful information to create original
and efficient harvesters based on the magnetostatic and magnetodynamic relations
presented in this chapter.

In general, the electromagnetism problems can be formulated using Maxwell
equations, but analytical solutions are easily obtained only for some objects with
standard geometric shapes, such as sphere, infinite plane, elementary antennas, etc.
Chapter “Numerical Analysis of Electromagnetic Fields” presents the numerical
methods that can accurately estimate the imposed electromagnetic field for practical
problems. These methods can be classified into three types: ray-tracing, surface
discretization, and volume discretization. Depending on the achieved precision,
these methods are classified into full-wave and asymptotic methods, also called
low and high-frequency methods. Methods based on volumetric discretization, such
as Finite-Difference Time-Domain (FDTD) and frequency domain finite-element
method (FEM), have the advantages of easy modeling of non-homogeneous media.
The methods based on the discretization of surfaces using Surface Integral Equations
(SIE) are computationally more efficient than the volumetric ones. The optimized
variant of the method-of-moments (MoM) such as fast multipole method (FMM)
and multilevel fast multipole algorithm (MLFMA) and the physical optics (PO) are
analyzed in this chapter by numerical examples.

Wireless Energy Transfer or Wireless Power Transfer (WPT) is a new tech-
nology, which transfers energy through electromagnetic field to inaccessible places
or distributed systems, so at lower costs, because wiring is eliminated. Chapter
“OptimizationMethods forWireless Power Transfer” analyses the efficiency of three
types of WPTs (radiant transfer, inductive transfer, and resonant coupling transfer),
that strongly depends on the resonator parameters (L—self-inductance,M—mutual
inductance,C—parasitic capacitance, andR—Ohmic resistances) of the twomagnet-
ically coupled coils, placed at different distances and angles in assemblies with
several configurations. The mutual inductances computed with MATLAB utilizing
the integration, the numerically calculated ones using ANSYS Q3D Extractor, and
respectively those obtained through measurements show close values, indicating a
consistency regarding all three methods of parameter determination.

Numerical Assessment of Electromagnetic Energy and Forces in Non-Destructive
MeasurementDevices is analyzed inChapter “NumericalAssessment ofElectromag-
netic Energy and Forces in Non-destructive Measurement Devices.” It is known that
non-destructive testing is vital to ensure that pieces of a particular structure perform
their specific functions for a predetermined amount of time. The specialists in the
non-destructive testing field have created and implemented tests to characterize the
materials or to detect, localize, and measure the flaws (defects), which can cause
plane crashes, nuclear power plant explosions, dam breakage, train derailment, fires,
and other less visible events, but with dangerous consequences and high impact.

Optimal integration of electric vehicles in smart grid energy flow is approached
in Chapter “Optimal Integration of Electric Vehicles in Smart Grid Energy Flow,”
including modeling, simulation, and result comparison.

Numerical Approaches of Biomass Plants Efficiency are discussed in Chapter
“Numerical Approaches of Biomass Plants Efficiency.” The chapter includes a
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description of the three distinct phases of the technological process of producing
energy from biogas, starting with the type and quantities of the raw materials used
and how much energy the Cogeneration Power Plant (CPP) can produce. The data
acquisition system is part of a sophisticated automated system called “DIANE,”
which permanently monitors, coordinates, and controls all the operations in the
cogeneration power plant. Following the measurement of many parameters of the
electricity production process due to each generator, the relationship between elec-
tricity production and biomass consumed in the form of polynomial functions was
obtained.

The answer to the question “what is the state in which conservative systems
consume less power or energy?” is approached in Chapter “Power and Energy Flow
in Cvasi-Stationary Electric and Magnetic Circuits,” where power and energy flow
in cvasi-stationary electric and magnetic circuits is analyzed. Therefore, advanced
numerical analysis is proposed to find the extreme point of power or energy func-
tionals for electric and magnetic circuits in the quasi-stationary state, where energy
functional is the total energy of a certain system, as a functional of the system’s state.
Lagrange multipliers and the variational method in Hilbert space have demonstrated
the existence of the minimum of the functionals. Several examples implemented in
PSPICE prove the theoretical result ofminimum consumed power principle (PMCP).

Chapter “Numerical Methods for Analysis of Energy Consumption in Drying
Process of Wood” presents general aspects regarding the electromagnetic field in
radio frequency andmicrowaves, the thermal field, mass problems in radio frequency
drying, and the numerical analysis of high-frequency drying using FEM-BEM.3D-
RFmove_term_masa software in radio frequency field and Comsol Multiphysics in
microwave field.

After the optimization and control of PEMFC system shown in chapters “Finite
VolumeMethod Used for Numerical Investigations of Electrochemical Devices” and
“OPAL-RT Technology Used in Automotive Applications for PEMFC,” the design
and energy efficiency analysis of a Fuel Cell Hybrid Electric Vehicle (FCHEV) is
presented in Chapter “Design and Energy Analysis for Fuel Cell Hybrid Electric
Vehicle.” FCHEV combines the advantage offered by PEMFC as the main energy
system by using an efficient energy management strategy (EMS) for the hybrid
battery/ultracapacitor ESS to operate the PEMFC system safely. The FCHEV perfor-
mance obtained in simulation using standardized load cycles is validated by taking
into account a real experimental speed profile and numerical analysis of the acquired
data. The efficiency obtained by FCHEV and the electric vehicle (using only battery)
is presented as well.

Chapter “Finite Element Solutions for Magnetic Shielding Power Applications”
presents the applications of the Finite Element Method (FEM) to magnetic shielding
for cables in power energy applications, including FCHEVs. The topic is important
from an electromagnetic compatibility point of view as well as for people health
hazards. It is known that energy systems such as power lines, underground cables,
low/medium voltage substations, and building electrical distribution systems are
electromagnetic noise sources. Therefore, in order to comply with the standards for
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maximum permissible magnetic field levels, the use of shielding devices is required
and the harmonic level must be monitored continuously.

Also, the decision-making in the electric distribution systems is based on data
collected from consumers and the variousmeasurement points located in the network
(transformer substations, supply points, branch points, etc.) through the Supervi-
sory Control and Data Acquisition (SCADA) system. Chapter “Regression Analy-
sis-Based LoadModelling for Electric Distribution Networks” proposes a regression
analysis-based load modeling for electric distribution networks based on available
data that help the Distribution Network Operator (DNO) to accurately estimate the
state of the supervised system. The approaches refer to estimation of the active and
reactive powers from the LV/MV (low voltage/medium voltage) electric substations
with a mixt load structure (residential, commercial, and industrial) at the peak load
of the system and the required load of residential consumers which represent the
highest percentage from the load structure fed from the LV/MV electric substations.
The proposed approaches were tested in real operation conditions ofMV distribution
networks from Romania.

It is known that the Overhead High-Voltage Power lines (OHVPLs) are major
sources of extremely low frequency electric and magnetic fields, which can induce
electric currents in the human body. The Finite Element Method (FEM) is proposed
in Chapter “Finite Element Analysis of Electromagnetic Fields Emitted by Overhead
High-Voltage Power Lines” to compute and analyze—from the perspective of public
exposure—both electric andmagnetic fields associatedwith typical configurations of
OHVPLs used in the Romanian power system. Compliance with the exposure limits
established by the International Commission on Non-Ionizing Radiation Protection
(ICNIRP) for the general public is obtained in all cases: the calculated magnetic
fields being below the ICNIRP limit of 100 µT, while the electric field levels exceed
the ICNIRP limit of 5000 V/m only in limited areas beneath the 400 kV lines.

The Finite ElementMethod (FEM) is also proposed in Chapter “Design and Finite
Element Analysis of Permanent Magnet Synchronous Generator for Wind Turbine
Application” to Design and optimize a permanent magnet synchronous generator for
wind turbine application.

The Modified Tellegen Principle is proposed in Chapter “Power and Energy
System Modeling Based on Modified Tellegen Principle” to model the energy
systems. The instantaneous calculation of power for real linear and nonlinear systems
allows obtaining results that are correct both mathematically and physically.

The design procedure of aMachine Learning (ML)-based yaw control strategy for
a Horizontal Axis Wind Turbine (HAWT) is presented in Chapter “Self-Tuning Yaw
Control Strategy of a Horizontal Axis Wind Turbine Based on Machine Learning.”
The proposed yaw control strategy is based on the interaction of three different Arti-
ficial Intelligence (AI) techniques to design an ML system: Reinforcement Learning
(RL), Artificial Neural Networks (ANN), andmetaheuristic optimization algorithms.
The implementation of ametaheuristic optimization algorithm, in this case, a Particle
Swarm Optimization (PSO) algorithm, allows calculation of the optimal yaw control
action that responds to the compromise between the generated power increment and
the mechanical loads increase due to the yaw actuation.
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Various algorithms of Gauss-Seidel, Newton-Raphson, Fast-Decoupled Load
Flow are presented in Chapter “Numerical Methods of Electric Power Flow in Inter-
connected Systems” for interconnected power systems in different case of buses
(load, voltage controlled, and slack buses) and various scenarios: with PQ buses,
with PV (generators) buses, with PV buses, taking into consideration the limitation
of the generated reactive power and so on.

Numerical Methods in Selecting the Location of Distributed Generation in
Energy Network is presented in Chapter “Numerical Methods in Selecting Location
of Distributed Generation in Energy Network.” The advantages and disadvantages
of using Distributed Generators (DGs) in a distribution network are highlighted.
DG placement methods based on intelligent algorithms and numerical optimization
methods are analyzed. The obtained results highlight a better performance of numer-
ical optimization methods in terms of execution time and reduction of power losses,
so their use in high dimensional networks is recommended.

Beside the Interline Power Flow Controller (IPFC) analyzed in chapter “Incor-
porating of IPFC in Multi-machine Power System Phillips-Heffron Model,” other
Flexible AC Transmission Systems (FACTS) such as Static VAR Compensator
(SVC), Thyristor Controlled Series Compensation (TCSC), and Unified Power Flow
Controller (UPFC) are analyzed in Chapter “Numerical Methods for Power System
Analysis with FACTS Devices Applications.” First, the mathematical modeling of
SVC, TCSC, and UPFC devices are described. Then, applications of FACTS devices
to improve transient stability, small-signal stability, voltage profile, and reduce power
losses and inrush currents caused by transformers are presented.

Firstly, themathematicalmodeling of SVC,TCSCandUPFCdevices is described.
Then, applications of FACTS devices to improve the transient stability, small signal
stability and voltage profile, and reduce power losses and inrush currents caused
by transformers are presented. Simulations performed on the IEEE 14 bus system
using Newton Raphson method to solve equations of the optimization functions
confirm that the optimal placement of FACTS devices improves most power system
specifications.

In conclusion, the book includes enough funds to understand the modeling of an
energy application and selecting themost appropriatemethod from the set of possible
numerical methods to solve it, presenting one or more numerical methods for solving
the energy applications included in the book and providingmany numerical examples
to understand the proposed method. As a large number of electrical engineers have
participated in the writing of this book, we are confident that it will be helpful for
young electrical researchers and practitioners working in or for energy systems to
optimize the operation of these systems.

Tabriz, Iran
Pitesti, Romania

Naser Mahdavi Tabatabaei
Nicu Bizon
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Abstract In this chapter an overview of advanced numerical methods is presented.
After errors are defined, the readers are initiated with the principles of approximating
functions, numerical methods for solving equations and systems equations and opti-
mization methods. The theoretical basics of polynomial interpolation, numerical
differentiation and numerical integration are presented, and, as a natural sequel, for
each method some examples are given. Numerical methods for linear and nonlinear
equations and system equations, numerical methods for computing eigenvalues and
eigenvectors are discussed and examples are given. The main goal of the optimiza-
tion methods is to find the maximum or minimum of the objective function by using
linear or nonlinear programming as shown in this chapter. Finally, an introduction in
Matlab is done to put in evidence the easy-to-use and attractiveness of this popular
software. Each method is accompanied by examples to help understanding.
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Nomenclatures

A. Acronyms
Matlab Matrix Laboratory
OS Operating Systems
Mac OS X Macintosh Operating System

B. Symbols/Parameters
x̃ The approximate value
x The true (unknown) quantity
ε The error
|ε| The absolute error
εr The relative error
f(x) The function of real variable x
A The Vandermonde matrix
tk The k-moment of time
p The p-step of numerical algorithm
xr The exact solution
xo The first solution
� The real set
T The matrix of the coefficient
X The vector the unknowns
G The column vector of free terms
detT The determinant of matrix T

1 Introduction

The challenge of this first chapter of the book is to synthesize in a few pages thou-
sands pages of research and studies. More problems from different domains as all
fields of engineering sciences, medicine, physics sciences (meteorology, pollution,
astronomy, etc.), chemistry, civil engineering, life and social sciences, business, arts,
etc. can be evaluated and approximated by mathematical model. In modeling, simu-
lation, design and optimization procedures the numerical analysis and methods have
the most important contribution. Also, the data acquisition systems and forecasting
methods are based on evolved numerical algorithms. Starting from mathematical
principles and from the development of computer sciences the numerical methods
give correct solutions to many real and difficult problems.

Generally numerical methods can be classified in direct methods which compute
the solution in a specified number of iterations and deliver the correct solution when
they were performed in infinite arithmetic precision, respectively the more common
iterative methods that, start from an initial state, develop successive steps of approx-
imations which converge to the correct solution as a limit of a sequence of values
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obtained from iterations. The study of errors represents an important part of numer-
ical analysis. Thus the generation and propagation of errors in numerical approaches
are presented in first section of chapter.

The significant growth both of hardware architectures and programming
languages has led to the development of advanced numerical methods. It deals with
the approximation of functions and provides the different methods for solving linear
and nonlinear equations and systems, calculation of eigenvalues and eigenvectors,
determination of optimum point of a defined objective function. Therefore in Sect. 2
the approximating functions are defined. The theoretical basics of polynomial inter-
polation, numerical differentiation and numerical integration are presented, and, as
a natural sequel, for each method some examples are given.

Another important part of advanced numerical methods that can be applied to
real-world problems is represented by methods for solving equations and systems
equations. Numerical methods for linear and nonlinear equations and system equa-
tions, numerical methods for computing eigenvalues and eigenvectors are discussed
and examples are given.

Optimization methods solve more practical in various areas such as engineering
sciences, financial, aeronautical and terrestrial routs, and environmental pollution.
Starting from defining an objective functions which satisfy some constraints, the
main goal of these methods is to find the maximum or minimum of the objective
function by using linear or nonlinear programming as shown and exemplified in
Sect. 5.

Section 6 refers to Matlab as being the most widely used programming envi-
ronment in which numerical algorithms are implemented. Several examples put in
evidence the easy-to-use and attractiveness of this popular software.

The main conclusions and the bibliographic references are presented in the last
two sections of the chapter.

2 Generation and Propagation of Errors

Any measuring procedure for determining an arbitrary quantity is subjected errors,
so the numerically measured or determined value does not represent its true or exact
value. Therefore, the errors appear and are defined in the measurement processes
and in the numerical computation procedures, which, often, can be implemented in
the same computation system [1].

In general, if we denote by x̃ the approximate value of the true (unknown) quantity
x, then the error ε of determination bymeasurement and/or by numerical computation
of it is defined as [2]:

ε = x − x̃ (1)
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It is obvious that in relationship (1) it is known, by measurement or by numerical
computation, only x̃ such that for a precise determination very close to the reality,
of the true quantity x, an upper limit of the error must be specified. This limitation
of the error gives mathematical meaning to the relationship (1).

The absolute error |ε| is defined as:

|ε| = |x − x̃ | (2)

and the relative error εr is the ratio between the absolute error and the approximate
value module:

εr = |ε|
|x̃ | = |x − x̃ |

|x̃ | (3)

The errors that appear in the measurement processes and in the numerical
computation procedures are classified as follows [3]:

– rounding errors which are due to floating point computation performed by the
computer;

– inherent errors that occur as a result of the measuring process and the accuracy of
themeasuring instrument, errors of the reading and data entering into the computer
(these are random errors characterized by the normal or Gaussian distribution
function) or error resulting from the necessity of representing in the computer a
value using afinite number of digits (for example the numbersπ =3.14192654….,√
2 = 1.41421356…, e = 2.73……… are approximated using a finite number of

digits although they contain an infinite number of digits);
– truncation errorswhich are the result of the used numerical calculation algorithm,

such as, for example, stopping (truncating) the development of a Taylor power
series at a certain term for computing numerically the function in a specified point.

In numerical computational methods, the errors propagate naturally. This is
because, as shown above, the numerical determination of an arbitrary quantity x
is done with a certain error and then, obviously, each of the classical operations: (+),
(−), (×) and (/) performed by the computer introduce errors, which are propagated
by applying them on several operands. There are proved [4] propagation formulae
for each type of error as they are defined in the relationships (1), (2) and (3).

For example, let us consider two random quantities, of the same physical type and
having the dame unit ofmeasure, x and y, whose approximate values are x̃ and ỹ, with
absolute and relative errors εx , εr,x respectively εy, εr,y . Under these conditions, using
the relationship (2) in which, for simplification, it is considered that all the values are
positive, the absolute error, obtained when one uses the addition operation between
two numbers, propagates as the sum of the absolute errors of determination of the
two quantities, i.e. [5, 6].
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|ε+| = ε+ = |(x + y) − (x̃ + ỹ)| = (x + y) − (x̃ + ỹ) = εx + εy (4)

In a similar manner, for multiplication operation, the error propagation is given
by the following relationship:

|ε×| = ε× = |(x × y) − (x̃ × ỹ)| = (x × y) − (x̃ × ỹ) = εx ỹ + εy x̃ (5)

where it was considered the product εxεy ≈ 0, taking into account that the upper
imposed limits for the two absolute errors must be as small as possible, for a better
computation accuracy. As follows, using the relationships (3) and (4) it is determined
the propagation error, relative to the addition operation of two operands, which is:

εr,+ = |ε+|
x̃ + ỹ

= ε+
x̃ + ỹ

= x̃

x̃ + ỹ
εr,x + ỹ

x̃ + ỹ
εr,y (6)

If the relationships (3) and (5) are used, then the propagation of the error relative
to the multiplication operation becomes:

εr,× = |ε×|
x̃ × ỹ

= ε×
x̃ × ỹ

= εr,x + εr,y (7)

The two examples of computing the propagation of the absolute and relative errors
for two essential arithmetic operations in numerical calculation, show, on one hand
the necessity of using measuring equipment with as small as possible inherent errors
and, on the other hand, the necessity of implementing some efficient numerical
methods which uses symbolic algorithms, with few calculations, but also modern
computers with high computation power.

3 Approximating Functions

3.1 Polynomial Interpolation

The interpolation problem consists in determining some functions which allow the
evaluation of a function defined by tables of values in any point of the definition
domain, not only in the network’s nodes [7–9].
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Fig. 1 The difference
between function
interpolation and fitting

y

x 

interpolation

fitting

Unlike interpolation, function approximation or function fitting consists in estab-
lishing some analytical expressions for approximating, as well as possible, the
behaviour of a function defined by its values, without imposing the restriction that
the function must pass through all the points in which the given function is defined
(Fig. 1). These kinds of problems are encountered in practice in establishing some
empirical formulae for approximating some experimentally defined functions. The
solution of such problems in not unique, it depends on the functions’ class in which
a solution is sought, as well as for the error estimation criteria.

As follows, only interpolation problems will be addressed.
Consider a real function y = f(x) of real variable x, defined by the distinct values:

x x0 x1 x2 … xn

y y0 y1 y2 … yn

It is required to estimate f(x) for other values of variable x than those from the
table of values. This can be realized by determining a function g(x) that satisfies the
interpolation conditions, i.e. to pass through the given points:

g(xi ) = yi ,i = 0, . . . ,n (8)

The problem solution is not unique. For this reason, to the interpolation function
g(x) some supplementary conditions are imposed. It is suspected that, from here,
many approaches can be followed, function of the specific conditions. In principle,
the interpolation function can be represented as follows:

g(x) =
n∑

k=0

ckϕk(x) (9)

where ϕk(x) are n + 1 independent linear functions, that define a base. There are two
main interpolation method classes:

1. Global interpolation, by which it is determined only one interpolation function
for the entire function definition domain.



Advanced Numerical Methods for Equations … 9

2. Interpolation on portions, by functions defined on each of the interval defined by
the nodes. These functions are connected such that the certain continuity condi-
tions must be fulfilled. Beside the continuity of the values, which is an explicit
condition, supplementary conditions can be imposed, such as the continuity of
the 1st order derivatives (the connection does not create “corners”), etc.

An essential aspect must not be forgotten: the functions defined by experimental
values can be affected by errors, but the precision of the given values cannot exceed
some practical limitations. Therefore, it should not be exaggerated to present results
that suggests greater accuracy than the one given by the available data (for example,
the presentation of the results with many significant digits, although in practice 3
digits are reasonable).

3.1.1 Global Interpolation

In global interpolation, all base functions ϕk(x) are explicitly defined, by only one
expression, for the whole function definition domain. Function of the choice of the
base, there are various interpolation methods. In most cases, these functions are
polynomial type.

(i) Direct polynomial interpolation

The functions ϕk(x) are chosen of the following type:

ϕk(x) = xk,k = 0, . . . , n (10)

Therefore, the polynomial interpolation function is:

g(x) =
n∑

k=0

ckx
k (11)

The problem is reduced to the determination of the coefficients ck , imposing the
interpolation condition (8). In this respect the obtained system of n + 1 equation
becomes:

g(xi ) =
n∑

k=0

ckx
k
i = yi , i = 0, . . . ,n (12)

The matrix expression of the system is:

Ac = y (13)

in which:
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A =

⎡

⎢⎢⎣

1 x0 x20 . . . xn0
1 x1 x21 . . . xn1
. . . . . . . . . . . . . . .

1 xn x2n . . . xnn

⎤

⎥⎥⎦; c =

⎡

⎢⎢⎢⎣

c1
c2
. . .

cn

⎤

⎥⎥⎥⎦;y =

⎡

⎢⎢⎢⎣

y1
y2
. . .

yn

⎤

⎥⎥⎥⎦ (14)

The matrix A, called Vandermonde matrix, is non-singular, if the values xi are
distinct.

Thismethod is uninteresting, because it requires a significant computational effort
(solving a system of order n), and the matrix A is, in general, ill-conditioned, which
can lead to big errors.

(ii) Newton interpolation

The functions ϕk(x) are chosen to have the following form:

⎧
⎨

⎩

ϕ0(x) = 1
. . .

ϕk(x) = (x − x0)(x − x1) . . . (x − xk−1);k = 1, . . . ,n
(15)

By imposing the interpolation condition, it results the following system of
equations:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

g(x0) = y0 = c0
g(x1) = y1 = c0 + c1(x1 − x0)
g(x2) = y2 = c0 + c1(x2 − x0) + c2(x2 − x0)(x2 − x1)
. . .

g(xn) = yn = c0 + c1(xn − x0) + c2(xn − x0)(xn − x1)

(16)

This is lower-triangular type system, whose solution is easily determined:

⎧
⎪⎪⎨

⎪⎪⎩

c0 = y0
c1 = (y1 − c0)/(x1 − x0) = (y1 − y0)/(x1 − x0)
c1 = (y2 − c0 − c1(x2 − x0))/(x2 − x0)/(x2 − x1)
... ... ...

(17)

Newton method presents a series of advantages. First, the determination of the
coefficients implies a reduced computation effort, the system is relatively well-
conditioned, new points can be added, with the possibility of partial recovery of
the old results, etc.

(iii) Lagrange interpolation. Lagrange interpolation of a function defined on the
following interval:

x0 < x1 < . . . < xk < . . . < xn (18)
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Is based on the Lagrange polynomials:

lk(x) =
n∏

i=0
i �=k

x − xi
xk − xi

;k = 0, . . . ,n (19)

It is found that these polynomials have the properties:

lk(xi ) = δki =
{
1 i = k
0 i �= k

(20)

3.1.2 Interpolation on Portions

Global interpolation can lead to results far from those expected in case of functions
with a more specific behaviour.

In such situations, it is advisable to use somemethods of interpolation on portions,
on which are sought different expressions of the interpolation functions on the inter-
vals defined by the network of the definition points of the function to be interpolated.
In principle, this can be done by adopting a base function ϕk(x) distinct on the
intervals defined by the definition network of the function to be interpolated.

(i) Linear interpolationon portions

Under this name it is hidden the most trivial interpolation method, which consists
in adopting an interpolation function defined by straight segmentswhich pass through
the definition points of the function to be interpolated (Fig. 2).

In these points the considered interpolation function is continuous, but not
derivable.

From the formal point of view, one can define a set of base functions of Lagrange
polynomial type, defined on sintervals, according to the relationships (Fig. 3):

Fig. 2 Linear piecewise
interpolation

l(x)

x1 x2 xk-1 xk xk+1 xn x
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Fig. 3 Lagrange
polynomials type

(ii) Interpolation using Hermite polynomials

If it is necessary for the interpolation function to be not only continuous, but also
derivable, the interpolation on portions using Hermite polynomials can be adopted.
It is considered an interval in the definition domain of the function to be interpolated
y(x):

xk ≤ x ≤ xk+1; k = 1, . . . , n − 1 (21)

and a local variable:

s = x − xk ∈ [0, hk];hk = xk+1 − xk; k = 1, . . . n − 1 (22)

It is also defined (Fig. 4):

δk = yk+1 − yk
xk+1 − xk

= yk+1 − yk
hk

; k = 1, . . . , n − 1 (23)

It is considered as auxiliary quantities the values of the derivatives of the
interpolation polynomials in the extremities of the segments on which they are
defined:

dk = P ′(xk) (24)
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Fig. 4 Polynomial
interpolation on portions

xk xk+1x

s
yk yk+1

hk

P(x
dk

x

Most often, the interpolation is done using cubic polynomials (of degree 3),
which offer enough flexibility to impose suitable interpolation conditions. Such a
polynomial is (there for simplicity, we denoted h = hk):

P(x) = 3hs2 − 2s3

h3
yk+1 + h3 − 3hs2 + 2s3

h3
yk + s2(s − h)

h2
dk+1 + s(s − h)2

h2
dk

(25)

It can be verified that this polynomial satisfies the interpolation conditions:

s = 0 ⇒ P(xk) = yk
s = h ⇒ P(xk+1) = yk+1 (26)

To determine these polynomials (Hermite) it is necessary to know the derivatives
dk in the extremities of the segments. The derivative of a polynomial (as function of
s) is:

P ′(x) = 6hs − 6s2

h3
yk+1 + −6hs + 6s2

h3
yk + 3s2 − 2sh

h2
dk+1 + 3s2 − 4sh + h2

h2
dk

(27)

Consequently:

s = 0 ⇒ P ′(xk) = dk
s = h ⇒ P ′(xk+1) = dk+1 (28)

But these values of the derivatives in the interpolation points are not given, and
they must be determined by using a supplementary procedure, that must ensure,
besides the continuity of the interpolation function (which results implicitly), also
the continuity of order 1 and eventually order 2 derivatives.
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Fig. 5 Drawing a curve
using the spline

Null 

(iii) Spline interpolations

A first variant consists in “spline” interpolation. The name of this method comes
from an instrument used to draw curves (Fig. 5).

As follows, from the great variety of possibilities, only cubic spline functions
will be treated. The second order derivative of the interpolation polynomial on the
considered segment is:

P ′′(x) = (6h − 12s)δk + (6s − 2h)dk+1 + (6s − 4h)dk
h2k

(29)

The values in the two extremities are:

x = xk ⇒ s = 0 ⇒ P ′′(x+
k ) = 6δk − 2dk+1 − 4dk

hk

x = xk+1 ⇒ s = hk ⇒ P ′′(x−
k ) = −6δk + 4dk+1 + 2dk

hk
(30)

We denote by P′′(xk+), respectively by P′′(xk+1−) the left, respectively the right
limit value of the 2nd order derivative in the two extreme points of the interval. In a
similar manner, we proceed for the interval (xk-1, xk). It results:

P ′′(x−
k ) = −6δk−1 + 4dk + 2dk−1

hk−1
(31)

To ensure the continuity of the 2nd order derivative in the point xk it is necessary
that:

P ′′(x+
k ) = P ′′(x−

k ) ⇒ −6δk + 4dk+1 + 2dk
hk

= −6δk−1 + 4dk + 2dk−1

hk−1
(32)

It result the following equations:

hkdk−1 + 2(hk + hk+1) + hk−1dk+1 = 3(hkδk−1 + hk−1δk);k = 2,
, n − 1 (33)
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To determine the n unknown values dk , two more equations must be added. These
equations can be obtained by imposing supplementary conditions in the two extremi-
ties of the definition interval (x1, respectively xn).Afirst approach consists in adopting
only one interpolation polynomial on the first interval x ∈ [x1, x3], respectively the
last one x ∈ [xn-2, xn], method called not a knot end condition. Another possible
approach, which defines the so-called natural spline functions, consists of adopting
null values for the 2nd order derivative in the extremities of the segment, equivalent
to adopting null curves in these extremities (suggested also in the Fig. 5). In this
approach:

P ′′(x+
k ) = 0 ⇒ 2d1 + d2 = 3δ1 (34)

P ′′(x−
n ) = 0 ⇒ dn−1 + 2dn = 3δn−1 (35)

To preserve the symmetry property of the matrix A, the two conditions are
multiplied with convenient coefficients, obtaining:

P ′′(x+
k ) = 0 ⇒ (2d1 + d2 = 3δ1)(

∗h2) ⇒ 2h2d1 + h2d2 = 3h2δ1 (36)

P ′′(x−
n ) = 0 ⇒ (dn−1 + 2dn = 3δn−1)(

∗hn−2) ⇒ hn−1dn−1 + 2hn−1dn = 3hn−2δn−1

(37)

The following system of equation is obtained:

Ad = g (38)

The coefficients matrix A is three-diagonal and symmetrical.

3.2 Numerical Differentiation

In principle, the derivative of a function x(t) at moment tk can be expressed func-
tion of the previous values (already known at moment tk) of the variable, by using
relationships of the type:

d

dt
x(t)

∣∣∣∣
tk

=
p∑

i=0

αnx(tk−i ) (39)
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Fig. 6 The approximation
of the derivative

t0

x

x

tt1

Next point

p previous points

tp

The coefficients are determined, in principle, by approximating the previous
behaviour of the function by using suitable functions, most often by using
polynomials with a convenient degree, as presented in Fig. 6.

For a constant discretization step (h), the previous formulae become:

d

dt
x(t)

∣∣∣∣
tk

= 1

h

p∑

i=0

cnx(tk−i ) = 1

h
c0 x(tk)︸︷︷︸

unknown

+ 1

h

p∑

i=1

cn x(tk−i︸ ︷︷ ︸
known

)

︸ ︷︷ ︸
explicit method︸ ︷︷ ︸

implicit method

(40)

These formulae present the following particularities.

• They define a method with «p steps», or of order p, because there are used the
already known values of the function in (p) steps of previous computation, to
determine the new value x(tk).

• The methods with 1 step (order 1) present the advantage of an easy start, because
they do not require supplementary information other than those provided by the
initial conditions.

• The method is «implicit», because the value yet unknown x(tk) also appears in
the right member of the approximation formula.

• The method can be transformed into an explicit one, if the lower limit of the
summing index (i) is 1 instead of 0. In this way, the unknown value x(tk) no
longer appear in the approximation formula of the derivative at moment tk , such
that the derivative will be computed function of the previous (known) values of
the function.
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4 Numerical Methods for Solving Equations and Systems
Equations

4.1 Numerical Methods for Solving Equations

Algebraic equations, of order higher than four, and the transcendent ones belong
to the nonlinear equations’ category that requires for their computation numerical
solving methods. Numerical methods are exclusively iterative, and the solutions of
theses equations are obtained as limits of some convergent strings. As follows, we
briefly present a few of the newest numerical methods [10–12].

(1) Bisection method or half interval method

This is one of the simplest method for solving, in the interval (a, b), the nonlinear
equation f(x) = 0. If f (a) · f (b) < 0 then compulsory exists the unique solution x
of the equation in the interval (a, b), [3]. The first iteration is computed:

xm0 ≡ x0 = a + b

2
(41)

the half of the interval [a, b]. If x0 is not a solution of the equation, then the
verification can be done by comparing

| f (x0)| < ε (42)

and then it is evaluated among the two sub-intervals (a, x0) and (x0, b), the one
which contains the solution as it is shown in Fig. 7. The evaluation takes place
according to the sign of the product of the function’ values at the ends of the sub-
intervals, i.e.:

f (a) · f (x0) < 0 (43)

If the inequality (43) is satisfied, then the solution is searched in the interval (a,
x0), the algorithm continuing by halving the interval:

xm1 ≡ x1 = a + x0
2

(44)

If the inequality (43) is not satisfied, then the solution is in the interval (x0, b),
and as a consequence the algorithm will continue by halving the interval:

xm1 ≡ x1 = x0 + b

2
(45)
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Fig. 7 The first iteration
from the half interval method

The series of the successive values of the halves of the sub-intervals: x0, xm1, xm2,
… is convergent to the exact solution xr . The iterative halving algorithm stops when
the length of the sub-intervals obtained in the iteration becomes smaller than the
value of the imposed error ε:

|bn − an| < ε (46)

The half interval method is easy to use and is surely convergent, but it requires a
big number of function evaluations.

(2) Secant method (proportional parts method).

This method solve the equation f (x) = 0 in interval (a, b) when f (a) · f (b) < 0,
by dividing the considered interval in two proportional parts with | f (a)| and | f (b)|.

So, in a first approximation, it is determined the abscise corresponding to the
intersection between the chord which connects the points of coordinates (0, f (a))

and (b, f (b)) with 0x-axis:

x1 = a · f (b) − b · f (a)

f (b) − f (a)
(47)

The iterative inverse of proportional division of the interval continues, function
of the position of the chord with respect to the figure. If the chord is placed to the
left of the figure (Fig. 8), i.e. if:

f (a) · f (x1) < 0 (48)
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Fig. 8 First iterations of the
secant method

then the sub-interval (a, x1) is again divided in proportional parts and the
approximate solution for the next step is:

x2 = a · f (x1) − x1 · f (a)

f (x1) − f (a)
(49)

In this case, the starting point of the approximation is the point a = x0, the point
b remains fix and the movement of the successive approximations takes place form
left to right. It the chord is to the right of the graphic, i.e.:

f (x1) · f (b) < 0 (50)

then the sub-interval (x1, b) is again divided in proportional parts and the
approximate solution for the next step is:

x2 = x1 · f (b) − b · f (x1)

f (b) − f (x1)
(51)

In this case, the starting point of the approximations is the point b= x0, the point a
remains fix and the movement of the approximations takes place from the right to the
left. Finally, the value xk is the solution of the given equation, so f (xk) < ε, where
ε is the error-imposed value. The convergence condition (called Fourier condition)
f (x0) · f ′′(x0) < 0 leads to the optimal choice of the starting point x0 of iteration.

(3) Newton method

This method is based on the linearization procedure, in which there are retained only
the first two terms from the function expansion f(x), f : [a, b] → �, continuous on
[a, b] in Taylorseries around the point x0. Therefore, the initial f (x) = 0 is replaced
by the linear equation:

f (x0) − (x − x0) · f ′(x0) = 0 (52)
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Fig. 9 First iterations in
Newton- Raphson method

whose solution is:

x1 = x0 − f (x0)

f ′(x0)
(53)

From geometrical point of view (Fig. 9), in Newton method, x1 represents the
abscise of the intersection point of tangent to the f (x) graphic and the point of
coordinates (x0, f (x0)) with 0x-axis. It results the recursive relationship for the
approximation of the solution k + 1:

xk+1 = xk − f (xk)

f ′(xk)
(54)

Similarly to the above secant method the optimal choice of the initial point x0
leads to a good convergence of Newton method. In this case the condition is f (x0) ·
f ′′(x0) > 0 which leads to the determination of the order two derivative of the
function. More, at each step of the iteration, the first order derivative of the function
must be evaluated. This implies a huge computation effort.

4.2 Numerical Methods for Solving the System of Equations

The computation of the algebraic systems is one of the main problems in the numer-
ical methods. Many problems are being reduced, finally, to systems of algebraic
equations whose number of equations can be very big, which leads to a significant
computational effort [13–16].
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(1) Gauss elimination method

Gauss method is used to solve the linear equation systems that have non-singular
square matrix (detT �= 0), using an algorithm of successive elimination of the
unknowns. Therefore, if the first equation of the system is multiplied

TX = G (55)

one at a timewith the factors−Ti1/T11, for i= 2, N and then it is added to the equation
with number i; so, the unknown x1 will be eliminated from each equation, obviously
excepting the first equation. The following equivalent system is being obtained:

⎛

⎜⎜⎝

T11X1+ T12X2 +.. +T1N XN

T (1)
22 X2 +.. +T (1)

2N XN

T (1)
N2 X1 +.. +T (1)

NN XN

⎞

⎟⎟⎠ =

⎛

⎜⎜⎝

G1

G(1)
2

G(1)
N

⎞

⎟⎟⎠ (56)

where we used the following notations: T is the matrix of the coefficient and is a
matrix of dimension N*N, X is the vector with N elements of the unknowns, G is
the column vector of N elements with free terms, and the new coefficients obtained
in this first computation step are indicated by the upper index (1). Also, it is obvious
that, in the first equation of the system, the coefficients do not modify. The algorithm
continues by multiplying the second equation of the system with −Ti2/T22, for i =
3, N and then by adding at each iteration i of the equation, the unknown x2 will be
eliminated. The following equivalent system will be obtained:

⎛

⎜⎜⎝

T11X1+ T12X2 +.. +..

T (1)
22 X2 +.. +..

T (2)
23 X3 +..

T (2)
N3 X1 +..

+T1N XN

+T (1)
2N XN

+T (2)
2N XN

+T (2)
NN XN

⎞

⎟⎟⎠ =

⎛

⎜⎜⎝

G1

G(1)
2

G(2)
N

⎞

⎟⎟⎠ (57)

The elimination procedure of the unknowns continues until the system becomes:

⎛

⎜⎜⎝

T11X1+ T12X2 +.. +..

T (1)
22 X2 +.. +..

T (3)
33 X2 +..

+T1N XN

+T (1)
2N XN

+T (3)
3N XN

T (N−1)
NN XN

⎞

⎟⎟⎠ =

⎛

⎜⎜⎝

G1

G(1)
2

G(N−1)
N

⎞

⎟⎟⎠ (58)

that represents the conversion of T to an upper triangular matrix, then the system
becomes:
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⎛

⎜⎜⎝

T11+ T12 +.. +..

T (1)
22 +.. +..

T (3)
33 +..

+T1N
+T (1)

2N

+T (3)
3N

T (N−1)
NN

⎞

⎟⎟⎠

⎛

⎜⎜⎝

X1

X2

XN

⎞

⎟⎟⎠ =

⎛

⎜⎜⎝

G1

G(1)
2

G(N−1)
N

⎞

⎟⎟⎠ (59)

where the upper indices indicate the step in which the respective element was
obtained. This step of transforming the matrix T to a triangular shape is called elimi-
nation or triangularization, and each of the elements Tii, with i = 1, N from the main
diagonal is called pivot. The unknowns are determined after (N − 1) elimination
steps, one at a time, starting from the last one:

XN = G(N−1)
N

T (n−1)
nn

XN−1 = G(N−2)
N−1 − T N−2

N−1 · XN

T (N−2)
N−1,N−1

Xi =
G(i−1)

i −
N∑

j=i+1
T (i−1)
i, j · X j

T (i−1)
i i

; j = N − 2, . . . ,2

X1 =
G1 −

N∑
j=2

T1, j · X j

T11
(60)

This step of eliminating the unknowns is called retro-substitution. The two steps
can be cumulated, if the coefficientsmatrix is extendedwith a supplementary column,
which contains the free terms of the system (eventually, by adding supplementary
columns, one can solve simultaneouslymore equation systemswith same coefficients
but various free terms, as in the example presented below).

It is obvious that, along the algorithm, in order to operate, all the pivots must be
non-zero. More, to reduce the rounding errors, it is recommended that the value of
the pivot, in module, to be as big as possible. To solve these two requirements, the
pivoting procedure is used, that is the permutation (change) of the lines (or of the
lines and of the columns). The pivoting from a certain computation step does not
modify the terms already obtained in the matrix T.

(2) Gauss-Jordan method

This method represents a modification of Gauss algorithm. It is applied to the
extended matrix by adding the free term column, respectively by adding the free
terms columns, in case of simultaneous computation ormore systemswith same coef-
ficients, or of a unity matrix, to determine the inverse of the coefficients matrix [17].

The method has two steps.

• The matrix is brought to the “staircase” shape:
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Te ⇒ T (1)
e =

⎛

⎜⎜⎜⎜⎜⎝

1 x x . x x
0 1 x x x .
0 0 1 x x
0 0 0 1 x
0 0 0 0 1

∣∣∣∣∣∣∣∣∣∣

x x . . x
x x . . x
x x . . x
x x . . x
0 x . . x

⎞

⎟⎟⎟⎟⎟⎠
(61)

All the coefficients from the diagonal of the initial matrix are set to the value 1,
and the ones under the main diagonal are cancelled. The procedure is similar to one
form Gauss method, the only difference coming from the diagonal coefficients.

• The matrix is brought to the reduced “staircase” shape: (62)

T (1)
e ⇒ T (2)

e =

⎛

⎜⎜⎜⎜⎜⎝

1 0 0 0 0
0 1 0 0 0.
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

∣∣∣∣∣∣∣∣∣∣

y y . . y
y y . . y
y y . . y
y y . . y
0 x . . y

⎞

⎟⎟⎟⎟⎟⎠
(62)

All coefficients from the initial matrix diagonal are set to the value 1, and the
other are cancelled. The procedure is similar to the retro-substitution from the Gauss
method. Finally, the extended part of the matrix will contain, depending on the case:

– The solution of the system, for the case when the coefficients matrix has been
extended with the free terms vector.

– The inverse coefficients, when the matrix was extended with a unity matrix.

5 Optimization Methods

The totality of the methods and techniques of determining and practical implementa-
tion of the best solutions is called optimization. The problem of optimization has met
several development stages, marked by the emergence of some research areas. The
problem of optimization is initiated from antiquity, continuing in the Renaissance
period (in which remarkable progress was made in the development of the optimiza-
tion problem by the appearance of the variational calculus, respectively its extension
by the optimal command), culminating with the theory of optimal control of L. S.
Pontryagin (1956). L. Euler provides the necessary conditions (of the first order),
for determining a stationary solution of finding the minimum, leading to the equa-
tions called today, the Euler–Lagrange equations. A. M. Legendre first dealt with
the second variation in 1786. At the basis of the dynamic programming developed
by Bellman is the Hamilton–Jacobi equation (1838) [18–21].

The variational calculus dealsmainlywith the optimization of the problems having
the following standard form:
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functionalminimization I =
∫ b

a
L(q, q̇,t)dt

where, the end conditions q(a) = q and q(b) = q̂ (63)

or the form:

min I =
∫ b

a
L(q(t), u(t),t)dt,where q(a) = q, q(b) = q̂ and q̇(t) = u(t),

for a ≤ t ≤ b (64)

The fundamental feature of these problems is that the index minimization (63)
replaces the problem of minimization in the space of all curves, L being the
lagrangean of the problem.

In optimal control problems there are at least two objects that give the problem
structure: the dynamics f and the functional I. The optimal solution is obtained by
minimizing the functional I. The problem of Bernoulli’s minimum time, published
in Acta Eruditorum (1697, Groningen), is a real problem of minimum time such as
those present, from the theory of optimal control. Bernoulli named the solution as
the fastest way to find the minimum time. Moreover, this is the first problem that
involves a dynamic system, with the explicit requirement of finding the optimal
path. The optimal control of a dynamic system involves the synthesis of the solution
candidates directly resulting from the first order derivation of the functional cost.

The following types of optimization can be highlighted:

A. depending on the state of process operation:

A.1—stationary, to which the selected performance criterion is not associated
with a dynamic (the method of the least squares, gradient methods, etc.), so the
operating state is the stationary one. It could be divided as follows:

A.1.1open loop—when themathematicalmodel of the process is precisely known,
neglecting the perturbations influence,

A.1.2 closed loop—when the parameters are varying in time.
A.2—dynamic—with infinite final time, it enters into the stabilization problems;

– with finite final time, involves the use of either the Hamilton–Jacobi-Bellman
formalism governing optimal closed-loop control, or the Euler–Lagrange varia-
tional formalism.

Dynamic optimization can be:
A.2.1—open loop—appears as a solution of the optimization problem with

constraints: temporal, control, evolution along a trajectory.
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A.2.2—closed loop—is an optimal feedback control type behavior according to
the state. This is the most used case because it reduces the sensitivity of the system
to the variations of the parameters and to the access regarding the state of the system.

B. depending on the imposed restrictions:

– Problems without constraints or free problem with reference to control. In
reality the signals are limited.

– Problems with constraints regarding the system situation require the knowl-
edge of the initial situation, and the candidates for the optimal adjustment
problems can only be the commands that generate the trajectories that are in
the set of permissible states.

– Problems with free time are to achieve a set target moving state space at any
point of time in the range of interval definition.

Conditions for optimum

The problem of determining and characterizing the extremes begins with the deter-
mination of the extremes for monovariable function, multivariable functions, of
the functional extremes, until the presentation of the necessary optimal conditions
derived from the Pontryagin minimum principle.

Based on some tools, such as Lagrange’s perturbation (or variation) method and
the variational calculation method, the minimum point is investigated, then based
on sufficiently optimal conditions in terms of the Hamilton–Jacobi equation the
minimum points will be separated from the maximum points.

Possible candidates for the optimal solution are provided by using the necessary
conditions. By using sufficient conditions the optimal solution can be found.

Weierstrass’s theorem ensures that a continuous function over a closed interval
reaches its maximum and minimum at this interval and/or at the end of the interval.

The extremes of functions

The problem of determining the extremes of a function is to determine the corre-
sponding minimum and/or maximum points. The problems raised in this subchapter
are related to the existence of a minimum, its uniqueness, as well as the possibility
of investigating a minimum point.

Let’s consider a function defined on the set of real numbers (Fig. 10) with values
in the set of real numbers. From the graphical representation it is observed that with
the increase of the abscissa on the interval (−∞, M1), the ordinate values increase,
in the interval (M1, m1) the ordinate values decrease and in the interval (m1, M2),
the ordinates increase monotonically. The point xM1 is a local maximum, because
in a conveniently chosen neighborhood, the f (x) values, for any x other than xM1,
are smaller than f (xM1). The values f (x) taken by the function for the x—axis of
a conveniently chosen neighborhood of a minimum point, xm1, are all greater than
f (xm1). It is said that the function admits at point xm1 is a local minimum. The
mathematical transposition of the two conclusions is carried out as follows.
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Fig. 10 Extreme points
representation for a real
function

Local minimum. Global minimum

A point x* from the real space definition domain � is called the local minimum of
the function f if there is a small number ε > 0, so that for any x located near of x*,
that is:

∣∣x − x∗∣∣ < ε (65)

f (x*) does not exceed the value of f (x): f (x∗) ≤ f (x).
In real set �, x* is called the global minimum (absolute) of f if it meets the

condition

f
(
x∗) ≤ f (x) for all x from�. (66)

Local maximum. Global maximum

A point x* from the real space definition domain � is called the local maximum of
the function f if there is a small number ε > 0, so that for any x in the vicinity of x*,
that is:

∣∣x − x∗∣∣ < ε (67)

f (x) does not exceed the value of f (x*): f (x∗) ≥ f (x).
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Fig. 11 Vanishing of the first order derivative of a real function

In real set �, x* is called the global minimum (absolute) of f if it meets the
condition

f
(
x∗) ≥ f (x) for all x in�. (68)

Necessary and sufficient conditions for determining an extreme point

It is known that the first order derivative of a continuous function after passing through
an extreme point changes its sign (Fig. 11). Thus, for the maximum point M1, the
function is increasing monotonically for x < xM1, the first derivative being positive
to the left of the maximum point: lim

x→M1−
f ′(x) > 0, and decreasing for x > xM1, the

first order derivative becoming negative to the right of this point: lim
x→M1+

f ′(x) < 0.

Analogously, for a minimum point, m1, the function is decreasing monotonically
for x < xm1, the first order derivative being negative to the left of the minimum
point: lim

x→m1−
f ′(x) < 0, and descending monotonically x > xm1, the derivative being

positive to the right of this point: lim
x→m1+

f ′(x) > 0.

In conclusion, the derivative of the first order must be canceled when passing
through the points of local maximum or minimum local (Fig. 11):

f ′(M1) = f ′(M2) = 0

f ′(m1) = f ′(m2) = 0 (69)
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The relation (69), which is only the condition of vanishing of the first order
derivative, represents the required condition for the presence of an extreme point.
The values of the abscissa at the extreme points (Fig. 11) are as follows:

x1 =
−5.47 for M1

−1.70 for m1

1.80 for M2

5.47 for m2.
The values of the ordinates corresponding to the extreme points are as follows:

f (x1) =
5.47 For M1

−1.69 for m1

1.69 For M2

−5.47 for m2.
For a real variable function (Fig. 10) the variation of the first order derivative

is studied with the help of the derivative of the second order. If the derivative of
second order is negative when passing the function through an extreme point, then
the extreme point (xM1) is a maximum (Fig. 12), f ′′(xM1) < 0.

If the derivative of second order is positive when passing the function through an
extreme point, then the extreme point (xm2) is a minimum (Fig. 12), f ′′(xm2) > 0.

The above inequalities represent the sign of the second order derivative, and are
used to separate the extreme points into maxima and minima being the sufficient

Fig. 12 Vanishing of the second order derivative
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conditions, guaranteeing the existence of a maximum or a minimum when they are
fulfilled.

In conclusion, for the case where the first order derivative exists in all points of
the domain �:
– the point xm2 is a local minimum of the f (x), if the necessary and sufficient

conditions are fulfilled;
– the point xm2 este un minim global, is a global minimum, if for any other x, xm2 is

the smallest local minimum: f (xm2) ≤ f (x).

Implementation in the Matlab language:
Example 1. Matlab program for determining the minimum of the components of

a vector [0 3 2 −1 5 −99 6 5 −1 2 4].
Solution:
Minimal components.
vectort = [0 3 2 −1 5 −99 6 5 −1 2 4];

(a) minimal vector.

Enter the Matlab command line:
data_min = min(vectort).
Follows as:
data_min =
−99

(b) If it is desired to extract the minimum of a positive element of the given vector,
type the following into Matlab command line:

data_min = min(vectort (vectort > 0)).
Follows as
data_min =
2

(c) If it is desired to extract the minimum of a negative element of the given vector:

data_min = min(vectort (vectort < 0)).
Results
data_min =
−99
Example 2. Computing the minimum of a real function.
Let’s consider the function p(x) = x2 + 3x − 4.
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a) functieminscript.m function is created
functieminscript.m

% To minimize the function: 
%%%%%%%%%%%
% p(x)=x^2+3x-4 
%%%%%%%%%%%
%p=[1 3 -4];
function p = functieminscript(x)
p=x.^2+3*x-4 
b) the built function:
functiemin.m
% has the role of both displaying the function and determining the minimum.
% p(x)=x^2+3x-4 
p=[1 3 -4];
x=[-5:.1:5];
px=polyval(p,x);
plot(x,px)
xlabel('x')
ylabel('p=f(x)')
title('The minimum of a single variable function ')
%finding  minimum value over an interval  (-5,5)
xvec = fminbnd('functieminscript',-5,5)
% Function value at the minimum point
p=functieminscript(xvec)
xvec =

-1.5000
p =

-6.2500

Results are shown in Fig. 13.

Fig. 13 The minimum of a
function

Minimum of a one variable function
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6 Application to Matlabs

Matlab represents the reference software for studying the numerical methods and
for solving some practical problems [21–25]. It is available on the classic operating
systems (OS) Windows, Linux, Mac OS X. As examples of the numerical methods
presented in the previous sections, implemented in Matlab, we will present Newton-
method for finding the solutions of the equations and the Gauss method for solving
the systems of equations.

(i) Newton method implemented in Matlab

function x=zeronewton(f, fprim, x, xprev)
% Solving the equation f(x)=0
% NewtonRaphson method
% f(x) = function
% fprim(x)= derivative of f(x)
% x    = initial value
% xprev= initialization
trace=true;
if trace

figure;
fplot(f, [x xprev])
hold;
plot([x xprev],[0 0],'--')
disp ('*** Newton-Raphson Method');
disp ('it---x---------------x-xprev-------')

end
%Algorithm: 

k = 0;
while abs(x - xprev) > eps*abs(x)

xprev = x;
x = x - f(x)/fprim(x);

if trace
disp(sprintf('%3d %15.12f %15.12f', k, x, x-xprev))
plot([xprev x] , [ f(xprev) 0],':r', [x x], [0 f(x)],':b')

end
k = k + 1;

end
if trace plot([x x], [f(x) f(x)],'or'), end



32 H. Andrei et al.

0 2 4 6 8 10
-20

0

20

40

60

80

100

Fig. 14 Solving the equation x2 − 2=0 using the Newton–Raphson method

Computation example: it is considered the numerical computation of the equation
x2 − 2 = 0 and the results are presented in Fig. 14.

>> x=zeronewton(@(x)x.^2-2,@(x)2.0*x, 10, 0)
***  Newton-Raphson Method
it---x---------------x-xprev-------

0  5.100000000000 -4.900000000000
1  2.746078431373 -2.353921568627
2  1.737194874380 -1.008883556993
3  1.444238094866 -0.292956779513
4  1.414525655149 -0.029712439717
5  1.414213596802 -0.000312058346
6  1.414213562373 -0.000000034429
7  1.414213562373 -0.000000000000

As a remark, Newton method has a rapid square convergence and for the first step
there are necessary two values for the independent variables x, respectively the start
value x and a value xprev (in the presented examples, this value was considered to
be zero). For the graphical representation, the initial limits [x, xprev] were adopted.
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(ii) Gauss method implemented in Matlab

function T=gauss(T)
% transforming the matrix T into an upper triangular form
% Solving the system of equation
% Simplified algorithm – no pivoting
[nlin, ncol]=size(T);
for i=1:nlin-1 

% Next lines passing
for k=i+1:nlin 

% Treating the remaining elements
% Cancel the elements from the lines (i+1,nlin)
%   and from the column (i+1) 
% Tii is the pivot
cki=T(k,i)/T(i,i);
% Line(k) = line(k)-line(i)*cki:
for j=i:ncol 

T(k,j)=T(k,j)-T(i,j)*cki;
end

end
end
% If there are extra lines (free term)

% solve the system. 
% The solution will be in the last columns
if ncol>nlin

%Inverse passing – retro-substitution
for j=nlin+1:ncol

T(nlin,j)=T(nlin,j)/T(nlin,nlin);
for i=nlin-1:-1:1

s=0;
for k=i+1:nlin

s=s+T(i,k)*T(k,j);
end
T(i,j)=(T(i,j)-s)/T(i,i);

end     
end

end
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Computation example: solve the system matrix T*X = G where.

% The coefficients matrix (3*3:
>> T=[1 3 5; 3 7 8; 8 1 4]
T = 

1     3     5
3     7     8
8     1     4

>> G=[ 2; 3; 8 ];
% The extended matrix with the free terms column: 
>> B=[[T] G] 
B = 

1     3     5     2
3     7     8     3
8     1     4     8

% Gauss Method: 
>> Bg=gauss(B) 
Bg =

1.0000    3.0000    5.0000    0.7753
0   -2.0000   -7.0000   -0.5843
0         0   44.5000    0.5955

% The solution is on the last column: 
>> X=Bg(:,4)
X = 

0.7753
-0.5843
0.5955

%Verification: 
>> T*X-G 
ans =

1.0e-014 *
0 

0.0888
0.1776

% Or : 
>> X=T\G 
x =

0.7753
-0.5843
0.5955

7 Conclusion

In this chapter an overview of advanced numerical methods is presented. After errors
are defined, the readers are initiated with the principles of approximating functions,
numerical methods for solving equations and systems equations and optimization
methods. Finally an introduction in Matlab is done to put in evidence the easy-to-use
and attractiveness of this popular software. Eachmethod is accompanied by examples
to help understanding.
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Analysis of Partial Differential Equations
in Time Dependent Problems Using
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Abstract Finite difference methods are used as a numerical method in the time-
dependent and time-independent solution of partial differential equations commonly
encountered in many engineering problems. In this chapter the theoretical basics and
practical applications of these methods and limits their scope in terms of electrical
engineer applications are examined. This numerical method, which are commonly
used to solve problems of electromagnetic fields that cannot be solved by analytical
methods are described in detail. Among these methods, the Finite Difference Time
Domain (FDTD) method, which is widely used in the calculation of the electric and
magnetic fields in electrical engineering applications is concentrated and the results,
limitations and alternatives of this method for different applications are examined.
Using this numerical method, nonlinear material and structural characteristics in
engineering applications can be examined depending on time. Robust and accurate
analysis results can be obtained by using this method, which can also be integrated
with developed models and software.
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Acronyms/Abbreviations

CB Circuit Breaker
FDTD Finite Difference Time Domain
GIS Gas Insulated Substation
HV High Voltage
PD Partial Discharge
PT Power Transformer
UHF Ultra High Frequency

1 Introduction

The Finite Difference Time Domain (FDTD) method is one of the most widely
used calculation techniques in the analysis of electromagnetic phenomena since the
early 1990s. Although the first application in the use of this method for electromag-
netic wave problems dates back to 1966 [1], its prevalence has increased with the
development of computer technologies in the solution of numerical calculations [2].
This method used in the solution of partial differential equations is based on the
discretizing of Maxwell’s curl equations in time and space. At this stage, derivatives
are converged using finite difference equations.

The FDTD method algorithm is very popular for its simple implementation and
robust and accurate results in the analysis of electromagnetic fields [3]. Analytical
methods, that can be used in simple engineering applications, cannot calculate tran-
sient and permanent state responses in complex structures with sufficient accuracy
in terms of electrical and magnetic fields [4].

In the application stage of this method, first, the boundaries of the region to be
analyzed are determined. These borders should be wide enough to cover all of the
objects examined. In caseswhere suitable boundary conditions cannot be determined,
calculation can be made by determining artificial boundaries where the calculation
region is extended to infinity [5]. This region,whoseboundaries are defined, is divided
into cells according to the step intervals in the space and time. With finite difference
equations solved due to these time and space variables, electric and magnetic field
quantities can be calculated for a sufficient number of points in the solution region [6].
In this calculation stage, dielectric and magnetic material parameters of the design
in the region where the solution set is located should be defined for each discrete
region [5].

FDTD, which is a very simple and efficient alternative to solve Maxwell’s equa-
tions, can produce solutions in the analysis of many electrical engineering problems
[7]. Since spatially and temporally discretization is used, it allows the modeling of
three-dimensional inhomogeneous materials, analysis of designs involving planar
and non-planar volumes, containing multiple dielectric planes and ground layer,
and examination of non-ideal conductors and insulators [3]. This method, in which
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designs containing passive loads or active elements can also be modeled by adding
them to the initial equation, is used in simulation of many engineering applica-
tions such as antennas, high voltage (HV) insulation systems, partial discharge (PD)
imaging techniques and grounding systems [2, 7, 8].

In addition to these application areas, high frequency responses frequently encoun-
tered in high voltage and power system equipment could also be examined for some
modifications made in this model [2, 8]. The propagation of electromagnetic wave in
transient and non-transient modes can be examined in a wide frequency range. The
FDTD method is widely used for transient analysis [9].

In engineering applications, the experimental measurement of electric and
magnetic fields, which can be defined by many variables such as the size of the
design, the variety of the material, and the surge caused by switching, is not always
possible due to its complex nature and economic constraints [5]. In order to over-
come these limitations and to understand the electromagnetic behavior of engineering
designs, finite difference methods are used.

This chapter primarily examines the finite difference methods used in the solution
of engineering problems defined by differential equations in a conceptual framework.
Following this section, the application examples and results of the FDTD method,
which stands out with its widespread use in calculating electrical and magnetic fields
among these methods, are discussed. Researches on the limitations and alternative
modifications of the method are also examined in this section. In the final part of
the chapter, the advantages and disadvantages of FDTD, the basic modifications
proposed for eliminating these disadvantages and alternative application areas are
explained.

2 Finite Difference Methods for Time-Dependent Problems

2.1 Basic Concepts

A general initial problem for linear partial differential equations:

ut (x, t) = P

(
x, t,

∂

∂x

)
u(x, t)

ut (x, 0) = f (x) (1)

where x is a vector of s components: x = (x1, . . . , xs), u is a vector of p components:
u(x, t) = (

u1(x, t), . . . , u p(x, t)
)
and P is a polynomial ∂

∂x .
For computational convenience, the domain of the solution.
u(x, t) is restricted to a bounded region. On this bounded region, a grid of points

is constructed by discretizing both space and time. Step sizes are �t and �xi and
the grid points are
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tn = n�t

x ji = ji�xi · · · i = 0, . . . , Ni (2)

Consider a two dimensional problem:

ut = ux + uy (3)

where u(x, y, t) is a real valued function. �x , �y and �t is positive and fixed
quantities. Finite difference scheme is

Un+1
i, j = 0.25

(
Un

i+1, j+1 +Un
i−1, j+1 +Un

i+1, j−1 +Un
i−1, j−1

)
+ �t

2�x

(
Un

i+1, j −Un
i−1, j

) + �t

2�y

(
Un

i, j+1 −Un
i, j−1

)
(4)

The shift operators are E1 and E2 so

Un+1
i, j =

(
0.25

(
E1 + E−1

1

)(
E2 + E−1

2

) + �t

2�x

(
E1 + E−1

1

)

+ �t

2�y

(
E2 + E−1

2

))
Un

i, j (5)

2.2 Properties of Finite Difference Schemes

u(x, t) is the initial value problem, S(t, t0) is the solution operator and the function
u is

u(x, t) = S(t, t0)u(x, t0) (6)

thus in particular

u(x, (n + 1)�t) = S((n + 1)�t, n�t)u(x, n�t) (7)

If the problem is autonomous, the operator P in Eq. 1 is independent of time, S is
a function of the elapsed (t − t0).

Scheme 1

Un+1
j = Un

j + �t

2�x

(
Un

j+1 −Un
j−1

)
(8)

This scheme is useless since it will never be stable. To investigate its accuracy:
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unj = u( j�x, n�t) (9)

The scheme can be rewritten in the form ut = ux

Un+1
j −Un

j

�t
= Un

j+1 −Un
j−1

2�x
(10)

Local truncation error is

τ n
j = un+1

j − unj
�t

− unj+1 − unj−1

2�x
= ut

(
x j , tn

) + O(�t) − ux
(
x j , tn

) + O
(
�x2

)
(11)

This scheme is accurate of second order in space and first order in time.

Scheme 2: Lax-Friedrichs Scheme

Un+1
j = 1

2

(
Un

j+1 +Un
j−1

) + �t

2�x

(
Un

j+1 −Un
j−1

)
(12)

This scheme is a first order accurate scheme. This scheme describes as (FTCS)
forward in time and centered in space [10].

The Lax-Friedrichs scheme has two-degree precision along space and one-degree
precision along time [11].

Scheme 3: Upwind Scheme

Consider one sided difference for the spatial derivative:

Un+1
j = Un

j + �t

�x

(
Un

j+1 −Un
j

)
(13)

This is a first order accurate scheme. The upwind differencing scheme is
conservative [12].

Scheme 4: Downwind Scheme

Consider the one-sided difference for the spatial derivative:

Un+1
j = Un

j + �t

�x

(
Un

j −Un
j−1

)
(14)

This is a first order accurate scheme. However, this scheme is also useless. The
domain of dependence is not included in the scheme stencil therefore such a scheme
is unstable [13].

Scheme 5: Leapfrog Scheme:

If the center difference is used for both time and spatial derivatives,
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Un+1
j = Un−1

j + �t

�x

(
Un

j+1 −Un
j−1

)
(15)

To find its accuracy, it is rewritten as

Un+1
j −Un−1

j

2�t
= Un

j+1 −Un
j−1

2�x
(16)

τ n
j = un+1

j − un−1
j

2�t
− unj+1 − unj−1

2�x
= ut + O

(
�t2

) − ux + O
(
�x2

)
(17)

This is a second order accurate scheme. The leapfrog method has good stability
when solving partial differential equations with oscillatory solutions [14].

Scheme 6: Lax-Wendroff Scheme

It is based on the Taylor series expansion u(x, t) given by

u(x, t + �t) = u(x, t) + �t ut (x, t) + 1

2
�t2utt (x, t) + O

(
�t3

)
(18)

using ut = ux reduces to

u(x, t + �t) = u(x, t) + �t ux (x, t) + 1

2
�t2uxx (x, t) + O

(
�t3

)
(19)

Using the centered difference, a scheme with order accuracy in both time and
space is obtained by

Un+1
j = Un−1

j + �t

2�x

(
Un

j+1 −Un
j−1

) + �t2

2�x2
(
Un

j+1 − 2Un
j +Un

j−1

)
(20)

The Lax-Wendroff scheme has two-degree precision along both space and time.
The Lax-Wendroff scheme gives more accurate solution than that of Lax- Friedrich
scheme since the Lax-Wendroff scheme has two-degree precision along time, while
the Lax-Friedrichs scheme has one-degree precision along time.

The Lax-Wendroff scheme needs more computational time than that of Lax-
Friedrich scheme since the Lax-Wendroff scheme need to calculate derivatives up to
4th order, while the Lax-Friedrichs scheme need to calculate derivatives up to 2nd
order [11].

Scheme 7: Crank-Nicolson Scheme

This is a second order accurate implicit scheme

Un+1
j = Un−1

j + �t

2�x

(
Un+1

j+1 −Un+1
j−1 +Un

j+1 −Un
j−1

)
(21)
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The Crank-Nicolson method is implicit scheme with second-order accuracy in
both time and space. This method is an unconditionally stable [15].

2.3 Von Neumann Stability

Stability of the scheme V n+1 = C(�t)V n can bewritten in terms of the amplification
matrix G(�t, k) as the following condition: t > 0

∥∥G(�t, k)n
∥∥ ≤ Keαt (22)

The condition must be satisfied for all multi-index k in order to establish stability
of the scheme.

The Von Neumann Condition
The amplification matrix of a stable scheme satisfies the condition

p[G(�t, k)] ≤ eγ�t = 1 + O(�t) (23)

where p[G(�t, k)] denotes the spectral radius (largest magnitude of eigenvalues) of
the matrix G(�t, k)

The Von Neumann stability condition is necessary but not sufficient for stability.
In most practical applications, turns out to be easily checked whether this condition
holds or not [16].

2.4 The Leapfrog Scheme

2.4.1 The One Way Wave Equation

The one-way wave equation shows significant computational efficiency for a range
of transmitted wave three-dimensional global, exploration and engineering scale
applications [17]. The leapfrog scheme is

Un+1
j = Un−1

j + �t

�x

(
Un

j+1 −Un
j−1

)
(24)

The periodic conditions imposed through the usual periodicity requirement,
Un

−1 = Un
N−1, U

n
N = Un

0
The vector can be defined as

V n
j =

(
Un

j

Un
j−1

)
(25)



44 H. Duzkaya et al.

V n+1 = C(�t)V n (26)

and λ = �t
�x then

V n+1
j =

(
λ
(
E − E−1

)
1

1 0

)
V n
j (27)

where E and E−1 are the shift operations. V n
j = V

∧n

k e
ik j�x is the discrete fourier

transform of V n .

V
∧n+1

k eik j�x =
(

λ
(
E + E−1

)
1

1 0

)
V
∧n

k e
ik j�x (28)

and x j = j�x so

Eêik j�x V n
k = eik�xeik j�x V

∧n

k (29)

Eêik j�x V n
k = e−ik�xeik j�x V

∧n

k (30)

thus

V
∧n+1

k = e−ik j�x

(
λ
(
E − E−1

)
1

1 0

)
eik j�x V

∧n

k

=
(
2iλ sin(k�x) 1

1 0

)
V
∧n

k (31)

The explicit expression for the amplification matrix is

G(�x, k) =
(
2iλ sin(k�x) 1

1 0

)
(32)

The variable ξ = k�x restricted to 0 ≤ ξ ≤ 2π . The eigenvalues of the
amplification matrix G(�x, k) is

μ1(ξ) = iλ sin(ξ) +
√
1 − λ2 sin2(ξ) (33)

Case 1. If λ2 > 1, then for those values of k such that ξ = k�x = π
2

μ1
(
π

/
2
) = i

(
λ +

√
λ2 − 1

)
(34)
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so
∣∣μ1

(
π

/
2
)∣∣ > 1 yielding that the Von Neumann stability condition is not satisfied

by the amplification matrix. The leapfrog scheme is unstable when λ > 1.
Case 2. If λ2 ≤ 1, then

|μ1(ξ)|2 = λ2 sin2(ξ) + 1 − λ2 sin2(ξ) = 1 (35)

Then p[G] = 1 and the Von Neumann condition is satisfied. Nonetheless, this
does not imply that the scheme is stable for λ ≤ 1, and it is unstable for λ = 1.

The leapfrog scheme for ut = ux is stable for λ < 1.

2.4.2 The Two Way Wave Equation

Comparison of migration results for one-way and two-way wave-equation migration
shows that the two-way wave equation provides superior results [18]. The leapfrog
method (second order-centered difference for time and space derivatives) for the
two-way wave equation utt = uxx is

Un+1
j − 2Un

j +Un−1
j

�t2
= Un

j+1 − 2Un
j +Un

j−1

�x2
(36)

The simplified 1D Maxwell’s equations can be written as, Et = Hx , Ht = Ex

which is equivalent to Ett = Exx or Htt = Hxx

The FDTD method (second order centered difference for time and space
derivatives) is defined on staggered grid for H:

En+1
j − En

j

�t
=

H
n+ 1

2

j+ 1
2

− H
n+ 1

2

j− 1
2

�x
(37)

H
n+ 1

2

j+ 1
2

− H
n− 1

2

j+ 1
2

�t
= En

j+1 − En
j

�x
(38)

λ = �t/�x so (36) can be written as

Un+1
j = 2Un

j + λ2
(
E − 2 + E−1

)
Un

j −Un−1
j (39)

where E is the shift operator.

V n
j =

(
Un

j

Un
j−1

)
(40)

V n+1
j =

(
2 + λ2

(
E − 2 + E−1

) −1
1 0

)
V n
j (41)
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V n
j = V

∧n

k e
ik j�x so

V
∧n+1

k =
(
2 + λ2

(
eik j�x − 2 + e−ik j�x

) −1
1 0

)
V
∧n

k (42)

Thus

G =
(
2 + λ2(2 cos(ξ) − 2) −1

1 0

)
(43)

The eigenvalues of G are μ1 = a + √
a2 − 1 and μ2 = a − √

a2 − 1 with
a = 1 + λ2(cos(ξ) − 1).

If λ > 1 so cos(ξ0) < 1− 2
λ2 . Then a(ξ0) < −1 and |μ2(ξ0)| =

∣∣∣a − √
a2 − 1

∣∣∣ >

1. The Neumann stability is violated thus not stable.
If λ ≤ 1, then a2 − 1 ≤ 0 thus μ1 = a + i

√
1 − a2 and μ2 = a − i

√
1 − a2. So

|μi | = 1 and the Von Neumann stability is satisfied. On the other hand, G is not a
normal matrix and ‖G‖ > 1.

2.4.3 Convergence for the Two Way Wave Equation

Replace Un
j by u

(
x j , tn

)
in Eq. (36), the residue is the local truncation error

τ n = O
(
�t2

) + O
(
�x2

)
(44)

Second, replace Un
j by u

(
x j , tn

)
in Eq. (41), the residue is

�t2τ n = �t2
[
O

(
�t2

) + O
(
�x2

)]
(45)

Let V n+1 = C(�t)V n denote the leapfrog scheme. Suppose

V n+1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Un+1
0

Un
0

Un+1
1

Un
1
...

Un+1
N−1

Un
N−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(46)

Q�x is the sampling operator at the spatial grid points and two time steps.
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Q�xu(x, t) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

u(x0, t)
u(x0, t − �t)

u(x1, t)
u(x1, t − �t)

...

u(xN−1, t)
u(xN−1, t − �t)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(47)

2.5 Dissipative Schemes

A finite difference scheme V n+1 = C(�t)V n is called dissipative of order 2τ if the
amplification matrix satisfies

ρ[G(�t, k)] ≤ 1 − δ|ξ |2τ (48)

where ξ = k�x for all �t , k and δ > 0 is independent of k and �t .

2.6 Difference Schemes for Hyperbolic Systems in One
Dimension

u(x, t) = (
u1(x, t), . . . , u p(x, t)

)T
(49)

ut (x, t) = ∂F(u(x, t))

∂x
(50)

F(u) is a function F
(
u1, . . . , u p

) = (
F1

(
u1, . . . , u p

)
, . . . , Fp

(
u1, . . . , u p

))T
∂F(u(x, t))

∂x
= ∂F(u)

∂u

∂u(x, t)

∂x
(51)

where ∂F(u)

∂u denotes the gradient matrix A(u) with components ai j (u) = ∂Fi (u)

∂u j
so

that the nonlinear system can be written in the form

ut = A(u)ux (52)

The above nonlinear equation is called weakly, strongly, symmetric or strictly
hyperbolic if for every u0 fixed, the corresponding linearized system:
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ut = A(u0)ux

is weakly, strongly, symmetric or strictly hyperbolic, respectively.
The Lax equivalence theorem states basically that an accurate scheme is stable

if and only if it converges, provided that the problem is strongly well posed. Weak
well posedness may give rise to instabilities.

2.6.1 First Order Schemes

Consider Friedrich’s scheme:

Un+1
j = 1

2

(
Un

j+1 +Un
j−1

) + �t

2�x

(
Fn
j+1 − Fn

j−1

)
(53)

where Fn
j+1 = F

(
Un

j+1

)
. This scheme is based on first order approximation of the

derivatives using Taylor expansion, and it can be easily shown that this scheme is
first order accurate. Linearizing the function F(u) around some arbitrary value to u0,
A(u) is replaced by a constant matrix A, so that the linearized problem is equivalent
to the original problem with F(u) = Au. Substituting in the Freidrich’s scheme, the
linearized form is obtained.

Un+1
j = 1

2

(
Un

j+1 +Un
j−1

) + �t

2�x
A
(
Un

j+1 +Un
j−1

)
(54)

The corresponding amplification matrix is given by

G(ξ) = I cos(ξ) + iλ sin(ξ) (55)

where ξ = k�x , and I is the p× p identity matrix. If the original problem is strongly
or strictly hyperbolic, then it follows that the matrix A = A(u0) is diagonalizable,
there exist a matrix T

T−1AT =
⎛
⎜⎝
a1 · · · 0
...

. . .
...

0 · · · ap

⎞
⎟⎠ (56)

where a1, . . . , ap are the real eigenvalues of A. Therefore:

T−1G(ξ)T = I cos(ξ) + iλ

⎛
⎜⎝
a1 · · · 0
...

. . .
...

0 · · · ap

⎞
⎟⎠ sin(ξ) (57)

and the eigenvalues are
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μk(ξ) = cos(ξ) + iλak sin(ξ) (58)

which implies that

|uk(ξ)|2 = cos2(ξ) + iλ2a2k sin
2(ξ)

= 1 − (
1 − λ2a2k

)
sin2(ξ) (59)

Therefore, if ρ(A) = maxk |ak | satisfies the inequality �t
�x ρ(A) ≤ 1 then Von

Neumann stability condition will hold and |uk(ξ)| ≤ 1 for k and ξ . It is an exercise
to prove under strict inequality of Von Neumann condition, the scheme is dissipative
of order 2.

Upwind schemes are motivated by the scalar equation ut = aux when p = 1.
If a > 0 the characteristics are straight lines moving to the left, and the scheme
constructed in order to “follow” the physical characteristics is:

Un+1
j = Un

j + �t

�x
a
(
Un

j+1 −Un
j

)
, a > 0 (60)

And the scheme is accurate and stable for 0 < aλ ≤ 1 for λ = �t
�x . On the other

hand, if a < 0, then the characteristics point to the right and

Un+1
j = Un

j + �t

�x
a
(
Un

j −Un
j−1

)
, a < 0 (61)

In this case, stability follows from the condition −1 ≤ λa < 0.

2.6.2 Second Order Schemes

A scheme for approximating the solution of ut = A(u)ux is called a Lax-Wendroff
scheme if under the assumption A(u) = A (or F(u) = Au is linear) the scheme
reduces to

Un+1
j = Un

j + �t

2�x
A
(
Un

j+1 −Un
j−1

) + 1

2

(
�t

�x
A

)2(
Un

j+1 − 2Un
j +Un

j−1

)
(62)

The above scheme is actually the only second order scheme for the linear problem.
Lax-Wendroff schemes arise from the idea of replacing time derivatives by space

derivatives, using the equation ut = F(u) and approximating the later by finite
differences. Using a Taylor expansion for u

u(x, t + �t) = u(x, t) + �tut (x, t) + �2

2
utt (x, t) + O

(
�t3

)
(63)

ut (x, t) = F(u(x, t)) in the linear case where F(u) = Au
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ut (x, t) = Aux (x, t) (64)

utt (x, t) = A2uxx (x, t) (65)

The amplification matrix of the linear form of the Lax-Wendroff scheme is

G(ξ) = I + iλA sin(ξ) + λ2A2(cos(ξ) − 1) (66)

ξ = k�t , λ = �t
�x and η = sin

(
ξ

2

)
,

G(ξ) = I + 2iλAη
√
1 − η2 − 2λ2A2η2 (67)

Any eigenvalue μ(η) of the amplification matrix

μ(η) = 1 + 2iλμ(A)η
√
1 − η2 − 2λ2A2η2 (68)

The eigenvalues μ(η) of the amplification matrix

|μ(η)|2 = 1 − λ2μ(A)2η4
(
1 − λ2μ(A)2

)
(69)

which holds for every eigenvalue of G(ξ). The spectral radius of G(ξ) is defined as
the maximum value of μ(η). μ∗ is the eigenvalue of A which maximizes the above
expression |μ(η)|

|ρ(G)|2 = 1 − λ2μ2
∗η

4
(
1 − λ2μ2

∗
)

(70)

Von Neumann condition will be satisfied if

λp(A) ≤ 1 (71)

which implies λμ(A) ≤ 1 for all eigenvalues of A. Furthermore, if λμ∗ < 1, then
the scheme given by (Eq. 62) is dissipative of order 4.

For the nonlinear case,

utt = [F(u)]xt = [F(u)t ]x = [A(u)ut ]x = [A(u)F(u)x ]x (72)

Substituting ut = F(u)x and using Taylor expansion,

u(x, t + �t) = u(x, t) + �t F(u)x + �t2

2
[A(u)F(u)x ]x + O

(
�t3

)
(73)

Un+1
j = Un

j + �t

2�x

(
Fn
j+1 − Fn

j−1

)
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+ 1

2

(
�t

�x

)2(
An

j+ 1
2

(
Fn
j+1 − Fn

j

) − An
j− 1

2

(
Fn
j − Fn

j−1

))
(74)

Fn
j = F

(
Un

j

)
so

An
j+ 1

2
= A

(
Un

j+1 +Un
j

2

)
(75)

Scheme Eq. 74 becomes rather inefficient in practical applications due to the
many computations involved at each time step iteration in order to evaluate A and
F. A modification of this scheme which is very popular considers approximating
derivatives at “half stages” of the iteration

u(x, t + �t) = u(x, t) + �tut

(
x, t + 1

2
�t

)
+ O

(
�t2

)
(76)

and it is known as the MacCormack scheme. Each iteration has two steps
corresponding to first order approximations of the solution at half steps.

The scheme is given by:

U ∗
j = Un

j + �t

�x

(
Fn
j+1 − Fn

j

)
(77)

Un+1
j = 1

2

(
Un

j +U ∗
j + �t

�x

(
F∗
j − F∗

j−1

))
(78)

where Fn
j = F

(
Un

j

)
, F∗

j = F
(
U ∗

j

)
.

This scheme is a two-stage which evaluates a “predictor” U ∗
j and a “corrector”

U ∗∗
j = U ∗

j + �t
�x

(
F∗
j − F∗

j−1

)
and then forms Un+1

j as the average
(
U ∗∗

j +U ∗
j

)
/2.

It is clear that in order to evaluateUn+1
j the scheme uses the same points in the grid

at time in as Lax-Wendroff scheme. The “efficiency” of a scheme is often related to
the cost in computer time of each iteration. In these terms, one can compere different
schemes. For the Lax-Wendroff scheme, Fn

j+1, F
n
j , F

n
j−1, A

n
j+ 1

2
and An

j− 1
2
need to

evaluate and performmatrix multiplications in each iteration, whereas MacCormack
Scheme requires only the evaluation of Fn

j+1, F
n
j , F

∗
j and F∗

j−1.
It only remains to prove the order of accuracy of MacCormack scheme. The local

truncation error of the MacCormack scheme is O
(
�t2

) + O
(
�x2

) + O(�t�x) in
which �t = O(�x). Thus it has a second order accuracy in space and time.

TheMacCormack scheme uses forward difference for the predictor and backward
difference for the corrector steps. It has second order accuracy as the Lax-Wendroff
method. It is much easier to apply, since it is no need to evaluate the second time
derivatives [19].
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Among the class of second order non-dissipative schemes is the leapfrog scheme.
For the general non-linear equation, the scheme is given by:

Un+1
j = Un−1

j + �t

�x

(
Fn
j+1 − Fn

j−1

)
(79)

This scheme is analyzed in detail for the linear case, found out that it is not dissipa-
tive but stable, provided that �t

�x ρ(A) < 1. The fact that Eq. 79 is accurate of second
order follows a straightforward calculation. This scheme is generally more efficient
than Lax-Wendroff schemes, although it needs roughly twice asmuchmemory due to
the dependence on two previous time stages to evaluate Un+1, therefore in practice,
must face the trade-off between efficiency and storage requirements. Since this is
a non-dissipative scheme, it will not give good approximations for nonlinear equa-
tions. A dissipative term is introduced to Eq. 79 to deal with problem. When adding
a dissipative term in the form of a small perturbation, care must be taken so that the
resulting linear scheme retains stability. Recall that in the linear case F(u) = Au,
the amplification matrix G(ξ) is a 2p × 2p matrix (A itself is a p × p matrix)

G(ξ) =
(
2iλA sin(ξ) I

I 0

)
(80)

where now each of the entries is itself a p × p matrix. In order to express the
eigenvalues μ(ξ) of G in terms of those of A, if A is diagonalizable by a matrix T,
then G possesses the same eigenvalues of G.

G
∧

(ξ) =
(
T−1 0
0 I

)(
2iλA sin(ξ) I

I 0

)(
T 0
0 I

)

=
(
2 i λT−1AT sin(ξ) I

I 0

)
(81)

Recall that T−1AT is a diagonal matrix with diagonal entries a1, . . . , ap. From
this expression, it follows that any eigenvalue μ(ξ) of the amplification matrix
satisfies:

μ2(ξ) = 1 + 2iλa j sin(ξ)μ(ξ), j = 1, 2, . . . , p (82)

If a dissipative term is added to the leapfrog scheme at time level n, this will cause
rise to instabilities.

ε
(
Un

j+1 − 2Un
j +Un

j−1

)
(83)

added to the scheme (Eq. 79) where ε is a small perturbation. Notice that any modi-
fication at time level n will affect the first block in the amplification matrix. The
modified amplification matrix will be of the form:
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G(ξ) =
(
2iλA sin(ξ) + ε sin2(ξ/2)I I

I 0

)
(84)

and therefore the eigenvalues will now satisfy:

μ2(ξ) = 1 + (
2iλa j sin(ξ) + ε sin2(ξ/2)

)
μ(ξ) (85)

E denotes the shift operator EUn
j = Un

j+1, adding a dissipative term at time level
n amounts to modifying Eq. 74 yielding the scheme:

Un+1
j = Un−1

j + �t

�x
A
(
Un

j+1 −Un
j−1

) + εP(E)Un
j (86)

where P(E) is a function of the shift operator
(
P(E) = E − 2I + E−1

)
. Since

P(E) approximates a second order derivative, its Fourier transform P
∧

(ξ) will be a
real function of ξ and thus the modified eigenvalues will in general satisfy:

μ2(ξ) = 1 +
(
2iλa j sin(ξ) + εP

∧

(ξ)
)
μ(ξ) (87)

for some eigenvalue at of A.
Let x1 and x2 are the solutions of the equation x2 − ax − 1 = 0. If both |x1| ≤ 1

and |x2| ≤ 1, then necessarily the coefficient α is purely imaginary.
Using exactly the same analysis, the leapfrog scheme gives rise to instabilities

when it is used to approximate parabolic equations. For the heat equation, this can
also be explained by the stability region of the leapfrog method, which is only on
the imaginary axis, while the centered finite difference used in approximating the
second order derivatives will give real eigenvalues.

In order to introduce the correct amount of dissipation, the dissipation term at
time level n − 1 should be added. The operator E1/2Un

j = Un
j+1/2 so the leapfrog

scheme Eq. 79 can be rewritten in the form:

Un+1
j = Un−1

j + �t

�x

(
E1/2 − E−1/2

)(
E1/2 + E−1/2

)
Fn
j (88)

in general form:

Un+1
j = Un−1

j + �t

�x

(
E1/2 − E−1/2

)(
E1/2 + E−1/2

)
Fn
j

− ε

16

(
E1/2 − E−1/2

)4
Un−1

j (89)

η = sin(ξ/2) the amplification matrix of the linearized scheme

G(ξ) =
(
2iλA sin(ξ)

(
1 − εη4

)
I

I 0

)
(90)
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and the eigenvalues hold the relations:

μ2(ξ) = 1 − η4 + 2iλμ(A) sin(ξ) sin(ξ)μ(ξ) (91)

for some eigenvalue μ(A) of A. Therefore:

μ(ξ) = iλμ(A) sin(ξ) ±
√
1 − |μ(A)| sin2(ξ) − εη4 (92)

And |μ(ξ)|2 = 1 − εη4 provided that

1 − |λμ(A)|2 sin2(ξ) − εη4 > 0 (93)

for all eigenvalues of A and ξ . Under this condition, the modified scheme Eq. 89 is
stable and dissipative. Remark, though, that in order for Eq. 93 to hold, whenever
add dissipation (ε > 0), and also must decrease the value of λ = �t

�x . This means
that for a fixed space grid, a large number of time steps must be evaluated to get an
approximate solution at some given time t.

3 Finite Difference Time Domain Applications in Electrical
Engineering

The FDTD method used in the solution of Maxwell’s equations allows to analyze
the electric and magnetic fields and interactions with medium. Maxwell’s equations,
which have differentials in time and space dimensions, are solved by using the future
and past values of time and space [20]. In the solution of this discrete set of space
and time, the electric and magnetic fields are resolved interconnectedly and the value
obtained in each step becomes the first value for the next step [21]. The relationship
between these two parameters is described in Fig. 1.

This method is used in many different applications since it is a very powerful
tool for solving partial differential equations. These applications include many engi-
neering problems such as the percussion instrument model, where different sampling
frequencies are used to reduce the simulation time, the grounding characteristics of
wind turbines in low resistive soil, the propagation of partial discharge signals in HV
current transformers, and the analysis of electromagnetic interaction currents flowing
in the power cables of DC-DC converters [20, 22, 23]. Since the examination of all
these application areas is beyond the scope of this chapter, the applications of the
FDTD method in the power system and high voltage industry are discussed.

Electromagnetic transient and non-transient simulations become an important tool
for planning, operation and fault analysis in electrical power systems [8]. These simu-
lations concentrate on transient state analyzes that occur in power system equipment
such as circuit breakers (CBs), lightning arrestor, overhead and underground cables,
ultra-high frequency (UHF) sensors and power transformers (PTs) [8, 9, 24, 25].
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Fig. 1 Time and special
discretization in FDTD
method [21]

Determination of lightning induced voltage and current caused by lightning
discharges, one of the major sources of fault in power systems, is critical for the
protection of power system equipment [26]. Aodsup and Kulworawanichpong [24]
examined the propagation and reflectionof the lightning strike in the lightning arrester
with silicon carbide (SiC) andmetal oxid varistor (MOV)by adapting theTelegraphist
equations to the FDTD method. According to the simulation results, MOV arrester
reflects and transmits the impulse surge smooter than SiC arrester [24]. Nagarjuna
and Chandrasekaran [21] adapted the transmission line approach to FDTD equations
to examine the current and voltage characteristics of the horizontal ground electrode
at high impulse currents. Izadi et al. [26] calculated the electric and magnetic fields
in different time and space using Maxwell’s equations and 2nd order FDTD while
advancing of the lightning channel in the power system, and the proposed algorithm
showed a good agreement with the measurement results.

Analyzing the electromagnetic behavior of overhead and underground cables,
one of the important parts in power system transmission and distribution, improves
system design. These cables, consisting of multiple layers with different characteris-
tics between the cable core and the shell, can be successfully modeled by the FDTD
methodwith a high spatial discretization [27]. In addition, frequency-dependent FDT
models are numerically unstable or computational time is excessive. Additionally,
underground cable applications of these models are very limited. To overcome these
limitations, the FDTD method can be developed by taking into account distributed
fixed parameters such as skin effect and imperfect earth in overhead lines [27]. It
is an important problem to analyze the transient state responses of electromagnetic
fields in underground cables, which are used more and more for environmental,
political and technical reasons in high voltage applications. Barakou et al. [28] used
the universal line model (ULM) and FDTD method to model these lines. While the
FDTD method provides very high accuracy for slow front surge, these results are
distorted by temporary fluctuations for fast front surges. Either way, simulation times
are almost six times the ULM and are quite slow [28].
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As a result of the operation of power system equipment such as disconnectors or
CBs in gas-insulated substations (GISs), switching pulses called very fast transient
(VFT) may occur in the frequency range from several MHz to more than 100 MHz
[9]. Calculated the transient electromagnetic disturbances caused by these frequen-
cies using FDTD and EMTP and found that the results obtained by the FDTD are
less oscillating. Shakeri et al. [25] examined the effect of VFTs on power trans-
formers, one of the most important equipment in power systems, by adapting the
multi-conductor transmission line theory to the FDTD method and observed the
effect of electromagnetic waves. In order to increase the accuracy of this model, the
winding capacity matrix is calculated by FEM analysis, and the simulation results
are obtained with a certainty to confirm the experimental results [25].

FDTD method is also used in the electromagnetic modeling stage to understand
the behavior and improve the performance of UHF sensors used to detect partial
discharges that can be dangerous for power systems and transformers [6]. Ishak
et al. [22], using the FDTD integrated UHF sensor developed for this purpose,
achieved agreement results with experimental results in a wide frequency range
of 500–1500 MHz. Another proposed approach to determine the behavior of the
UHF based test system used as a PD sensor in high voltage cables and to investigate
the PD coupling process is the combination of the FDTD method and the transfer
function theory [2]. This proposed approach has been applied to 11 kV XLPE cable
by Hu et al. [2]. In another application where the amplitude and charge of the partial
discharge current in gas insulated switches are examined, the data obtained with a
voltage probe placed on the outer surface of a three-phase gas-insulated switch in
the 84 kV-class are verified by simulation results obtained by the three-dimensional
FDTD method [29].

Busbar structures commonly used in high voltage transmission are also affected by
electromagnetic fields radiated from switching operations. These analyzes become
evenmore important for highvoltage equipment located close to switching equipment
and electronic circuits of these [4]. The FDTD method is successfully used in the
modeling of busbar structures in high voltage air-insulated substations [5].Musa et al.
[4] modeled transient electromagnetic fields as a result of switching operations in a
400 kV air insulated substation using simply specifying their constitutive parameters
with this method.

Grounding behavior, which is one of the important parameters to ensure system
reliability in transmission and distribution systems, can also be examined with the
FDTD method. In this context, the soil ionization phenomenon, which reduces the
ground electrode resistance, has been investigated by the FDTD method and applied
to a typical high voltage substation of 500/220 kV [7].

Finite element and difference methods are also widely used in high voltage tech-
nique to calculate the breakdown characteristics of gas dielectrics [30]. The electron
drift velocity, mean energy, ionization and attachment coefficients of dielectric gases
such as SF6, CF4, CHF3, and argon, which are frequently used in the insulating
gas industry, can be calculated by using the finite difference method for solving
Boltzmann equations [31–33].
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Despite this widespread use of the FDTD method, there are also limitations such
as defining the uncertainties they have due to the nature of electromagnetic fields,
and the excessive computation time needed in the analysis of large objects [9, 34].

In the calculation of electromagnetic fields, the properties of the object, such
as geometric properties, electrical parameters, material characteristics and input
sources, can increase randomness and thus uncertainty [35]. The uncertainty in these
input parameters is reflected in the electromagnetic fields, which are the output
parameters, and a parametric uncertainty appears in the resulting components [36].
Identifying these uncertainties, which are very important in some engineering prob-
lems, is also a major research topic in the analysis of electromagnetic fields [35].
As an alternative to the Monte Carlo method used to identify parametric uncertain-
ties, there are many methods and approaches combined with FDTD. In this context,
methods such as stochastic, polynomial chaos, control variations, and the method of
moments are combined with the FDTD method and defined the uncertainties in the
calculation of electromagnetic fields [35–38].

Chen [34] used the hybrid implicit explicit approach in combination with the
FDTD method to overcome the problem of electromagnetic modeling in very
fine structures. This proposed method is applicable for many boundary condi-
tions including connect boundary, absorbing boundary and periodic boundary. In
order to overcome the computation time problems encountered in the electromag-
netic modeling of electrically large objects, Shi et al. [39] proposed FDTD method
combined with Internet of Things, in which multiple processors are connected in
parallel.

Another important problem of the FDTD method is the increased response time
at high frequencies and the decrease in the accuracy of the analysis results [27].
In order to overcome this disadvantage, alternative models and software combined
with FDTD method are used in the analysis of high frequency transient situations
frequently encountered due to switching and lightning in high voltage equipment,
especially cables [2, 27].

4 Conclusions

In this chapter, the time-dependent finite difference method, which is widely used in
the solution of engineering problems defined by differential equations, is examined in
the theoretical framework and application examples. In order to limit the examination
in terms of engineering applications, the use of the finite difference method in the
analysis of electric andmagnetic fields in power systems and high voltage equipment
is concentrated. The limitations of the finite difference method are defined and how
these limitations can be overcome by combining them with different methods and
approaches are discussed. Finite difference method, which is an important tool in
robust and accurate calculation of electromagnetic fields, has been used more widely
in transient analysis as well as in steady state analysis.
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Abstract In engineering practices, electromagnetic field problems are of two main
types: analysis and synthesis problems. In principle, a synthesis problem can be
solved by an iterative technique, repeating the solving of some analysis problems,
for configurations adapted because of some preliminary results of analysis simula-
tions. Therefore, knowing how to compute the electromagnetic field precisely is a
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Nomenclatures

A. Acronyms
FEA Finite element analysis
FEM Finite element method (FEM)
FDM Finite difference method (FDM)
FE Finite elements
BVP Boundary value problems
BC Boundary conditions

B. Symbols/parameters
M p Permanent magnetization
I Magnetic polarization
B Magnetic flux density
H Magnetic field strength
μ Absolute magnetic permeability
μ Magnetic permeability of the vacuum
V Scalar magnetic potential
J Electric conduction current density vector
A Magnetic potential vector
ϕi Form functions
ψi Trial functions
D� Computation domain
� = SD ∪ SN Surface which bounds the computation domain

1 Introduction

Finite element analysis (FEA) applies to a wide variety of electrical engineering
applications, including solid mechanics, fluid mechanics, heat transfer, acoustics.
The description of the modalities of applying the FEA within the different disci-
plines is quite complicated, because it involves the use of an abstract mathe-
matical approach, while the particularization of a domain or discipline limits the
mathematical abstraction [1].

Thefinite elementmethod (FEM) is a technique utilized in the process of obtaining
approximate solutions of the boundary values for mathematical physics problems.
This method was first proposed in the 1940s and began its journey in the early 1950s
for aircraft design. Later, this method was developed and has been widely used in
structural analysis problems and on a smaller scale in other areas. At present, this
method is recognized to be one of the general methods with applicability in various
fields, from those related to engineering and to mathematical problems [2].
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Fig. 1 Methods and theories on which FEM is based

There are many papers written in this field, yet Zienkiewicz’s book is one of the
mostwell-known texts of this genre. Zienkiewicz andCheunghave given awide inter-
pretation of FEM and practically underlines FEM’s applicability to any engineering
problem. With this general interpretation, FEM equations can also be obtained using
the weighted residuals method, such as the Galerkin method or the least-squares
approach. All of these have led to an increasing interest among specialists in applied
mathematics, applying FEM for solving linear and nonlinear problems. A plethora of
literature on the topic, from conferences and books, confirms the continuous scien-
tific interest in FEM. The application of FEM in the current engineering applications
has its fundamentals in the theories and methods synthesized in Fig. 1 [3–12].

Computers provide fast means of performing a large volume of calculations
involved in FEA and made the method practically applicable. FEM requires the
utilization of computationally powerful computers. FEM application has progressed
at an impressively high speeddue to the development of high-speeddigital computers.

The necessity of improving the performances of electrotechnical and elec-
tronic components leads to the development of the electromagnetic field compu-
tation methods. These problems imply solving some complicated equation systems
containing partial derivatives. If the laws referring to the materials (called “laws
of material”) are linear (linear media), then the corresponding systems are linear.
Most of the time, the laws of material are not linear; therefore, the corresponding
systems of equations are not linear. The computation of such systems involves many
iterations (i.e., “iterative manner”), at each iteration being computed a linear field
problem, using the known procedures from the linear media.

In engineering practices, electromagnetic field problems are of two main types:
analysis and synthesis problems. Analyses problems consist of determining the
corresponding magnetic field to some given uniqueness conditions problems.
Synthesis problems consist in determining the configurations capable of producing
an electromagnetic field holding some characteristics.
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In principle, a synthesis problem can be solved by an iterative technique, repeating
the solving of some analysis problems, for configurations adapted because of some
preliminary results of analysis simulations.

Whereas using a mathematical approach as a classification criterion, there are
analytical methods and numerical methods. Analytical methods utilize a set of equa-
tions (in general, with partial derivatives) of the electric and ormagnetic field directly.
Such methods of computation require simple enough applications (e.g., configura-
tionswith some symmetries). However, theymay have their niche, as auxiliarymeans
in more complex studies.

The numerical methods seek to determine the solution in a discrete set of points
in the studied domain. Although apparently, the numerical methods can approach the
most real problems of determining some electromagnetic fields, the reality is much
more “modest.” Even if some calculus systems get more and more capable and more
and more approachable, numerous limitations persist in this domain. Despite the
abundance of performant (and generally expensive!) software packages commer-
cially available, addressing the problem of numerical computation of electromag-
netic field, there is a strong demand for proper knowledge of electromagnetism
when it comes to modeling. Nowadays, having access on a large scale to performant
computers allowed numerical methods to gain more steam.

Firstly, scientists developed and applied the Finite Difference Method (FDM),
which originated from the expansion of Taylor series. FDM has its well-known
drawback when it comes to express the Neumann boundary conditions at interfaces.
The answer to such a problem was the development of the Finite Element Method
(FEM), which conveniently addressed some limitations of the FDM, particularly the
“stiffness” in the construction of the meshing scheme.

The main goal of this chapter is to give an insight into the theoretical approaches
of the FEM. The construction of the finite element approximation relies on partial
differential equations as expressions of the solutions defined by a partition of the
field study in disjoint elements, called “finite elements” (FE), giving the name of the
method. Although such an approach looks similar to the FDM, the procedure used
in FEM is different.

This chapter starts with a presentation of the importance of the principle of the
FEM. The description of the electromagnetic field (and a field in general) appeals
to several formulations for its equations, including the integral form of laws and the
differential forms of laws.

In terms of a concrete approach, FEM has twomain variants: the Galerkin method
and theRitzmethod. The distinction between these approaches is not always obvious.
For this reason, the terminology may show some differences (i.e., the Ritz method is
sometimes called the Ritz-Galerkin). The sections of this chapter contain a detailed
presentation of these methods.

The so-called “weak formulation” of the electromagnetic field equations charac-
terized the Galerkin method; therefore, it is presented the weak form using the scalar
electric potential and weak form using magnetic vector potential, followed by the
principle of the Galerkin method.
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For a better understanding, each section comes with clear examples. In such
examples, the FEM turns to be extremely flexible and easy to customize, pending
upon the type of problem in place for analysis (e.g. electrostatics, magnetostatics,
AC analysis, transient analysis and the geometry, 2D or 3D).

The chapter ends with the conclusions section, and a comprehensive set of
bibliographic references accompanies it.

2 The Principle of Finite Elements Method (FEM)

In many situations, existing analytical equipment is not enough for finding the exact
solution (or, in some cases, the approximate one) for problems with immediate prac-
tical application. The basic idea in FEM is to get the solution to a complex problem
by replacing it with a less complicated one.

The basic idea is that if the structure suffers a division into several parts called
“finite elements”. For each of them, it follows the application of the computation
theories corresponding to the adopted schematization. The division of the whole into
smaller parts, an operation that is called “discretization,” has the effect of obtaining
simple forms for the finite elements of the structure. The calculation model used in
FEA is approximate, obtained by assembling finite element components, considering
the geometry of the structure. The connection of the finite elements is made only
at specific points called nodes. The nodes represent the intersection points of the
straight lines or curves of the finite elements. Function of the structure’s modeled
geometry, the finite elements can be 1D, 2D, or 3D kind. Usually, the nodes are points
placed on the contours of the element, being points of connection with the adjacent
elements of the mesh. A simple function can approximate the variation of the field
inside the domain of an FE. These approximation functions (interpolation models)
are extracted from the nodes’ values of the field variables [13–16].

The approximate character of FEM results from the replacement of the real geom-
etry with a finite element network that follows the original form but can be accurately
reproduced only for specific geometries. The finite number of elements imposes
the calculation of unknowns only in the nodes of the structure. Consequently, the
computation precision increases as the number of finite elements increases.

FEM relies on the concept of constructing complicated objects from simpler
objects or dividing complicated objects into simpler objects, suitable for the
application of known computation schemes.

Steps of applying FEM

1. Study of the structure

This step is essential for choosing a computation model and the types of finite
elements suitable to reproduce as accurately as possible the real structure. The choice
of the types of finite elements follows the demands regarding the precision and quality
of the results we want to obtain [17–19, 21].
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2. The discretization of the structure (mesh building)

In this step, the objective of the discretizationmechanism, in areas of interest, must be
to obtain as small as possible finite elements in the area of interest. The transition from
areas with small finite elements to large finite elements must follow a progressive
pass.When choosing the discretizationmode, onemust not distort the finite elements.
Most of the professional programs dedicated to FEM analysis provide modules of
data preprocessing and make automatic discretization.

Moreover, in these cases, verifying the configuration of the used finite elements is
an essential step in solving the problem with minimal errors in the proposed analysis
[20].

The electromagnetic field equations require adequate formulation for applications
in the energy problems domain.

The laws, expressed in two kinds of forms, integral, respectively differential,
address the FEM problem formulation Furthermore, Galerkin’ s Method applies the
so-called weak form of laws. In contrast, Ritz’s Method considers the variational
form based on minimizing a function that derives from the field equations.

FEM or FEA is a computation technique used to obtain approximate boundary
value problems (BVP) in engineering. BVPs are also known as field problems.

The field represents the area of interest, and most of the time, represents a phys-
ical structure. Domain variables are those dependent interest variables governed by
differential equations. Boundary conditions (BC) are those specific values of domain
variables (or related variables such as their derivatives) attached to the domain bound-
aries. Certain differential equations, followed by a set of constraints, called boundary
conditions, are assembling the BVP problems. Finding the solutions for such prob-
lems, one applies either the Galerkin Method or Ritz Method mentioned before. The
distinction between these approaches is less clear than it seems. For this reason,
the terminology may also have some differences (for example, the Ritz method is
sometimes called the Ritz-Galerkin) [21].

3 Galerkin Method

3.1 Weak Form of Equations of the Steady-State Magnetic
Field

Galerkin Method requires the so-called weak formulation of the electromagnetic
field equations [22].



Theoretical Approaches of Finite Elements Method (FEM) 67

3.1.1 Weak Form Formulation Using the Scalar Magnetic Potential

Let us consider a magnetostatics field problem, in a domain in which there can
exist bodies with permanent magnetization. For simplicity, we assume there are no
discontinuity surfaces. The corresponding field equations are [22, 23]:

∮

�

Hdl = 0 → H = −gradV (Magnetic circuit Law) (1)

B = μH + μ0M p = μH + I(Material Law) (2)

where the vectors: Mp—the “permanent magnetization”, I—“magnetic polariza-
tion” (with its components permanent and temporary), B—“magnetic flux density”,
H—“magnetic field strength”, respectively the scalars: μ—“absolute magnetic
permeability” of the medium, and μ0—“magnetic permeability of the vacuum”.

∮

�

Bds = 0 → divB = 0(Magnetic Flux Law) (3)

From Eqs. 3.1, 3.2, 3.3, it results:

divB = 0 = −div(μ gradV ) + divI (4)

where V is the scalar magnetic potential. If we define the “magnetic charge”, having
the density ρ = −div I , the following equation becomes:

−div(μ gradV ) = ρ (5)

Regarding the computation domain from Fig. 2, one uses the notations by D�—
the computation domain, respectively � = SD ∪ SN , (SD ∩ SN = ∅), the surface
which bounds the computation domain (Fig. 2).

Fig. 2 Computation domain
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On this surface �, the boundary conditions can be:
Dirichlet conditions

V (P) = f (P), P ∈ SD (6)

Neumann conditions:

dV (P)

dn
= g(p), P ∈ SN (7)

We are about to consider the functions Y = {U|: with the following properties:

– its square and derivatives are integrable
– is equal to zero on SD:

U (P) = 0, P ∈ SD (8)

The domain of definition for function U(r) is D� .
By multiplying the Eq. (3.5) with this function, followed by its integration on the

domain, it results:

∫

D�

Udiv(μ gradV )δ� = −
∫

D�

ρUδ� (9)

At this point there is a computational procedure that involves calculations in both
differential and integral form, as follows:

div(U (μ gradV )) = Udiv(μ gradV ) + μ gradU gradV (10)

or, by using Gauss-Ostrogradski relation:

∫

D�

μ gradU gradV δ� =
∫

D�

ρUδ� +
∮

�

μU
dV

dn
dS (11)

From (8), in (11) the surface integral refers only to theNeumann conditions surface
SN:

∫

D�

μ gradU gradV δ� =
∫

D�

ρUδ� +
∫

SN

μU
dV

dn
dS (12)

respectively
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∫

D�

μ gradU gradV δ� =
∫

D�

ρUδ� +
∫

SN

μgUdS (13)

The above equation is the “weak form” of the magnetic field equation using scalar
potential, and therefore the solution is called the problem’s weak solution. It has this
name because to obtain the solution, the imposed conditions (derivability, continuity)
are less restrictive than those imposed in the “strong form.”

3.1.2 Weak Form Using the Magnetic Potential Vector

The considered problem refers to the steady magnetic field, where there are
permanent magnetization bodies and conductors circulated by currents. Again, for
simplicity, there are no discontinuity surfaces. The corresponding field equations are
(14) themagnetic field law (Ampere’s Theorem), (15) themagnetic flux law (Gauss’s
Theorem) respectively (16) the law of material [23, 24]:

∮

�

Hdl =
∮

S�

JdS → rot H = J (14)

∮

�

BdS = 0 → B = rot A (15)

B = μH + μ0M p (16)

where J represents the vector of electric conduction current density.
From Eqs. (14), (15) and (16) results:

H = 1

μ
rot A − μ0rotM

μ
→ rot

(
1

μ
rot A − μ0rotM

μ

)
= J (17)

where A represents the magnetic potential vector. If one defines JM = μ0rotM
μ

, it
results:

rot

(
1

μ
rotA

)
= J + JM = JT ; JT = J + JM (18)

D� is the computation domain and is bounded by the closed surface � = SD ∪
SN ((SD ∩ SN = ∅) (Fig. 3). The boundary conditions on this surface are:

– Homogenous Dirichlet conditions, (which comes from the limit condition
expressed using the normal component of the vector representing the magnetic
flux density or induction B)
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Fig. 3 Computation domain

n × A
∣∣
Sn = b,P ∈ SH (19)

– Neumann conditions (from the limit conditions expressed for the tangential
component of the magnetic field strength H):

n ×
(
1

μ
rot A

)∣∣
Sn = h(P),P ∈ SH (20)

Let us consider the vector function: U(r) defined in D� .
Let Y = {U|:, be the set of vector functions, with the following properties:

– its square and derivatives are integrable
– there is the following fulfilled condition on SB :

n ×U
∣∣
Sn = 0,P ∈ SB (21)

Then, the Eq. (18) multiplied by the function U, and integrated on the given
domain leads to:

∫

D�

Urot

(
1

μ
rotA

)
δ� =

∫

D�

UJT δ� (22)

Using the identity:

div

(
U × rotA

μ

)
= rotU

rotA
μ

− Urot

(
rotA
μ

)
(23)

results:
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∫

D�

1

μ
rotUrotAδ� =

∫

D�

U JT δ� +
∫

D�

div

(
U × rotA

μ

)
δ� (24)

or, by applying Gauss-Ostrogradski:

∫

D�

1

μ
rotUrotAδ� =

∫

D�

U JT δ� +
∮

�

(
U × rotA

μ

)
ndS (25)

The application of the identities:

(
U × rotA

μ

)
n = (n × U)

rotA
μ

= −
(
n × rotA

μ

)
U (26)

gives the possibility for decomposition of the surface integral into the sum of two
surface integrals SB and SH

∫

D�

1

μ
rotUrotAδ� =

∫

D�

U JT δ� +
∫

Sn

(n × U)
rotA
μ

dS −
∫

Sn

U
(
n × rotA

μ

)
dS

(27)

In the Eq. (37), whereas considering the condition on the surface SH, we’ve
obtained:

∫

D�

1

μ
rotUrotAδ� =

∫

D�

U JT δ� −
∫

Sn

hUdS (28)

Equation (28) is the “weak form” using the magnetic potential vector of the
magnetic field equation. Therefore, the solution is the “so-called” problem’s weak
solution.

3.2 The Principle of the Galerkin Method

The Galerkin method requires the application of the following procedure [22, 23]:

a. The domain is divided (discretized) in disjoint finite elements

Depending on the function of the nature of the unknown (scalar or vector) and the
configuration (2D or 3D problems), one can use various types of discretization.

There are the following notations in place:

N the number of the nodes corresponding to the discretization mesh
Ne the number of elements of the discretized domain
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I the number of nodes of the network
ID the set of nodes with Dirichlet conditions.

b. Seek solution of the following form:

V (r) =
∑
i∈I

Viϕi (r) (29)

for the case when the unknown is either a scalar field (e.g. scalar magnetic potential),
or even the magnetic potential vector. The quantities Vi , i ∈ I are the unknowns in
the network’s nodes. One can impose some of the unknowns following the using of
Dirichlet type conditions.

The functions ϕi are called form functions and have the following property:

ϕi (r) =
{
1 r = ri
0 r �= ri

; i ∈ I (30)

The function ϕi attached to the node i ∈ N is equal to 1 in this node and 0 in the
remaining nodes. The case of vector fields is treated using a similar procedure.

c. Use the weak form of the equations for a complete set of trial functions ψi ∈ Y,
i ∈ N. The computation of the integrals present in the weak form, utilizes the
analytical expressions of the form functions ϕi and of the trial functions ψi ,
resulting a system of N algebraic equations with N unknowns.

The same function can have both either form and test function, such that, which
is a characteristic of Galerkin Method.

d. Solve the equations system obtained at point c.

Remarks

(i) The Dirichlet conditions are active from the beginning of the approximation
expression of the solution. That’s why they are called essential conditions.

(ii) Neumann conditions don’t act directly on the set of functions in which the
solution is searched for. They implicitly appear in the weak form of the solution.
For this reason, the Neumann condition are also called “natural conditions”.

3.3 Approximation Using Finite Elements

FEM, Galerkin and Ritz use the approximation with finite elements.
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3.3.1 2D Finite Elements

a. Local approximation

The 2D finite elements used to discretize a given domain are disjoint polygonal
domains, whose reunion aims to cover as well as possible the shape (exact or approx-
imated) of the domain on which the two variables function under study is defined
[23].

The most common case is that corresponding to the linear triangular finite
elements, presented as follows: (Fig. 4).

Let’s consider one of the triangular elements (e), with the nodes i, j, and k∈N,
labeled using the direct trigonometric direction (counterclockwise) (Fig. 5).

For linear elements, the form functions are linear and inside each element, they
can have value one in one of the nodes, being zero in the remaining ones:

ϕe
m =

{
1 r = rm
0 r �= rm

;m = i, j, k (31)

Let be one form function, corresponding to node i. It can have a polynomial form
(Fig. 6):

ϕe
i (x, y) = aix + biy + ci (32)

From the definition condition, results:

ϕe
i (Pi) = aixi + biyi + ci = 1

ϕe
i

(
Pj

) = aixj + biyj + ci = 0

Fig. 4 Creating the mesh in
a plane domain using
triangular finite elements
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Fig. 5 Triangular finite
element

Fig. 6 Linear form function

ϕe
i (Pk) = aixk + biyk + ci = 0 (33)

The unknowns ai, bi, ci are the solution of the following system of equations:

⎡
⎣ xi yi 1
x j y j 1
xk yk 1

⎤
⎦

⎡
⎣ai
bi
ci

⎤
⎦ =

⎡
⎣ 1
0
0

⎤
⎦ (34)

Using Cramer rule, it results:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ai =

⎡
⎣ yi 1
yk 1

⎤
⎦

�i jk
= yi−yk

�i jk
= yi−yk

2Si jk

bi =

⎡
⎣ 1 x j

1 xk

⎤
⎦

�i jk
= xk−x j

�i jk
= xk−x j

2Si jk

ci =

⎡
⎣ xi y j
xk yk

⎤
⎦

�i jk
= x j yk−xk y j

�i jk
= x j yk−xk y j

2Si jk

(35)

where

�i jk =
⎡
⎣ xi yi 1
x j y j 1
xk yk 1

⎤
⎦ = 2Si jk (36)

and Sijk is the area of the triangle ijk.
Replacing the expression of the function ϕi for the element (e), results:

ϕe
i (x, y) = 1

2Sijk

([
yj 1
yk 1

]
x +

[
1 xj
1 xk

]
y +

[
xj yj
xk yk

]
x

)
(37)

ϕe
i (x, y) = 1

2Sijk

((
y j − yk

)
x + (

xk − x j
)
y + (

x j yk − xk y j
))

(38)

The above relation has the following replacement:

ϕe
i (x, y) = ϕe

i (P) =

⎡
⎣ x y 1
x j y j 1
xk yk 1

⎤
⎦

2Si jk
= 2SP jk

2Si jk
= SP jk

Si jk
(39)

where P(x, y) is a point inside the triangular element.
One can express the barycentric coordinates of a point P ∈ e, defined as the ratios

between the areas of the triangles consisting of this specific point and each branch
and the area of the triangle (Fig. 7).

The three values are not independent, being related by the completeness relation:

λi + λ j + λk = 1 (40)

Each barycentric coordinate associated with a branch has an association with the
opposite vertex. It is equal to zerowhen the point belongs to the branch and is equal to
1 when the point is in the associated vertex. The interior of the triangular element can
be graded using parallel lines associated with the three barycentric triangles (Fig. 8).
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Fig. 7 Barycentric coordinates

Fig. 8 Barycentric coordinates associated with the elements of the branches

The cases presented above correspond to the triangles with sharp angles, because
they are appropriate. The presence of obtuse angles leads to numerical difficulties.
The scalar function defined inside of the element has an approximation determined
by its values in the element’s nodes, using the relation:

V e(r) =
∑

m=i, j,k∈e Vmφe
m(r); r ∈ e; (41)

Another approximation of the function inside the element uses the barycentric
coordinates:

V e(r) =
∑

m=i, j,k∈e Vmλe
m(x, y); r ∈ e (42)
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Fig. 9 Linear global
approximation function
attached to a node

b. Global approximation

The assembling of local approximations (for each finite element) represents a prelim-
inary condition for obtaining a global approximation, for the entire domain. The
global approximation function attached to one node is the reunion of the local inter-
polation functions for all the elements which has in common the respective node
[23]. Consequently, the function is equal to 1 in the node to which is attached and
equal to zero in the remaining nodes. For linear interpolation functions, the global
interpolation function attached to a node is:

ϕi (x, y) =
∑
e→i

ϕe
i (x, y) =

∑
e→i

λe
i (x, y); i ∈ I (43)

where
∑
e→i

. . . represents the sum for all elements containing the node i; I—themesh’s

set of the nodes. Such a function has a pyramidal shape, having as base the reunion
of the triangles of the component functions (Fig. 9):

suppϕi =
⋃
e→i

suppϕe
i ; i ∈ I (44)

The global approximation of a function V (x, y) defined on the given domain and
which has the values Vi in the network’s nodes will be:

V (x, y) ≈
∑

Viϕi (x, y); i ∈ I (45)

3.3.2 3D Finite Elements

The presented principles apply for the 3D case, as well. The simple solution consists
of discretizing the domain (building the mesh) in elements having the shape of a
tetrahedron. The neighboring tetrahedrons have a common face, and inside each
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tetrahedron, the interpolation function is linear. The presentation of the case is the
following section.

3.4 Galerkin Method Using the Scalar Magnetic Potential

3.4.1 Parallel Plane Field Computation

For simplicity, we consider only the case of parallel plane field in which the
unknown—the scalar magnetic potential V depends only on the x and y coordinates
[21, 23]. Consequently, the computation domain is represented by the transversal
section S� bounded by the curve � (Fig. 10).

The boundary conditions:

– Dirichlet conditions:

V (P) = f (P); P ∈ CD (46)

– Neumann conditions:

dV (P)

dn
= g(p), P ∈ CN (47)

In this case, the weak form of the equations expressed using the scalar potential,
becomes:

Fig. 10 The computation
domain for the 2D problem
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∫

S�

μ gradU gradVdS =
∫

S�

ρUdS +
∫

CN

μgUdl (48)

Approximation using finite elements

We adopt a discretization using triangular elements and linear form functions. So,
the approximation of the vector potential V is the relation (3.54). At the limit, the
condition becomes:

V (P)|i − Vi − f (P), P ∈ CD ⇒ i ∈ ID (49)

dV (P)

dn

∣∣∣∣
i

= g(P), P ∈ CN ⇒ i ∈ I\ID (50)

where ID are the nodes fulfilling Dirichlet conditions. According to the principle of
Galerkin method, the trail (form) functions belong to the same class.

It results that:

∫

S�

μ grad

(∑
i∈I

Viϕi

)
gradϕ jdS =

∫

S�

ρϕjdS +
∫

CN

μgϕ jdl; ∀ j ∈ I (51)

or, condensed:

∑
i∈I

a ji Vi = b j + c j ; ∀ j ∈ I ; [a] [V ] = [d]; [d] = [b] + [c] (52)

where

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ai j = ∫
S�

μ gradϕigradϕ jdS; i, j ∈ I

b j = ∫
S�

ρϕ jdS; j ∈ I

c j = ∫
CN

μgϕ jdl; j ∈ IN

(53)

Because the nodes i ∈ ID in which there are given the Dirichlet conditions and
the values of V are the known, the corresponding terms from the equations system
appears put on the right side:

∑
i∈I\ID

a ji Vi = b j + c j −
∑
i∈ID

a ji Vi ; ∀ j ∈ I\ID (54)

[a] [V ] = [d]; d j = b j + c j −
∑
i∈ID

ai j fi ; j ∈ I\ID (55)
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Fig. 11 The integration
domain for computing the
coefficients

The coefficients of the equations system

– The a ji coefficients.

The interpolation functions ϕi and ϕ j have as a support the reunion of the finite
elements which has in common the nodes i, respectively j, according to relation
(3.53). If we denote the support of the interpolation function ϕi with Si, the integral
from the expression of the coefficient a ji , must be computed only on the intersection
of the support functions ϕi and ϕj, Si ∪ Sj :

a ji =
∫

Si∪Sj

μ gradϕigradϕ jdS; (56)

These coefficients display the property of symmetry: a ji = ai j ( j �= i)
The only elements which intervene are those attached to the nodes i and j,

connected by a segment (Fig. 11).
The form functions corresponding to i and j from the first of the two elements

(e-ijk) which has in common the branch ij are:

{
ϕ
ei jk
i (x, y) = 1

�i jk

((
y j − yk

)
x + (

xk − x j
)
y + (

x j yk − xk y j
))

ϕ
ei jk
j (x, y) = 1

�i jk
((yk − yi )x + (xi − xk)y + (xk yi − xi yk))

(57)

It results:
{
gradϕ

ei jk
i (x, y) = 1

�i jk

((
y j − yk

)
i + (

xk − x j
)
j
)

gradϕ
ei jk
j (x, y) = 1

�i jk
((yk − yi )i + (xi − xk) j)

(58)

Similarly, for the second element bounded by the ij branch (ejim element), the
system of equations becomes valid:
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{
gradϕ

e jim
i (x, y) = 1

� j im

((
ym − y j

)
i + (

x j − xm
)
j
)

gradϕ
e jim
j (x, y) = 1

� j im
((yi − ym)i + (xm − xi ) j)

(59)

Replacing these expressions, it results:

a ji =
∫

ei jk

μ gradϕ
ei jk
i gradϕ

ei jk
j dS +

∫

e jim

μ gradϕ
e jim
i gradϕ

e jim
j dS;i, j ∈ I, j �= i (60)

respectively:

a ji =
∫

ei jk

[(
y j − yk

)
i + (

xk − x j
)
j
]
[(yk − yi )i + (xi − xk) j]

μdS(
�i jk

)2

+
∫

ei jk

[(
ym − y j

)
i + (

x j − xm
)
j
]
[(yi − ym)i + (xm − xi ) j]

μdS(
� j im

)2 ; j �= i

(61)

a ji =
(
y j − yk

)
(yk − yi ) + (

xk − x j
)
(xi − xk)(

�i jk
)2

∫

ei jk

μdS

+
(
ym − y j

)
(yi − ym) + (xi − xm)(xm − xi )(

� j im
)2

∫

e jim

μdS; j �= i (62)

The computation of the integral must target the form function ϕ j j attached to node
j, represented by the reunion of all finite elements which have in common the node
j and the interpolation functions ϕi and ϕ j .

a j j =
∫

Sj

μ grad2ϕ j dS; j ∈ I (63)

It results:

a j j =
∑
e→ j

(
y j − yk

)2 + (
xk − x j

)2
(�e)

2

∫

e

μdS (64)

To compute the integrals, one adopted the hypothesis referring to the magnetic
permeability repartition in the mesh elements. The simplest approximation consists
of considering a constant permeability μe for the mesh elements (e).

For this approximation, we’ve obtained the following coefficients of the system:
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a ji =
(
y j − yk

)
(yk − yi ) + (

xk − x j
)
(xi − xk)

2
(
�i jk

)2 μei jk

+
(
ym − y j

)
(yi − ym) + (

x j − xm
)
(xm − xi )

2
(
� j im

)2 μe jim ; j �= i (65)

a j j =
∑
e→ j

(
y j − yk

)2 + (
xk − x j

)2
2(�e)

2 μe (66)

– The b j coefficients.

In relation (62) the integral computation involves the support of the form function
ϕ j , which represents the reunion of the finite elements that has in common the node
j.

b j =
∫

Sj

ρϕ j dS =
∑
e→ j

∫

Sj

ρϕe
j dS; j ∈ I (67)

For simplicity, we’ve assumed that the function ρ is constant inside the finite
elements. It results:

b j =
∑
e→ j

∫

Sj

ρϕe
j dS =

∑
e→ j

ρe

∫

Sj

ϕe
j dS =

∑
e→ j

ρe

∫

Sj

λe
j dS; j ∈ I (68)

The computation of integrals requires the use of the Holland-Bell formulae [14]:

∫

Si jk

λα
i λ

β

jλ
γ

kdS = 2Si jk
α!β!γ!

(α + β + γ + 2)! = �i jk
α!β!γ!

(α + β + γ + 2)! (69)

This case corresponds to α = χ =0, β = 1, and the result is:

∫

Si jk

λ j dS = �i jk

6
(70)

Furthermore:

b j =
∑
e→ j

ρe�e

6
; j ∈ I (71)

– The c j coefficients.

In relation (62), the integral computation involves the support of the form function
ϕ j corresponding to a point placed on the boundary with Neumann conditions, which
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Fig. 12 The integration
contour for computing cj
coefficients

represents the reunion of the finite elements which have in common the node j and
which have one of the branches on the CN boundary.

ci =
∫

CN

μgϕ j dl =
∑

e→ j∈IN

∫

CN

μgϕ j dl; j ∈ IN (72)

If, for simplicity, one admits that the magnetic permeability μ and the Neumann
boundary condition (g) have constant values inside the involved finite elements, it
results:

c j =
∑

e→ j∈IN
μg

∫

i j

ϕ j dl =
∑

e→ j∈IN
μege

∫

i j

λ j dl =
∑

e→ j∈IN
μege

∫

i j
i, j∈IN

λ j dl; i, j ∈ IN

(73)

Using one of the Holland-Bell formulae [14], results (Fig. 12):

∫

i j

λα
i λ

β

j dS = Li j
α!β!

(α + β + 1)! (74)

for α = 0, β = 1:

∫

i j

λ j dl = Li j

2
=

√(
xi + x j

)2 + (
yi + y j

)2
2

(75)

Consequently:
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c j =
∑

e→ j∈IN
i∈iN

μege
Li j

2
=

∑
e→ j∈IN
i∈iN

μege

√(
xi + x j

)2 + (
yi + y j

)2
2

; i, j ∈ IN (76)

Building the equations system
The matrix of the equations systems has the following properties:

– It is symmetrical a ji = ai j .
– It is sparse (the number of non-zero elements is relatively small).
– It is positively-defined.
– Using a convenient labeling of the nodes, the matrix can have a band structure;

the wider the band is, the more advantageous is.

These particularities are exploited byusing adequate equation systemcomputation
techniques. This is a common subject for all numerical methods.

3.5 Galerkin Method Using the Magnetic Potential Vector

3.5.1 Parallel-Plane Field Computation

Let us consider the case of parallel-plane fields, in which the vector potential has an
orientation along the oz axis (Fig. 13).

The boundary conditions are, for 3D problems, those given in paragraph 3.2.1.2:
For parallel-plane fields, these conditions become:

A(x, y) = f (P), P ∈ CD (77)

Fig. 13 The computation
domain for 3D problem
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− 1

μ

d A

dn

∣∣∣∣
CN

= g(P), P ∈ CN (78)

The weak forms of the field equations are given by the relation (79):

∫

D

1

μ
rotUrotAδ� =

∫

D

UJT δ� −
∫

D

hUdS (79)

For parallel-plane magnetic fields:

A = kA(x, y) → rotA = −k × ∇A (80)

U = kU(x, y) → rotU = −k × ∇U (81)

JT = kJT (x, y) (82)

From these relations results:

rotUrotA = (−k × ∇A)(−k × ∇U) = ∇A∇U (83)

hU =
(
n × rotA

μ

)
U =

(
n × −k × A

μ

)
kU = − 1

μ

dA

dn
U (84)

The weak form becomes:
∫

SC

1

μ
gradU gradAdS =

∫

SC

UJT dS +
∫

CN

1

μ

dA

dn
Udl (85)

The resulting expression is similar to the one used for solving the problem using
the scalar potential. The necessary transformations are obvious. Therefore, all the
above-presented considerations are valid for the present case.

4 Numerical Example

The subject of the numerical modeling is a three-phase squirrel-cage inductionmotor
with the following ratings: nominal powerPn = 7.5 kWsynchronous speed n1 = 3000
rot/min (one pole pair), nominal voltage Vn= 380 V, nominal frequency f 1= 50 Hz,
Y-connected. The copper made distributed stator winding has one layer, whereas,
the squirrel cage is molded from aluminum [27, 28].
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Starting with Maxwell’s equations, one can conclude the mathematical model of
the induction motor in the quasi-stationary harmonic magnetic regime as [25–27]:

(a) In the stator winding area:

rot
[
v(B) · rotA] = J (86)

(b) In the areas of the rotor bars:

rot
[
v(B) · rotA] = −σ

(
jωA + gradV

)
(87)

(c) In the air gap and core ferromagnetic areas:

rot
[
v(B) · rotA] = 0 (88)

One can express the relationship between the vector potential and the scalar
potential as (89):

div
[−σ

(
jωA + gradV

)] = 0 (89)

The application of Coulomb calibration condition turns the system of Eqs. (86)–
(89) the “AV” formulation (90), (91):

rot
[
v · rotA] − grad

(
vdivAp

) + σ
(
jωA + gradV

) = 0 (90)

div
[
σ
(
jωA + gradV

)] = 0 (91)

The axial symmetry of the induction motor cross-sectional area makes the 2D
FEM appropriate. Circular symmetry gives the possibility to reduce the area of the
cross-section to an area covered by a pole-pitch, as in Figs. 14 and 15. The borders
of the domain are the axis of the cross-sectional area, the stator’s external surface,
respectively, the internal surface of the rotor’s magnetic circuit [28].

Fig. 14 Calculation domain
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Fig. 15 Discretization detail

There are subdomains displaying distinct physical properties as following:
following

• STATOR (blue), nonconductive magnetic region.
• STATOR TOOTH (blue), nonconductive magnetic region.
• ROTOR (blue), nonconductive magnetic region.
• ROTOR TOOTH (blue), nonconductive magnetic region.
• AIR GAP(yellow), nonconductive nonmagnetic region.
• INSULATION (cyan), non-conductive nonmagnetic region.
• PHASE1 (in red), PHASE2 (in green), PHASE3 (in yellow), nonmagnetic

nonconductive regionsmade of fascicular conductors placed into the stator’s slots:
in this way they are not subjected to eddy currents.

• BAR1, BAR2,…, BAR14 (magenta), regions of massive conductor type nonmag-
netic placed inside of the 14 slots of the rotor included in the calculation
domain.

Triangular finite elements participated in the domain meshing process. The air
gap requires a discretization of higher elements density due to a higher magnetic
field variation: discretization starts from the air gap towards exterior.

In the quasi-stationary regime of the magnetic type, the rotor has a fixed position
relative to the stator. The sources for the magnetic field are in such a case, either
the densities of the currents circulating in the stator winding. If the motor operates
energized from a three-phase voltage supply, one must solve a circuit-field coupled
problem. Following the definition and discretization of the calculation domain (mesh
build-up), the allocation of the physical properties to the regions is the next step. For
example, the magnetic core is characterized by the magnetization curve B = f (H) as
in Fig. 16. Moreover, the boundary conditions impose a vector potential null at the
exterior of the stator magnetic core and anti-symmetry properties for the boundary
sections defined by the two axes of symmetry.
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Fig. 16 Magnetization
curve of the stator and rotor
magnetic core

The magneto-harmonic model of the induction machine runs for constant slip,
respectively, constant rotor speed. For this type of simulations, there is no relative
movement between the stator and the rotor. Due to the presence of the stator and
rotor slots, simulation results depend on their positions. There is a requirement to
determine that particular position of the rotor for which the electromagnetic torque
is equal to average electromagnetic torque for a cycle of variation, whereas the rotor
relative position to the stator changes. There, such a position requires a rotor rotation
with two degrees. The simulations of interest point out to the full load and to the
starting as well (Figs. 17, 18 and 19). From Fig. 16, one can visualize the map of the

Fig. 17 The magnetic field induction distribution at full-load
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Fig. 18 The current density distribution in the stator and rotor windings

Fig. 19 The magnetic field induction distribution at starting

magnetic induction in the cross-sectional area at full load. The stator teeth adjacent
to the slots containing phase coils carrying the highest instantaneous current, suffer
the highest magnetic stress with the magnetic induction, B = 1.8 T. Similarly, in the
rotor region teeth adjacent to bars carrying the highest instantaneous current carry a
magnetic field having the induction B = 2.4 T. The current density in the rotor bars
varies between 4.7 and 5.5 A/mm2. At starting, the magnetic induction is B = 2.6 T
in the stator’s teeth, 1 T in the stator’s yoke, whereas the current density in the rotor
bars varies 4.7 and 10 A/mm2.
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5 Conclusions

The necessity of improving the performances of electrotechnical and electronic
components leads to the development of the electromagnetic field computation
methods. These problems imply solving some complicated equation systems
containing partial derivatives. The manner of computation of such systems involves
many iterations.

In engineering practices, electromagnetic field problems are of two main types:
analysis problems, which consist of determining the corresponding magnetic field to
some given uniqueness conditions and synthesis problems, which consist in deter-
mining the configurations capable of producing an electromagnetic field holding
some characteristics.

The numerical methods seek to determine the solution in a discrete set of points
in the studied domain. Although apparently, the numerical methods can approach the
most real problems of determining some electromagnetic fields, the reality is much
more “modest.” Even if some calculus systems get more and more capable and more
and more approachable, numerous limitations persist in this domain. Despite the
abundance of performant (and generally expensive!) software packages commer-
cially available, addressing the problem of numerical computation of electromag-
netic field, there is a strong demand for proper knowledge of electromagnetism
when it comes to modeling. Nowadays, having access on a large scale to performant
computers allowed numerical methods to gain more steam.

Firstly, scientists developed and applied the Finite Difference Method (FDM),
which originated from the expansion of the Taylor series. FDM has its well-known
drawback when it comes to express the Neumann boundary conditions at interfaces.
The answer to such a problem was the development of the Finite Element Method
(FEM), which conveniently addressed some limitations of the FDM, particularly the
“stiffness” in the construction of the meshing scheme.

This chapter provided an insight into the theoretical approaches of the FEM.
The construction of the finite element approximation relies on partial differential
equations as expressions of the solutions defined by a partition of the field study in
disjoint elements, called “finite elements” giving the name of the method. Although
such an approach looks like the FDM, the procedure used in FEM is different.

In terms of a concrete approach, FEM has twomain variants: the Galerkin method
and theRitzmethod. The distinction between these approaches is not always obvious.
For this reason, the terminology may show some differences (i.e., the Ritz method is
sometimes called the Ritz-Galerkin). The sections of this chapter contain a detailed
presentation of these methods.

The so-called weak formulation of the electromagnetic field equations character-
ized the Galerkin method; therefore, it is presented the weak form using the scalar
electric potential and weak form using magnetic vector potential, followed by the
principle of the Galerkin method.

For a better understanding, each section comes with clear examples. In such
examples, the FEM turns to be extremely flexible and easy to customize, pending
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upon the type of problem in place for analysis, like electrostatics, magnetostatics,
AC analysis, transient analysis, and geometry, 2D or 3D.
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Abstract The chapter presents some advanced numerical methods based on Artifi-
cial Intelligence (AI) techniques applied to specific electrical engineering problems.
A theoretical description is done regarding the basic aspects of the nowadays most
commonly used AI techniques: Neural Networks, Fuzzy Logic, and Genetic Algo-
rithms respectively. The presentedAI techniques are exemplified through two specific
electrical engineering application implemented by the authors in their previous
research projects. The first application consist in the identification of the optimal
equivalent horizontally layered earth structure by means of a Genetic Algorithm
according in site soil resistivity measurements. The second application provides
a Neural Network alternative two evaluate the impedance matrix that describes
the electromagnetic coupling between overhead powerlines and nearby under-
ground pipelines for different separation distances and various vertically layered
soil structures.
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EA Evolutionary Algorithms
FEM Finite Element Method
FL Fuzzy Logic
FLS Fuzzy Logic Systems
GA Genetic Algorithms
HVPL High Voltage Power Line
MGP Metallic Gas Pipeline
ML Measurement Location
NN Neural Networks
SM Surrogate Models

1 Introduction

The first definition for AI, which is still one of most accepted ones, was given in 1955
by McCarthy: “making a machine behave in ways that would be called intelligent if
a human were so behaving” [1].

TheAI technics represents a class of heuristicmethods for solving the last decade’s
issues, that were born from the desire of implementing a system with the capacity
to mimic the human mind. One of the most fundamental methods is the capacity
of learning with or without external help and even with the purpose of permeant
improvement. This method is usually used as a quick alternative for the old methods
that requires a high effort and a long time of calculus compilation.

The main AI techniques that are used nowadays are Fuzzy Logic (FL), Neural
Networks (NN),GeneticAlgorithms (GA), SurrogateModels (SM) andEvolutionary
Algorithms (EA) [2].

The main purpose of this chapter is to highlight the basic theoretical aspects of the
most commonly used AI techniques (Genetic Algorithms, Fuzzy Logic and Neural
Networks) and to exemplify how they could be implemented in case of specific
electrical engineering applications.

Section 2 makes a brief introduction to the theoretical aspects regarding Genetic
Algorithms based optimization techniques, presenting their structure, different chro-
mosomal coding techniques and the basic GA operators. The next section describes
how Fuzzy Logic Systems (FLS) work andmain implementation steps (fuzzification,
FL rule base interface and defuzzification respectively). Section 4 presents the basic
theoretical aspects regarding Neural Networks: the structure of an artificial neuron,
themain activation functions, themost commonly usedNNarchitectures and training
techniques.

The first demonstrative application (Sect. 5) shows how a genetic algorithm could
be implemented to determine the optimal equivalent horizontal soil structure based
on soil resistivity measurements. The second application (Sect. 6) exemplifies the
implementation of Neural Networks in order to determine the inductive coupling
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matrix in case of electromagnetic interference problems between overhead power
line and nearby metallic pipelines.

2 Genetic Algorithms

Genetic Algorithms are part of the evolutionary computing strategies and represent
a series of adaptive heuristic techniques based on the principle of natural selection:
“The one who is best suited survives”. The idea of evolutionary calculus was intro-
duced in 1960 when several biologists began to use computers to simulate biological
systems [3, 4].

Usually, genetic algorithms are used to solvemulti-criteria optimization, planning
or nonlinear search problems. They constitute a set of adaptive procedures that could
find the solutions of a problem through a mechanism of natural selection and genetic
recombination/evolution. Themechanismwas introduced and analysed by J. Holland
[5], being characterized by the fact that only the species (the solutions) that are better
adapted to the environment (to the investigated problem) are able to survive and
evolve over generations, while the less adapted ones will disappear. The likelihood
of a species to survive and evolve over generations becomes greater as the degree of
adaptation grows, which in terms of optimization it means that the solution is getting
closer to an optimum.

2.1 Structure of a Genetic Algorithm

Genetic Algorithms start from an initial set of solutions, randomly generated or based
on prior knowledge, referred as “population” in the literature. In this population, each
individual represents a possible solution of the investigated problem and is defined
by its “chromosome” structure (its coding). Within the GA the starting population
is subjected to an iterative process, exemplified in Fig. 1, through which an optimal

Fig. 1 The structure of a genetic algorithm
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solution of the studied problem is determined.An iteration of this optimization/search
process is known in literature as “a generation” of the genetic algorithm.

The iterative process that underlies any genetic algorithm can be defined by the
following steps:

Step 1: Creation of a set of initial possible solutions (“individuals”) that will form
the starting population of the investigated problem;

Step 2: Selection based on an objective (“fitness”) function of the individuals from
the current generation population, that have adapted best to the needs of the
problem that has to be solved;

Step 3: The selected individuals are subjected to genetic operators (such as
“crossover” and “mutation”) to form the population of the next generation;

Step 4: Evaluate the degree towhich themembers of the new generation correspond
more adequately to the requirements of the studied problem;

Step 5: The population of old generation is abandoned, and the iterative process is
resumed from Step 2.

Such a cycle is repeated until the best solution of the problem is identified or a
predetermined number of generations/iterations has been reached [6, 7].

2.2 Chromosome Structure of an Individual

The chromosome structure of an individual defines how a candidate solution of
the investigated problem is represented within a genetic algorithm. This consti-
tutes the whole set of “genes”, the parameters of an individual that must be deter-
mined/optimized for the studied problem. The genes of an individual can be repre-
sented either in binary form (Fig. 2a), through a finite string of 0 and 1 values, or in
natural form (Fig. 2b) by a real value, generally in the range of 0 to 1.

In order to evaluate how each parameter (“gene”), that has to be optimized, corre-
spond to the requirements of the investigated problem, a cost function, f c, has to be
defined, for each gene, g. The overall performance of an individual (possible solution)
regarding the problem in question is determined by the GA objective (or “fitness”)
function, that is given by the weighted sum of these cost functions, see Eq. (1):

F = 1

n
·

n∑

i=1

(pi · fCi(gi)) (1)

Fig. 2 Chromosome structure of an individual: a binary form, b natural form
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where: n is the total number of parameters, pi indicates the importance of the gene
gi, i = 1..n.

Within the iterative process of optimizing the solution, a minimization or maxi-
mization of the fitness function must to be achieved according to the investigated
problem [8].

2.3 Selection Operator

The selection operator plays an important role in a genetic algorithm. This operator
decides which of the individuals of a population will be able to participate in the
formation of the next generation population. The purpose of the selection is to ensure
more chances of “survival” / “reproduction” for the best performing individuals in
a given population. The selection aims to maximize the performance of individuals
(possible solutions to the problem in question).

2.4 Crossover Operator

The crossover operator is the most important operator in the optimization process.
This operator applies to individuals in the current population for the purpose of gener-
ating individuals for the next generation, and thus ensuring the convergence of the
problem. The mechanism of the crossover operator is highly dependent on the gene
coding mode of the chromosome structure. Usually, the crossover operator applies to
twoparents (possible solutions) from the current population and provides twodescen-
dants (new solution configurations) for the next generation population. Descendants
obtained through the crossover operation, will have characteristics from both parents.
Due to its major importance, several crossing methods have been proposed in the
literature [9, 10].

2.5 Mutation Operator

The mutation operator has the role of maintaining the diversity of the search space
population by introducing individuals that could not be obtained through other
mechanisms. This operator consists in randomly changing the value of a single
gene/position in the chromosome structure of an individual. In the case of a binary
gene coding, the process of mutation implies the negation of a bit in a gene, while
in the case of natural form coding it implies a small variation of the value of a gene,
see Eq. (2):

genA = genA + ξ (2)
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where: genA is the value of the parameter represented by gene A, and ξ is the applied
perturbation [11].

Mutation is a probabilistic operator. Considering a population of N individuals,
each one having n genes, the probability of a gene to undergo a mutation will be
pm, m = 1..N n. According to GA implementation these probability values could be
equal or not equal for each gene.

There are several ways to apply a mutation operator. One of them would be the
change in formatting. In this case for each position in the chromosome structure of
an individual selected for mutation, a random number, q, is generated in the interval
[0,1]. If q > pm, then themutation operator is executed, for that chromosome position,
otherwise the position remains unchanged [10].

3 Fuzzy Logic

FuzzyLogic (FL) offers an alternative, to classical linear equation-basedmethods, for
dealing with problems that describe system operations. It is used especially when the
connections between the input and output data of a systemare too complex and cannot
be defined exactly, due to a significant level of uncertainty in the analysed problem.
In case of Fuzzy Logic Systems (FLS), conventional algorithms are replaced by a
set of rules of the form IF (premise) THEN (conclusion). This results in a heuristic
algorithm that takes into account operator’s experience in describing the investigated
system.

The basis of the fuzzy set theory was laid by L.A. Zahed in 1965 [12]. From a
mathematical point of view, the object of FL is to make a connection (application)
between the set of input data of a system and its output values. This connection is
made based on a set of IF—THEN type laws or reasoning. All the laws are evaluated
in parallel and their order do not affect the outcome values.

Fuzzy Logic Systems work only with linguistic/fuzzy values. Therefore, all the
input data must undergo a “fuzzification” process that transforms the actual values
into fuzzy sets, and the obtained results has to be subjected to a “defuzzification”
process for later use [13, 14], as in Fig. 3 can be seen.

Fig. 3 Operation of a fuzzy logic system
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3.1 Fuzzification

Fuzzification is the process by which the actual data provided at the input of a FLS
block is transformed into linguistic variables defined by fuzzy sets. The notion of a
fuzzy set has been introduced as a generalization of the concept of binarymembership
of an element to a set. Each fuzzy set is associated with a characteristic/membership
function that provides a value in the [0,1] range. This value describes the degree of
the belonging of an element to that fuzzy set [15], as in (3) is presented.

μA : X → [0, 1] (3)

A fuzzy set is completely defined by its membership function. Most of the fuzzy
sets used practical applications have a membership function defined over the set of
real numbers. Therefore, is the most convenient way to express these membership
functions as analytical equations [15].

3.2 Inference

Themost important component in describing a fuzzy logic system is set of rules (laws)
that are applied. The mathematical interpretation of these IF – THEN sentences
is done through the inference process, which has several distinct parts. First, the
premises are evaluated, which involves providing the input data and applying the
fuzzy membership functions. Then the proper consequence of a fuzzy law is applied
to the output values, this operation is known as an implication. The premise of a
fuzzy rule can have several parts joined by fuzzy operators of “AND” or “OR” type
[16], like in (4):

IF x1 is A AND x2 is B THEN y is V

IF x1 is C AND x2 is D THEN y is W (4)

where: x1, x2 are input values; A, B and C, D are fuzzy sets for input data x1 and x2
respectively; y is the FLS output and V, W are fuzzy sets corresponding to y.

Each part of the premise is evaluated separately, assigning a specific value to the
fuzzy operators. Theway inwhich these “AND” / “OR” operators aremathematically
interpreted depends on the inference method adopted. The most commonly used
inference methods in the literature are the Max–Min, the Max-Product and the Sum-
Product respectively [15].



100 L. Czumbil et al.

3.3 Defuzzification

The result of the inference are fuzzy sets attached to the FLS output values. In order
to turn these fuzzy sets into real values, they must undergo a defuzzification process.
The task of this operation is to determine that unique value from a given range
belonging to each output data that best fits the resulting fuzzy sets.

Among the most common methods of defuzzification, in the literature, there are
the centre of gravity method, the centre of sums method and the height method
respectively [17].

4 Neural Networks

Themost complex neural network in nature is the human brain, this inspired scientist
to try to mimic it by designing Artificial Neural Networks (ANN). As in nature,
ANN are constructed from smaller building blocks called neurons. The first attempt
to schematically represent the mathematic model of an artificial neuron was made in
the early 1940s by McCulloch and Pits [18].

As Fig. 4 shows, the architecture of an artificial neuron follows the structures
of the biological neuron, being a system with variable number of m input data xk ,
k = 1..m, and a single output value y. The m input values of an artificial neuron
are multiplied by coefficients wk , called the weights, and then summed together.
The value thus obtained is added to a parameter b called bias value. The final sum,
denoted by h, is applied as argument to the transfer function of the artificial neuron.
This function is also known as activation function, f a, in the literature and can have
various mathematical implementations [19–21].

Thus, the output of an artificial neuron is generally described by Eq. (5):

y = fa(h) (5)

where:

Fig. 4 Structure of a biological (a) and artificial (b) neurons [22]
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h =
m∑

k=1

(xk · wk) + b (6)

The weights and the bias of an artificial neuron are adjustable parameters, and
their values are determined during the neural network training process, in order to
obtain the desired network behaviour. Therefore, when using a neuron, the output
depends only on the set of input data and the used activation function.

4.1 Activation Functions

The activation function of a neuron is generally a bounded and monotony increasing
function, as in Eq. (7), with values between 0 and 1 or between −1 and 1:

|fa(h)| ≤ M , M ∈ (0,+∞), f ′
a (h) > 0 (7)

Each neuron of an artificial neural network can have its own activation function,
however, usually, the same activation function is used for all neurons that form a
layer. If back-propagation error technique is used to train the neural network, then
it is necessary to know the first derivative of applied activation/transfer functions. In
most application, for the output layer of neurons a linear transfer function is used
while for the intermediate (hidden) layer neurons sigmoid type transfer functions are
implemented.

4.2 Neuronal Networks Architecture

The output of a neural network is highly influenced by its architecture, how the
neurons that form it are interconnected.As aNNarchitecturewe understand the struc-
ture, more precisely the number of layers, the activation functions and the number
of neurons used on each layer. A layer of neurons is formed by all the neurons that
work in parallel with the same input data and have the same destination for their
output data. Figure 5 shows the working configuration of a layer of neurons:

The weights of the neurons forming a layer can be grouped and placed in a matrix
of weightsW, while the bias values could be collected in a vector B [20], see Eq. (8):

W =

⎡

⎢⎢⎣

w1,1 w1,2 · · · w1,n

w2,1 w2,2 · · · w1,n

· · · · · · · · · · · ·
wm,1 wm,2 · · · wm,n

⎤

⎥⎥⎦,B =

⎡

⎢⎢⎣

b1
b2
· · ·
bm

⎤

⎥⎥⎦ (8)
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Fig. 5 Structure of a layer of neurons

Usually, the same activation function f a is used for all the neurons from a specific
layer. Therefore, the output values of a layer of neurons could be expressed as:

yi = fa(hi), i = 1..n (9)

with:

hi =
m∑

k=1

(
xk · wk,i

) + bi, i = 1..n (10)

The matrix form of the above equation in given by:

[H ] = [W ]T · [x] + [B] (11)

The architecture of a specific NN could contain one or several layers of neurons.
Output layer is called the layer of neurons that provides the final output data a neural
network. This layer cannot be missing from the structure of any neural network. The
neuron layers that interpose between the NN input data and the input values of the
output layer are called hidden layers. In some literature references the first layer of
neuros is called also as the input layer [21].

Figure 6 shows a simplified representation a feed-forward neural network with
one hidden/input layer and one output layer. The following notations are used in
Fig. 6: xk , k = 1..m for the m NN input data values; vj, j = 1..r for the r output
values of the hidden/input layer neurons; yi, i = 1..n for the n output values of the
NN; and w1

k,j, respectively w2
k,j for the weights of the neurons in the two layers of

the presented network configuration.
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Fig. 6 Simplified diagram
of a multi-layer feed-forward
neural network [22]

Based on this simplified representation the mathematical form of the output data
of a feed-forward neural network, with one hidden layer and one output layer, can
be easily deduced according to equations (9–11). Thus, the arguments of the hidden
layer neurons activation function are given by:

h1j =
m∑

k=1

(
xk · w1

k,j

)
+ b1j , j = 1..r (12)

while the output values of the hidden layer neurons are obtained through:

vj = f 1a
(
hj

) = f 1a

(
m∑

k=1

(
xk · w1

k,j

)
+ b1j

)
, j = 1..r (13)

Therefore, the arguments of the output layer activation functions will be given by:

h2i =
r∑

j=1

(
vj · w2

j,i

)
+ b2i =

r∑

j=1

(
f 1a

(
m∑

k=1

(
xk · w1

k,j

)
+ b1j

)
· w2

j,i

)
+b2i , i = 1..n

(14)

Finally, the general NN output data could be evaluated with equation (15):

yi = f 2a
(
h2i

) = f 2a

⎛

⎝
r∑

j=1

(
f 1a

(
m∑

k=1

(
xk · w1

k,j

)
+ b1j

)
· w2

j,i

)
+b2i

⎞

⎠, i = 1..n (15)

Due to the above presented mathematical form, feed-forward neural networks
can approximate/replace any kind of function. By using multiple hidden layers of
neurons with sigmoid activation functions, a very good approximation could be
obtained even for nonlinear relations between the NN input and output data. Linear
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transfer functions applied on output layer neurons allows the network to provide any
kind of output values. On the other hand, if it is desired to limit the output values, a
sigmoid transfer function is advised to be used on the output layer [23].

A particular type of NN is the so-called radial basis neural network. This network
contains a single hidden layer of neurons that uses the exponential function as transfer
function. On the output layer, the linear activation function is used, similar to most
feed-forward neural networks.

Recurrent neural networks have been also developed. In this case, the neurons
from the hidden layers of the network, receive as input data and their own output
value or the output data of nearby neuron layers. Recurrent neural networks are
usually used in for the implementation of dynamic systems. For this reason, these
networks are also called sequential networks [24].

However, the most common network architecture remains the feed-forward one
due to the ease of implementation and training.

4.3 Training of Neural Networks

The process through which a neural network is taught to provide at its output the
values of a specific desired function is called training. During the training process, the
weights and bias values of the neurons are established so that the y outputs generated
by network for a set of x input data, would be as close as possible to the target y*
values. Figure 7 graphically presents the error backpropagation principle in the NN
training process.

Based to this principle the weights and bias values are continuously adjusted
through an iterative process according to the error between the actual NN output
values and the network desired ones. Several training algorithms were devel-
oped from this basic error backpropagation principle like: gradient descent algo-
rithms; conjugate gradient algorithms; quasi-Newton algorithms; and Jacobian based
Levenberg–Marquardt and Bayesian Regularization algorithms [24].

Usually, a large number of input/target output pairs (x, y*) are used to train a neural
network. The values of the weights and biases depend on the applied training algo-
rithmand error evaluation technique.The evaluation of the error between the provided
NN output data and the target values is done through a cost (“fitness”) function. Since

Fig. 7 Error
backpropagation principle
used to train neural networks
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the cost functions express the deviation from the desired NN behaviour, these func-
tions are also called as quality indicators of the networks. The most commonly used
quality indicator is the mean square error [24], see Eq. (16).

MSE = 1

n
·
(

n∑

i=1

(
y∗
i − yi

)2
)

(16)

5 Identification of the Proper Equivalent Multi-layer Earth
Structure Through a Genetic Algorithm Based AI
Technique

5.1 Description of the Presented Application

Several electrical engineering applications like grounding grid design for power
substations or strategic buildings, cathodic protection design of undergroundmetallic
gas or oil pipelines, design of lightning protection system require as a first step a
proper knowledge of the earth structure from an electrical (soil resistivity) point of
view. The following application meant to exemplify how genetic algorithm based
optimization techniques could be applied in electrical engineering.

In order to determine the equivalent multi-layer earth structure corresponding
to on site soil resistivity measurements the authors have developed an AI based
optimization technique [25, 26]. The implemented genetic algorithm identifies the
optimum value of the resistivity and the width of each soil layer considering hori-
zontal multi-layer earth model, in order to reconstruct the measured apparent soil
resistivity data.

The developed GA optimization will be applied to determine the proper multi-
layer soil structure for two different locations (ML1 andML2) where on-siteWenner
type soil resistivity measurements were carried out. Obtained earth structure data are
compared to soil configurations provided by dedicated software applications (the
RESAP tool from the CDEGS software package [27]).

5.2 Implemented Genetic Algorithm

The implementedGA starts from a population of 30 individuals, randomly generated,
eachof them representing a possible configuration of themulti-layered soilmodel that
has to be determined. The chromosome structure of each possible solution contains
the resistivity, respectively the thickness of the equivalent soil layers.
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Fig. 8 Measured Wenner
apparent soil resistivity curve
at location MP1 and MP2

To determine the optimal soil structure, the implemented GA uses a cost function,
Eq. (17), that evaluates themean square error between theWenner apparent resistivity
curve, obtained through soil resistivity measurements (see Fig. 8), and the apparent
resistivity curve, related to a possible multi-layer earth configuration:

MSQErr = 1

n

n∑

i=1

[ρa(di) − ρEa(di)]
2 (17)

where: MSQErr is the mean square error; n is the number of measurement points;
ρa(di) is the apparent soil resistivity valuemeasured through theWennermethod; and
ρEa(di) is the apparent soil resistivity value corresponding to a horizontal equivalent
multi-layered earth model, numerically computed for a depth di, i = 1..N.

For the numerical evaluation of the apparent soil resistivity, related to a possible
soil configuration, the following equation was adopted [28]:

ρEa(d) = ρ1 · [1 + 2 · FL(d) − FL(2 · d)] (18)

where the value of the FL(d) function is given by the semi-infinite integral:

FL(d) = 2 · d ·
∫ ∞

0

KL1 · e−2·λ·h1

1 − KL1 · e−2·λ·h1 · Jo(λ · d) · dλ (19)

with J0(λ•d) the first kind, zero order, Bessel function and KL1 a coefficient
determined by:

KL1 = k1 + KL2 · e−2·λ·h2

1 − k1 · KL2 · e−2·λ·h2 (20)

and

KLj = kj + KLj+1 · e−2·λ·hj+1

1 − kjKLj+1 · e−2·λ·hj+1
, j = 1..L − 2 (21)
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where KLL-1 = kL-1, L being the number of horizontal layers, hj the thickness of
the jth layer and kj the reflection coefficient between layers j and j + 1 with soil
resistivity ρ j and ρ j+1 respectively:

kj = ρj+1 − ρj

ρj+1 + ρj
(22)

5.2.1 The Iterative Optimization Process

To obtain the optimal equivalent earth horizontal model, the set of possible solutions,
from the initial GA population, is involved in an iterative process defined by the
following steps [25]:

Step 1: The cost function is evaluated for all the possible soil configuration from
the current GA population and the best suited ones are directly transferred
to the next GA generation;

Step 2: Two soil configuration are randomly selected and subjected to the crossover
operator to obtain two new equivalent soil configurations with lower cost
function values for the GA next generation;

Step 3: The previous step is repeated until the next GA generation will have the
same number of individuals (possible solutions) as the current one;

Step 4: In order to maintain solution diversity four soil configurations are randomly
selected and the mutation operator is applied on them;

Step 5: The iterative GA optimization process restarted form Step 1.

The maximum number of GA iterations was set to N = 2000, a value identified
by the authors to be high enough to obtain accurate soil configurations. This way,
the implemented GA identifies the optimal parameters of a specific multi-layer earth
structure, according to on site Wenner apparent soil resistivity measurements.

5.2.2 Chromosome Structure

Each possible soil configuration solution is represented in the GA optimization
process by its chromosome structure formed by the resistivity and thickness of each
soil layer scaled to [0,1] range, as in Eq. (23).

C = {ρ1, h1, ρ2, h2, . . . , ρL} (23)
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5.2.3 Crossover Operator

During the crossover process, six new soil configurations are obtained from the
initial two solutions selected for crossover recombination, applying three different
crossover operators. The first two configuration (GA children) are obtained through
an arithmetic crossover operator, Eq. (24):

Ct
1 = α · Pt

1 + (1 − α) · Pt
2

Ct
2 = α · Pt

2 + (1 − α) · Pt
1 (24)

where: α is a randomly determined scaling factor, t denotes the tth parameter of an
equivalent soil model, Ci and Pj represent the ith GA child configuration and jth GA
parent soil configuration.

Another two new soil configurations are obtained using aMax–Min type crossover
operator, Eq. (25):

Ct
3 = min(Pt

1,P
t
2)

Ct
4 = max(Pt

1,P
t
2) (25)

The last two GA child soil configurations are generated applying the classical
cut-point crossover operator [8], Eq. (26):

C5 = (
P1
1 · · · Pk

1 Pk+1
2 · · · Pr

2

)

C6 = (
P1
2 · · · Pk

2 Pk+1
1 · · · Pr

1

)
(26)

where k is a randomly selected cut point and r is the total number of chromosome
structure parameters.

From these six GA child configurations the best two ones with lower cost function
values are transferred the next GA generation population.

5.2.4 Mutation Operator

Within the mutation process, each parameter that has to be optimized from a possible
multi-layer earth configuration is subjected to a probabilistic test. If the test is passed,
then the value of the selected parameter is slightly changed through the following
arithmetic mutation operator:

Ct = Ct + (0.5 − α) · M (27)

with α a random value from the [0,1] range and M a predefined mutation
coefficient.
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5.3 Computed Equivalent Soil Models

The above presented GA optimization process was applied by the authors to deter-
mine the equivalent soil structure based on the on-site Wenner soil resistivity
measured at location ML1 and ML2 (see measured apparent soil resistivity curves
from Fig. 8) considering a three horizontal layer earth structure. To validate the
obtained multi-layer earth configurations a comparison has been done with the
RESAP module of CDEGS software package (see Table 1).

Based on the layer resistivity and thickness values obtained through the imple-
mented GA optimization process and the RESAP module respectively (see Table
1, Fig. 9a and Fig. 10a) the apparent soil resistivity curves were generated according

Table. 1 Obtained equivalent three horizontal layer soil models

ρ1[�/m] h1[m] ρ2[�/m] h2[m] ρ3[�/m] h3[m]

ML1 CDGES 80.77 0.99 82.52 13.61 49.31 Inf

GA 83.84 5.25 101.18 4.63 51.78 Inf

ML2 CDGES 210.69 1.29 109.02 5.16 168.55 Inf

GA 178.678 1.29 112.34 6.67 174.99 Inf

Fig. 9 Obtained three-layer
equivalent earth structure
(a) and Apparent soil
resistivity curves (b) with the
CDEGS software and the
implemented GA for
measurement location ML1
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Fig. 10 Obtained
three-layer equivalent earth
structure (a) and Apparent
soil resistivity curves
(b) with the CDEGS
software and the
implemented GA for
measurement location ML2

to equations (18–22) and compared to the on-site Wenner apparent soil resistivity
measurements (see Fig. 9b and Fig. 10b).

Formeasurement locationML1, the average deviation from themeasured apparent
soil resistivity curve is 7.66% for the equivalent three-layer soil structure provided
by the RESAP module of the CDEGS software package, while the average devia-
tion for the soil structure provided by the implemented genetic algorithm is 7.16%
(see Fig. 9b).

In case of measurement location ML2 the average deviation from the measured
apparent soil resistivity curve are 3.83% forRESAP and 3.30%with the implemented
GA optimization process (see Fig. 10b).

Similar comparisons have been carried out by the authors for uniform and two-
layer horizontal earth structures in [25] and [26]. Based on the obtained results it can
be concluded that the implemented GA provides an accurate alternative to evaluate
the equivalent multi-layer earth structure using to on-site apparent soil resistivity
measurements.

The abovepresentedmulti-layer soil structureGAoptimization techniquewas also
applied by the authors at archaeological sites in order to identify and establish the
trajectory of buried walls, according to the obtained equivalent earth configurations
[29].
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6 Neural Network Implementation to Evaluate
the Inductive Coupling Matrix in Case of a HVPL
– MGP Electromagnetic Interference Problem

6.1 Description of the Studied Problem

Due to economic policies meat to limit construction costs and to environmental
regulations meant to protect wildlife and nature, the access of utility systems to
new right-of-ways is highly limited. Therefore, in many situations gas, oil or water
transportation metallic pipelines are forced to share the same distribution corridor
with high voltage power lines and/or AC electrical railway systems (see Fig. 11) and
to be exposed to induced AC currents and voltages [30, 31].

In case of underground or above ground metallic pipelines, the induced elec-
tromagnetic interferences produced by nearby high voltage power lines could be
dangerous on both the operating personnel (that may be exposed to electric shocks),
and to the structural integrity of the pipeline, due to corrosion phenomena [31].

Induced AC currents and voltages may appear as effect of inductive, conductive
or capacitive coupling mechanisms. However, during power line normal operating
conditions, only the inductive coupling, described by the self and mutual inductance
matric, has to be considered for underground pipelines. Conductive and capacitive
coupling may be, also, neglected when a phase to ground fault happens on the power
line far away from the common distribution corridor [30, 32].

To evaluate the self and mutual inductance between all the present conduc-
tors in the analysed problem geometry (phase wires, sky wires and pipelines) the
magnetic vector potential must be evaluated on the cross section of these conductors
as presented in [33, 34]. The longitudinal z-direction component of the magnetic

Fig. 11 Common distribution corridor of multiple utilities
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vector potential Az and the total current density Jz are described by the following
system of differential equations:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1

μ0μr
·
[
∂2Az

∂x2
+ ∂2Az

∂y2

]
− jωσAz + Jsz = 0

− jωσAz + Jsz = Jz¨

Si

Jzds = Ii

(28)

where σ is the conductivity, ω is the angular frequency, μ0 is the magnetic perme-
ability of free space (μ0 = 4 · π · 10−7 H/m), μr is the relative permeability of the
environment, Jsz is the source current density in the z-direction and I i is the imposed
current on conductor i of Si cross section.

To solve this differential equation system, the finite element method (FEM) is
recommended to be used.Although the calculation process based onFEM, used in the
hybrid method presented in [34], provides accurate solution for the magnetic vector
potential, regardless of the complexity of the problem, the computation time of the
method increases with the complexity of the geometry, the size of the discretization
network, the characteristics of the material and the number of parameters being
evaluated.

Therefore, the authors have implemented a neural network solution to evaluate
the inductive coupling matrix for a specific electromagnetic interference problem
between a 220 kV/50 Hz overhead High Voltage Power Lines (HVPL) and under-
ground Metallic Gas Pipeline (MGP) [35], considering a stratified soil structure for
the common distribution corridor with three vertical layers (see Fig. 12).

Fig. 12 Interference problem HVPL-MGP with vertically layered earth
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6.2 Proposed Neural Network Solution

Once the proposed neural network solution will be trained it will have to be able to
instantly evaluate the self and mutual inductance matrix for any possible geometric
configuration of the investigated electromagnetic interference problem. Therefore,
to implement the proposed NN, the input and desired output data values must be
analysed. The following geometrical and electrical parameters of the studied problem
were chosen as input values:

• d—HVPL-MGP separation distance (with variation in the 0–1000 m range);
• ρ1—middle layer resistivity S1 (with variation in the 10–5000 � m range);
• D—middle layer width S1 (with variation in the 20–1200 m range);
• ρ2, ρ3 (considering ρ2 = ρ3) —sideways layers resistivity S2 and S3 (with

variation in the 10–5000 � m range);

Tacking into the account that the inductance matrix is a symmetrical one, the
proposed NN should provide only the elements above the main diagonal. For the
investigated HVPL-MGP interference problem (three phase wires, one sky wire and
one underground pipeline) these inductance elements are: L11, L12, L13, L14, L15, L22,
L23, L24, L25, L33, L34, L35, L44, L45, L55, with Lii representing the self-inductance
of conductor i (i = 1.0.3 for phase wires, i = 4 for the sky wire and i = 5 for the
underground pipeline) and Lij representing themutual inductance between conductor
i and j.

Due to the large variation range of the inductance matrix elements value (the
self-inductance values are much higher than the mutual inductance values), it was
concluded to implement three different neural networks: NN1 for the self-inductance
values (L11, L22, L33, L44, L55), NN2 for the MGP mutual inductances (L15, L25, L35,
L45) and NN3 for the remaining mutual inductances between HVPL conductors.
This way the complexity of the implemented NNwill be reduced, so that the required
training timewill also be reduced, and the obtained results accuracywill be increased.

6.3 Matlab Implementation of Proposed Neural Network

The Neural Networks toolbox from theMATLAB software package [24] was used to
implement, test and validate the proposed NN solution. A feed-forward architecture
with two hidden layers and an output layer was chosen (as in Fig. 13).

To identify the optimal configuration of the chosen NN architecture different
transfer functions and various number of neurons on the NN hidden layers were
tested. The number of neurons on each hidden layer was varied between 5 and 30
with a step of 5. The “tansig” (sigmoid tangent) and “logsig” (logarithmic sigmoid)
transfer functions were tested for the NN hidden layer neurons while the “purelin”
(linear) transfer function was used for the output layer neurons. To automatically
generate and test all these different possible NN configurations a Matlab code “.m”
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Fig. 13 Implemented feed-forward architecture with two hidden layers and an output layer

file was implemented, using the feedforwardnet Matlab function [24]:

net = feedforwardnet(hiddenSizes, trainFcn) (29)

where: net is the created feed-forward neural network, hddinSizes is a vector of
values specifying the number of neurons used on each hidden layer and trainFcn is
a vector of strings defining the transfer function used on each NN layer.

To create a useful training database for the investigated HVPL-MGP electromag-
netic interference problem approximately 4000 inductancematrixeswere determined
through FEM analysis for various problem geometries. The HVPL-MGP separation
distance was varied between 0 and 1000 m, the resistivities of the vertical soil layers
were varied between 10 � m and 5000 � m while the width of the middle soil layer
was varied between 20 and 1200 m. Table 2 shows some of the HVPL-MGP problem
geometries used to train the proposed neural networks. different configurations used
to stimulate the NN.

The NN training process took between 1 and 25 min depending on the NN config-
uration complexity. The Levenberg–Marquardt trainingmethod (“trainlm”) was used
with a mean square error (“mse”) cost function on a i7-3632QM 2.2 GHz Intel Core

Table. 2 Different problem geometry configurations used for NN training

Case
no

d

[m]

D

[m]

ρ1

[� · m]
ρ2

[� · m]
ρ3

[� · m]
Case
No

d

[m]

D

[m]

ρ1

[� · m]
ρ2

[� · m]
ρ3

[� · m]
8 5 60 500 50 500 2134 0 550 50 250 50

104 100 60 150 250 150 2301 20 550 30 250 30

206 20 60 50 500 50 2532 100 550 100 500 100

373 100 60 500 750 500 2751 500 550 30 100 30

481 150 60 500 250 500 2914 5 1050 10 250 10

692 1000 60 750 50 750 3096 20 1050 100 250 100

875 20 120 750 100 750 3274 100 1050 500 1000 500

1064 50 120 750 1000 750 3545 750 1050 30 750 30

1231 500 120 100 30 100 3754 5 1500 50 30 50
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Table. 3 HVTL-MGP problem geometries used for the NN testing procedure

Case
no

d

[m]

D

[m]

ρ1

[� · m]
ρ2

[� · m]
ρ3

[� · m]
Case
No

d

[m]

D

[m]

ρ1

[� · m]
ρ2

[� · m]
ρ3

[� · m]
1 310 800 900 850 900 85 310 800 900 850 900

13 105 1100 550 550 550 97 170 700 300 350 300

25 250 800 150 150 150 109 240 500 80 750 80

37 340 400 600 150 600 121 420 100 550 20 550

49 170 800 650 750 650 135 105 1200 250 950 250

54 55 1000 900 400 900 148 85 400 140 160 140

61 40 200 600 800 600 176 15 300 140 700 140

73 120 900 750 350 750 198 10 1000 200 750 200

PC,with a 64-bit operating system and 8GBRAMmemory. To train the implemented
NN configurations the train Matlab function was applied [24].

6.4 Obtained NN Results

In order to determine the accuracy of the generated NN architectures and to identify
the optimal NN configuration for each of the three implemented NN solutions (NN1,
NN2 and NN3 respectively) an addition set of approximatively 200 randomly gener-
ated, testing HVPL-MGP problem geometries were used. These testing HVPL-MGP
problem geometries were not supplied to the implemented NN configuration during
the NN training process. Table 3 shows some of the testing HVPL-MGP problem
geometries.

To identify the optimal NN configurations the evaluation error of the provided
NN output data was analysed for both the training and testing data sets [35, 36]. To
obtain NN provided output data for the training and testing HVPL-MGP problem
geometries the sim Matlab function was applied.

For the neural network meat to evaluate the self-inductance values of the conduc-
tors (NN1 network) the best identified NN configuration was a feed-forward archi-
tecture with 15 neurons on the first hidden layer and 25 neurons on the second hidden
layers, with “tansig” transfer function on both hidden layers. The obtained average
evaluation errors are 0.064% for the testing geometries and 0.043% for the training
geometries. The maximum recorded evaluation error was 0.77%. Figure 14 presents
the evaluation error distribution on different error classes for both training and testing
HVPL-MGP problem geometries.

In case of the neural network implemented to compute the mutual inductance
values that define the electromagnetic coupling betweenMGP and the nearby HVPL
(NN2 network) the best NN configuration has 30 neurons on the first hidden layer
and 20 neurons on the second layer with “logsig” transfer function. The average
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Fig. 14 Evaluation error
distribution for the optimal
NN1 architecture

Fig. 15 Evaluation error
distribution for the optimal
NN2 architecture

evaluation error was around 0.060% for both testing and training data sets, while the
maximum recorded evaluation error was 2.67%. The evaluation error distribution
over the analysed error classes for the testing and training HVPL-MGP problem
geometries is presented in Fig. 15.

For the neural network used to compute the mutual inductance values between
HVPL conductors (NN3 network) the best NN configuration has 25 neurons, respec-
tively 15 neurons with “tansig” transfer function on the NN hidden layers. The
maximum recorded evaluation error is 2.56% while the average evaluation error is
around 0.030% for both testing and training data sets. Figure 16 shows the obtained
evaluation error distribution over different error classes:

The implemented NN configurations allow to evaluate the inductance matrix
values for any HVPL-MGP problem geometry. Table 4 shows the self and mutual
inductance values obtained for a HVPL-MGP problem geometry with a 30 m separa-
tion distance between HVPL and MGP; with ρ1 = 30 � m, ρ2 = ρ3 = 500 � m and
a 20 m width for the middle earth layer. Using the self and mutual inductance values
provided by the implemented neural network configurations the equivalent electrical
circuit of the investigated HVPL-MGP electromagnetic interference problem could
be constructed according to [34, 37].

The InterfStud software application developed by the authors [38] automatically
creates the above-mentioned equivalent circuit model and evaluates the induced AC
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Fig. 16 Percentage error
distribution for the optimal
NN3 network

Table. 4 Obtained inductive coupling matrix through NN implementation

Self and mutual inductances [μH/m]

PhW A PhW B PhW C SkyW Pipe

PhW A 2.45 1.234 1.110 1.187 0.82

PhW B 1.234 2.45 1.100 1.073 0.84

PhW C 1.110 1.100 2.45 1.073 0.80

SkyW 1.187 1.073 1.073 8.74 0.79

Pipe 0.822 0.842 0.80 0.795 2.28

currents and voltages in the MGP. Figure 17 presents the obtained induced AC volt-
ages for the three different problemgeometries [35], considering a 10km longparallel
HVPL-MGP exposure, a 130 MVA power load on HVPL with a 0.94 power factor
(a 350 A symmetrical current load):

• Geom 01: A 30 m separation distance, with soil structure: ρ1 = 30 � m, ρ2 = ρ3
= 500 � m, and 20 m middle layer width;

• Geom 02: A 50 m separation distance, with soil structure: ρ1 = 10 � m, ρ2 =
100 � m, ρ3 = 500 � m, and 30 m middle layer width;

Fig. 17 Induced voltage in
MGP for different
HVPL-MGP problem
geometries
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• Geom 03: A 150 m separation distance, with soil structure: ρ1 = ρ2 = 100 � m
ρ3 = 1000 � m, and 100 m middle layer width.

7 Conclusions

This chapter starts with a brief introduction to artificial intelligence (AI) based
advanced numerical methods applied in engineering, making a summary of the
most commonly used AI techniques (Genetic Algorithms, Fuzzy Logic and Neural
Networks, Sects. 2–4) and new approaches in the field (through two demonstrative
applications).

The first application (Sect. 5) presents a genetic algorithm implementation to
determine the equivalent horizontal soil structure based on Wenner on-site soil
resistivity measurements. A proper knowledge of the earth structure is required in
electrical engineering application like grounding grid design for power substations,
cathodic protection design of underground metallic gas or oil pipelines, design of
lightning protection.

The presented multi-layer soil structure GA optimization technique was also
applied by the authors at archaeological sites in order to identify and establish the
trajectory of buried walls, according to the obtained equivalent earth configurations.

In the second presented application (Sect. 5) a neural network based artificial
intelligence technique has been implemented to evaluate the inductive coupling
matrix of a specificHVPL-MGPelectromagnetic interferenceproblem.Theproposed
neural network approach reduces considerably the required computation time. From
Figs. 14–16 it can be observed that the evaluation error produced by the identified
optimalNNarchitecture are usually less than 0.1% in comparison to the finite element
results considered as reference. Therefore, the implemented neural network solution
to evaluate the self and mutual inductance values is a very effective one, especially
if we take into account the fact that the solutions provided by neural networks are
obtained almost instantaneously and can be used to evaluate the induced currents
and voltages.
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Numerical Methods for Solving
Nonlinear Equations
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Abstract The nonlinear description has continuously been crucial in awide range of
disciplines to provide an accurate prediction of a natural phenomenon. Thus, finding
a reliable solution method for these nonlinear models is of significant importance
since, in most real-life applications, direct solution methods are not feasible, even
in linear cases. Moreover, an inefficient method is likely to take additional compu-
tational cost and effort. This chapter attempts to provide a fundamental descrip-
tion of various iterative methods for solving nonlinear discretized equations. In the
first part, a theoretical account of nonlinear systems with different types of iterative
methods are depicted. The second part deals with both one-point and multi-point
iterative methods; this includes a description of the method, mathematical formula-
tions, and the weak and strong points. Different iterativemethods to solve a system of
nonlinear equations are then described. Some discussed methods include the family
of conjugate gradient, multi-step, and Newton-like. This part also identifies intrica-
cies regarding a system of nonlinear equations, offering different remedies to solve
these issues. Finally, a comparative study of the discussed methods and their appli-
cations in solving conventional equations are outlined in brief. The iterative methods
mentioned in this chapter can be useful not only in solving nonlinear problems but
also in linear problems and optimization.
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Nomenclatures

A. Acronyms
IVP Initial Value Problems
BVP Boundary Value Problems
ODEs Ordinary Differential Equations
PDEs Partial Differential Equations
FE Finite Element
FV Finite Volume
FD Finite Difference
CO Convergence Order
LU Lower–Upper

B. Symbols/Parameters
x Unknown value(s)
i Iteration index
x* Actual root
E.I. Efficiency index
ρ Convergence order
n Total number of function evaluation
[a, b] Specific interval
f (x) Nonlinear function
f ′ First derivative of the nonlinear function
f ′′ Second derivative of the nonlinear function
x(0) Initial approximation of the zero of the function
C Computacional cost
J (i) n-dimensional Jacobian matrix
F(x) Column vector of nonlinear functions
∂
∂x Partial derivative with respect to the unknown x
J Jacobian matrix
h Incriminate value
∇F Gradient of F(x)
T Transpose sign
H(x) Hessian matrix
λ Damping parameter
η(i) Forcing term
S(i) Inexact newton step
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1 Introduction

There is a wide range of natural phenomena, as well as numerous practical appli-
cations that can be accurately simulated through mathematical analysis. The formu-
lation of a real phenomenon in a format of the system of equations endows many
benefits, such as validating the results of physical experiments and demonstrating
a reliable relationship among variables explaining the features of a phenomenon or
a system. A problem modeled in a frame of mathematical equations can be either
linear or nonlinear. Linear problems are more straightforward to solve than nonlinear
problems, with respect to computational cost and implementation. The linear anal-
ysis may be applied for nonlinear problems when errors are too small, or they can be
tolerated; but in some problems, according to the required accuracy for a problem and
the target of analysis, employing the nonlinear analysis is necessary and unavoidable.
Some examples demonstrating the importance of a nonlinear description include the
design of components for some special usage such as aerospace and nuclear engi-
neering, obtaining an accurate understanding of a phenomenon, or simulating the
behavior of some materials. Hence, complex nonlinear equations, in spite of intri-
cacies stemming from solving them, should be employed to provide a perception of
the behavior of these phenomena as well as present a realistic approximation of the
response [1, 2].

Nonlinear equations can be either one-variable equations (scalar equations) or
multi-variable equations (the system of nonlinear equations). A nonlinear equation
can be represented as an equation that does not follow the superposition principle,
and the output and input of the system are not directly proportional to each other.
Regarding the system of nonlinear equations, it is a set of n simultaneous equa-
tions with n unknowns that consists of only one or more nonlinear equations [3]. In
contrast to scalar nonlinear equations, the system of nonlinear equations due to their
complexity has received less attention.

Solving a nonlinear equation is an intractable task; besides, the uniqueness and
existence of the nonlinear solution may also be challenging. To solve these nonlinear
problems, there are two numerical and analytical methods. Albeit the analytical
method provides high accuracy without much computational cost and effort, in most
cases, finding a closed-form solution for a nonlinear system is not feasible; these
solutions are restricted to some simplified and exceptional cases and are not suitable
for real applications. On the other hand, the growing knowledge and improvements
of computer technology have made the use of complicated numerical methods an
easy task for analyzing physical systems; by writing new programs or using the
existing computer packages. Therefore, during the last decades, researchers have
been stimulated to develop new computationally efficientmethods to find a numerical
method approximating a solution for nonlinear initial value problems (IVP) and
boundary value problems (BVP) [1, 4, 5].

Nonlinear equations governing a system can take different forms of alge-
braic, differential– ordinary differential equations (ODEs), partial differential equa-
tions (PDEs)—and integral equations. Regarding differential or integral equations,
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initially, one of the well-known numerical methods such as Finite Element (FE),
Finite Volume (FV), Finite Difference (FD), or other discretization methods may
be employed to convert nonlinear equations to nonlinear algebraic equations. These
discretization techniques provide a weakly nonlinear system of equations. Then, an
iterationmethod should be adopted to solve thisweakly systemof nonlinear equations
[1, 6].

In iterationmethods, by an initial guess, a particular process like a generalized rule
should be followed for every newestimation of the final response until the termination
criterion meets. Termination criterion is a condition determining an acceptability
level for the final allowable error that should be satisfied to terminate to an iteration
process. The termination criterion for a small value ε, and the approximated values
x with the iteration index i can be defined in different ways. Three commonly used
of these criteria are as:

(1) Two last responses are very close together:

∣
∣x (i+1) − x (i)

∣
∣ < ε (1)

(2) The relative difference of two last responses are small:

∣
∣
∣
∣

x (i+1) − x (i)

x (i)

∣
∣
∣
∣
< ε (2)

(3) The final response is sufficiently small [2, 7, 8]:

∣
∣ f (x (i))

∣
∣ < ε (3)

The value of ε can be varied according to each problem and the final goal of
that problem. As a numerical method provides an estimate of the exact response, the
termination criterion is an important factor defining the accuracy and reliability of
results. Moreover, this criterion can significantly affect the time of the process.

According to Traub [9], iterative methods to solve nonlinear equations can be
divided into two categories viz one-point andmulti-point iterativemethods, regarding
the fact that whether they employ new data from different points or not. These two
methods are also divided into multi-point methods with memory or without memory
and one-point methods with memory or without memory based on whether old
information is reused or not. In one-point methods without memory, the value of
a new estimation, say xi , is computed only based on the information at xi . In this
method, the only way to enhance the convergence of the problem is by increasing
the derivative order. For example, to achieve a method of convergence order i , one
should employ the (i − 1)th derivative of a function. Some examples of this method
are Newton, Halley, and Cauchy methods. A method is named a one-point method
with memory when the next approximation is obtained based on the information of
older points such as x (i−1), x (i−2), ..., x (1) as well as x (i) to estimate the value of x (i).
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One well-known example of this case is the Secant method. This type of iterative
methods mostly includes derivative-free algorithms.

Regardingmulti-point iterative methods, they use the new information at different
points, which results in a more computationally efficient method in comparison to
one-point methods. These methods can increase the order of convergence without
any need to employ a higher-order derivative as well as provide a wider region of
convergence [10].

To select an iterative numerical method for a nonlinear problem, there are some
criteria that should be considered to ensure the efficient performance of a solver in
providing an accurate result. In the first step, the convergence order (CO) should be
measured to identify the speed of a numerical method to obtain the final response.
According to Eq. (4), for ρ ≥ 1 and K > 0, if a function with the actual root of
x∗ satisfies this relationship, it is said that the method converges to x∗ with order ρ.
This relationship can be calculated based on either n-dimensional Taylor expansion
or the matrix approach.

lim
n→∞

∣
∣x (i+1) − x∗∣∣ ≤ K

∣
∣x (i) − x∗∣∣ρ (4)

In addition, if ρ = 1 and K = 1, it is said that the method is super-linearly
convergent, which is faster than linearly convergent [11].

With respect to the convergence, iterative methods can be either locally conver-
gent or globally convergent methods. In the locally convergent method, the order of
convergence is greater than 1. Moreover, to ensure the convergence to the accurate
root, this method requires an initial guess sufficiently close to the root. In contrast,
a globally convergent method is not restricted to a good initial approximation to
converge, but the convergence order of these methods is often lower than locally
convergent methods. For example, the Newton method is a second-order locally
convergent method highly sensitive to the initial guess; whereas the bisectionmethod
linearly converges even for a poor initial approximation [12].

The number of call functions or function evaluations required at each step can also
determine the efficiency and the CPU time (running time of an algorithm) required
for a process; this can be determined by the number of times that goal function
and its supporting functions computed during the process. In a system of nonlinear
equations along with the number of function evaluations, other operations such as
matrix-vector multiplications, matrix-matrix multiplications, Jacobian evaluations,
and Jacobian inverses calculation are deemed factors determining the efficiency of
a method. These factors are important since they may cause a very time-consuming
process, in particular, in temporal problems in engineering disciplines, which require
the repetition of a lengthy iterative procedure to solve the system of nonlinear equa-
tions per time step. Another factor is the radius of convergence that is often ignored
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since it is difficult to calculate. Lastly, theCPU timeused for a process can again deter-
mine the efficiency and speed of a method, in particular, for a large nonlinear system.
Obviously, a process with less CPU time is a better method. All factors mentioned
above can affect each other; for example, to obtain more accuracy, a method should
use more function evaluations [7, 13, 14]. On the other hand, considering all these
factors for each problem is intractable; therefore, regarding each problem, some of
these criteria may be ignored; for example, to reach a higher accuracy, one may have
to employ more function evaluations. Hence, it is of great importance to identify
various numerical methods and their characters so that the most suitable one can be
opted according to the circumstances.

To this aim, the rest of the chapter depicts a fundamental description of various iter-
ative methods for solving nonlinear algebraic equations originating from discretized
partial and ordinary derivative or integral equations. In the following parts, initially,
both on-point and multi-point iterative methods to solve scalar equations are
described; they are compared from a computational viewpoint. Then, different
commonly-used methods to solve a system of nonlinear equations are described.
Advantages and drawbacks of each method are mentioned, and some alternative
methods to overcome their weaknesses are represented. Finally, the application of
the methods together with a comparative study are provided, in the last part.

2 One-Variable Nonlinear Equations

In this part, a description of different methods to solve one-variable nonlinear equa-
tions is presented. Although nonlinear scalar equations are only employed to some
limited cases, a knowledge of them can assist researchers in comprehending possible
solutions for a system of nonlinear equations more straightforward. Furthermore,
basic ideas of some methods to solve one-variable problems can also be used for
nonlinear multi-variable problems.Methods depicted in this part consist of one-point
and multi-point methods.

In order to evaluate the efficiency of various scalar iterative methods and compare
different offered methods with each other, the efficiency index E .I. can be defined
as a function of the convergence order ρ and the total number of function evaluation
n as E .I. = ρ

1
n . The higher efficiency index means that a method is of higher speed

with lower computationally cost.

2.1 One-Point Methods

One-point iterative methods are the simplest methods for solving scalar nonlinear
equations that are not often adopted for complicated problems. These methods can
be used either as a base for more complicated methods, such as the Newton and
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Steffensen methods, or as a starting method for locally convergent methods like
bisection method.

I. Bisection Method

By assuming f as a continuous scalar function at a specific interval, say [a, b], in
which the sign of f (a) and f (b) are opposite, the bisection method determines that
there is at least one root in this interval based on the intermediate value theorem.
This method computes the value of f at the midpoint of the domain c = a+b

2 . Then,
according to the sign of the f (c), the value of c is replaced with either a or b. As a
result, a new smaller subinterval around the root of the equation can be established
for the next step. This procedure recurs until the termination criterion meets [15].

One of the advantages of the halving method is that it only uses one function
evaluation per iteration, except for the first step, it employs two functions that can
be overlooked by the final number of functions used at the end of the process. This
method also unconditionally converges to the actual root provided that the nonlinear
function is continuous in the whole of the domain. Moreover, the number of itera-
tions for a specified accuracy can be obtained in advance; for example, the error after
n iteration will be less than

∣
∣ b−a

2n

∣
∣. Nevertheless, this method is not widely used for

complicated nonlinear equations due to the low rate of convergence (linear conver-
gence) for the same accuracy in comparison with other methods. Additionally, for
a function with multiple roots in an interval, this method may not work accurately,
since the sign of endpoints may be the same. Therefore, it is proposed to employ
this method to find a rough estimate of a function for other faster methods requiring
a proper approximate initial value; that is, for the first iterations, this method can
be applied to obtain an approximation sufficiently close to the root, and for the next
iterations, other faster methods can be used to accelerate the speed of the calculation
[8, 15].

II. Fixed-Point Method

This method is a simple and stable method that can be employed to solve continuous
functions. This method initially converts the function of f (x) = 0 to g(x) − x = 0.
Then, to find the root of f (x), it addresses the iteration equation as x (i+1) = g(x (i));
in each iterate, the response of the function is set as the new point. As the bisection
method, this method is also linearly convergent.

The rate of convergence of this method may change for a different arrangement,
and even for some arrangement, it either may not converge or converge to a false root.
There is not a general rule to determine what arrangement is the best; nevertheless,
based on the previous research, it can seem that the slope of the curve of the function
g(x) can affect the speed of the algorithm [8, 15].

III. Muller Method

In contrast with previous methods, this method approximates the function f (x) by a
quadratic polynomial as ax2 + bx + c, which can increase the speed of the method.
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By using three points of x0 and x2 as endpoints and x1 between two endpoints, near
the zero of the function, the coefficients of this quadratic polynomial can be obtained.
In the next step, the nearest root to the middle point, x1, is set as the new point. The
resulting value is assigned as a new point for the next approximation along with the
two points that are closer to the root.

Muller’s method can be used to obtain complex root if the starting point is a
complex number. In addition, except for the first iteration that requires three function
evaluations, this method only employs one function evaluation per iteration [8, 15].

IV. Newton Method

The well-known Newton method approximates the roots of a nonlinear functions on
the basis of the first two terms of the Taylor polynomial expansion of the nonlinear
function f (x) expanded about the actual root of the equation x∗ as:

f (x∗) = f (x (0)) + f (x∗ − x (0)) f ′(x (0))

+ (x∗ − x (0))2

2
f ′′(x (0)) (5)

where f ′ and f ′′ are the first and second derivative of the f (x), respectively, and x (0)

is the initial approximation of the zero of the function, which is sufficiently close to
it. Since f (x∗) = 0 and

∣
∣x∗ − x (0)

∣
∣ is small enough, the terms with higher order can

be ignored, and the iterative method for n > 1 iteration can be shown as:

x∗ ≈ x (i+1) = x (i) − (x (i+1) − x (i))
f (x (i))

f ′(x (i))
(6)

According to the above equation, the new point, x (i+1), is considered as the
x-intercept of the tangent line to the graph of f (x) at the current approximation
xn .

This method is a highly efficient method that converges quadratically. Addition-
ally, it can work even for complex roots, providing that the initial guess be a complex
value. It should be pointed out that this initial root should be sufficiently close to the
actual root to avoid this method from being trapped in an endless loop. In compar-
ison with previous methods, this method employs two function evaluations at each
step. Additionally, this method requires the second derivative of the nonlinear equa-
tion, which may be either unavailable for some problems or burdensome to calcu-
late. Therefore, concerning these potential hurdles, some alternative methods have
existed to overcome some. In the following, a number of these methods are presented
[16, 17].

V. Secant Method

The secant method is a quasi-Newton method in which the derivative of the function
is estimated with the finite-difference approximation. The iteration algorithm of this
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method can be shown as:

x (i+1) = x (i) − f (x (i))
(x (i+1) − x (i))

f (x (i+1)) − f (x (i))
(7)

This formulation offers a derivative-free method at the expense of decreasing the
convergence order to super linearly convergence. As theNewtonmethod, thismethod
requires to combine with other methods such as the bisection method since this
method still requires two good starting points of the zero of the function. The method
of False Position can be suggested to prevent this algorithm fromdiverging. Although
this method is of slow convergence and requires more calculations, it always ensures
that during the iteration process, the new estimation is always bracketed; that is, the
function f (x) changes signs at two x-values [8, 15].

VI. Steffensen Method

Unlike previous method, Steffensen method offers a convergence identical to the
Newton method; whereas, it does not involve the derivatives of the function. Using
divided difference, this derivative-free method offers a proper one-point algorithm
for non-differentiable problems as below [18]:

x (i+1) = x (i) − f 2(x (i))

f (x (i) + f (x (i))) − f (x (i))
(8)

VII. Chebyshev–Halley Methods

The well-known Chebyshev–Halley methods are improved versions of the Newton
method, offering a higher convergence order for the iterativemethod using the second
derivative of the function. This method can be shown as:

x (i+1) = x (i) −
(

1 + L f (x (i))

2(1 − βL f (x (i)))

)
f (x (i))

f ′(x (i))
(9)

L f (x
(i)) = f ′′(x (i)) f (x (i))

( f ′(x (i)))2
(10)

For different values of β this formulation includes three well-known methods as:
Chebyshev method for β = 0, Halley method for β = 1

2 , and Super-Halley method
for β = 1.

As the Newton method, these methods still require a good initial guess in the
neighborhood of the root. These well-known methods provide cubic convergence
order; however, they are not suggested to use since they require second-order deriva-
tive. Generally speaking, in most problems, it is attempted to avoid higher-order
derivative because of some potential challenges concerning them. As stated before,
methods in which higher-order derivatives are required may be cumbersome to deal.
This issue can even be more problematic about a system of nonlinear equations with
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multi variables. In these problems, some additional problems such as the calculation
of the Jacobian matrix and the difficulty thereof may arise. Hence, the enhance-
ment of the convergence order at the expense of the employing higher derivative
is often deemed to be impracticable. As an alternative solution to obtaining higher
convergence, multi-point methods can be offered. These methods can improve the
convergence order without any need to employ a higher derivative. In the next part,
this method is represented [19, 20].

2.2 Multi-point Methods

Allmethods discussed so farwere based on the one-point iterativemethods.As stated,
these methods are of a lower convergence order; hence, to improve their conver-
gence, multi-point methods are presented. These methods are mainly proposed to
enhance the convergence order of existing methods, such as the Newton and Stef-
fensen methods, by adding one or more steps along with employing more variables,
without using higher-order derivative.

It should be noted that thesemethods requiremore function evaluations; therefore,
although every added step can increase the convergence, it may not be computation-
ally efficient. In otherwords, it can be said that everymulti-stepmethod is not suitable
to use since some of them result in the same efficiency as other existing methods with
lower computational efficiency. Therefore, as stated in previous part, the efficiency
index E .I. is used to determine the performance of a method; that is, the number
of function evaluations used is whether or not proportional to the corresponding
accuracy.

As an example of a multi-point method, consider the following algorithm based
on the Newton method in three steps.

⎧

⎪⎪⎨

⎪⎪⎩

y(i) = x (i) − f (x (i))

f ′(x (i))

z(i) = y(i) − f (y(i))

f ′(y(i))

x (i+1) = z(i) − f (z(i))

f ′(z(i))

(11)

At first sight, it may seem an efficient method since it increases the conver-
gence order of the Newton method to eight; but, this algorithm requires six func-
tion evaluations—three functions and three derivatives of the function—that results
in 81/6 = 1.414efficiency index, which is as equal as the Newton method [10,
21]. Therefore, it should be attempted to employ or offer multi-step methods with
optimum convergence order; for example, the Ostrowski method is as an improved
Newton method in two steps by adding more variable as:

{

y(i) = x (i) − f (x (i))

f ′(x (i))

x (i+1) = y(i) − f (y(i))(x (i)−y(i))

f (x (i))−2 f (y(i))

(12)
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This method increases the convergence order of the Newton method to four with
employing only three function evaluations at each iteration—two functions and one
first derivative evaluation. There are many other methods providing higher optimum
accuracy in more steps, such as three-point methods with eighth-order convergence
[22, 23] or four-point method with sixteenth-order convergence [24]. To obtain such
optimum convergence order, appropriate weight functions can be employed. These
weight functions can not only effectively increase the convergence order but also
can be used for non-smooth functions. A through discussion of the different weight
functions are beyond the scope of this text. Nevertheless, avid readers can find more
detailed description in [25, 26].

There are also a number of multi-point iterative methods using the Steffensen
method as the base method that may be appropriate for non-differentiable functions.
Some of these derivative-free multi-point methods are given in studies [27, 28].

3 System of Nonlinear Equations

In previous parts, iterative methods for solving one-variable problems were
described, but, in most real problems, one encounters more complex problems with
more than one variable; in these cases, a system of nonlinear equations should be
solved, which requires a different approach to one-variable problems. For example,
in one-variable problems, attempts are made to provide a higher convergence order
with lower function evaluations; whereas, in multi-variable problems, the goal is
preventing the Jacobian matrix from being singular or ill-condition, or decreasing
the computational evaluation concerning Jacobianmatrix. Hence, regarding a system
of nonlinear equations, to define the optimal convergence order, besides the number of
function evaluations and convergence order, other factors such as Jacobian inversions,
vector-vector, matrix–matrix, and matrix-vector multiplications should be consid-
ered as options affecting computational cost. Table 1 demonstrates the effect of these
parameters on the total cost.

Therefore, the efficiency index of a system of nonlinear equations with n iteration
can be defined in terms of the computational cost, C, as E .I. = ρ

1
C [29].

Of previous methods to solve scalar nonlinear equations, only Newton and fixed-
point methods can be extended for multi-variable nonlinear equations since the nota-
tions of other one-variable methods cannot be defined for this type of problems. In
this part, other commonly-usedmethods such asNewton-like andmulti-stepmethods
are also proposed.
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Table 1 Computational cost
attributed to various
operations used for solving a
system of nonlinear equations
[29]

Operations Computational cost

LU-factorization

Multiplications n(n−1)(2n−1)
6

Divisions n(n−1)
2

Total cost n(n−1)(2n−1)
6 + 3 n(n−1)

2

Solution of lower and upper triangular systems

Multiplications n(n − 1)

Divisions n

Total cost n(n − 1) + 3n

Scalar-vector multiplication n

Point-wise vector-vector
multiplication

n

Matrix-vector multiplication n

3.1 Gauss–Seidel Method

As the simplest technique for solving nonlinear equations, in this method, instead of
solving n nonlinear equations simultaneously, each nonlinear equation is assigned
to one of the unknowns and solved to find that unknown separately. In other words,

using an initial guess, say x (0) =
[

x (0)
1 , x (0)

2 , . . . , x (0)
n

]T
, each equation f j (x (i)) is

considered as a one-variable equation for each variable x (i+1)
j , then it is solved using

one of the on-variable methods. The procedure of this method can be shown as:

f1(x
(i+1)
1 , x (i)

2 , x (i)
3 , . . . , x (i)

n−1, x
(i)
n ) = 0

f1(x
(i+1)
1 , x (i+1)

2 , x (i)
3 , . . . , x (i)

n−1, x
(i)
n ) = 0

...

f1(x
(i+1)
1 , x (i+1)

2 , x (i+1)
3 , . . . , x (i+1)

n−1 , x (i+1)
n ) = 0 (13)

If the new variables are not updated for the successive equations, the method
converts to Gauss-Jacobi algorithm.

Generally, there are no scheme explaining which sequence should be considered
for each equation andvariable; nonetheless, it is preferable that if an equation contains
only one variable, that equation and variable be considered as the first one. Both
methods converge considerably slower than othermethods. Additionally, thismethod
may not work efficiently if the system is not diagonally dominant or positive-definite
[30].



Numerical Methods for Solving Nonlinear Equations 133

3.2 Fixed-Point Method

As the one-dimensional fixed-point method, initially, each equation is assigned to
one variable; then, every equation is split and solve for that assigned variable.

x (i+1)
1 = g1(x

(i)
1 , x (i)

2 , x (i)
3 , . . . , x (i)

n )

x (i+1)
2 = g2(x

(i)
1 , x (i)

2 , x (i)
3 , . . . , x (i)

n )

...

x (i+1)
3 = g3(x

(i)
1 , x (i)

2 , x (i)
3 , . . . , x (i)

n ) (14)

To simply accelerate the convergence order of this method, each new estimation
from previous functions should be replaced in the next functions [8, 30].

It should be stressed that both fixed-point and Guess-Seidel methods neither
require the derivative of a function nor involve high-computational complexities;
besides, these methods can provide a good rough estimation for complicated prob-
lems. However, these methods can be applied for simple problems since these
methods give a low convergence order. In other words, if one encounters prob-
lems demanding lengthy calculation of functions per iteration, the following faster
methods are suggested in order to obtain the final result in fewer iteration [8, 30].

3.3 Newton Method

As the one-dimensionalNewtonmethod, by usingmulti-variable Taylor series expan-
sion, the well-known Newton method for a system of nonlinear equations can be
gained in a matrix form as:

F(x (i+1)) = F(x (i)) + J (x)(x (i+1) − x (i)) (15)

in which J (i) is the n-dimensional Jacobian matrix for n-dimensional column vector
of F(x) and x is the column vector of the unknowns as:

x (i) = [x (i)
1 , x (i)

2 , . . . , x (i)
n ]T (16)

F(x) = [ f1(x), f2(x), . . . , fn(x)]T (17)

J (i) =

⎡

⎢
⎢
⎣

∂
∂x1

f (i)
1 · · · ∂

∂xn
f (i)
1

...
. . .

...
∂

∂x1
f (i)
n · · · ∂

∂xn
f (i)
n

⎤

⎥
⎥
⎦

(18)



134 N. Mohammadi et al.

where ∂
∂x is the partial derivative with respect to the unknowns of the problem.

As stated previously, despite being quadratically convergent, this method has
many drawbacks, even more than the one-dimensional case. This method is too
costly since numerous function evaluations, and the derivative thereof should be
calculated at each iteration, in particular, for nonlinear systems with a large matrix.
More importantly, the evaluation of the Jacobian matrix J per iteration can be a
challenging task with an excess amount of time for each process; during the process,
the Jacobianmatrixmay become ill-conditioned or singular, which cause the iteration
procedure to diverge and influence the stability of this method. Another problem
concerning this method is that the iteration process is highly sensitive to an accurate
initial approximation to ensure convergence and control progress path towards the
root of the function, even more than a one-variable case. Hence, this method may
deem to be an expensive method to employ. Keeping this in mind, there are many
remedies proposed to overcome some obstacles regarding these issues and enhance
the efficiency of this method. In the next parts, the most important ones are discussed
[31, 32].

3.4 Quasi-Newton Method

To release difficulties regarding the calculation of the Jacobian matrix for each iter-
ation, quasi-Newton methods have been developed to estimate the Jacobian matrix
at each iteration based on the previous steps.

The Broyden technique as a generalized secant method for multi-variable prob-
lems is a quasi-Newton method that can be used as an alternative method with
a less computational cost. This method employs the Jacobian matrix for only the
initial guess. Then, using the current approximation of the Jacobian matrix Jn−1, this
method updates it at each iteration by the Eq. (19):

J (i+1) = J (i) + F (i) − J (i)x (i)

∣
∣x (i)

∣
∣
2

∣
∣x (i)

∣
∣
T

(19)

where�x (i) = x (i+1)−x (i) and�F (i) = F (i+1)−F (i). In the next step, the successive
approximation of the solution can be obtained by substituting the new estimate of the
Jacobian matrix in the Newton method. This approximation significantly decreases
the computational cost andprovides a superlinear convergence [33].Moreover, unlike
the Newton method, these methods are not self-correcting; that is, round-off errors
are accumulated during successive iterations.

This technique, using the approximation of the Jacobian matrix instead of the
actual value of it, has been developed by other researchers; the correlation method,
Davidon-Fletcher-Powell formula, and Broyden-Fletcher-Goldfarb-Shanno method
for example, are another method to estimate the Jacobian matrix instead of directly
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calculate it. To obtain more insight into these methods, interested readers are referred
to [34–36].

3.5 Steepest Descent Method

An effective way to solve a system of nonlinear equations is by transforming a root-
finding problem to an optimization problem so that the global optimization methods
can be used to solve the problem [37]. One of the well-known methods based on this
idea is the first-order steepest descent method or gradient ascent method that ensures
convergence even with a poor initial guess for a system of nonlinear equations. This
method converts the system of nonlinear equations to a problem of minimizing the
sum of the square of all nonlinear functions, G(x), as:

G(x) =
m

∑

n=1

f 2n (x) (20)

To calculate the minimum of the function G(x), or zeros of nonlinear functions,
this method moves in a direction in which the value of G(x) decreases. To deter-
mine this direction, the property of the gradient of a function and the extreme value
theorem—the maximum of a function occurs when is parallel to ∇G are employed.
Accordingly, thismethod computes−∇G as the direction inwhich themost decrease
in the value of nonlinear functions occurs. Additionally, per Eq. (21), to increase the
efficiency of the method, it is attempted to add and select the best value for α, which
can improve the speed of the method towards the root.

x (i+1) = x (i) − α
(∇G

(

x (i)
))

(21)

To find the best value for α resulting in faster convergence, readers are referred
to the Ref. [8].

The speed of this algorithm is still slow. On the other hand, the calculation of
the gradient of the sum of the square of nonlinear functions is a costly process for
each iteration. As a consequence, thismethodmay not be served as a computationally
efficient method since it does not reduce the amount of calculation. Nevertheless, this
method is suggested to use in combination with other methods, which are sensitive
to the starting point, since it does not depend on the initial guess and can provide a
good rough initial guess. As in the one-dimensional case, this method is similar to
the bisection method used for a scalar equation [38].
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3.6 Leven-Marquardt Method

Like the previous method, the Leven-Marquardt method is used to optimize the
sum of the square of nonlinear functions, to find zeros of the system of nonlinear
equations; except, it estimates the functions in terms of their Taylor expansion. In
this method, firstly, the function of S in terms of the sum of the square of nonlinear
functions is defined as:

S2(x) =
m

∑

n=1

[ f (x)]2 (22)

By using the Taylor expansion (Eq. (16)) of the function f (x), the value of S2

can be yielded as:

S2(x) = F(x)T F(x) − 2FT (x)J (x)h + J T (x)J (x)h2 (23)

where h is the incriminate value equals h = x (i+1) − x (i). Therefore, the minimum
value of S2 can be obtained by setting the derivative of the square of the nonlinear
functions with respect to h equal to zero as:

∂

∂h
S2(x) = −2FT (x)J (x) + 2hT J T (x)J (x) = 0 (24)

where J T (x)J (x) and J T f (x) is the Hessian matrix, H(x), and the gradient of
F(x),∇F , respectively. Thus, by rewriting the Eq. (24), the Gauss–Newton iteration
algorithm can be gained as:

x (i+1) = x (i) + H−1(X)∇F (25)

The above-mentioned equation, which is called Gauss-Newton method, can only
be used when the initial guess is in the vicinity of the roots of the system of nonlinear
equations. Therefore, to resolve this issue, the Levenberg–Marquardt method can be
replaced.According toEq. (26), by addingλ as a damping parameter varying between
0 and 1, this method can interpolate between twomethods of steepest descent method
and Gauss–Newton method. In other words, if the current solution is far from the
actual response, the algorithm becomes slow like the steepest descent method and the
value ofλ is set to be large;while,when the approximated solution is near the accurate
response, the speedof the algorithm increases, approaching aGauss–Newtonmethod.
In this case, the value of λ is set to be small.

x (i+1) = x (i) − [H(x) + λI ]−1∇F (26)
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Note that, in the Levenberg algorithm, if the value of the damping factor becomes
large, the Hessian matrix is never used. To avoid this problem, the process of scaling
can be done based on the curvature of equations so that where the gradient is small
(low curvature), a small value for the damping parameter should be selected to
provide a larger movement. The improved Levenberg algorithm, Eq. (27), connects
the movement to curvature as [39–41]:

x (i+1) = x (i) − [H(x) + λdiag(H(x))]−1∇F (27)

The great advantage of thismethod over theNewtonmethod is finding all potential
roots of a nonlinear system without any requirement for a good initial guess.

3.7 Multi-step Method

This method is an efficient and rapid technique with wide applications in curve-
fitting, approximating the derivative and integral of a function, and solving nonlinear
equations. Generally speaking, in multi-step methods, the information of previous
methods is retained to approximate the value of the next step. Regarding solving
nonlinear equations, multi-step methods are of a more prominent place since it
can lead to a significant decrease in computational time and effort emanating from
computing Jacobian matrix per iteration.

Thebasic idea behind thismethod is using the Jacobianmatrix obtained in previous
steps for the successive steps. As a consequence, the time-consuming process of
calculation of the Jacobian matrix and the lower-upper (LU) factorization in each
iteration is simply removed by following a method without updating the Jacobian
matrix at every single step, which is called the frozen Jacobian method. It can be
stated that this technique can convert an existing one-point iterative method without
memory, like the Newton method, to a multi-step method with memory.

Multi-step iterative techniques comprise two parts, namely base part and multi-
step part. In the base part, the Jacobian matrix and its LU-factorization are calculated
and kept for the next part. By reusing the information of the base-part, multi methods
solve a system of linear equations. For example, the multi-step Newton method is
shown as [42–44]:

Base Newton Method

⎧

⎨

⎩

y0 initial guess
F ′(y0

)

x (i+1) = F
(

y(i)
)

y(i+1) = y(i) − x (i+1)

Multistep Newton Method

⎧

⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

for i = 1 : m − 1
F ′(y0

)

x (i+1) = F
(

y(i)
)

y(i+1) = y(i) − x (i+1)

end
y(0) = y(m)

(28)
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In the multi-step Newton method, for m ≥ 1 steps, the convergence order of
the Newton method is increased to m + 1, which means that every additional step
increases the convergence order by one. This algorithm may not seem cost-efficient,
but, only one evaluation of the Jacobian matrix for one cycle can justify the wide-
application of this method, in particular, for a large nonlinear system with sparse
matrix. In contrast, for scalar nonlinear equations, this method is not recommended
since it does not have the optimal convergence order [6, 45].

Some improvements concerning increasing the convergence of multi-step
methods have been made. In these methods, it has become feasible to obtain higher
convergence order than m + 1 by using the idea of multi-variable iterative methods.
More details on these algorithms are given in studies [46, 47].

It has been demonstrated that this method, in spite of being efficient from a
computational viewpoint, still requires the derivative of the function, which is not
available for every problem. Hence, in such cases, derivative-free methods, which
are represented below, can be adopted.

3.8 Picard Method

The main idea of the Picard or direct iteration method is splitting the nonlinear
equations into two linear and nonlinear parts to reduce the size of computational
work. In this case, the expensive operator of LU decomposition is only applied to
the linear part. Picard method is a derivative-free technique of the decomposition
technique for solving a system of nonlinear algebraic equations in engineering disci-
plines containing large scale problems. This method arranges the system of nonlinear
equations as:

K (x)x = F (29)

In which x is the vector column of unknowns, K and F are nonlinear coefficient
matrix and the column vector of constants of nonlinear equations, respectively. The
simple iterative method to solve this equation is as:

{x}i = {

K ({x}(i−1))
}−1{F} (30)

However, according to the above formulation, as all nonlinear equations are solved
simultaneously, the coefficient matrix containing nonlinear part should be inversed at
each iteration, which is computationally expensive. Therefore, to solve this issue, the
decomposition technique can be effectively used by splitting the coefficient matrix
into two parts of linear KL and nonlinear KN (x) as:

K (x) = KL + KN (x) (31)
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Instead of inverting of K (x) in Eq. (30), the alternative Eq. (32) can be followed.
In this equation, the operation of inverse is only applied to the linear part. As a
consequence, the computational time can considerably decrease.

{x}(i) = (KL)
−1[F − KN ({x}(i−1)).{x}(i−1)] (32)

To accelerate the convergence of this method, an auxiliary relaxation parameter
γ , which varies between 0 and 1, can be added. By using this parameter, the new
estimation can be substituted by a weighted average of the last two approximations
as [2]:

{x}(i) = γ {x}(i−2) + (1 − γ ){x}(i−1) (33)

It should be pointed out that in this method, this method is of a slow speed;
besides, it is likely that the decomposition process results in the non-singularity of
the coefficient matrix.

3.9 Newton–Krylov Method

Inexact Newtonmethods are practical methods to approximate the resulting equation
of Newton method, instead of exactly solving it. The algorithm of this method can
be shown as:

∥
∥J (x (i))s(i) + F(x(i))

∥
∥ ≤ η(i)

∥
∥F(x (i))

∥
∥ (34)

where η(i) is the forcing term of the i-th iteration varying between [0, 1) and S(i) is the
inexact Newton step (x (i+1) = x (i) + S(i)). In this method, initially, a suitable value
for η(i) is selected; then, the linear equation is approximately solved for S(i). Some
conventional methods to solve the resulting linear equations are classical splitting
methods or the modern Krylov subspace methods. If widely-used Krylov subspace
iteration methods are employed for solving the inexact Newton step, this method is
called the Newton–Krylov subspace method [48].

The determination of forcing term in this method is of great importance that
directly affects the accuracy and convergence of the method as the right-hand side
expression is both a linearmodel of the systemand the residual of theNewtonmethod.
Therefore, a suitable choice of η(i) results in a reduction in the norm of the model
along with an increase in the accuracy of the model. For example, for i = 0 inexact
Newton method converts to the quadratically convergent Newton method [48–50].
To explore some strategies for finding the best value for η(i), readers can be referred
to [51, 52].

In comparison with the previous method, this method is deemed the most efficient
tool for solving a system of nonlinear equations with a large sparse matrix. This
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method only involvesmatrix–vector products instead of expensive operations like the
inverse Jacobianmatrix andLUdecomposition thereof.Hence, thismethod decreases
the computational cost regarding these operations. In various studies, it is shown that
for small size problems, although thismethod cannot competewith other higher order
Newton methods; for problems with large sparse matrix, this method considerably
decreases the computational cost. Note that, as the Newton method, this method
is locally convergent and require a globalization method. One effective method to
enhance the global convergence of this method is using the backtracking technique—
shortening the interval for an unsatisfactory step.

A downside of this method can be attributed to the calculation of the Jacobian
matrix. Hence, for problems in which constructing the Jacobian matrix is difficult,
the Jacobian free Newton–Krylov method can be replaced. By contrast with other
methods mentioned in previous parts, this method does not calculate or store the
Jacobian matrix, even for the initial approximation; instead, an approximation of
Jacobian-vector product is constructed using the finite difference method. The step
of this finite difference method can significantly affect the accuracy of the Jacobian-
vector product [53, 54].

4 Discussion

In this part, an overall comparative explanation of the described methods, as well
as some examples of the practical usage of these methods in different disciplines,
are presented. As stated previously, the numerical methods for solving scalar equa-
tions can be described in two separate parts: one-point methods and multi-point
methods. Accordingly, one-point methods are the most straightforward methods
offering lower convergence together with ease of implementation. Among different
one-point methods, Newton and Steffensen methods are two one-point methods,
which are the basis of more advanced approaches, with the optimum convergence
order. As these methods require a good initial guess, it is proposed to combine
these methods with other globally convergent methods such as the bisection method.
Chebyshev and Halley methods are other one-variable methods offering the cubic
convergence order by employing the second derivative of a function; however, owing
to somedifficulties for computing a higher-order derivative,multi-pointmethodsmay
be better alternatives increasing the convergence order. Using auxiliary variables in
more steps, multi-point techniques present higher accuracy for the existing methods.
It should be pointed out that every multi-point method with a higher convergence
rate cannot deem an efficient method since need more function evaluations with the
same efficiency as the previous methods.

Regarding the nonlinear system of equations, Gauss–Seidel, and fixed-point
methods as derivative-free algorithms are just suitable for simple problems since
they have slow convergence speed. The well-known Newton method is another
method with quadratic rate of convergence. This method has some limitations, such
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as needing a good initial guess, the time-consuming process of matrix–matrix eval-
uation, and the evaluation of the Jacobian matrix and its inverse. Nevertheless, this
method has widely incorporated with a lot of mathematical software and computa-
tional simulation. One of the main problems in using Newton methods is the costly
evaluation of the Jacobian matrix per iteration. To overcome such an issue, the esti-
mation of this matrix, instead of directly computing, is suggested by Quasi-Newton
methods for problems in which the derivatives of the function are not available, or
the calculation of them is time-consuming. The quasi-Newton methods have also
been used to solve Maxell’s equations and Navier–Stokes equations [5].

Multi-step methods with frozen Jacobian are another technique that can be a
remedy to the costly evaluation of the Jacobianmatrix per iterationwith increasing the
convergence order. As scalar equations, the multi-point techniques can also enhance
the convergence and effectiveness of these methods. Multi-step methods have also
successfully been adopted for solving nonlinear Poisson, heat conduction, and wave
equations [29, 42, 43]. Another way to solve multi-variable nonlinear equations
is using global optimization methods to find all zeros of a nonlinear system, even
with a poor initial guess. Despite being efficient, most of these methods require the
computation of derivatives of the functions. These methods are also popular methods
that have extensively incorporated in mathematical software. Picard method based
on the decomposition technique is also defined as a derivative-free and straightfor-
ward method; it, though, may show instability for complex problems. As one of the
commonly-usedmethods, theNewton-likemethods can provide lower computational
time for problems with a large sparse matrix. Of various techniques, Newton–Krylov
method, as a Newton-like method, may be the best option in solving a complicated
nonlinear system.The Jacobian-freeNewton–Krylovmethodhas also been employed
to solve a wide range of problems, including radiation diffusion, Bratu, Navier–
Stokes, and Maxwell’s equations [49, 50]. Moreover, this method has been incorpo-
rated inmany computational and simulation software. For the sake of comparison, the
numerical characteristics of these numerical methods are also given in the Table 2.
To the best of our knowledge, this chapter reviewed some general iterative tech-
niques to solve nonlinear equations. However, there are other numerous developed
techniques that are an improved version of the existing methods or a combination of
them.

There are also some tangible cases displaying the application and importance
of the discussed methods in real-world applications. As some notable examples,
the fixed-point method has been extensively employed for solving the magnetic
hysteresis field problems [56, 57]. The gradient-family methods have also been used
in microwave imaging applications [55, 58, 59]. In the application of piezoelectric
material as an energy harvester, the Newton and Picard method is also adopted to
address the nonlinear behavior of structures with piezoelectric material actuators
[60, 61]. In computational plasma physics, the Newton–Krylov methods are also
employed to solve many diverse cases; these applications are all given in a study by
Knoll and Keyes [49]. It should be pointed out that the aforementioned examples are
only a limited number of cases demonstrating broad applications of iterativemethods
in energy applications. Obviously, given the potential capability of each technique,
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Table 2 A comparative study of numerical methods for solving a nonlinear system of equations

Methods Derivative free Convergence
speed

Globally
convergent

LU factorization

Gauss–Seidel Yes Slow No 0

Fixed point Yes Slow No 0

Newton No Fast No Number of
iterations

Quasi-Newton Noa Slow No 0

Steepest descent No Slow Yes Number of
iterations

Leven-Marquardt No Fast Yes Number of
iterations

Multi-Step Noa Fast Yes/Nob ≥1

Picard Yes Slow No 1

Newton–Krylov Noa Fast No 0

aThe derivative is only needed for the initial guess
bIt depends on the algorithm

these iterative methods can be adopted for solving other types of applications and
equations.

5 Conclusion

Nonlinear analysis is an essential part of every discipline. In some applications,
nonlinear solutions should be unavoidably employed to address some nonlinear
phenomena, such as the dynamic behavior of wind turbines, the analysis of the
damage within the structures, or the behavior of some novel materials. Keeping
the leading role of the nonlinear solution methods in mind, this chapter provides an
overview of some fundamental numerical methods and their attributes for solving the
nonlinear discretized equations. Having dealt with some iterative numericalmethods,
in this part, this chapter is enclosedwith concise results gained through this investiga-
tion, as well as some comments on future and ongoing directions in the development
of iteration methods for solving nonlinear discretized problems.

To sum up, it may be concluded that for selecting a proper method for solving
nonlinear equations, the equations themselves and the final accuracy always should
be examined in selecting a method since employing some complex solution methods
may seem unnecessary. On the other hand, there are some general factors specifying
the best efficient technique for a problem. In dealing with scalar nonlinear equations,
the number of call functions, convergence order, initial guess, and smoothness are
determining factors in selecting amethod. Regarding a system of nonlinear equations
together with the above factors, other criteria should be considered, in particular, if
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one is dealing with a complex system of nonlinear equations. For example, matrix–
matrix operation, vector–matrix operation, the evaluation of Jacobian matrix and its
inverse are other factors that are critical in choosing the best method.

Further development of more efficient and robust methods for nonlinear equations
can be directed in the following way. Regarding scalar iterative methods, more effi-
cient methods can be developed by establishing multi-point iterative methods with
optimum convergence. Many ongoing researches are focusing on finding a suitable
weight function or involved free parameter for the existing method that provides
optimum convergence order.

With respect to iterative methods for solving the nonlinear system of equations,
these solution methods have a prominent place in the foreseeable future due to the
extensive application of them in advanceddesign and research aswell asmany intrica-
cies regarding these methods. For example, concerning multi-step methods, there are
still numerous continuing researches offering the optimal and higher convergence
order. Moreover, developing some techniques to smooth or globalize the existing
method and prevent them from diverging is the area of interest in this field. Another
promising place can be related to Newton–Krylov methods. According to the merits
and potential applications of these methods, a considerable number of researches
during the very recent years have been focused on this topic; this area is still in
progress. As the last remark, the combination of methods can assist researchers
in enjoying the positive attributes of each method, as many techniques have been
developed only by combining different existing methods.

References

1. Wang J (2018) A new iterative method for solving nonlinear equation. Dissertation, University
of Saskatchewan

2. Reddy JN (2014) An introduction to nonlinear finite element analysis: with applications to heat
transfer, fluid mechanics, and solid mechanics. OUP, Oxford

3. Wong EC (2014) Numerical methods for nonlinear systems of equations. Dissertation,
Universiti Teknologi Malaysia

4. Mohammadi N, Asadi H, Aghdam MM (2019) An efficient solver for fully coupled solution
of interaction between incompressible fluid flow and nanocomposite truncated conical shells.
Comput Methods Appl Mech Eng 351:478–500

5. Zienkiewicz OC, Taylor RL, Zhu JZ (2005) The finite element method: its basis and
fundamentals. Elsevier

6. Malik ZU (2015) Numerical iterative methods for nonlinear problems. Dissertation, Università
degli Studi dell’Insubria

7. Maheshwari AK (2009) A fourth order iterative method for solving nonlinear equations. Appl
Math Comput 211(2):383–391

8. Burden RL, Faires JD (2005) Numerical analysis, 8th ed. Thompson Brooks/Cole
9. Traub JF (1982) Iterative methods for the solution of equations, vol 312. American Mathemat-

ical Soc
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Theoretical Approach to Element Free
Galerkin Method and Its Mathematical
Implementation

Bhaumik Nagevadiya, Rameshkumar Bhoraniya, Ramdevsinh Jhala,
and Rajendrasinh Jadeja

Abstract Numerical methods such as FVM, FDM, FVM, and BVM are eminent
for solving the physical problems in engineering and science. Mentioned numer-
ical methods are based on the predefined topological map, generally called “mesh,”
Meshes are required to establish the relations between nodes, which becomes vital
for the creation of shape functions. The problems with mesh-based methods are (i)
They require the qualitative mesh, which is a somewhat tedious, time-consuming
& messy task (ii) Meshing & re-meshing for a sizeable computational domain is
time consuming, tedious, and costly task also requires the skills (iii) In complex
computational domains, the mesh-based method fails in terms of accuracy (iv) Glass
hour and shear locking phenomena generally found in the traditional finite element
method. In the last two and a half decades, many engineers and mathematicians have
proposed a new class of numerical methods known as meshfree methods. Meshfree
methods are independent of mesh and approximate the governing PDE based on the
set of nodes only. This chapter seeds light on an eminent meshfree method called
EFGM. Chapter deals with the introduction and background of meshfree methods,
the EFGM method, and its mathematical formulations. The chapter also comprises
two elastostatic numerical problems, the 1D problem of a bar with body forces and
2D Timoshenko cantilever beam with traction at the tip, numerical results have been
evaluated & compared with exact results. The convergence of both 1D and 2D prob-
lems have been discussed. This work built a sound foundation on EFGM and will
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act as a stepping stone for novices in the field of meshfree methods. Keywords:
Advanced numerical approach, Mesh-free methods, Element free Galerkin method

Nomenclatures
K Global stiffness matrix
U Vector of nodal parameter
F Global force vector
a Coefficient vector in moving least square method
p Basis vector
W(x) Weight function
A Moment matrix in moving least square method
t� Traction on natural boundary (Prescribed)
u� Displacement on essential boundary (Prescribed)
b Body force vector
Ld Matrix differential operator
σ Stress components

List of Acronym
EFGM Element free Galerkin method
SPH Smoothed particles hydrodynamics
PDE Partial differential equation
MLSM Moving least square method
FEM Finite element method
FDM Finite difference method
FVM Finite volume method
BVM Boundary value method
RKPM Reproducing kernel particle method
MLPG Meshless local Petrov Galerkin method
LMM Lagrange multiplier method
RBF Radial basis functions

1 Introduction

FEM is very popular with the success in engineering and industries to solve complex
field problems. The finite element method uses mesh interpolation; in the case of
a complex problem domain and large deformations, it leads to error, especially for
computing stress and cumbersome remeshing,which consumesmore time andmoney
also requires more computational efforts. Even after remeshing and modifying, a
method is not sure to give accurate results [1]. Meshfree methods have inherent
properties to eliminate the finite elementmethod’s difficulties, which is a dependency
on a mesh. Meshfree methods are entirely independent of mesh. The shape function
construction is performed by the only set of nodes [2].
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Fig. 1 Schematic diagram of smooth particle hydrodynamics

The invention of the meshfree method was date back from the year 1977, R.
A. Gingold, J. J. Monaghan and L.B. Lucy in 1977 proposed the first meshfree
method named Smoothed Particle Hydrodynamics. This method is a Lagrangian
based method [3]. The critical idea in SPH is to replace the confined volume of
fluid with finite particles (Fig. 1) and transforming governing partial differential
equations into kernel estimation integrals [4, 5]. Themethod was developed to model
Astrophysics problems. SPH latelywidely used formore applications, i.e., continuum
mechanics, biomechanics & fluid mechanics.

FEM is very popular with the success in engineering and industries to solve
complex field problems. The finite element method uses mesh interpolation; in the
case of a complex problemdomain and large deformations, it leads to error, especially
for computing stress and cumbersome remeshing, which consumes more time and
money also requires more computational efforts. Even after remeshing and modi-
fying, a method is not sure to give accurate results [1]. Meshfree methods have
inherent properties to eliminate the finite element method’s difficulties, which is a
dependency on a mesh. Meshfree methods are entirely independent of mesh. The
shape function construction is performed by set of nodes only.

In SPH, particles within the smoothing radius Kh are considered. To reduce the
contribution of the other particles and computation time, where K and h are the
constant and smoothing length, respectively. Heart of smoothed particle hydrody-
namics is the Monte Carlo technique (Statistical technique) to reduce computational
requirements [2]. Nayroles et al. [6] suggested Diffused Element Method to over-
come two difficulties of traditional finite element method (FEM), the first difficulty
is a discontinuity of derivative at element boundaries (it spoils the accuracy of stress)
and the second one is to maintain mesh generation quality that is quite difficult and
time-consuming. The key concept in the diffused element method is to replace the
interpolation of the traditional finite element method by local weighted least square
fittings.

Belytschko et al. [7] refined the diffused element method and proposed a new
method in 1994 based on the global weak form called EFGM. The moving least
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square method [8] was used for trial and test functions. The essential boundary
condition in EFGM was imposed by LMM [9] because the MLSM does not satisfy
the Kronecker delta function property. EFGMdoes not show volumetric locking, and
the convergence rate is quite higher than that of FEM. The application of EFMG is
widespread nowadays, especially for simulating the fractures problems [10, 11].

In 2009, the article Element Free Galerkin Modelling of Composite Damage
was published by I. Guiamatsia et al. The authors’ objective was to analyze fracture
damage (micro-cracks) of composite laminateswith EFGM [12]. Authors considered
intra-laminar, and interlaminar fracture of composites as present-day FEM cannot
model an intralaminar matrix micro-crack (except the location of the damage is
specified). This article represented simulation of delamination (interlaminar) and
intralaminar fracture problem with EFGM first time. Different cases of double
cantilever composite beamwithmicro-cracks have been solvedwith theEFGmethod.
The virtual crack closure technique used for crack propagation in multitrack speci-
mens, for linear analysis results, have good agreements with analytical and FEM for
different cases of composite beams.

Ferreira [13] performed a meshfree analysis of a thick composite beam. The
authors considered the four most common radial basis functions for review. RBF
depends distance between the nodes or, more precisely, RBF is a function of distance
to a center point and its Euclidian norm. The author considered first-order shear
deformation theory (it is equivalent to the Timoshenko beam theory for isotropic
beam) for cases of isotropic, orthotropic, and symmetric laminated composite beams
under uniform load and perspective errors had calculated by the root mean square
(RMS) method. The author has found that results obtained with a meshfree method
with radial basis functions showing good agreement with the existing solutions. The
method with radial basis function has massive potential for the solution of structural
problems. Similar research work on the mechanics of composite material with a
meshfree method can be found from the following literature [14–16].

In 1995, Liu et al. [17] suggested that RKPM ismotivated by the theory ofwavelets
with all advantages as SMHM. One of the most popular meshfree methods MLPG
was proposed by Atluri et al. [18]. It uses the local weak form for moving the least
square-based method in which local weak forms are produced with overlapping sub-
domains, and integration is performed over local sub-domain; hence, background
cells are avoided [19, 20].

Themain objectives of the authors are to study EFGMalongwith its mathematical
implementation in structural problems. In Sects. 1 and 2, the Introduction and discrete
Galerkin forms of EFGM have been discussed. In Sect. 3, a strong form of the
mathematical models for 1-D and 2-D structural problems have been introduced.
Subsequently, in Sect. 4, EFGM is applied to compute the deflection and stress, and
computed deflection and stresses are validated against the exact solution of 1-D and
a 2-D structural problem.
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2 Mathematical Formulation

In EFGM the region of interest is first discretized with finite number of nodes,
whether uniform or random distributed. Then the MLSM is used to estimate the field
variable or displacement field u at a particular point x. Then Galerkin weak form
are deducted from strong form of governing PDE. The Galerkin weak form [21] for
solid mechanics’ problems is given by

∫

Ω

δ(Ldu)T (cLdu)dΩ −
∫

Ω

δuT bdΩ −
∫

Γt

δutΓ dΓ −
∫

Γu

δλT (u − uΓ )dΓ −
∫

Γu

δuT λdΓ = 0 (1)

u= Displacement components
b = Body forces
Ld = Matrix of linear operator.
c = Constitutive matrix or elasticity matrix
�u = Integration over essential boundary
MLSM for trial and test function is given by,

uh(x) =
n∑
I

φI (x)uI (2)

�I = Shape function at node I
Then, discrete Galerkin form of element free Galerkin equations from 1 is written

as,

[
K G
GT 0

]{
U
λ

}
=

[
F
q

]
(3)

K = Global stiffness matrix, λ = Lagrange multiplier (Unknown)
U= Vector of nodal parameters, F = Global force vector

k =

⎡
⎢⎢⎣

k11 k12 k13 k1nt
k21 k22 k23 k2nt
k31 k32 k33 k3nt
knt1 knt2 knt3 kntnt

⎤
⎥⎥⎦

kI J =
∫

Ω

BI cBJdΩ

BI = LΦI = φI,x
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FI =
∫

Ω

ΦI b f dΩ +
∫

ΓT

ΦI t̄r dΓ

GI J = −
∫

Γu

N T
I ΦJ dΓ

where,
NI = Lagrange interpolant
bf = Body forces
tr = Traction forces.

2.1 Moving Least Square Method

This method was proposed by Lancaster and Salkausdas [8] in 1981. This method
used in pure mathematics for data and surface fittings. This method represents the
function in a series manner. Nayroles first used this method for his novel approach
titled “Diffused element method” for the construction of the shape functions. In
1994, Ted Belytschko used this method to develop his wonderful method, “EFGM.”
The fruitful advantage of MLSM is a convenience in order of consistency. In this
section, the mathematical formulation of MLSM is given. The Series representation
in moving least square method [8, 21] is given as,

uh(x) =
m∑
j

pi (x) a j (x) = pT (x)a(x) (4)

a(x) is a vector of coefficient given by, The basis function in 1D, 2D and in 3D are
given as,

aT = {
a0(x) a1(x) L am(x)

}

pT (x) = {p0(x), p1(x), . . . , pm(x)} = {
1, x, x2, . . . , xm

}
(1D)

pT (x) = pT (x, y) = {
1, x, y, xy, x2, y2, . . . , xm, ym

}
(2D)

pT (§) = pT (x, y, z) = {
1, x, y, xy, yz, zx, x2, y2, z2, . . . , xm, ym, zm

}
(3D)

The choices of elements in the basis function can be chosen from the Pascal’s
triangle. Figure 2 presents schematic diagram for the same.

uh(x,xI)= pT(xI) a(x) (I = 1,2, . . . , n)
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Fig. 2 Schematic diagram
of Pascal’s triangle

The weighted residual is constructed in ordinary manner,

J =
n∑
I

w(x − xI )
[
uh(x, xI ) − u(xI )

]2

=
n∑
I

w (x − xI )
[
pT (xI ) a(x) − uI

]2

The w(x − xI ) represent weight function, there are clusters of weight function
available in mathematics. Next section puts more emphasis on weight function and
its physical significance. It is requiring to minimize the residual or weighted residual,
hence finding derivative of above function and equate to zero.

∂ J

∂a
= 0

A(x)a(x) = B(x)ds

A(x) =
n∑
I

wI (x)p
T (xI )p(xI )

B(x) = [BI B2 . . . Bn]

BI = wI (x)p(xI )

a(x) = A−1(x) B(x) ds

Hence, approximation function become

uh(x) =
n∑
I

m∑
j

p j (x)
(
A−1(x)B(x)

)
i I u I

Moving least square shape function at field node “I” can be written as,

f I (x) =
m∑
j

p j (x)
(
A−1(x) B(x)

)
j I = pT A−1BI
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2.2 Choice of Weight Function

Theweight function is a function of the distance between two nodes.Weight function
plays a very vital role in EFGM. Weight function (a part of weighted calculus) is a
mathematical function usedwhere there is a need to appoint weights, to perform sum,
weighted average, and integration. The one-dimensionalweight function is expressed
in Fig. 3. The two-dimensional weight function is a modification of one-dimensional
weight function in each direction (i.e., x and y). Figure 3 shows the behavior of cubic
spline weight function (1D case) in the support domain of any field node x in natural
co-ordinates (−1 to 1). Cubic Spline weight function [7, 22] can be written as,

w(x − xi )
◦w

(
r̂
) =

{ 2
3−4r̂2+4r̂3 f or r̂£ 1

2
4
3−4r̂+4r̂2− 4

3 r̂
3 f or 1

2 £r̂£1
0 f or r̂31

(5)

The weight function is a function of a distance between two nodes, r = |x − xi |
and r = r

rw
rw is a smoothing length, rw = c × dmax , ‘c’ is the distance between two

nodes and dmax is a dimensionless size of the support domain. Generally, for solid
mechanics problems dmax = 3. However, the accuracy of weight function mainly
depending upon three parameters, such as choice of weight function, interpolation
function, dimensionless size of support domain (Fig. 3).

Fig. 3 Distribution of a cubic weight function
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Fig. 4 Schematic diagram of a bar subjected to axial force

2.3 Imposition of Boundary Conditions

It is quite complex to impose boundary conditions in EFGM in comparison to FEM.
The main reason to use a special tool such as the Lagrange multiplier method is that
MLSM lacks Kronecker delta function property. Ted Belytschko et al. first applied
LMM with EFGM to impose necessary boundary conditions. In Galerkin discrete
equations, the Lagrange multiplier is treated as unknown functions of coordinates
and considered as field variables [23].

λh =
{

λu

λv

}
=

[
NI 0 · · · Nnλ 0
0 NI · · · 0 Nnλ

]
=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

λu1

λv1
...

λunλ

λvnλ

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(6)

Where, nλ is nodes used for interpolation and NI is shape function for Ith node at
the boundary.

3 Numerical Problems

This section addresses two structural problems, first one is, bar under body forces
and second one is, Timoshenko beam subjected to traction load at tip.

3.1 Circular Bar Subjected to Body Force

Considering the second order differential equation (Strong form) [24] for above
problem,

(AE) ux,x + b f = 0 Ω = (0, 1000) (7)

Boundary Conditions are,
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(i) u = ū at x = Γu

(i i) E ux = t̄ at x = Γt

A = Cross- section area,
E = Elastic modulus
bf = Body Forces,
u = Field variable (Independent variable)
�u = Essential boundary,
�t = Traction boundary
The Eq. 8 presents the analytical solution of the above strong form.

u(x) = 1

AE

[
L

2
x − x3

6

]
(8)

x = Locations (Field points),
u = Displacements.

3.2 Two-Dimensional Timoshenko Beam Subjected
to Traction at Tip

Assume a two-dimensional Cartesian coordinate system as shown in Fig. 5. X = (x,
y) become any point in the domain. Left hand side of cantilever beam is held fixed
x = 0, hence right side is free end at x = xmax. L and W are the length and height of
beam respectively, P stands for intensity of force at natural boundary (at free end)

The mathematical relation for parabolic distribution of force along height of the
beam can be written as,

Try = −P

2I

[
W 2

4
− y2

]
(9)

where,
Try = Traction force (N/mm2)
P = Applied load (1500 N)
I = Moment of inertia (mm4)

Fig. 5 Two–dimensional
Timoshenko cantilever beam
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y = Co-ordinates along height (mm)
W = Beam height (50 mm)
L = Beam length (100 mm)
Strong form for problem stated above is,

LT
dσ + bf = 0 (10)

Boundary conditions considered for the above problem are,

(i) u = uΓ , On essential Boundary

(i i) LT
n σ = tΓ , On TractionBoundary

where,
Ld = Matrix of differential operator
σ = Stress components
bf = Body forces (if present)
t� = Traction on natural boundary
u� = Displacement on essential boundary
Ln = Unit normal on natural boundary in outward direction
Equation 11 shows an exact solution of the above-mentioned problem [25, 26].

ux (x, y) = −
[
Py L

E I
− Px2y

2E I
+ Py(2 + v)

6E I

(
y2 − w2

4

)]
(11)

uy(x, y) =
[
Py2v(L − x)

2E I
+ PW 2x

24E I
(4 + 5v) + Px2

6E I
(3L − x)

]
(12)

ux and uy are the displacement in x and y direction respectively at any field node (x,
y).

4 Numerical Results and Discussions

The numerical results of 1-D and 2-D solid mechanics problems are presented in
this section. The numerical solution for the displacement and normal stress were
computed using a MATLAM Programme. The comparison of the numerical solu-
tion obtained using EFGM with the exact solution is presented in this section. The
percentage error has been computed (Fig. 6).



158 B. Nagevadiya et al.

Fig. 6 Parabolic nature of
traction along height in
natural coordinates

4.1 Circular Bar Subjected to Body Forces

This subsection consist the results related to 1D problem of bar subjected to body
forces as mentioned in previous section. As an elementary level, 6 field nodes have
been taken under study and values of displacements at each field nodes have been
evaluated. The comparison of EFGM and exact solutions is shown in Fig. 7.

One can note that EFGM solutions have good agreement with exact solutions,
relative errors have been computed and expressed in Table 1.

4.1.1 Convergence Study

Convergence is a very common term in context to a numerical method. Actually,
convergence is a combination of compatibility and smooth ness [27]. Compati-
bility means capacity or potency of basis function or approximation function to
approximate given smooth function at arbitrary accuracy (Table 2).

As shown in Fig. 8, the convergence rate is computed with the help of an error
norm relationship. The plot is on log-log paper. In Fig. 8, “h” represents the distance

Fig. 7 Comparison of
EFGM and exact solution
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Table 1 Comparison between EFMGI and exact solution

Sr.
no

Co-ordinates (x) EFGM solution (in mm) Exact solution % Relative error

1 0 7.26 × 10−19 0 –

2 200 0.5011 0.4933 1.58

3 400 0.9564 0.9466 1.03

4 600 1.3325 1.3200 0.94

5 800 1.6054 1.5733 2.03

6 1000 1.6495 1.6667 1.03

Table 2 Number of nodes
and error in energy norm

Sr. no No. of field nodes Log10 (Error in energy norm)

1 6 −6.0439

2 8 −6.3563

3 11 −6.6837

4 15 −6.9885

5 21 −7.3074

6 29 −7.6046

7 41 −7.9160

8 58 −7.9160

9 82 −8.5207

10 116 −8.8149

11 164 −9.1026

Fig. 8 Convergence rate of
the numerical solution

between two nodes. Here, field nodes are increased in geometrical sequence manner
with a common ratio that is the square root of two (

√
2). The distance between two

nodes are continuously reduced to note down the errors in energy norm, in other
words, number of nodes are increased. The mathematical relations for energy norm
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Fig. 9 Field nodes and background quadrature cells for numerical integration

[28] (integration is in natural co-ordinates) can be written as,

Enorn =
⎡
⎣1

2

1∫

0

(
uEFGM − uExact

)T �(uEFGM − uExact
)
dx

⎤
⎦

1
2

(13)

4.2 Two-Dimensional Timoshenko Beam Subjected
to Traction at Tip

This subsection consist the results related to 2D problem of Timoshenko beam as
mentioned in previous section. As an elementary level, 9 field nodes have been taken
under study and values of displacements (in x and y) and normal stresses at each
field nodes have been evaluated. Figure 9 shows the distributions of the field nodes.

Well known numerical integration scheme that “Gauss Quadrature Numerical
Integration” has been used here for evaluating integrands in discrete Galerkin weak
form. EFGM uses the background integration cells for performing numerical inte-
gration. Numerical solutions for displacements have been shown in Table 3 with
comparison with exact results.

In bending of beams,maximum tensile and compressive stress at any cross section
present at location farthest from neutral axis. In this problem stresses are computed at
each Gauss points. At fixed end, the stresses are maximum as compared to any other
sections. The distributions of normal stresses at fixed end of the beam are shown
in Fig. 10, one can note that upper half portion of beam (0 to 25) endures tension
(hence, positive sign) and below half portion (0 to−25) endures compression (hence,
negative sign). The distributions of normal stresses in the beam can be seen in Fig. 10
and perspective contour plot of stress distribution in Fig. 11.
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Table 3 Displacements in x and y and % relative errors

Sr. no Field node
(x, y)

Displacement in “x” % Error Displacement in “y” % Error

EFGM Exact EFGM Exact

1 (0,25) 0.0024 0 -NA- −0.0187 −0.0185 1.081

2 (0,0) 0.0052 0 -NA- 0 0 0

3 (0,−25) −0.0024 0 -NA- −0.0186 −0.0185 0.540

4 (50,25) 0.1408 0.1588 6.863 −0.2155 −0.2365 8.583

5 (50,0) 0.2050 0 -NA- −0.2066 −0.2272 9.066

6 (50,−25) 0.0035 −0.1588 6.863 −0.2155 −0.2365 8.879

7 (100,25) 0.2050 0.2118 3.220 −0.6267 −0.6662 5.929

8 (100,0) 0.0035 0 -NA- −0.6231 −0.6662 6.469

9 (100,−25) −0.2105 −0.2118 3.210 −0.6245 −0.6662 6.259

Fig. 10 Normal stress distribution at the fixed end σx at x = 0

Fig. 11 Contour plot of normal stress distribution in the beam
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4.2.1 Convergence Study

This section reveals the method of convergence for two-dimensional beam problem,
for convergence, here errors in energy norm is considered for stresses values.
Summing up all local energy at nodal level leads to global error in energy. This global
energy is normalized as (u + e), here “u” is strain energy, expressed as error in energy
normalization. In mathematical operations and treatments of numerical methods like
FEM, energy norm is measure of convergence and function of element/mesh sizes. It
is well defined by researchers that accuracy in stresses is more vulnerable as compare
to displacements [29].

Mathematically,

Enorn =
⎡
⎣1

2

∫

Ω

(
εEFGM − εExact

)T
E

(
εEFGM − εExact

)
dΩ

⎤
⎦

1
2

(14)

The Integration is performed over entire domain ()), Where, E = Elasticity
matrix, and ε = Computed Strain vectors.

The plot of L2 error norm and distance between nodes (linear distance in “x”)
are showed in Fig. 12. The number of nodes selected for investigation are 9, 16, 25,
36, 49, 64, 81, 100, and 121. One can note that convergence is monotonic, which
means it is not fluctuating and does not change the sign in-between. The convergence
rate is found to be 2.321 using cubic spline weigh function and dimensionless size of
support domainwas 3, it is better tomentioned again here, that accuracy/convergence

Fig. 12 Convergence rate of the two-dimensional problem
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of EFGM is depends on many factors and two key factors are weight function and
dimensionless size of support domain.

5 Conclusion

The present study employed EFGM to study two structural problems (1D and 2D),
and numerical solutions of both problems have been compared with the exact solu-
tion. Numerical results demonstrate that the EFGM results have good agreements
with the analytical results in terms of accuracy. Percentage relative errors have been
computed, and the convergence study has been performed for both the problem. In
the case of the one-dimensional problem, the convergence rate is found to be 2.02,
and for a two-dimensional problem, it is 2.31. Thus the convergence rate is found
quite near for both the problem. In the EFGM, numerical integration plays a vital role
in terms of convenience and accuracy. In both the present cases, the Gauss quadra-
ture method was employed. However, for the one-dimensional problem, the Gauss
quadrature method, Trapezoidal rule, and Simpson’s 1/3 rule give identical results.
However, for the two-dimensional problem domain, a robust method such as Gauss
quadrature should be employed. As mentioned, accuracy and convergence of EFGM
mainly depend on the choice of weight function, shape function, dimensionless size
of support domain, type of node distributions in the domain (uniform or random),
and shape of support domain. Change in any of the parameters renders the change
in present results. There are no guidelines available for the distribution nodes in the
problem domain. Several researchers created some techniques from FEM, such as
triangulations and background finite element mesh, for appropriate distributions of
nodes in the problem domain. However, the principal difference between FEM and
the meshfree approach will be the same.
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Theoretical Approach to Chebyshev
Spectral Collocation Method and Its
Mathematical Implementation

Rameshkumar Bhoraniya, Pinank Patel, Ramdevsinh Jhala,
and Rajendrasinh Jadeja

Abstract This chapter describes the linear stability investigation of the incompress-
ible viscid flow between the two concentric counter-rotating vertical cylinders. The
parallel flow assumption was considered for the base flow, and hence it is varying
in the radial direction only. The flow is a shear driven, and hence the pressure
gradient is zero in the stream wise direction. The Governing stability equations
for the disturbance flow quantities are derived in cylindrical polar coordinates by
coupling the energy equation with the Navier-stokes formulas. The stability formulas
are discretized using CSCmethod. The discretized stability formulas, combined with
appropriate boundary conditions, form a general Eigenvalues problem (EVP). The
full spectrum of the eigenvalue problem is computed for the different Reynolds
numbers under the effect of viscous heating, different radius ratio, and buoyancy.
The axial and radial wave numbers, β and α are taken as π/2 and zero, respectively.
The effect of viscosity variation due to temperature is introduced by Nahme number
(Na) and Brinkman number (Br) and effect of buoyancy by Grashof number (Gr).
The acute value of Re of the flow is computed for isothermal and non-isothermal
Ta–Co flow including the effect of viscid heating and buoyancy at different radius
ratio (η). The viscous heating and buoyancy effect destabilize the flow.
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Nomenclature

T Temperature
μ Viscosity
ρ Density
Cp Specific Heat
d Diameter of Cylinder
g Gravitational Acceleration
η Radius Ratio
Pr Prandtl number
Gr Grashof number
Re Reynold’s Number
Rcr Critical Reynolds number
Na Nahme Number
Br Brinkmen Number
α Azimuthal wave number
β Axial wave number

Abbreviations

ODE Ordinary Differential Equation
PDE Partial Differential Equation
EVP Eigenvalue Problem
FDM Finite Difference MethodFinite Difference Method (FDM)
FEM Finite element MethodsFinite Element Method (FEM)
CSC Chebyshev Spectral Collocation
Ta–Co Taylor–Couette flow

1 Introduction

The (PDEs) and its applications are important in the field of applied mathematics.
These are a basic form of equations in the number of applications of physics, natural
science and finance. They are used to describe the local properties of the function in
the three-dimensional fluid flow problems.

The concept of discretization is the easiest set of rules to approximate the solution
of PDEs. In this process, the PDEs are represented as the determinate dimensional
problem. At the same time, replacing the Partial differential equation by a distinct
model is not insignificant at all, and more often, the choice of the determinate dimen-
sional model to be used depends on the properties behind the mathematical model
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itself. The Recent advances in computer technologies have made it easier to deter-
mine accurate solutions of the PDEs efficiently, even in the most critical cases of
very large systems of PDEs.

The FDMandFEMmethods are often used for themathematical solution of PDEs.
However, in the computations of the spatial derivatives, these methods essentially
require a massive number of nodal points to provide an accurate numerical solution.
The Spectral and Pseudo-spectral methods have been developed as an alternative
solution to it in recent years. The spectral methods are different from the FDM and
FEMmethods, in spectral methods global information is integrated in the calculation
of a spatial derivative. The spectralmethods canprovide greater accuracy for a smooth
solution with the use of a very less number of nodes and, therefore, less calculation
time as compared to FDM and FEM.

The spectral procedures are widely used for the flow simulations due to higher
accuracy.However, it is very difficult to apply it to complexgeometries, andgenerally,
it is used for simple geometries. The method of collocation is a numerical solution
method for the ODE, PDE and integral equations. In the collocation method, a finite-
dimensional space of solution is chosen (most often polynomials), and a number of
collocation points are also chosen. Then a solution is selected such that it fulfills the
condition of a given equations at the association positions. The orthogonal collocation
on finite elements is also used to solve a PDE from Fluid Dynamics. Association
locations are selected as the roots of orthogonal polynomials gave better results
because of a few striking characteristics of these polynomials.

The main objective of the authors is to study the Spectral collocation method
using Chebyshev polynomial and to demonstrate its application for the numerical
solution of fluid flow problem. The stability examination of the incompressible flow
passing between the two rotating cylinders having same axis of rotation (Ta–Co flow)
has been carried out to demonstrate the application of Spectral collocation method.
Sections 1 and 2 presents basic introduction, mathematical background and relevant
literature review. The governing stability equations, boundary conditions and numer-
ical solution of then eigenvalue problem is discussed in Sect. 3. Section 4 presents
solution of base flow temperature profile under the effect of variable viscosity. The
validation of the computed results and effect of radius ratio, viscous heating and
bouncy on the stability of Ta–Co flow have been discussed in the Sects. 5 and 6.

2 Chebyshev Method

The CSC method is used in discretizing the governing equations and group more
grid point at the boundary of a domain. The CSC Method is Global in Nature. In
this method Computation at any point depends on information from whole domain.
TheChebyshevSpectral CollocationMethod provides exponential Convergence rate.
This method provides precise results with moderate number of grid points.
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Let us consider one ODE,
y′(t) = f (t, (y(t)), y(t0) = y0

The equation is

required to be resolved in the interim [t0, t0 + Ckh]. Choose Ck from 0 ≤ c1 <
c2 < ··· < cn ≤ 1. The compliant polynomial association method come close to the
result y by the polynomial p of degree n this solution contents the primary condition
qt (0) = y0, it also satisfies the variance equation

q ′(t0 + h) = f (t0 + h, q(t0 + h))

y1 = q(t0 + h)

q ′(tm) = f (tm, q(tm)) at all association points tm = (t0 + Cmh) for m = 1, 2, …
n. This results in n + 1 conditions, which equals the n + 1 constraints needed to
identify a polynomial of degree n. The association methods used here are implied
“Runge Kutta methods”. The constants Cm in the “Butcher stand of a Runge Kutta
method” are the association points. It may be important to understand that not all
implied Runge–Kutta methods are association methods. The association method can
be explained with following case. Let us consider two association points C1 = 0 and
C2 = 1.

The association conditions are

qt (0) = y0 (1)

q ′ = f (t0, q(t0)) (2)

q ′(t0 + h) = f (t0 + h, q(t0 + h)). (3)

Above mentioned three conditions are used in collocation method, this indicates
that p has to be a polynomial of second degree. We can also write the function q as:
q(t) = α(t − t0)2 + β(t − t0) + γ this will help us to reduce the calculations. The
coefficients are evaluated by using collocation conditions.

α = 1

2h
= f ((t0 + h, q(t0 + h) − f (t0, q0)), β = f (t0, p0), γ = y0 (4)

The collocation method is now given by

y1 = q(t0 + h) = y0 + 1

2
h( f (t0 + h), y1) + f (t0, y0)) (5)

where, y1 = q(t0 + h) is approximate solution at t = (t0 + h).
The Chebyshev method is used to calculate number of collocation points in a

domain. Following figure shows the distribution of collocation points in the given
domain.
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Fig. 1 Chebyshev point
distribution

It is evident from the Fig. 1 that Chebyshev locations are placed at equal distance
on to the upper half of the unit circle but its projection on to the x-axis are not equally
spaced. There are more grid locations which are present at the extreme points in
comparison with the center or we can say that there is clustering of grid points at the
extreme points in comparison with to the center, it is also observed that the space
between grid points at ends is less in comparison to space between grid points at
the center so there is finer mesh at the boundary, which will help to have better and
accurate results. CSC methods support to characterize a function in best possible
way with the help of few representative points.

Periodic Function: The sample points which are evenly spaced throughout the
interval are selected to describe a periodic function over an interval. These sample
points are selected using N function samples, and they form a trigonometric inter-
pellant comprising of a sum of N sinusoids. This methodology produces merger in
N for integration, differentiation, and interpolation.

Non-periodic functions: ANon-periodic function over an interval is characterized
with the help of N function examples, the interval is mapped into [−1, 1]. The
sample points are chosen based on Chebyshev criteria and a polynomial interplant
comprising of a sum of N Chebyshev polynomials is created by the selected points.
This method offers convergence exponential in N for integration, differentiation, and
interpolation.

Comparison of the Chebyshev Spectral Collocation Method with Analytical
Method:
The comparison of CSC Methods is done by using derivative of the Sin (X) with the
help of analytical method as well as by CSC method.

The Square in the Fig. 2 represents the results using Analytical Method and star
represents the results using spectral method. The results depict that the CSC method
provides closely accurate to analytical solution points.

Chebyshev differentiation:
If a vector feven is trajectory of function models considered at equally spaced points
in an interval [a, b] i.e. if
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Fig. 2 CSC and analytical method results

feven =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

f (a)

f (a + �)

f (a + 2�
.

.

f (b)

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(6)

Then, the vector of derived values at choose points can be presented in the form
of a centered FDM calculation it will be in the form of a matrix vector product of
f ′
even = DCFD

Where,

DCFD = 1

2�

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 · · · 0 0
−1 0 1 0 · · · 0 0
0 −1 0 1 · · · 0 0
0 0 −1 0 · · · 0 0
...

...
...

...
...

...
...

0 0 0 0 0 0 1
0 0 0 0 0 −1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(7)

This approximation will converge like 1/N2. In Chebyshev spectral method we
just need to construct theN th Chebyshev approximant

∫
approx (x)) to f(x) and differ-

entiate the variable of approximation and considering this as an approximation to the
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derivative. The N th Chebyshev approximation to f(x) is

∫
approx (x) =

N∑
m=0

CmTm(x) (8)

Differentiating we get

f ′approx (x) =
N∑

m=0

CmT ′m(x) (9)

Now when we calculate the results of this equation at the (N + 1) Chebyshev
points: Xn = cos nπ

X Where n = 1, 2, … N, we achieve vector f ′cheb. The entries of
this vector are estimated values of the derivative of fcheb at the Chebyshev points,
and it is related to the vector C of Chebyshev coefficients via a matrix-vector product
relationship:

NGn = μ0U 2∞
k�T0

;Re = ρU∞d

μ
; Pr = μ0Cp

k
;Gr = gρ2β�T0d3

μ2
0

(10)

f ′
cheb = T ′C where T ′ is (N + 1) x(N + 1) dimensional Matrix.

If we consider the relation C = Λ fcheb We receive f ′cheb = T′Λ fcheb where
Dcheb = T ′Λ matrix that functions on a vector of models at Chebyshev points to
produce a vector of f0 samples at Chebyshev points.

2.1 Application of Spectral Collocation Method in Fluid
Dynamic Problems

The bounded flows through channels and other simple geometries are simple in
configurations. However, they are too important from the scientific and techno-
logical aspects. The vortices generated at corners and in the flow direction, flow
transition, and turbulence can be analyzed in the same bounded configurations. To
study two-dimensional and three-dimensional flow problems, one can use an arith-
metical result of the Na-S equations. The primitive variable and vortices-Stream
function approached are used to study viscous fluid flow problems. In the first
variable approach, a coupling of pressure and velocity is challenging to satisfy the
incompressibility condition.

In the case of a vortices-stream function approach, such a problem, the pressure
term is eliminated from the equations. However, the order of the derivative increases
in this formulation. In a two-dimensional fluid flow problem, this approach is widely
used.However, a straight forward extension of it for three-dimensional flow is not that
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easy due to the increased order of derivatives. Thus, the primitive variable approach
is more suitable for 3D problems [1].

The non-iterative methods like estimate method and small step method have been
developed to prevent the coupling of pressure-velocity difficulty of the primitive
variable approach. In the methods mentioned above, no special memory storage is
required, and they are suitable for the solution of unsteady flow problems. These
methods use the prediction-correction method in which pressure is predicted from
the projected velocity in the divergence-free velocity field.

The higher-order temporal scheme with the spectral method is used to improve
accuracy by incorporating a variation of the projection method with the pseudo-
spectral method. A semi-implicit projection system with second-order accuracy in
temporal discretization gives good numerical stability in spectral collocation form.
The diagonalization is performed, which is an effective and efficient direct method of
solution. This combination of a temporal scheme with spectral-spatial discretization
is giving a very fast solution in comparison to the iterative solution procedure. The
combination of the two higher order of accurate methods has been validated using
square opening flow at Re = 10,000 and backward-facing step in channel flow at Re
= 875 [1].

Taylor–Couette flow is a drag driven flow inwhich flow is produced by the relative
circular motion of the cylinders. Therefore, the outside compelling by a pressure
gradient is not present [2]. It is an ideal case for studying the flow instability of
Newtonian and Viscoelastic fluids. Couette and Mallock are the first to investigate
the stability analysis of the viscous incompressible flow [3]. The first mathematical
representation of the flow between two concentric, infinite long cylinders having
rotary motion in three dimensions was successfully developed by G. I. Taylor and
obtained a result that was similar to the experimental results [4]. The work started
by Taylor continues the study of two-dimensional flow between the cylinders, which
is Taylor’s classical problem [5]. There are many theories available to analyze the
stability of the flow i.e. energy gradient theory, classical linear theory, Non-linear
theory, etc. The majority of the study has been performed on the steadiness of Ta- Co
flowwithout viscid heating effect. Ali andWeidman (1990) theoretically investigated
the effect of the temperature gradient in the radial direction on the volatility of the
Ta–Co flow [6].

They show that for a given Prandtl number (Pr), the subordinate flow is symmet-
rical about the axis, and the perilous value of Re surges with the increase in Gr.
The resilience force has a steadying result except for large value Pr number fluids.
However, the subordinate flow becomes asymmetric about the axis for larger Gr, and
Rcr number decreases with increasing Gr [7]. Kolyshkin and Vaillancourt (1993)
studied effect of energetics on isothermal Ta–Co flow for a radius ratio from 0.4 to
0.95 and Pr from 1 to 100. They found that the disturbances which are symmetric
about an axis are most hazardous turbulences, and flow is disrupted as Pr and Gr
increases [8]. The thermal buoyancy effect on the instability was examined by Dah-
ChyiKuo andK. S.Ball (1997). The critical value ofRe for the finite annulus is almost
equal to the forecast based on linear stability results for continuous length for the
isothermal case. The Rcr number for non-isothermal flow is slightly less as compared
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to that of isothermal Ta–Co flow [9]. The majority of the research is performed on
the steadiness of the Couette flow with the rotary motion of either inside or outside
cylinder or withmotion about the axis of the inner cylinder depending upon the appli-
cation [10]. The stability of the channel flow, pipe flow, Couette, and boundary layer
flow with viscous heating has been examined by several authors [11, 12]. The exper-
iment of the stability isothermal Ta–Co flow with viscid heating of Newtonian fluid
has been studied byWhite andMullar [13]. They admitted that the uncertainty of flow
is resulted due to a connection between viscid indulgence encouraged temperature
stratification and inertial forces. In the case of viscous heating of thefluid, the property
viscosity is used the temperature-dependent, and Nahme type viscosity-temperature
rise is used to analyze the effect of temperature on the viscosity. Al-Mubaiyedh,
Sureshkumar&Khomami (1999) per-formed instability analysis to analyze the effect
of viscid indulgence on the Ta–Co flow instability. They considered liquids of high
viscidness and large initiation energy with temperature-dependent viscosity [14]. Na
provides the degree of thermal compassion of the fluid. Al-Mubaiyedh et al. (2002)
studied in detail the thermal influence on the distribution of pressure and kinematics
also unevendisturbances to know theflowdisruptionmechanismdue to viscid heating
[15]. They predicted a new mode of instability due to viscous heating effect in the
absence of buoyancy effect with higher Pr (11000). At high Pr as Na increases, the
coupling between radial disturbances and temperature gradient enhances centrifugal
instability [16]. In the case of the instability of the Ta–Co flow, the effects of non-
isothermal are the result of viscid indulgence and not because of a forced temperature
gradient, which has not been studied significantly [17, 18]. In this chapter, we have
presented the study of the effect of viscid heating and buoyancy on the stability char-
acteristics of the Ta–Co flow for different radius ratios of the cylinders with uniform
i.e., isothermal and non-uniform wall heating i.e., Non-isothermal.

3 Problem Formulation

The incompressible and Newtonian fluid with viscous heating is considered among
two concentric rotating cylinders. The walls of the cylinder are kept at the same
temperature in the matter of isothermal Ta–Co flow and different invariable temper-
atures for non-isothermal Taylor–Couette flow. The governing stability equations
(Linearized Navier-Stoke equations) are derived using the standard procedure. The
space between the two rotating cylinders is very small in comparison to the radii of the
inside cylinder. The Reynolds number based on the spaced = (R2 − R1)/2) between
inside and outside cylinder is considered, where R1 and R2 are the inside and outside
radii of the cylinder, respectively. The radius of the cylinders is normalized by the gap
(d). The base flow is changing in the radial direction only. However, the disturbances
are three dimensional. Both the cylinders are rotating in opposite directions with
the same angular velocity. Viscid indulgence is encompassed in the energy equa-
tion through generation number (NGn), which is described as the maximum change
of temperature due to viscid heating regulated by the controlled wall temperature,



174 R. Bhoraniya et al.

which is known as Nahme number (Na) and Brinkman number (Br) for isothermal
and non-isothermal Taylor–Couette flow respectively [6]. The following relation is
used to determine the variation of viscosity with the change in temperature [19].

μ = μ0 exp

[
β
T − T0
T0

]
(11)

μ0 is the reference viscidness at temperature T0 and it is a non-dimensional initi-
ation energy parameter that characterize the change in viscosity with reference to
temperature variation; where β is a positive number for the liquids. The Generation
number (NGn), Reynolds Number (Re), Prandtl number (Pr) and Grashof number
(Gr) are defined as,

NGn = μ0U 2∞
k�T0

;Re = ρU∞d

μ
; Pr = μ0Cp

k
;Gr = gρ2β�T0d3

μ2
0

(12)

where,�T0 is the reference temperature difference,β is thermal expansion co-effcient
at reference temperature T0. The disturbances are assumed to be in normalmode form
with the amplitudes are the functions of a radial coordinate only

Ur =0 + ur ;U θ = Uθ + μθ ;Uz = 0 + uZ ; P = P + p;μ = μ + μ′ (13)

q(r, t) = q
∧

(r)e[i(αθ+βZ−ωt] (14)

where q = [ur , μθ , μφ, P], Q = [Ur,Uθ,Uφ, P], r is radial coordinate, z is axial
coordinate, θ is azimuth coordinate, ω is circular frequency, α is azimuth wave
number, and β is axial wave number.
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3.1 Boundary Conditions

At inside and outside wall of the cylinders, the boundary conditions assumed are
that there is no slip and there is no penetration for each disturbance velocity compo-
nents. At the wall, all disturbance velocity components are zero. Another boundary
condition taken into account is that at wall pressure do not exists.

ur = (x, rout ) = 0; u0 = (x, tout ) = 0; uz = (x, rout ) = 0 (20)

ur = (x, rout ) = 0; u0 = (x, tout ) = 0; uz = (x, rout ) = 0 (21)

Though, the compatibility regulations resulted from the Linearized N-S equations
have been collocated at the solid wall.
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The CSC technique is used to discretize the governing stability equations [17].
This discretizationmakes the non-uniform nature of the distribution of the grid points
with a greater number of grids towards the end. For boundary value problems, it is
a favorable arrangement.

rcheb = cos

(
π i

n

)
where i = 1, 2, 3 . . . n (23)

where n = Total number of collocation points.
The stability equations together with the boundary conditions forms a general

EVP of the form,
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[A][φ] = iω[B][φ] (25)

where, A and B are real matrices of size 5 × n , iω is an eigenvalue and ϕ is the
eigenvector. The QZ algorithm is employed for the solution of the EVP.

4 Base Flow Solution

The fully-developed steady and parallel incompressible base flow is considered
between the concentric rotating cylinders in opposite directions. The base is varying
along the radial direction only. The thermal stratification is also considered in the
radial direction. Thus, the viscosity is varying and it is dependent on the temperature
of the fluid. The energy equation is coupled with the Navier-Stokes equation and the
reduced non-dimensional equations for the base flow are as follow,

1
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The conditions (28) and (29) are co nsidered for the solution of above equations.

u
θ
(x, rin ) = +1, T (x, rin ) = rt1 (28)
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uθ (x, rout ) = −1, T (x, rout ) = rt2;where rt1 = T1 − T0
�T0

; rt2 = T2 − T0
�T0

(29)

Stream wise (azimuth) velocity, temperature and viscosity respectively. The base
flow equations for constant viscosity are simple and solved analytically and it is not
presented here because the variation in the base flow velocity profile is very small.
The Eqs. 28 and 29 are solved with the help of series solution up to second order
accuracy [6, 15].

Figure 3a shows the effect of non-dimensional temperature (rt) on the tempera-
ture profile of the flow. The rt = 0 is the isothermal flow in which the inside and
outside cylinder ramparts are maintained at equal temperature. Figure 1b presents
the temperature profile for various values of Na. It shows that the increase in Na,
increases the variation in temperature. The escalation in Brinkman number (Br) also
surges the temperature variation for non-isothermal flow.

5 Code Validation

The results obtained for the present computations are compared with the results of
P. Schmid and L. Tuckerman (2002) for η = 0.5 and η = 0.99 without viscid heating
effect. The azimuthal (α) and axial (β) wave numbers are 0 and π/2. The eigen
spectrum shown in Fig. 2a, b are very similar to the results of Schmid et al. [18].
Thus, the code is validated against the results of P. Schmid et al. (2002) (Fig. 4).

6 Results and Discussions

In the present stability analysis, two cylinders are revolving in contrary directions,
and hence the speed ratio 1 is as −1. The range of different values of η is changing
from 0.5 to 0.99. The radial length and the velocities are controlled by the space, d
= (R2 − R1) and 1R1 respectively. The magnitude of α and β are zero and unity
respectively. The stability analysis for the Ta–Co flow is with the variable viscosity
due to the viscous heating effect. The generation numbers like Nehme (Na) number
and Brinkman (Br) numbers are defined to incorporate the variation of viscosity and
temperature on the steadiness representative of the Ta–Co flow.

6.1 Effect of Radius Ratio (η)

In the case of the adiabatic wall conditions, the fluid viscosity remains constant. The
Eigenvalues problem is solved to compute the least stable Eigenvalue and associated
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Fig. 3 Effect of
a temperature (rt), b Nahme
number (Na) and c Brinkman
number (Br) on temperature
profile for radius ratio η =
0.5 speed ratio Ω1

Ω2
= −1
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Fig. 4 Eigen spectrum for
a η = 0:5 and Re = 125 b η

= 0:99 and Re = 350. The
α, β and speed ratio are 0, π

2
and −1

Fig. 5 Effect of radius ratio
η on the Rcr

Eigenfunctions for different values of η. The perilous value of Re is determined for
the range of various values of radius ratio.
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Figure 5 shows the change in the value of the criticalReynolds number for different
radius ratio η. It shows that Rcr number reduces as η increases from 0.2 to 0.7, it is
nearly constant in the range of η 0.7 to 0.8 and beyond 0.8 it increases.

6.2 Effect of Viscous Heating

To study the viscid heating effect on the instability characteristic of Ta–Co flow, two
different cases are considered. In the first case, the inside and outside boundaries
of the cylinders are maintained at a fixed temperature of 25 °C, and so it is called
isothermal Ta–Co flow. The viscosity of the fluid is variable due to the heating effect.
The Rcr number is computed for η = 0.5 and η = 0.99.

Table 1 shows the assessment of the critical value of Re for η = 0.5 and η = 0.99
for adiabatic and isothermal wall conditions of the rotating cylinders. The critical
value of Re is lower for isothermal Ta–Co flow compared to adiabatic wall of the
cylinders. This indicates that Taylor–Couette flow becomes unstable with the viscous
heating effect at a lower Reynolds number.

Figure 6 shows the change in the value of critical Re for different Nahme numbers.
Na introduces the viscous heat dissipation. The increase in the speed of rotation
increases the heat dissipation effect. The Na number is varied by increasing the
rotating speed of the wall of both the cylinders. It has been found that the critical
value of Re reduces with the rise in Na Number. Thus, the increase in Nahme number
has destabilizing effect on the Taylor–Couette flow. Table 2 shows a comparison of
Rcr number for isothermal Ta–Co flow for η = 0.5 and η = 0.99. It shows that the
Rcr number reduces with the viscid heating effect. This, in turn, proves that viscous
heating has a destabilization effect on the disturbances. In the second case, the inside
and outside walls of the cylinders are maintained at different values of constant
temperature. The temperature gradient is present in the radial direction. The viscous
heating effect is introduced in this case using Brinkman’s number. The Brinkman
number reduces with the increase in temperature difference of cylinder walls. The
variation of critical Re against Br is shown in Fig. 4b. It shows that the critical value of
Re raised with the rise in the value of Br. Thus, an increase in the Brinkman number
stabilizes the flow. Table 3 shows the critical value of Re for different values of �T0
for non-isothermal Taylor–Couette flow. It shows that as the �T0 rises, the critical
value of Re decreases. It is also witnessed that the critical Re for non-isothermal
Taylor–Couette flow is smaller than that of isothermal Taylor–Couette flow.

Table 1 Assessment of the
Rcr for isothermal Ta–Co flow

Radius ratio Critical Rcr1 Critical Rcr2

0.5 153 130

0.99 366 312
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Fig. 6 Effect of a Nahme
number, Na and b Brinkman
man number, Br on the Rcr
number for η = 0:5 and
speed ratio Ω1

Ω2
= −1

Table 2 Assessment of Rcr
number for isothermal Ta–Co
flow with buoyancy effect

Radius ratio Critical Rcr1 Critical Rcr2

0.5 130 128

0.99 312 310

Table 3 Comparison of Rcr
number for non-isothermal
Ta–Co flow with buoyancy
effect. Here �T0 is the
temperature difference of
walls of inner and outer
cylinders

Radius ratio Critical Re1 Critical Re2

0.5 −0.2 131 128

0.5 120 118

1.0 103 100

0.99 −0.2 320 310

0.5 304 300

1.0 296 292
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Fig. 7 Variation of Rcr
number versus temperature

6.3 Effect of Buoyancy

The effect of buoyancy is studied for isothermal and non-isothermal Ta–Co flow. The
effect of buoyancy is combined in the governing equations using Gr number.

From the above results, we observe that in isothermal Ta–Co flow with buoyancy,
with the increase in radius ratio from 0.5 to 0.99 there is an increase in Rcr.

Figure 7 shows the variation of the Rcr number with the reference temperature
difference. It is found that the buoyancy effect reduces the critical Re for the same
temperature difference for η = 0.5 and η = 0.99.

7 Conclusions

The local temporal Eigenmodes are computed using linear stability theory for Ta–Co
flow. The effect of viscid heating and buoyancy are studied on the steadiness char-
acteristics of Ta–Co flow. To study the effect of viscid heating for isothermal and
non-isothermal Taylor–Couette flow Nahme and Brinkman numbers are introduced.
The general Eigenvalue problem is solved to determine the least stable Eigenmode.
For adiabatic wall conditions, it is found that the critical value of Re reduces with the
increase in radius ratio up toη= 0.8, beyondwhich critical value of Re increases. The
isothermal and non-isothermal Taylor–Couette flow is studied by introducing gener-
ation number like Nahme and Brinkman number. The critical value of Re increases
with the rise in Nahme number while reduces with the increase in Brinkman number.
The critical value of Re reduces with the increase in the temperature difference of
cylinder walls. It is also observed that the flow becomes unstable at a lower Reynolds
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number in case of a non-isothermal flow. The critical value of Re with the buoy-
ancy effect is found smaller for isothermal and non-isothermal. Thus, buoyancy has
a stabilizing effect on the disturbances.
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Abstract In this chapter the unconstrained and constrained optimization algorithms
for numerical methods are envisaged. The numerical solutions to the fundamental
problems in energy systems are provided. The recent heuristic methods used in
power systems are highlighted, and the specific algorithms are proven by simulations.
The selection of the best solution is one of the authors’ concern. Therefore, the
optimization algorithms along with numerical examples are delivered in this chapter.
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Nomenclature

BFGS Broyhen-Fletcher-Goldfarb-Shanno
CD Conjugate Directions
CNO Constrained Nonlinear Optimization
DFP Davidon-Fletcher-Powell
FR Fletcher–Reeves
GA Genetic Algorithms
HA Heuristic Algorithms
LQR Linear Quadratic Regulator
MINLP Mixed Integer Nonlinear Programming
MMCG Modified method of conjugate gradients
NM Newton method
NO Nonlinear Optimization
NRM Newton-Raphson method
PR Polak–Ribiere
PS Power Systems
PSO Particle Swarm Optimization
OC Optimal Control
TSP Travelling salesman problem
TR Trust region
SA Simulated Annealing
SCUC Security-Constrained Unit CommitmentUnit Commitment
SIP Semi-infinite programming
SDP Semi-defined programming
UC Unit Commitment
UNO Unconstrained Nonlinear Optimization
VC Variational Calculus

Symbols

C convex set
dk descent direction
� distance
F convex function
f (x) real function of variable x
f ′(x) first derivative
grad( f (x∗)) gradient of the multivariable function
∇ f (x∗, y∗) the gradient of function f at the minimum point (x*, y*)
∇2 f (xk) = D2 fk Hessian matrix
K (x, t) integral cost
K (xf, tf) final cost
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J(u) performance index
L(x, u, τ ) Lagangian
p Lagrange multiplier
pCi Cauchy point
x unknown vector
s∗(�) steepest descent direction
‖s‖ = � norm
span linear combination operator

1 Introduction

Optimization offers the best solution, out of themany possible solutions to a problem,
according to a performance criterion imposed, respecting or not certain constraints.
In the optimization problems, the performance criterion is chosen according to the
proposed objectives, observing certain constraints or not. Multivariable functions
are used in variational calculus (VC). VC deals with the functionals, the solution
being obtained more often by minimizing the functional. By taking into account the
Sect. 1.1 of this book, the evolution of the VC is optimal control (OC). OC is a result
of the functional cost minimization, the control being dependent by the state feeback
product of the system, the cost function, and a weighting matrix.

The problem of determining the shortest possible route between two points is the
oldest optimization problem, the well-known solution being a straight line segment.

Greek mathematicians Zenodorus and Poppus studied the problem of Princess
Dido (Elisa) from Tiria or the isoperimetric problem, inspired by the historical story
of Vergilius (70-19 BC), Eneida, about the formation of Carthage (850 BC): to find
a plane-generated curve of a given straight segment, covering the largest possible
area. The Greeks knew the solution (the circle), but it was only in the 29th century
rigorously demonstrated.

Heron of Alexandria gave another interpretation of the shortest path possible, in
the paper Katoprika (Principles of optics), noting that if a light source emits a light
beam reflected in a mirror; it will follow the shortest possible path from source to
observer.

The origins of variational calculus date from 1662 with the Fermat principle the
fastest path of a light beam which passes through a single optical environment is that
of minimum time.

The first minimum time problem formulated and demonstrated was in
1697 (“brachystochrone problem”–“βραρχιστoζ-Short, χρoνo-time”), by Johann
Bernoulli. In this way the optimal command appeared.

Modern optimal control

The practical point ov view of OC was discovered by Riccati (1676–1754). Jacopo
Riccati had obtained a scalar solution of the nowadays linear quadratic problem.
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Kalman (1960),Athans andFalb (1966), push forward the development of themodern
optimal control.

Dynamic programming and the principle of maximum

Dynamic programming orginated from Bellman (1950s), takes into account the
nonlinear optimal command. The main disadvantage of its solution is the large
memory requiremnts. The principle of maximum, developed by Pontryagin and
the Soviet school, is a natural consequence of Weierstrass’s necessary condition
with limited command functions. To determine the shortest route, the optimal
control maximizes the Hamiltonian within the boundary of definition. Themaximum
principle is normally found in dynamic programming.

The nonlinear problem of determining optimal trajectories was addressed in 1919,
by Robert H. Goddard (1882–1945). Using variational calculus, in 1927 Hamel
formulates the nonlinear problem, the analytical solution being found by Tsien and
Evans in 1951.

The modern optimal control deliver a more robust solution (in frequency domain)
through H∞ and H2 approaches. The robustness of the modern control is related to
the systems with structural uncertains, and unmodelled dynamics.

Research in the field of optimization is on-going by using artificial intelligence,
Genetic algorithms and metaheuristics approaches.

The objective of this chapter is to provide a methodology to solve the specific
problems in power system applications. Moreover, due to the high importance of
energy production, the solutions should be the best one. Therefore, the optimization
algorithms are also taken into account. In order to facilitate the understanding of
some algorithms, the authors provide numerical exmaples.

In this chapter the formulation of the optimization problems are presented. The
Sect. 3 contains the classification of the optimal problems. Different types of the
optimizations are included in Sect. 4. Unconstrained and constrained optimization
algorithms for numerical methods are provided in Sects. 5–13. The recent heuristic
methods and the specific algorithms are shown in Sect. 14. The Sect. 15 provides
an overview of the genetic algorithms. In Sects. 16–19, different nature inspired
optimization algorithms (metaheuristics) are found: ant colony optimization, Simu-
lated Annealing, Particle Swarm Optimization, Bee Swarm, and Firefly model. The
last Sects. (20, 21) are dedicated to very large scale neighborhood search, and
security-constrained unit commitment. The chapter ends with the conclusions.
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2 Formulation of the Optimization Problem

In order to formulate a problem of optimization of a dynamic system, the following
steps must be taken into account: (1) the initial and final conditions; (2) the dynamics
of the system; (3) the control limits; (3) the objectives of the problem; (4) perfor-
mance criterion. The optimal solution will be an admissible control delivered by
minimization of the peformance criterion [1].

Implementation of the optimal solution

With the analytical or numerical determination of the optimal solution, the natural
problem of implementing this solution found for the considered dynamic system is
posed.

In the references [1, 2] the optimal command was obtained either by solving a
Riccati differential matrix equation (for problems with fixed final time), or from an
Riccati algebraic matrix equation (for problems with infinite horizon or final free
time). Riccati equations require a reverse integration in time (from the final step to
the initial step) and the storage of specific coefficients on this interval, following the
application of the optimal command in the direct sense of time (from the initial step
to the final step). This procedure requires a large volume of calculus and is sensitive
to the variation of the dynamic system parameters. The solutions that eliminate the
mentioned disadvantages are presented in the technical papers [1, 2] are described
modernmethods of implementing the solutionswithinmodern electric drive systems.

Types of constraints

Constraints are applying to control and states of the dynamic system under consider-
ation. At the level of the relations, they must be within an allowable range (inequality
constraints), and at the state level, as a result of the existence of differential equa-
tions that must be solved, their initial and final values (equality constraints) must be
known. Another variable to consider is time. Therefore, the initial and final time are
all equality constraints.

Performance index

The performance index (cost function) is designed by the designer to meet the objec-
tives set. It usually includes a final cost and an integral cost, corresponding to the
stationary and dynamic regimes. From a systemic point of view, the performance
index contains system errors or states, and commands. For a system of order n (n
states) with m inputs (m ≤ n), the performance index is defined by the final cost K
(x, t) and the integral cost:

J (x0, t0,u, x, t) = K (x, t) +
∫ t

t0

L(x(τ ),u(τ ), τ )dτ (1)

or by knowing the final time, t f, it becomes:
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J (x0, t0,u) = J
(
x0, t0,u, x f , t f

) = K
(
x f , t f

) +
∫ t f

t0

L(x(τ ),u(τ ), τ )dτ, (2)

where

– J (x0, t0,u) is the value of the system performance index for the command u
applied,

– t f the final time,
– x f final state,
– K (x f, t f) terminal cost.

The performance index can stretch to infinity if no command exists to bring the
system to a specified end state:

J (x0, t0,u) → ∞. (3)

It is noted with:

J (u) = J (x0, t0,u) (4)

if the initial state x0 is known at time t0.
Solving the optimal control problem leads to the determination of the optimal

regulator. The regulator will minimize the chosen performance index.
Example: If the energy absorbed by a dynamic system should be minimized, then

the instantaneous quantities of the absorbed current and the supply voltage will be
included in the performance index, and the controller will drive the system so as to
minimize the energy absorbed from the power source.

Remarks:

1. Any solution to the optimal driving problem is called optimal control;
2. In the optimization problems, the poles of the system are not directly imposed,

but result from the minimization of the chosen performance index;
3. Only the determination of the minimum of the performance index can be consid-

ered, because the problem of determining the maximum is similar to finding the
minimum of the negative function.

3 Classification of the Optimal Problems

Optimal problem with quadratic functional applied to linear systems are well
known as linear quadratic regulators (LQR) [2]. The LQR problems minimizes
the consumed energy into system. LQR problems can be classified as:

– the problem of adjustment according to the state;
– the problem of the adjustment according to the output.
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The linear quadratic optimal driving problems lead to solving different types of
the Riccati equations: algebraic, differential (smooth case) or in differences (discrete
case), solution that acts as a gain factor on the state feedback of the system.

The solution which minimizes the functional cost is named optimal control (OC).
OC can be with or without constraints, with fixed or free time problems.

Particular cases:

(1) The tracking problem, when a certain trajectory becomes an objective to be
achieved;

(2) The problem of optimal control with fixed time,when it is constraint to the final
time tf. The performance index becomes:

J (u) = K (T ) +
∫ T

t0

L(x, u, τ )dτ (5)

(3) The problem of controlwith final state fixed, free final time,when a desired state
is required, xf .

(4) The adjustment problemwhen the fixed end point satisfy:x∗ = lim
t→∞ x(t), i.e. x *

is a state of equilibrium of the system.

4 Types of Optimizations

Continuous optimization

Models with continuous variables that can take any real value are problems of
continuous optimization

Discrete optimization

The variables into the discrete optimization problems are included into a set of the
discrete values.

Optimization without constraints—the constraints do not found on model
variables.

Optimization with constraints—the constraints are presented on the model
variables.

Optimization problems with constraints can be reduced to problems without
constraints by replacing them with penalty terms in the chosen objective function.

The types of the optimization problems with constraints can be found by taking
into account both the nature of the constraints and property of the functions (differ-
entiable; non-differential). The constraints could be linear, nonlinear, or convex
type.

Optimization problems without objective function

In practice there are problems without a special optimization objective, e.g. to find
the variable values by satisfying the imposed model constraints.
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This type of problem is named the feasibility problems

Optimization problems with objective functions

Usually, the one objective function into the optimization problems can be found.
Moreover, there are special cases with multiple objective functions.

Problems of complementarity and variational inequalities are ubiquitous in engi-
neering field, combined or not with economic field. The main objective is to satisfy
the conditions of complementarity by the deducted solution.

The optimization problem with multi-objective functions occurs in logistics, or
enginnering combinedor notwith economics. In these types of optimizationproblems
the solution is a compromise of the goals conflict.

However, problemswithmultiple objectives can be reformulated as a single objec-
tive problem by forming a weighted combination of the functions objectives, or
changing part of the function objectives by the adequate constraints.

Deterministic optimization

In this type of optimization, it is supposed that the required data to solve the problem
is precisely known. Many times in practice, the data is missing (the often case is that
there are errors in measurements, or for forecasting problems the future data cannot
be known accurately).

Stochastic optimization

There are problems with the uncertain parameters into the used model in which the
optimization stage is necessary. The robust control field takes into account these type
of the processes conducting to a robust optimal solution. The robustness character
is justified by controlling the process within a certain limits, but without knowing
the all process data (structural uncertains). In stochastic problems, the advantages of
knowing the probability distributions of the problem data are used; the objective is
to find a solution to optimize the model performances for any data inputs.

Combinatorial optimization

The study of the arrangements of the elements of a finite set, according to a given
structure, leads to combinatorics. In combinatorial problems, priorities are problems
related to existence (there is a particular type of arrangement) and counting (the
number of arrangements that can be formed):

The characteristic of combinatorial problems is that the number of these
arrangements is finite.

The combinatorial optimization principle involves comparing the arrangements
based on a criterion and selecting the best arrangement according to that criterion. The
purpose of combinatorial optimization is to solve specific problems, i.e. to develop
methods and algorithms for effectively finding the most suitable “arrangement” from
the finite set of all possible arrangements.

Travelling salesman problem (TSP) is one of the combinatorial optimization
problem.
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Travelling salesman is located in town 0must visit in localities 1,2,…,n and finally
returning from where he left off. Knowing the distances between localities (or the
costs of traveling between them) the solution to find the route with the minimum total
length (or the minimum total cost) is a concern. It can be easily deduced that the total
number of the possible routes is n!, a route being perfectly determined by the order
in which the ones will be visited in the localities. Once this order is established, the
calculation of the length or costs of the corresponding route is a simple operation of
summing the lengths or costs of the sections that make up the route.

The mathematical model of the TSP

By consider 0,1, …, n the set of the towns, in which 0 is the town from which the
travel salesman depart and arrive at the end of the travel. Is denoted by cij cost of
displacement from the locality i to the j 	= i. If there is not direct connection between
the i and j or in the case of i = j then cij → ∞. A route will be described using the
bivalent variables: if the route starts from city i directly to city j, i 	= j then xi = 1,
otherwise, xi = 0 (or if i = j).

In these conditions the following function is defined

f =
n∑

i, j=0

ci j xi j . (6)

The constraints of the problem are given by the relations (7–8):

n∑
j=0

xi j = 1, i = 0, 1, . . . , n (7)

and taking into account that from any city i the traveling salesman should straighten
to the another single location,

n∑
i=0

xi j = 1, j = 0, n (8)

and at any time the travel salesman comes from a place previously visited.
Equations (6)–(8) represent the mathematical model of the minimum tour

problem.

Heuristic methods for solving TSP

Usually, the optimal solutions of a TSP is very hard to find (if not impossible to find)
if the number of the visiting cities are higher than of 50. To determine an accept-
able solution more heuristic procedures have been developed. These procedures are
attractive from two points of view:

• Can give a “guarantee certificate” for the obtained solution in the sense of the
possible evaluation of the “maximum exceeds” from the optimal solution;
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• The approximately solution can be found with a moderate computational effort
into a reasonable time, that it meant those two parameters are polynomial
dependent from the size of the problem (i.e. the number of the cities);

The heuristic methods builds a solution by trial, by making at each iteration the
best possible choice. Unfortunately, this scheme does not usually lead on the best
globally solution.

Next, several heuristics are presented to solve the Euclidean problem of the travel
salesman, i.e. of the problem in which cij j are distances satisfying both symmetry
conditions: cij = cji, and triangle inequality cik ≤ cij + cjk.

Heuristics—nearest neighbor

• Departure from the town 0 to the nearest town;
• From the last visited village bows by the nearest unmarked village; in case that

there is no longer single location to be visited, returns in place of departure;

Most combinatorial optimization problems are modeled using graph theory. Most
of them can be described alternatively by linear programs with integer variables,
especially bivalents, hence the close link between combinatorial optimization and
integer programming.

Among the problems of combinatorial optimization are:

• the problem of the minimum path value between two nodes of a graph;
• the problem of maximum flow;
• the problem of minimum tour.

Another heuristic problem is the problem of the minimum cost tree: a number
of “points” must be connected to facilitate the transmission of a certain service.
Between points there are “potential links” whose realization involves a certain cost.
The problem that arises is to see what connections will actually be made in such a
way that any two points will be connected—directly or indirectly—in order to use
the service, and the sum of the costs of the connections made will be minimal.

5 Unconstrained Optimization Problems

Overview

Numerical methods for solving unconstrained optimization problems are applied to
the objective functions of one or more variables and aim to determine the global
extremum point of the function.

From the calculated values point of view, the methods of solving the optimal
problems without constraints can be classified in [3–8]:

• Direct methods—no derivatives of the objective function are required;
• Indirect methods—the derivatives of the objective function are used.
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The difference between the direct and indirect methods is mainly based on the
presence of the derivatives of the objective function. In the direct methods, there are
no objective function derivatives.

The methods that use derivatives calculus have the advantage of a high conver-
gence speed, but the volume of calculations increases, and errors can occur.

Depending on the used principle, the methods are divided into:

1. Exploration methods
2. Removal methods
3. Search methods (first order, second order)

1. The first two methods (exploaration, and removal) are used to find the domain
in which the extremum of the function is located, but are used more in the case
of functions of two or maximum three variables, since they are difficult to apply
to functions of several variables for one-dimensional extremities.

2. Removal Methods.

The objective function must satisfy the unimodality hypothesis (there is only one
extreme point on the definition domain).

Principle: the considered area is divided into two parts by a (segment) separation
plan; the value of the function is tested in the two sub-domains by a specific procedure
and the one that is not of interest is eliminated; the procedure is continued for the
remaining domain by dividing with a separation plan, etc., until a sufficiently small
domain is reached, depending on the accuracy required.

3. First order methods. Linear search methods

They are the most efficient methods of solving unconstrained problems.
The principle of these methods consists in the iterative approximation of the

extremum point, the procedure ending when the stop criterion is satisfied.
The general calculation formula is:

xi+1 = xi + θi h
i

where
hi—is the direction of travel
θi—is a scalar that represents the step of movement in the hi direction.

3.1 Indirect Searchmethods or gradient methods apply for derivable functions f (x)
in relation to all arguments.

Methods of the II-nd order, in which the derivatives of the I-st order of the function
are used:

xi+1 = xi − θ∗
i r

i , r i = ∇ f (xi ).
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The step can be constant, variable (decreasing) or optim (optimal gradientmethod
or Cauchy method).

3.1.1 Methods Based on Conjugate Directions Let x0 the starting point of the
algorithm and x* the minimum point

x∗ = x0 + xs,

xs ∈ R
n , unknown vector.

xs is expressed in a base by using the conjugate directions.
Starting from x0 and making successive steps along the axes of this base, there is

the possibility that in n steps x* to be reached.
The conjugate directions (CD) method can be regarded as an intermediate method

between the gradient and the Newton algorithms. The gradient method has access
to the values of the first derivatives order. In the Newton method, the second order
derivatives are used. The CD method aims to accelerate the slow convergence rate
of the gradient method and at the same time avoid the use of Hessian as in the
Newton method. The particular case of the conjugate directionsmethod is the conju-
gate gradients method, which was initially developed for quadratic problems. By
approximation, this technique has been extended to general optimization problems
because it can be argued that near a local minimum point the objective function is
approximately quadratic.

This method consists of the following steps:

(a) r0 = ∇ f (x0), and d0 = −∇ f (x0);

(b) xk+1 = xk + αkdk for any k ∈ [0, n − 1], with αk = − rTk dk
dT
k ∇2 f (xk )dk

;

(c) dk+1 = −∇ f (xk+1) + βkdk , where βk = rTk+1dk∇2 f (xk )

dT
k ∇2 f (xk )dk

;
(d) at each iteration i, the variable x0 is replaced by xi. The above mentioned

procedure repeats at each iteration.

This method has the following two main disadvanteges:

– requires the calculation of the Hessian objective function for each iteration,
– is not convergent for the general case.

3.1.2 Modified Method of Conjugate Gradients (MMCG) This method attempts to
correct the disadvantages of the conjugate gradient method listed above. In this case,
αk it is calculated by using another method (ideal,Wolfe conditions or backtracking),
and βk is calculated with one of the two formulas proposed below:

– Fletcher–Reeves (FR): βk = rTk+1rk+1

rTk rk
,

– Polak–Ribiere (PR): βk = (rTk+1−rk)
T
rk+1

rTk rk
.

The PR method behaves better than the FR method.
Thus, for MMCG problems without constraint, the following steps are followed:
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(a) r0 = ∇ f (x0) and d0 = −∇ f (x0);
(b) xk+1 = xk + αkdk , for any k ∈ [0, n − 1], with αk calculated with Wolfe

conditions or backtracking;
(c) dk+1 = −∇ f (xk+1) + βkdk, where βk is calculated using one of the FP or PR

methods.
(d) at each iteration k, replace x0 with xk and repeat the process described above.

3.2 Second Order Methods

I. Newton Methods

I.1 N method (NM)

The NM (1669) is part of the second order optimization method category. The condi-
tions of sufficient optimality of the second order are: if there is an x* which satisfies
the (a, b) conditions simultaneously:

(a) ∇ f (x∗) = 0,

(b) ∇2 f (x∗) > 0,

then x* can be considered as a local minimum.
An important aspect of this method is that the descent direction, dk(k > 0), can

be considered if Hessian matrix is positive definite:∇2 f (xk) = D2 fk > 0.
For each iteration of the algorithm, the following recursive equation (quadratic

approximation deducted from Taylor series expansion of the objective function)
should be taken into account:

xk+1 = xk − θk(D2 fk)
−1D1 fk, D1 fk = ∇ f (xk),

with step θk = 1, and descent direction dk :

dk = −(D2 fk)
−1D1 fk .

If the starting point x0 is not placed into the small perturbations arround of the
point x* interval, the NM cannot guarantee the convergence of the method. This is
the main disadvantage of the NM. Another disadvantage of the Newton method is
that at each iteration the Hessian and its inverse should be calculated.

Therefore, an improvement has beenmade by choosing the steps θk 	= 1 in optimal
manner, resulting so-called Newton‘s variable step method.

I.2. Quasi-Newton method

To overcome the above mentioned disadvantages, the quasi-Newton method is used,
in which the inverse of Hessian (D2 fk)

−1 is replaced with an approximated matrix
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Hk . This matrix can be calculated much easier, and at the same time keeps the fast
convergence speed of the NM.

The principle of the Newton methods consists in the successive approximation of
the Hessian matrix or its inverse by appealing only to the first order derivatives of
the objective function.

I.2.1 Davidon-Fletcher-Powell (DFP) method

Let B be the matrix that approximates the inverse of the Hessian matrix.
Initially, a point x0 is chosen and a symmetrical matrix B0 > 0 (usually B0 = I).
Then, ∇ f (xi ) and optimal step θi in the travel direction hi = −Bi∇ f (xi ) are

computed.
It is calculated xi+1 = xi + θi hi .
Check if the stop criterion is met.
If it is yes, then stop the algorithm,
otherwise, Bi+1 = Bi + Mi + Ni is computed.
It follows the next iteration.

I.2.2 Broyhen-Fletcher-Goldfarb-Shanno Method (BFGS)

Initially, a point x0 is chosen and a symmetrical matrix B0 > 0 (usually, B0 = I).
Following this, ∇ f

(
xi

)
and optimal step θi on the travel direction hi = -Bi∇ f

(
xi

)
are computed.

It is calculated xi+1 = xi + θi hi .
Check if the stop criterion is met, and if it yes, stop the algorithm. An update of

the Hessian matrix value is delivered.
Continue with the next iteration.
Comparatively, the BFGS algorithm is less affected by the errors in the optimal

step calculation than the DFP algorithm. As regards the numerical stability, BFGS is
considered themost stablemethod. From the ones presented so far, it can be observed
that quasi-Newton methods only require first order information (only gradient type
calculations are used).

The NM is a good choice for the multi-variable equation systems solving, and
to find the polynomials complex roots. Newton wanted to determine the solution of
an “algebraic” given problem: F(x, y) = 0, in which the variable y is expressed as a
series of powers in x.

III. Newton-Raphson methods (NRM)

The NRM supposes the determination of the second order derivatives of the objec-
tive function. The NRM has the main disadvantage the requirement of a large
amount calculus, but this is compensated by the speed of convergence. The Raphson
procedure is equivalent to the linear approximation. The first analysis of the NM
convergence had been done in 1820 by the Cauchy, and Fourier [3, 7, 9].

III.1. Newton-Raphson method

The method is based on the linear approximation of the objective function by the
Taylor series expansion. The general recurrence relationship is:
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xi+1 = xi − H−1
i ∇ f

(
xi

)

where
Hi -the Hessian matrix of the objective function at iteration i
There are some disadvantages of the recurrence formula in this form: the method

can converge to a saddle point or to an extremely relative point. Thus, the recurrence
relation can be modified, eliminating the mentioned problems by moving at the
optimum pace on the direction of movement. The relationship becomes:

xi+1 = xi − θ∗
i H

−1
i ∇ f

(
xi

)

For quadratic functions, the extremum point is reached in one step. For the other
functions, the extreme point is not found in a single step, but convergence is fast.

Even with this new recurrence relation, the method cannot be used in the case of
objective functions of many variables, since:

• nxn dimensional matrix is stored at each iteration
• Each iteration is calculated H−1

i ∇ f
(
xi

)
• In certain situations it is impossible to calculate the elements of theHessianmatrix
• At each iteration, the inverse of the Hessian matrix is calculated.

III.2 The Marquardt method

It combines the advantages of the optimal gradient method (safe convergence and
rapid decrease of the function value for the case of choosing the starting point far
from the minimum point) and the Newton-Raphson method (rapid convergence if
the starting point is near to the minimum point).

IV. Trust region method (TR)

In this method, based on the information gathered about the objective function f an
objective function Ti is so built, that near the point xi, it behaves just like function
f . Since objective Ti is not always the best approximation of f we have to force the
search for a minimizer of Ti to a certain area around xi. In this regard, the step s is
search such that the next subproblem will be solved by approximation:

min
s

Ti (xi + s),

in which (xi + s) is placed in the TR.
If the solution obtained does not lead to a significant decrease in f , it means that

the TR is overgrown; therefore we reduce the step and proceed again to solve the
above mentioned subproblem.

The procedure of applying TR method consists of:

1. Maximum distance �i , i.e. the radius of the TR, is chosen;
2. Search for a direction d with a step s such as the maximum decreasing rate is

obtained;
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3. If the obtained result is unsatisfactory, proceed to the choice of a smaller�i , and
repeat the algorithm from step 1.

By considering the first two terms of the quadratic model of the function Ti, and
the first two terms of the f Taylor’s series expansion around xi that are identical for
each iteration xi, the following relationship can be deducted:

Ti (s) = fi + sT∇ fi + 1

2
sT Bks,

with symmetric matrix Bk .
At the same time, by applying Taylor’s theorem for a continuous and differentiable

function f ţhe approximation function around s point can be written:

f (xi + s) = fi + sT∇ fi + 1

2
sT∇2 f (xi + ts)s,

with t ∈ (0, 1), a scalar number.
In this way, the following approximation Ti is adopted:

Ti (s) = fi + sT∇ fi + O(‖s‖2).

The difference between Ti and f (xi + s) it is just O(‖s‖2). The approximation
error is small if s is small.

As a consequence, the following problem should be solved: norm

minTi (s) = fi + sT∇ fi + 1

2
sT Bks, with norm ‖s‖ ≤ �i , (9)

�i > 0 being the trust-region radius.
Three strategies are described for identification of approximate solution, based

on which at least one reduction of Ti is obtained, as well as the reduction obtained
using the Cauchy point. This point is actually a Ti minimizer along the direction that
offers the steepest descent—∇f i within the TR.

V. The Cauchy Point

In the line search methods, the approximation is sometimes coarse from an optimal
length of the step. However, this does not affect global convergence. In order to
simplify the calculations, the same methods can be used in trust region methods. In
other words, instead of finding an optimal solution to (8.93), to identify an approx-
imate solution si is a better approach. Therefore, to achieve global convergence,
this approximate solution should be placed within the trust region, and to provide a
satisfactory reduction of the objective function.

The satisfactory reduction is obtained using the Cauchy point pCi which can be
defined by using the following algorithm.

Algorithm:
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– Looking for a vector pS
i which is a linear solution of the (8.93) problem

pS
i = arg min

s∈Rn
fi + sT∇ fi , ‖s‖ ≤ �i

– The τi > 0 scalar is determined such that Ti (τpS
i ) is minimized, i.e.

τi = arg min
τ>0

Ti (τp
S
i ), for

∥∥τpS
i

∥∥ ≤ �i ;

– Set

pCi = τi p
S
i ,

results:

pCi = −τi
�i

‖∇ fi‖∇ fi ,

in which

τi = 1, for∇ f Ti Bi∇ fi ≤ 0,

otherwise

τi = min(‖∇ fi‖3/(�i∇ f Ti Bi∇ fi ), 1).

Always taking the Cauchy Point as the step of the method gives the abrupt descent
method. For example, this is not the case for steepest descent method even if an
optimal step size is chosen at each iteration.

Because the matrix Bi is used only to calculate the step length, the Cauchy point
has a lower dependence on it.

A fast (superlinear) convergence is obtained if Bi is exactly Hessian ∇2f (xi) or a
quasi-Newton approximation. ThematrixBi is used for both the direction calculation,
and the step length.

The dogleg method is one way to find the solution to the problem (9). Another
ways, are to use Steihaug method, or two-dimensional subspace minimization.

In order to increase the clarity, the problem (9) can be simplified by considering
the following single iteration problem:

min
s∈Rn

T (s)
de f= f + qT + 1

2
sT Bs, ‖s‖ ≤ � (10)

having the solution s∗(�).
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VI: Dogleg method

TheDoglegmethod is used to find a two line segments approximate solution instead
of a curve path for s∗(�). The origin is the initial value of the first path segment to
the unconstrained minimizer with the steepest descent direction defined by:

sU = − qT q

qT Bq
q.

The second path segment starts from the point sU to the point sB having a trajectory
defined by d(τ ):

d(τ ) =
{−τ sU , 0 ≤ τ ≤ 1
sU + (τ − 1)(sB − sU ) , 1 ≤ τ ≤ 2

with τ ∈ [0, 2].
If the norm

∥∥sB∥∥ � �, then the path d(τ ) crosses the boundary of the TR,
‖s‖ = �, at one point (Fig. 1).

VII. Two-dimensional subspace minimization

By extending the search to the entire surface covered by sU and sB(two-dimensional
subspace), a simplification of the dogleg method is obtained.

In these conditions, when matrix B > 0, has the positive eigenvalues, the sub-
problem (10) becomes:

min
s

T (s)
de f= f + qT s + 1

2
sT Bs, ‖s‖ ≤ �, s ∈ span[q, B−1q], (11)

Fig. 1 Illustration of the Dogleg method
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in which the span operator means the possible linear combinations set between
vectors q and B−1q.

The problem (11) can be solved relatively easy. The optimal solution to this
subproblem: pCi —the Cauchy point.

In case of B < 0, the sub-problem (10) is changed to:

span[q, (B + k I )−1q] , for k ∈ (−λ1,−2λ1], (12)

where λ1 indicates the most negative value of the eigenvalue of the matrix B.
The value of k is chosen such that B + kI is positively defined.
In case of

∥∥(B + k I )−1q
∥∥ ≤ �, the new step is defined as:

s = −(B + k I )−1q + a

with value of a chosen such that the condition aT (B + k I )−1q ≤ 0 is satisfied.

VIII. Steihaug’s approach

The above presented two methods (dogleg, two-dimensional subspace minimization)
assume a linear system whose solutions depend on B or (B + aI). But solving this
system when B is big becomes costly. Therefore, in practical situations other tech-
niques must be identified to find a solution to the subproblem (12) that does not
depend on the exact solution of the linear system, but which nevertheless leads to an
Cauchy point improvement.

In this regard, Steihaug proposed a method similar to the conjugate gradient
algorithm (as it is previously described).

The main difference between the standard conjugate gradient algorithm and Stei-
haug’s approach is that the algorithm is finalized when either the limits set by the
trust region ‖s‖ ≤ � are exceeded or when a negative curvature direction is reached
in B.

In the Newton trust region method, the B matrix is chosen to be exactly Hessian
∇2f (x) (or approximations thereof). These methods have very good local and global
convergence properties.

Unlike the line search methods where a fixed direction di and at each iteration
a length of step αi, is determined, in the trust region, firstly a radius of this region
is chosen in the form of a maximum distance �i , and, secondly, to both direction
and step are explored such that the best improvement is possible. If the result is not
satisfactory, the distance �i is reduced, and a new minimizer should be determined.
In general, as the radius of the trust region changes, the direction of the step changes.
Very important at each stage is the magnitude of the trust region. Often, the size of
the trust region is based on the previous obtained results (if the result is satisfactory)
from the iteration algorithm. If the region is not big enough, the algorithm passes a
good opportunity to take an increased step that will position the results much closer
to the objective function minimizer. If it is too large, the model minimizer may be far
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from the objective function minimizer in the region and the size of the TR is reduced
(repeat the algorithm).

IX. Generic TR Method

In order to establish the border of the TR, a maximum radius should be chosen �max

> 0.
Similiarly, the distance �0 ∈ (0, �max), and a fixed η within (0, 1/4) interval, the

starting point x0 ∈ Ri within the TR Ri, B0, ε > 0 should be initiated.
While ‖∇ f (xi )‖ norm is larger or equal than ε, do
Compute yi+1 as the approximate minimiser of xi+1 ≈ argmin

x∈Ri

Ti (x);

Determine xi+1:

xi+1 = yi+1, if
f (xi ) − f (yi+1)

Ti (xi ) − Ti (yi+1)
> η,

xi+1 = xi otherwise;
Compute �i+1:

�i+1 = �i

4
, if

f (xi ) − f (yi+1)

Tki (xi ) − Ti (yi+1)
<

1

4
,

�i+1 = min(2�i ,�max), if
f (xi ) − f (yi+1)

Ti (xi ) − Ti (yi+1)
>

3

4
;

�i+1 = �i , otherwise;
Build a new model function Ti+1(x).

i ← i + 1

end.

3.2. Direct Search Methods

These methods are also used in the case of non-divisible functions for determining
the values of the objective function. As disadvantages, convergence is slow, based
on simple calculations at each iteration.

Direct search methods can be—iterative methods—points are getting closer and
closer to the minimum.

As algorithm methods can be mentioned:

– Gauss-Seidel,
– Nelder-Mead
– downhill simplex, or amoeba method,
– Rosenbrock and Powell,
– SIMPLEX and COMPLEX.
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3.2.1. Nelder-Mead [10]

This optimization method takes part from the direct search optimization methods.
By considering a quadratic function defined by the user as:

function y = fnm (x)
y = 0

for k = 1 : size (x, 2) - 1
y = y + 68 * (x (k + 1) - x (k)) ˆ 2 + (1 - x (ik)) ˆ 2 - x (k) * x (k + 1);
end
endfunction

the problem is to find the optimal value through the Nelder-Mead method.
The optimal searching method is based on construction of new solutions by using

a simplex structure and a transforming series. This method does not require the
deduction of the gradients.

The detailed optimal structure solution can be found as:

opt = optimset (“Display”, “iter”);

The structured solution is composed by three elements: number of iteration, the
function count, and the minimum value of the function at each iteration. The method
can be used to improve the evolution of the optimization process.

Results: theminimumvalue of the quadratique function is found after 12 iterations
as in the following structure (Fig. 2).

Iteration Func-count min f (x)

0 3 0

1 3 0

2 7 0

3 11 0

4 15 0

5 19 0

6 23 0

7 27 0

8 31 0

9 35 0

10 39 0

11 43 0

12 47 0

3.2.2. Rosenbrock Method [10]

The problem is to find the optimum value of the nonlinear function of two
variables, f : R × R → R:
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Fig. 2 Nelder Mead method for solving a quadratique function [10]

f (x1, x2) = (2 − x1)
2 + 68

(
x2 − x21

)2

near to [−1.2 1.0].
The multivariable function mentioned above is known is Rosenbrock function.
This optimization problem takes part of the nonlinear optimization without

constraints.
The optimum value is find by using the three basic methods:

(i) Quasi-Newton BFGS,
(ii) Quasi-Newton BFGS with limited memory;
(iii) QN for non-diferentiable objective function (local optimization without using

the derivatives).

(i) Quasi-Newton BFGSmethod is a local optimization based method, and uses the
specification of the first derivative respect to each variable.

The software implementation of the above mentioned optimization problem
supposes:
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– The definition of the index function:
f = 60 *(x(2) – x(1)ˆ2)ˆ2 + (2 – x(1))ˆ2;

– The first order derivative respect to x1(1) = D1(1):
D1(1) = –272. * (x(2) – x(1)ˆ2) * x(1) -2. * (2. –x(1));

– The first order derivative respect to x1(2) = D1(2):
D1(2) = 136. * (x(2) – x(1)ˆ2).

After definition of the cost function and its first derivatives, the starting point of
the optimization algorithm: in this example the initial point is placed at [−1.2 1.0]
blue mark in Fig. 3a. The initial estimate of the solution coordinates should be also
be provided: the initial guess is placed at [1.0 1.0] (red point on the Fig. 3a).

Contours of the particular Rosenbrock function of two variables (a = 2, b = 68)
are plotted on the Fig. 3a, the optimization process is depicted on the Fig. 3b, and by
using the QN-BFGS algorithm the minimum value of the objective function is found
at [x1min,x2min] = [2, 4], having the scalar value fmin(x1, x2) = 0.

The optimum function value fopt, for the initial guess × 0 can be find as:

fopt1 = 0

placed at the optimum coordinates [x1min,x2min] = xopt1

xopt1 = [2. 4.]

(ii) By using the quasi-Newton method based on Broyden-Fletcher-Goldfarb-
Shanno (BFGS) with limited memory, the same values are found. This method
is applied to large number of variables (more than 100):

fopt2 = 0

at the [x1min,x2min] = xopt2

xopt2 = [2. 4.].

(iii) By using the third method, for non-differentiable functions, an approximation
of the optimal solution is obtained as:

fopt3 = 0.0004828,

the optimum value of the nonlinear multivariable function being placed at,

xopt3 = [1.9866225 3.9487826].

In order to find the optimal value of the cost function,
The optimization based on the Nelder-Mead search method does not use the

information about the gradient of the function. The function value evolution during
the unconstrained optimization process can be plotted for the above known function.

In Fig. 3c the dynamic of the optimization process is shown As can be seen, the
last half of the iterations maintain the cost function value is almost maintained at the
constant value. The optimal value of the cost function is 1.389381e-10 (Fig. 3c).
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Fig. 3 a Contours of the particular Rosenbrock function of two variables (a = 2, b = 68). b Plot
the initial guess of the optimum variables [x1min,x2min] = [1] and the evolution of the optimization
process. c Cost value: the evolution of the minimization process through the used Nelder-Mead
algorithm
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The dynamic of the transformations at each iterate, as well as the applied
optimization procedure at each step can be viewed:

Iteration Func-count min f(x) Procedure

0 3 23.4048

1 3 20.5828 initial simplex

2 5 10.054469 expand

3 7 9.6029493 reflect

4 9 9.6029493 contract outside

5 11 9.4738768 contract inside

6 13 9.31917 contract inside

7 15 9.2507973 reflect

8 17 9.2507973 contract inside

9 19 9.1980872 expand

10 21 9.0477781 expand

11 23 8.8547479 expand

12 25 8.3861285 expand

13 27 8.1417887 expand

14 29 7.4969757 reflect

15 31 7.4969757 contract inside

16 33 7.4288297 expand

17 35 6.3523046 expand

18 37 5.3708076 expand

19 39 5.3708076 contract inside

20 40 5.3708076 reflect

21 42 5.2331712 reflect

22 44 4.8457422 reflect

23 45 4.8457422 reflect

24 47 4.1618679 reflect

25 49 4.1618679 contract inside

26 51 4.1442689 reflect

27 53 3.2469009 expand

28 55 3.2469009 contract inside

29 57 3.2469009 contract outside

30 59 2.6898366 expand

31 61 2.6898366 contract outside

32 63 2.6898366 contract outside

33 65 2.334585 expand

34 66 2.334585 reflect

35 68 1.8784037 expand

(continued)
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(continued)

Iteration Func-count min f(x) Procedure

36 70 1.8784037 contract inside

37 72 1.5530071 expand

38 74 1.5530071 contract outside

39 76 1.3613402 reflect

40 77 1.3613402 reflect

41 79 1.1890049 reflect

42 81 1.1890049 contract inside

43 83 0.9850215 expand

44 84 0.9850215 reflect

45 86 0.6400976 expand

46 88 0.6400976 contract inside

47 90 0.6400976 contract outside

48 92 0.6241326 reflect

49 94 0.435756 expand

50 96 0.435756 contract inside

51 98 0.435756 contract outside

52 100 0.3462121 expand

53 102 0.2962515 reflect

54 104 0.2115731 reflect

55 106 0.2115731 contract inside

56 108 0.1905142 expand

57 110 0.1339536 reflect

58 112 0.0576853 expand

59 114 0.0576853 contract inside

60 115 0.0576853 reflect

61 117 0.0548968 reflect

62 119 0.043614 contract inside

63 121 0.026894 reflect

64 123 0.026894 contract outside

65 125 0.0176597 contract outside

66 127 0.0176597 contract inside

67 129 0.0158285 contract outside

68 130 0.0158285 reflect

69 132 0.0134937 reflect

70 134 0.0133218 contract inside

71 136 0.0114001 reflect

72 138 0.0114001 contract inside

(continued)
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(continued)

Iteration Func-count min f(x) Procedure

73 140 0.0094043 expand

74 142 0.0073118 expand

75 144 0.0034168 expand

76 145 0.0034168 reflect

77 147 0.0003337 expand

78 148 0.0003337 reflect

79 149 0.0003337 reflect

80 151 0.0003337 contract inside

81 153 0.0003007 contract outside

82 155 0.0000446 contract inside

83 157 0.0000446 contract inside

84 159 0.0000178 contract outside

85 161 0.0000071 contract inside

86 163 0.0000058 contract inside

87 165 0.0000028 contract inside

88 167 0.0000006 contract inside

89 169 0.0000006 contract inside

90 171 0.0000005 contract inside

91 173 7.754D-08 contract inside

92 175 7.754D-08 contract inside

93 177 6.537D-08 contract outside

94 179 7.641D-09 contract inside

95 181 7.641D-09 contract inside

96 183 7.641D-09 contract outside

97 185 1.573D-09 contract inside

98 187 1.573D-09 contract inside

99 189 1.325D-09 contract inside

100 191 8.792D-10 reflect

101 193 1.389D-10 contract inside

102 195 1.389D-10 contract inside

103 197 1.389D-10 contract inside

The procedure contract inside means that the problem has a solution, and the
termination criteria has been attained. In order to check the optimization progress, at
each iterate there is a warning message regarding the convergence evolution of the
algorithm. If the problem converges to the optimal solution, the following message
could be viewed: Optimization terminated.
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The variables x satisfies the termination criteria using OPTIONS.TolX of
0.0001 (tolerance) and cost function F(x) satisfies the convergence criteria using
OPTIONS.TolFun of 0.0001.

By using Nelder-Mead method, the optimal variables pair is obtained,

xopt4 = [2.0000022 4.0000102],

conducting to an optimal cost function of:

fopt4 = 1.389D-10.

6 Nonlinear Optimization Without Constraints

The canonical form of nonlinear programming problems is [7] to find the
optimal solution vector x∗ = (x∗

1 , x
∗
2 , . . . , x

∗
n ) such that the index function z =

f (x1, x2, . . . , xn) is minimized, having the gi (x1, x2, . . . , xn) ≤ 0, as constraints,
with i = 1, 2, . . . ,m, and nonnegative conditions x1 ≥ 0 , x2 ≥ 0 , . . . xn ≥ 0.

The canonical form can be synthesize as:

⎧⎨
⎩
min f (x), x ∈ Rn;
gi (x) ≤ 0, i = 1,m;
x ≥ 0

In case of the linear programming problem, both the index function, z, and the
constraints, gi, are linear. Therefore, there is (at least) a general method of solving—
for example the simplex method−in the nonlinear case there is no such method.
However, substantial progress has been made in some special cases by imposing
conditions on the functions f and gi.

The non-linearity of the objective or some of the constraints leads to complicating
the task of determining the optimum.

(1) From the beginning we will emphasize that in nonlinear programming—with
a few exceptions—the methods of solving “theoretically” obtain the optimal
solution as the limit of a series of solutions. Thus, a concrete process of nonlinear
optimization is finished not due to the structure of the problem but by the user’s
will that limits the number of steps according to awhole series of factors such as:
complexity of calculation, time available, performance of computing equipment,
etc.

(2) it is possible that the objective function in (P) has more local minima on the set
of admissible solutions A.

The possibility of the existence of several local minima of the objective function
represents a serious difficulty in solving a nonlinear program. Indeed, in the formu-
lation itself, such a problem requires the determination of the global minimum of the
objective. However, all known non-linear optimization methods fail to determine at
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most a local minimum, with no guarantee that it coincides with the global minimum
sought.

As we will see, if A is convex and the objective function is convex and minimized
then it has at most a local minimum which - if any - is automatically global.

(3) Even though the constraints in (P) are linear but the objective remains nonlinear
but convex, the optimal solution, although it is on the border of A, is not
necessarily a peak.

(4) it is possible that the optimal solution is located inside the set A.

Classes of nonlinear problems

6.1 Unconstraint Optimization Problems

Unconstraint optimization problems have the general form:
determine x* ∈ Rn n which minimizes the value of the function

z = f (x1, x2, . . . , xn),

the minimum being taken after all x ∈ Rn n where function f is defined.

6.2 Optimization Problems with Linear Constraints
and Nonlinear Objective Function

In this class a special attention should be on the quadratic programming problems.
The index function is a polynomial of the second degree in its variables:

f (x1, x2, . . . , xn) = c0 +
∑
i=1,n

ci xi +
∑

(i< j)=1,n

ci xi x j

The problems of quadratic programming are important for the following reasons:

• the fact that it models many practical situations with sufficient accuracy;
• it is solved by methods derived from the simplex method in a finite number of

steps;
• solving many problems with linear constraints and nonlinear objective function

can be reduced to solving a sequence of quadratic programming problems whose
objective functions increasingly approximate the original nonlinear objective.
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7 The Problems of Convex Programming

The problems of convex programming are characterized by:

• convex objective (index) function if it isminimized (equivalent: concave objective
function if it is maximized);

• gi (x) ≤ 0, the inequality constraints are of the form gi (x) ≤ 0 in case of convex
function g (equivalent gi (x) ≥ 0, in case of a concave function g);

• equality constraints are linear, a requirement motivated by the fact that linear
functions are the only simultaneously convex and concave functions.

Convex problems have the following fundamental properties:

• the set of admissible solutions is convex;
• the objective function admits at most an optimal (minimum or maximum) local;

automatically this will be a global optimum and will represent the optimal of the
problem;

• if the free (unconstrained) optimal of the objective function is not an admissible
solution then the constrained optimal is necessarily located on the boundary of
set A.

The importance of this class of problems is very high due to the following reasons:
Convex programming includes linear programming;

• In this area, the greatest research effort was made and the strongest theoretical
results (such as nonlinear duality theory, Kuhn - Tucker optimality conditions)
and practical (optimization methods and algorithms) were obtained;

• The whole mathematical formalism of modern economic theory is based on
convexity assumptions.

8 The Problems of Separable Programming

The problems of separable programming are characterized by the fact that the index
function f as well as the constraints gI are separable within the meaning of the
following definition:

The separable function f (x1, x2, . . . , xn) should satisfy the following relation:

f (x1, x2, . . . , xn) =
n∑

i=1

fi (xi ).

Separability is important because it facilitates optimization. For example, the
optimization of a separable functionwithout constraints is reduced to the independent
optimization of terms.
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9 The Problems of Non-convex Programming

The problems of non-convex programming bring together all the problems that do
not satisfy the convexity hypotheses. These problems have several local minima.
The current methods can cause such an optimum. However, these problems cannot
guarantee that the solution is the global optimum. Fortunately, there are several
types of non-convex problems, useful in practice that can be solved without special
difficulties by special methods, added via fractional programming problems.

Sets and convex functions

By considering C as a set of the real n- dimensional space (C⊆ Rn), the set is convex
if for two containing points the segment joining them is inside of the C.

Mathematically,
C is a convex set if (∀) x, y ∈ C, for any λ ∈ [0, 1], the following relation is

true (1 − λ)x + λy ∈ C .
Supposing C is a convex set, and f a numerical function defined at all points of

the set C, f is a convex function if:
(∀) x, y ∈ C, for any λ ∈ [0, 1], the following relation is true

f [(1 − λ)x + λy] − (1 − λ) f (x) + λ f (y) ≤ 0

Oppositely, the concave function should satisfy the folowing:

f [(1 − λ)x + λy] − (1 − λ) f (x) + λ f (y) ≥ 0.

For any different two points, x, y, with (∀)x, y ∈ C , and (∀)λ ∈ (0, 1), the func-
tion f is named strictly convex (strictly concave) if the abovementioned relationships
are strictely.

10 Nonlinear Optimization Without Constraints. The
Convex Case

The general optimization problem:
(P) Find x* ∈ A ⊆ Rn with the property that the function value f(x*) satisfy the

relation inf {f(x), x∈ A},

for any x from the admissible solutions (A) set of the problem (P), A is defined by a
set of constraints:

gi(x) ≤ 0, i ∈ M = {1, 2, . . . ,m}.

In order to simplify the explanation, any conditions of non-negativity xj≥ 0 were
included in the restriction block in the following form: –xj≤ 0.
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Suppose the functions f and g1, g2 …, gm are defined entire the space Rn, n are
convex and differentiable, and at least one of them is non-linear. In this way, the
problem (P) is a programming convex problem.

Recall that in this context:

• A is a closed and convex set;
• any local minimum of function f on the set A it is a global minimum.

11 Optimization Methods with Constraints

Techniques for nonlinear software problems with constraints are superior to those
without constraints.

If the constraints are linear, the algorithms are based onmethods of optimizing the
case without constraints. The basic approach for solving a multivariate constrained
nonlinear problem is to reformulate it into a succession of related problems, so that
each problem can be solved by simpler methods. As an example, Newton‘s methods
for unconstrained problems based on a local quadratic approximation of the objective
function can be developed for the unconstrained problem by restricting the region
in which the quadratic model is valid. This constraint is, in principle, similar to the
trust region method.

These optimization techniques are splitted in three categories:

(1) methods of gradient—based on the adaptation of the unconstrained general
optimization scheme in case of constraints.

(2) methods based on penalty functions: solving the main problem reduces to more
unconstrained optimized problems.

(3) methods based on the plane sections; its principle, thesemethods “approximate”
by polyhedral set (a set that can be described by a system of linear inequalities);
solving the problem is reduced to a sequence (infinite) of linear optimization
problems made using the simplex algorithm.

11.1 Convex Programming. Kuhn—Tucker Optimality
Conditions

Formulation of the conditions

It is considered the canonical form of a convex programming:
(P) Find the x* ∈ Rn n with the property that the value of the function f (x*) is

minimal:

f (x∗) = min f (x).

The minimum value is determined for any x ∈ Rn by fulfilling the constraints:
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qi (x) ≤ 0, i = 1,m

and the non negativity conditions:

x ≥ 0, x j ≥ 0 j = 1, . . . , n.

It is assumed that the functions f is defined in the space Rn, and qi (q1, q2,…, qm)
is also defined. Morevover, both of the functions are differentiable.

For each restriction qi(x) ≤ 0 corresponds to a variable single nonnegative single
ui. Thus, the Lagrangian of the problem is constructed based on:

L(x,u) = f (x) +
∑
i=1,m

uiqi (x),

where u = u1, um are called Lagrange multipliers components.
If u ≥ 0 (u ∈ R

m), then L is a convex function and differentiable.
Assuming that the conditions of regularity Slater [11], the set of the admissible

solutions is within the relatively non-empty, the Kuhn - Tucker theorem is as
follows: the necessary and suffiecient conditions such that x*∈Rn be the minimum
value of the problem (P) is to exist u* ∈Rm such that the pair (x*,u*) check theKuhn
- Tucker optimality relationship:

∂ L
∂ x j

≥ 0, j = 1, n; x j · ∂ L
∂ x j

= 0, respect with xj ≥ 0,
∂ L
∂ ui

≤ 0, i = 1,m; ui · ∂ L
∂ ui

= 0, respect with ui ≥ 0.
Constrained optimization. Sufficient conditions for minimum point
Taken into consideration two continuously differentiable real-valued functions f ,

g1, g2, …, gm, if there are vectors x0 ∈ Rn, λ0 ∈ Rm, such that:

∇L(x0, λ0) = 0

and the positivity condition is respected:

(−1)m

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂2L
∂x21

(x0, λ0) · · · ∂2L
∂x1∂xp

(x0, λ0)
∂q1
∂x1

(x0) · · · ∂qm
∂x1

(x0)

· · · · · · · · · · · · · · · · · ·
∂2L

∂xp∂x1
(x0, λ0) · · · ∂2L

∂x2p
(x0, λ0)

∂q1
∂xp

(x0) · · · ∂qm
∂xp

(x0)
∂q1
∂x1

(x0) · · · ∂q1
∂xp

(x0) 0 · · · 0

· · · · · · · · · · · · · · · · · ·
∂qm
∂x1

(x0) · · · ∂qm
∂xp

(x0) 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

> 0

for p = m + 1,…,n, then the stricttly local minimum of the function f is the vector x0

qi (x0) = 0, i = 1,m;
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if p = n, the bordered Hessian matrix is obtained from the above last mentioned
matrix.

11.2 Semi-defined Programming (SDP)

Semi-infinite programming problems (SIPs) or SDPs are components of the
optimization family having an infinite number of variables or of constraints.

A SDP problem is linear if two conditions are fulfilled: (1) there is a linear
objective function f ; (2) there are affines constraint functions g(t), for any t ∈ T.

A SDP problem is convex if the following two conditions are respected: (1) the
objective function f is convex, (2) the constraint g (., t) is concave for all t ∈ T. In
this case the considered set is feasible.

The function F is convex

F = {x ∈ Rn : g(x, t) ≥ 0 for all t ∈ T }.

In this case, at the same time the local and the global minimum are the same.
Semi-defined programming involves second order cone programming (SOCP),

because SOCP constraints can be written as linear matrix inequalities.
SDP is a generalization of linear programming (LP). SDP is reduced toLPproblem

only in case of the diagonal matrices [8].

12 Mixed Integer Nonlinear Programming (MINLP)

The variables in the most used optimization problems are integer or discrete form.
These can be modeled as MINLPs. The modeling variables can be integers (number
of buildings), or binary (0 or 1) type (decision modelling). In addition, there may be
continuous variables that may represent, for example, speed or torques. The nonlin-
earities can be found in the mathematical model of the studied process (the hysteresis
of the magnetic materials), or in the decision variables. The objective function of the
MILPs can be the costs minimization or the profits maximization.

13 Heuristic Methods

Heuristic Methods (HM) are faster than traditionally optimization algorithms
Classification of the metaheuristic algorithms (MA) for local and global search:

(a) The general structure of the local optimization algorithms
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(b) Deterministic for local search. There are two mainly types of searching
algorithms: Pattern, and Nelder Mead, respectively;

(c) Random local search: Matyas, and Solis-Wets, respectively;
(d) MA for global search: Local search with restarting; Local iterated search, and

Simulated Annealing.

The use of the HM in MINLP

The HM is recommended to be used instead of the large computational burning
time of the deterministic algorithms. Many times, these methods cannot guarantee
that the solution can be found. However, HM are much faster than the conventional
algorithms and simplify the optimization problems. Many of the HM mimic the
known continuous methods.

Recently, there are many developed HM aimed to solve the practical problems of
MINLP. These HM include procedure for rounding [12] and an attempt to generalize
a method SQP [13, 14] the method of gradient descent [15–18], penalty function
method [19, 20] and adaptive random search [21].

There are two mainly factors to succeed a HM: speed and reliability to find the
suboptimal solution. The term of the suboptimal solution is used for any solution very
closed to the optimal solution. This type of solution is very attractive in practice. From
the NLP relaxationmethod a satisfable solution can be determined. The simplest HM
are based on rounding. The method of solving the MINLP problem is based on the
NLP technique combinedwith the relaxation of all the integer constraints. Finally, the
value of the solution is rounded to a near integer point. There are two disadvantages
of using thi method: 1. the value of the solution cannot be feasible, and 2. the obtained
value for the objective could be too far from the value obtained in the deterministic
case. In the paper [12] a “smart rounding” procedure was developed and a discrete
line layout scheme was proposed. Recently, the developed smooth landings methods
becomes very attractive. In the paper [15], for example, the authors generalize the
ablest method of descending with theMINLP problem line search. They reformulate
the optimization problem by using an inverse barrier function to obtain the MINLP
problem without constraints.

Local optimization

Local optimization methods search the optimal solution x* in the vicinity of the
studied point V (x*), i.e.

f
(
x∗) ≤ f (x + e), with ε > 0, sufficiently small.

Remark: the initial approximation of the optimal solution should be known
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The solution can be found in discrete space or in continuous space.
In the first case, the neighbourhood of an element is a finite set that can be

thoroughly explored.
In the second case, there are two derived branches, function of the derivability

property of the objective function:

(a) in case that the derivability feature is fulfilled by the objective function, two
basic methods can be used: gradient, and Newton.

(b) in case that the derivability feature is not fulfilled by the objective function,
the direct search methods (e.g. Nelder Mead), or the methods based on small
random perturbations are recommended.

Global optimization:

• identifying the global optimality of a function: for a minimization problem, the
following property should be attained f (x∗) ≤ f (x), x* is considered the global
minimum value if the above mentioned property is true for all x;

• by using local search methods, if there are local optimimum points, the minimum
value of the objective function can be blocked into the local optimum point.

14 Genetic Algorithms (GAs)

Genetic algorithms are some of the most popular evolutionary computing strate-
gies. Among other applications, these have been successfully used for difficult opti-
mization problems, with multimodal, discontinuous and non-differential objective
functions [22]. Traditional optimization algorithms often fail in such cases.

Algorithm

Generate the initial population: N random individuals
while stop criterion not fulfilled,

Selection stage of the individuals fittest for the next stage
Reproduction stage: by applying crossover and mutation operators, new

individuals are created
Recombination stage: new population are created
end while
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15 Ant Colony Optimization

Inspiration from the intelligence of the colonies led to some very successful
optimization algorithms.

– Ant colony optimization—a way to solve optimization problems based on the
way ants communicate indirectly with each other.

Ant colony optimization algorithms.
Ants are agents that [23]:

– move along the nodes in a graph
– ants choose where to go based on the power of pheromones.

The path of an ant is a specific solution of the candidate.
When an ant has finished a solution, the pheromone is placed in its path, depending

on the quality of the solution.
This pheromone pathway affects the behavior of other ants through “stigmergy”

Optimization methods

1. Differential evolution (DE)

The general algorithm from the GAmethod has been applied in the case of DE. After
population initialisation, the generation of descendant population through crossover
and mutation is obtained (the first step is the reproduction). The next step is the
selection of the best element in the population. By using DEmethod, a new candidate
is building. As evolutionary strategy, the multi-modal test function has been used.

Taking 2 elements in the population having the size n = 1 for each element,
considering 50 generations, choosing [−0,5 0] the domain of the function to be
minimized with crossover probability of 0.55, the Differential evolution algorithm
provides the minimum function value (Fig. 4).

2. Particle cluster optimization
3. Clonal selection
4. Ant colony-type optimization
5. Hill climbing and simulated riding

Hill climbing algorithm

Ideas similar to the ascending gradient method if the objective function is maximized

– They start from a randomly selected point in the search space p0
– Current point pc ← p0
– One or more neighboring points are generated, pv
– If the objective function in a neighboring point is better than the current one, then

pc ← pv;
– Choose the first best neighbor (Greedy, Simple HC)
– The best neighbor is chosen (Steepest Ascent HC)
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Fig. 4 Graphical representation of the function and elements of the population. Displaying the
value of the best element in the population [10]

16 Simulated Annealing (SA)

Stochastic algorithm inspired by metallurgical quenching. Heating and then
controlled cooling of a material increases the size of the crystals and reduces defects.

SA algorithm
Suppose a minimization problem, with the objective function E

– If the neighbor is better (Ev< Ec), then pc ← pv
– If the current state is better than the next one, the neighbor (Ev> Ec), then �E is

caluclated;
– The difference of the objective functions is calculated: � E = Ev – Ec
– It is considered the current temperature T, high at the beginning and decreasing

in time.
– Probability of accepting the transition to the lower state is: P = exp (–� E/T )

Example: The function to optimize is the Rastrigin function by using SA method.
In Figs. 5–6, by taking two parameters of Rastrigin function, A = 1, n = 2, the

dynamic process of the optimization, and the contour plot of the Rastrigin function
during SA optimization are shown (Fig. 5).

The dynamic process of the optimization by using SA.
The intial random initialisation:
×0 = −0.0060798 0.0412484
y0 = 0.0358653.
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Fig. 5 Contour plot of the Rastrigin function during SA optimization and the dynamic process of
the optimization process evolution (red line) [10]

After 2000 number of iterations, by using SA method of optimization (Fig. 7),
the coordinates of minimum function obtained at (0.0023824 −0.0028886), corre-
sponding value by Rastrigin function is 0.0002908 (Fig. 6).

By choose a large number of iterations more than 2000), the function has a global
minimum at x = (x1, x2) = (0,0), and the value f(x) = 0.

17 Particle Swarm Optimization (PSO)

Swarm intelligence [24] domain that includes intelligent techniques based on the
collective behavior of systems with self-organization and without centralized control

Model of the particle assembly

The Particle Swarm Optimization (PSO) [4, 25] technique was proposed by James
Kennedy and Russell Eberhart for nonlinear function optimization (1995).

The source of inspiration: the behavior of bird flocks, fish banks, and bees swarms,
these are assimilated to a set of particles that move in the search space to identify the
optimum [25].
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Fig. 6 The dynamic process of optimization (red line) in the specified [−0.5, 0.5] interval

It uses a set of particles whose positions are in the field of objective function and
which are modified by an iterative process.

At each iteration, the new position of each particle is determined according to:
the current position of the particle.

The best position encountered by the particle is the local best solution
Best position found by the whole is the global best.

PSO Algorithm:

Initialization of particle positions

REPEAT

speed calculation
update positions

UNTIL < stop condition>

The PSO algorithm is applied to the Rastrigin function.
The same significance of the optimization process (for Rastrigin function) results

are obtained as in SA method, discussed above (Figs. 8, 9, 10).
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Fig. 7 Optimization process of Rastrigin function of two variables

18 The Model of the Bee Swarm

The source of inspiration: the intelligent behavior of bees in the process of identifying
food sources (nectar)

It uses a population of “bees” consisting of three categories: Bees “allocated” to
a food source (workers)

Observer bees
Scorpion bees

The model of the bee swarm
Step 1: Initialize the locations in the search spacewhere theworker bees are placed
Step2:How long the continuation condition is satisfied:Theworkingbees transmit

information about the quality of the locationwhere they are to the observer bees; each
bee observer selects a location; the selection is based on a probability distribution
determined by the values of the associated scores;

Working bees explore the vicinity of their location and move to another neigh-
boring location if it is better; if a worker bee does not discover a better configuration
in a limited number of steps then it is relocated to a position determined by a bee
researcher. Scorpion bees randomly change their position.
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Fig. 8 Contour plot of the Rastrigin function during PSO optimization and the dynamic process
of the optimization process evolution (red line) [10]

19 The Firefly Model

Firefly algorithm [26]

The source of inspiration: interactions between firefly based on the light signals they
emit.

Main idea of implementation

• Each element of the population corresponds to the position of a firefly
• Each degree of firefly is associated with a degree of brightness (correlated with

the value of the objective function associated with the corresponding element in
the population).

• Themovement of the firefly is guided both by the distance between their positions
and the value of the brightness

– Position xi is shifted to position xj (if xj has higher brightness) using the specific
parameters (alpha, beta and gamma are control parameters and epsilon is a random
value with normal distribution)
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Fig. 9 The PSO dynamic process of optimization (red line) in the specified [-0.5, 0.5] interval [10]

Conclusions:

– Differential evolution has the same genetic operators as classical evolutionary
algorithms, but their order and mode of operation is different

– There are many other optimization algorithms inspired by nature
– Particle cluster optimization is inspired by the behavior of birds
– The clonal selection is inspired by the immune system
– Ants colony-type optimization is inspired by the way they search for food
– The simulated ride is inspired by metallurgy.
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Fig. 10 Particle Swarm Optimization process of Rastrigin function of two variables. Convergence
of the optimization process [10]

20 Very Large Scale Neighborhood Search

The main cause of generating complicated difficulties in solving real optimization
problems is the dimension: such a problem complicated is too high. In mathemat-
ical programming the size of the problem is relatively, depending on the following
parameters:

• Number of variables and the number of constraints;

– Complexity of the function expressions and the constraints;
– Performance of the numerical calculus equipment: hardware and software

In principle, methods for solving large scale problem divides into:

• DirectMethods: they specializes a general procedure to the specifics of a particular
class of optimization problems.

Let take into consideration he case of a linear program with upperr bounded
variable:
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

n∑
j=1

ai j x j = bi , i = 1, .m

0 ≤ x j ≤ u j , j = 1, .n

(max) f =
n∑
j=1

c j x j

The classical solution method involves the transformation of the upper conditions
in equality:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

n∑
j=1

ai j x j = bi , i = 1, .m

x j + xn+ j = u j , j = 1, .n
x j ≥ 0 ,

(max) f =
n∑
j=1

c j x j

The result consists of the programwith m+ n restriction and 2n variables of those
bases were of the order m + n matrices.

• Indirect methods, based on the decomposition large problem into smaller, inter-
connected sub-problems. Subproblems may be solved independently (and if
it is even possible at the same time), but the fact that the subproblems inter-
acts involves existence of a coordination mechanism. Thus, solving the original
problem is made in two levels.

• at the First level—lower—subproblems are solved and the results are commu-
nicated:

• Second level—higher—which analyzes the results and transmit the new
parameters to the lower level.

At level one there is a resumption of calculations (re-optimization); new results
sent to the upper level for analysing, so on.

Important is the fact that this iterative process converges.
The nonlinear-optimization (NO) is divided into: Unconstrained (UNO) and

Constrained (CNO).
The algorithms used to solve Nonlinear programming problems in Very Large

Scale Systems are as follows:

• Augmented Lagrangian Methods
• Sequential Quadratic Programming
• Feasible Sequential Quadratic Programming
• Reduced-Gradient Methods
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Constrained Nonlinear Optimization

Constrained nonlinear optimization problems can be solved by using one of the
following algorithms:

• Interior-point (IP). The method is used for large-scale problems.
The IP algorithm estimates the Hessian matrices by using:

• BFGS (dense)—Limited-memory Broyden Fletcher Goldfarb Shanno
• Limited memory BFGS
• Hessian-multiply function
• Current Hessian (sparse or dense)
• Finite difference of gradients. This case does not require the knowledge of

sparsity structure

• SQP algorithm.
This algorithm is specified to general nonlinear optimization problem.

• The trust-region reflective (TRRA) algorithm can be succesfull used in case of
the bound constrained problems or linear equals only.

For the TRRA, the Hessian matrices can be obtained by using:

• Finite difference of gradients, sparsity structure of the Hessian
• Current Hessian (sparse or dense)
• Hessian-multiply function

Both methods, the IP and TRRA use lower memory usage.

21 Security-Constrained Unit Commitment (SCUC)

The Unit Commitment (UC) problem is based on the optimization algorithms and
it used in power sytems. The idea is to coordinate a set of the electrical generators
such that the energy demand with minimal costs is attained, or maximize the profits
from energy production.

Coordination of generating units is a difficult task for several reasons:

– there are a large number of units;
– the costs of the energy production from different type of generators can varying.

At the same time, different constraints conditions for each generator can be met
(due to the different technologies of energy production);

– the generators are spread over a large area into a country. For this reason, the
response capacity of the electrical network should be considered. The complex
power flow data should be determined to assure the load demand.

SCUC commitment consists of two components, system security and economic
dispatching. The objective of the problem is focused exclusively on the economic
dispatch of generators with tender segments, without loading costs, starting costs
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and other costs incurred during operation. The lowest cost is desired depending on
the system operators.

22 Conclusion

The complexity of the mathematical problems into the power systems is very high.
Different methods should be used to find the adequate solution.

The class of the numerical methods is very usefull to increase the speed of finding
the solution with high precision.

To facilitate the development of numerical problems, the need to establish proce-
dures is stringent, this leads to algorithms development. However, the solution
involves the following steps; modeling, choice of numerical methods, operation,
results, and interpretation of the obtained results. In power systems, power is known
rather than current; thus, the equations resulting in power term are more appropri-
ately. This type of equations (power flow equations), are nonlinears. The solution of
them is obtained by using iterative techniques from the numerical algorithms.

The authors of this chapter made an incursion in optimization problems and their
solution through the numerical methods. In order to implement the optimization
algorithms different programming languages have been used, as Matlab [27], and
Scilab [10] Starting with the formulation of the optimization problem, the authors
gives different solutions to the exposed topics: optimization of a real variable func-
tions, the extremes of the functions defined over an interval, extremes of functions for
which the derivative does not exist, the method of small pertutbations (variations),
extremes of the multivariable functions, the minimum of a function of two vari-
ables with constraints, the Lagrangemultiplier method for determining theminimum
of a constraint function, types of optimizations, unconstrained optimization prob-
lems, nonlinear optimization without constraints, optimization problems with linear
constraints and nonlinear objective function, the problems of convex programming,
the problems of separable programming, the problems of non-convex program-
ming, optimization methods with constraints, Mixed Integer Nonlinear Program-
ming (MINLP), Very Large Scale Neighborhood Search, Security-Constrained Unit
Commitment (SCUC).

Advanced optimization algorithms are introduced and the simulation results
are provided (Genetic Algorithms, Particle Swarm Optimization, and Simulated
Annealing).
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Abstract In this chapter some ill-posed inverse electromagnetic and power engi-
neering problems are introduced, both at a theoretical introductory andmathematical
modelling level and detailed regarding their numerical solving case studies based, by
the application of several regularization techniques starting from classical Tikhonov
approach up to singular values decomposition procedures. Fredholm integral equa-
tion mathematical modelling is presented in the physical definition of the inverse
electromagnetic and/or power engineering problems, accompanied by explanations
regarding the physical significance.
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Abbreviations

ART Algebraic reconstruction technique
IEP Inverse electromagnetic problem
IPIEP Ill posed inverse electromagnetic problem
HVPL High voltage power line
SVD Singular value decomposition
TSVD Truncated singular value decomposition

1 Introduction

The chapter structure is as following: a first section introduces the Fredholm integral
equations applied for ill-posed inverse problems including in the modelling of the
electromagnetic field problems. Next, the main key performance indicators related
to the inverse problems and regularization techniques to solve them are presented.
In the electrical engineering domain, a power-flow case study is then introduced as a
practical case study application to be numerically solved using regularization of the
ill-posed problem. In this respect, three main categories of numerical methods are
presented: a section dealing the so-called intermediate methods, a next section of so
called special regularization methods and a last section of the chapter presenting an
original and simple approach called harmonic regularization numerical method.

The established objectives are: to present how the inverse electromagnetic or
power engineering problems are modelled and when their numerical solving, if ill-
posed should be addressed with regularization techniques.

The first section introduces the Fredholm integral equation as a mathematical
modelling tool. Then, the main key performance indicators in ill-posed inverse prob-
lems are presented using the introduction of a power flow case study. The proposed
practical application is continued in the next sections, by showing different numer-
ical regularization techniques applied on the problem. The chapter ends with useful
conclusions and further proposed actions and contributions.

2 Fredholm Integral Equation

As it was indicated, a series of applications of electric or magnetic field synthesis
are modelled using Fredholm Integral Equation, as incorrectly formulated inverse
problems.

An integral equation is an equation in which the unknown function appears under
the integral. There is no general method for solving integral equation. Their solutions
and their existence depend on the particular forms under they appear.
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An integral equation is called linear if the unknown function is separated by the
operator under the integral, which is applied to it. The general form of a linear integral
equation is:

f (y) · φ(y) = g(y) + λ ·
b(y)∫

a(y)

K(x, y) · φ(x)dx, c ≤ y ≤ d (1)

The unknown function is ϕ(x), the operator function K(x, y) is called core (it
can be integral square) and g(y) is called effect function (imposed or evaluated).
These functions can also have complex values. The integral equation is considered
homogeneous if the effect function g(y) = 0 on the indicated domain, and if g(y) is
different from 0, the equation is inhomogeneous. λ is in general a parameter, called
own value of the integral equation.

If the integral limits are independent of y, so as to a(y) = a and b(y) = b, express
(1) is called Fredholm Integral Equation (2a, 2b). If a(y)= a and b(y)= y, the integral
equation is called Volterra type (3a, 3b).

If the unknown function ϕ(x) appears only under the integral and f(y) = 0, we
have an integral equation of the first case (2a, 3a). If f (y) = 1, the integral equation
is of the second case (2b, 3b):

0 = g(y) + λ ·
b∫

a

K(x, y) · φ(x)dx (2a)

φ(y) = g(y) + λ ·
b∫

a

K(x, y) · φ(x)dx (2b)

0 = g(y) + λ ·
y∫

a

K(x, y) · φ(x)dx (3a)

φ(y) = g(y) + λ ·
y∫

a

K(x, y) · φ(x)dx (3b)

In the specific bibliography [1], it is specified that the linear Fredholm Inte-
gral Equations appear in the modelling of synthesis problems with causal func-
tions, unknown, of electro/magnetic nature, and the nonlinear ones, in the modelling
of synthesis problems with causal functions dependent on the material or nature
geometry, the shape of the boundaries of the PIE domain [2].

No linear homogeneous Fredholm integral equation has been identified. Their
appearance could mean a formulation in the absence of a desirable effect (effect zero
identical effect function), which logically has no practical interest.
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For the first kind Fredholm integral equation, if a disturbance is applied to the
solution function ϕ(x) of the integral equation, dependent on a constant amplitude ε

and an increasing string of values p = 1, 2… such that:

�φ(x) = ε · sin(2 · π · p · x) (4)

Then the corresponding disturbance in the effect function is evaluated:

�g(y) = ε ·
b∫

a

K(x, y) · sin(2 · π · p · x)dx (5)

According to the Riemann-Lebesgue lemma [3], the perturbation of the effect
tends to zero �g → 0, as p → ∞, so that a high value of the ||�ϕ||/||�g|| is reached
with the increase of the problem domain size.

On the other hand, the idea of the disturbance in the causal function reflects the
uniqueness of the solution and its instability even when the disturbance of the effect
is almost unnoticeable. This fact shows the character of the mathematical model of
ill-posed (incorrectly formulated) inverse problem of the first kind Fredholm integral
equation.

In order to solve the Fredholm equation, in relation with the core expression, the
following methods are possible [4]:

(1) Separation of the core variables, K(x, y) = ∑
αk(x) · βk(y) and expressing

the solution function as a development after functions of the same variable
ϕ(x) = ∑

Ak · αk(x), where the coefficients Ak imply the solution of a linear
algebraic system of equations.

(2) The serial expansion of the cause function, after a set of independent linear
functions, which forms an orthogonal base—a method called collocation; the
unknowns are the weighting coefficient of these basic functions in the series
development and are deduced by solving an algebraic systemof linear equations.

(3) Thediscretization of the independent variables (xi, yi) so that an algebraic system
of linear equations is formed, whose solution directly gives a string of values
for the cause function. In order to obtain as accurately as possible, the unknown
values, here is also important the method of approximation of the integral (by
simple summation, with the trapezoid rule, Simpson, of Gaussian quadrature),
as well as the method of interpolation of the solution.

(4) Successive approximation of the solution, after the iterative relation:

ϕn(y) = g(y) + λ ·
b∫

a

K(x, y) · ϕn−1(x)dx; n = 1, 2, . . . ; ϕ0(x) = g(x)

(6)

For the latter method to be convergent, the core of the integral equation and the
causal function must be linear.
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As it was indicated, for the first three methods listed, obtaining the solution
involves solving an algebraic system of linear equations. For a square system of
equations deduced from the second kind of equation, from the point of view of
conditioning the solution, in the specialized bibliography no disadvantage is reported.
Regarding the uniqueness of the solution, this goal can be fulfilled only if the own
values of the integral equation of the second kind do not remove the determinant of
the matrix operator.

For consistent details on the Fredholm integral equations, other studied works are
recommended [4–8].

3 Key Performance Indicators in Inverse Problems
Regularization

This paragraph introduces a set of indicators to characterize the level of instability
of an incorrectly formulated inverse problem. The definition takes place in a wider
frame than the strict one of the inverse field synthesis problems, with small examples
of the author’s own contributions in the energy field.

It starts from the linear algebraic system as a matrix equation (A · z = u), corre-
sponding to the firs kind Fredholm integral equation. To the matrix of coefficients
A, decomposition is applied according to singular values [9], or the decomposition
according to the own values [10], corresponding to the relations:

A = U · Σ · V T , A = P · Ψ · P2.

The orthogonal matricesU, V are called single vectors, and the matrix P is called
by passage and contains its own vectors. The matrices Σ and Ψ are diagonal and
contain the singular values, respectively those corresponding to the coefficientmatrix.

In the previous paragraph it was shown that the incorrect formulation of the
inverse problems integrally modelled with Fredholm equations of first kind, appears
phenomenologically due to the Green core function.

In the numerical model, this represents even the coefficient matrix. Based on such
a hypothesis, it is considered that before the beginning of the solution it may be
useful to characterize the level of instability of the solution.

3.1 Own Observations on the Spectrum of Singular Values

The following observations are made:

(1) The multiplication of the cores with specific constants, properly amplifies the
ranges of variation of the singular and own values.
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(2) The singular values of a matrix, as a Green core from a synthesis problem, are
positive and spread over an extended range.

(3) The increase of the discretization level implies a marked widening of the level
on which the singular values spread.

(4) The own values of a matrix, as a Green core from a synthesis problem, may
coincide with the singular values of the same matrix, may be multiple, or differ
substantially from them, taking even complex values.

Without drawing any further conclusions on these observations, it is recalled that
solving the system (6) by decomposition according to the singular values, acts as
an amplification of summed vectors, as the singular values extend on a wider level,
namely:

z =
N∑
i=0

UT
i · u
σi

· Vi (7)

whereUi, Vi, represents the singular vectors extracted from the orthogonal matrices,
u the rightmember of the systemof equations, as an effect vector, andσ i the individual
singular values obtained by decomposition.

The direct solution by the relation (7) leads to physically inadmissible solutions
and a high level of instability to the disturbances that may occur [3, 9, 11].

At this point, it can be specified that a wide spread of the single values represents a
sufficient indicator to characterize the level of physical instability and inconsistency
of the solution of an inverse problem modelled by (6). However, this does not appear
to be a novelty aspect, but it must be remembered that it works regardless of the
results obtained for decomposition according to its own values.

3.2 Characterization of Stability as Disturbances
with the Spectrum of Singular Values

Further, an application from the field of electricity is analysed, characterizing
the natural stability of a power grid, at small perturbations that may occur due
to the coupling/decoupling of some consumers [12]. The mathematical model
corresponding to this case consists of a system of ordinary differential equations.

The matrix of coefficients specific to the system is subject to decomposition after
it own values, and then after the singular values.

As has been observed so far, no particular emphasis is placed on numerical
methods for evaluating the own values (based on factorizations, Leverrier-Fadeev,
Krylov, Rayleigh, Jacobi, Givens), starting from the characteristic equation, nor on
the determination of the singular values.

The existing programs used in this paper, contain algorithms with enough perfor-
mance to not go into specific details. Figure 1 shows the configuration of the initially
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Fig. 1 Configuration of the analysed electrical system

studied electrical grid, in which all the parameters of the system elements and the
characteristics of the concrete operating regime are specified. To solve the system,
it is possible to apply the decomposition method according to the singular values.

After the appropriate evaluations, the coefficient matrix looks like this:

A =

⎡
⎢⎢⎣

−0.00416 −153.46 0 −33.841
−0.0057 0 1 0

0 −59.524 −0.00532 −104.096
0 0 1 0

⎤
⎥⎥⎦ (8)

The own values and the singular ones evaluated for this matrix are expressed
in Table 1, together with their physical significance for the electrical system. For
the studied application, the fact that there is an own value with the real side as
positive, indicates an instability of the system. In addition, the imaginary part of the
own values gives information about the natural frequencies of the oscillation system.

Table 1 Interpretation of the corresponding own and singular values

Eigenvalues Significance Singular values

−0.70028 – 182.223

0.69612 If positive eigenvalue, then there is a natural instability
to perturbations in the power system [12]

76.611

−0.00266 + 12.7762i – 1.414

−0.00266 − 12.7762i – 0.00403
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What intervenes further, is as shown in Table 1, the correlation with the single values,
whose range appears to be sufficiently wide.

A series of other coefficients matrices deduced from the configurations of elec-
trical systemswere afterwards tested on the same chain. In this way, without claiming
a generality, the following were concluded: each time own values appear with the
real side as positive, the singular values have a wide range of variation; when all
the own values have the real side as negative (stability of the electrical system), the
singular values fit in a restricted range. The correlation started from the Green core
coefficient matrices.

The validity of characterizing the range of instability, by spreading the singular
values, in the energy field can be assumed without demonstration for this class of
problems, as an alternative to the indications offered by the own values.

Based on these mentions, the proposal to evaluate the spread of singular values as
an indicator of stability on incorrectly formulated problems, or poorly conditioned
is shown to be justified.

3.3 Picard’s Condition as Performance Indicator

Decomposition of the coefficient matrix after singular values is an efficient method
of studying the character of IPIEP [13, 14]. Specialty bibliography proposes as an
indicator for the solution’s degree of instability Picard’s condition. For the discrete
model from (7) this condition consists in graphical representation the variance
of singular values as well as the variance of the scalar product UT

i ·u repeated for
i = 0…N.

If on the graph the curve of the product of the singular vectorswith the effect vector,
does not decrease in mean by at least as fast as the singular values, the problem
is considered incorrectly formulated, with an unstable solution. The explanation
stems from (7), in which between the two variances exists a discrepancy namely, the
denominator becomes of ever lower values, then the single vectors Vi are amplified
in the sum, thus irremediably distorting the solution.

For the same core expressions in Table 1, the graphs of the Picard indicator type
are presented, in the situation of defining unit value effect functions (Fig. 2).

ThePicard indicator clearly shows in all four test cases that the solution is unstable.
As an addition to the current bibliography, it is proposed to evaluate the Picard
condition indicator and the regularization model, and after solving it for the inverse
problem studied. Thus, the performance of the degree of regularization applied can
be evaluated.
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Fig. 2 Verification of the Picard condition, as a performance indicator of PIE for different
applications

3.4 Conditioning Number as a Performance Indicator

A third performance indicator in solving IEP with integral model is, as mentioned
in the previous chapter, the conditioning number. Extensive treatments of this can
be found in [9, 10, 14, 15].

The definition of the conditioning number based on the ratio between the
coefficient matrix norms, respectively its inverse. These norms represent in fact
the maximum singular value, respectively the minimum value of the matrix
decomposition:

KA = ‖A‖2 · ∥∥A−1
∥∥
2 = σmax

σmin
(9)

In expression (9) the spectral normwas defined as this is themost commonly used.
As can be seen, in relation to the results obtained with the previous indicators, for a
matrix that causes instability, the value of the conditioning number is high. However,
to clearly establish a link between the instability of the solution and the conditioning
number indicator, Eqs. (9) and (10) of the link between the maximum percentage
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variation of the solution are used, in relation to the disturbances that may occur in
the right side, or in the core matrix structure. The deduction of these relationships is
elegantly described in [9].

The disturbance acts on the effect vector:

εz[%] =
∥∥z′ − z

∥∥
2

‖z‖2 ≤ KA ·
∥∥u′ − u

∥∥
2

‖u‖2 = KA · εu[%] (10)

where u′—the disturbed effect vector; z′—solution resulting from the effect of the
disturbance.

It is obvious that a high value of the conditioning number allows a small error
in the effect vector to lead to exaggerated variations of the solution. The issue is
due exclusively to the core matrix of the coefficients. There is an expression on the
instability of the solution, highlighted by the conditioning number: “A flapping of a
butterfly in New York, causes a typhoon in Tokyo.”

The disturbances that affect the effect vector can be physical—measurement
errors, or numerical—errors of rounding, truncation. Given that the relative error of
the effect vector is within a percentage range of (1–5)%, if the conditioning number
as an amplification factor has a value over 102 means that the initial solution may be
affected by a percentage instability up to 500%.

The disturbance acts on the coefficient matrix (on the problem structure):

εz =
∥∥z′ − z

∥∥
2

‖z‖2 ≤ KA · ‖P‖2
‖A‖2

1 − KA · ‖P‖2
‖A‖2

(11)

with P—disturbance matrix, which modifies the initial structure of the coefficient
matrix.

The lower the disturbance norm than the coefficient matrix norm, and their ratio
is closer to the value of the conditioning number, the weaker the immunity to distur-
bances of the solution. It is considered that in this case, the disturbance on the matrix
structure influences the immunity of the solution to a greater degree.

The disturbances that appear in the matrix structure can be physical in nature—
modification of the environmental characteristics, of the boundaries of the problem
domain, or of numerical nature—rounding, truncation.

In this context, in which the conditioning number enters in direct correlation with
the disturbances that may occur in the equation system (7), the author considers this
instrument as an indicator. Moreover, what has not been found in the bibliography,
based on the imposition of a maximum limit of the disturbance that may occur,
together with an imposition of the admissible limit of the solution modification,
can be estimated a value of the conditioning number, from which the problem is
susceptible to unstable solutions. Inequalities (10) and (11) respectively are used,
with interpretations:

KA ≥ εz/εu (12)
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when the disturbance affects the effect vector, the maximum disturbance limits are
imposed εu and maximum allowable solution variation εz, the value of the condi-
tioning number from which the system is considered to be unstable is given by the
report (12).

If for the disturbances affecting the sources, the effect vector, the interpretation is
immediate, in the case of those that intervene in thematrix structure, the interpretation
on a minimum conditioning number, from which the instability of the solution can
be considered does not appear to be relevant.

In the case of the relationship (11) it is considered appropriate to establish an
admissible classification of the norm disturbance ||P||2. It is necessary to consider
two cases, which verify the inequality relation (11):

Case I: (1-KA·||P||2/||A||2) > 0 implies a limitation of the perturbation norm in
relation to the minimum singular value, by making the following simplifications:

1 > ‖A‖2 · ∥∥A−1
∥∥
2 · ‖P‖2

‖A‖2 = ‖P‖2
σmin

; ‖P‖2 < σmin (13)

that is, an upper limitation of the disturbance below the minimum singular value of
the coefficient matrix. The closer the disturbance norm is to the minimum singular
value, the more likely the system is to be affected by the disturbance.

Case II: (1-KA·||P||2/||A||2)≤ 0, which would involve analogously ||P||2≥σmin, it is
not possible in the inequality (11), because the relative error (percentage) cannot take
negative values, being calculated on the basis of spectral norms. This observation has
logical veracity, because a marked increase of the disturbance above the minimum
singular value would mean a reduction of the effect of the disturbance on the system.

Basically, in this paper is admitted σmin as the maximum threshold up to which
the perturbation norm for the matrix can affect the stability of the solution, in relation
to the value of the conditioning number. Above this threshold, we consider that the
impact on the matrix is no longer considered to have a disturbance effect, but only
with a structural modification of the coefficient matrix (see the negative part of the
graph in Fig. 1).

On the other hand, also from the relation (11) we indicate the minimum threshold
value below which, if the perturbation norm decreases, the inequality is no longer
valid (becomes irrelevant):

εz

1 + εz
· σmin ≤ ‖P‖2 < σmin (14)

The tests performed on both well-conditioned matrices and on the Green core
matrix confirm this classification of the perturbation norm. For the situationwhere the
disturbances affect the effect vector, according to the inequality (12), the conditioning
number as a performance indicator on the inverse problem, appears as a factor of
maximum amplification of the error of the effect size.

For the situation where the disturbance affects the matrix of the coefficients,
according to the inequality (13) and the classification of the disturbance in the
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interval (14), it is possible to follow a maximum amplification of the solution, in
close correlation with the value of its norm of P.

Regarding the concept of conditioning number, the preconditioningmethods have
been outlined, that is to improve the stability of the solutions, through the physical
[16–18] or numerical reformulation of the problem.

4 Conditioning and Regularization in Power Flow Case
Study

Starting from the correlation between the properties of a numerical method, with
the value of the conditioning number associated with a matrix in the system, in the
field of electricity, the author of this paper has identified a method of improving
the performance of solving nonlinear systems, when these by linearization become
weakly conditioned.

Therefore, a configuration of the electric power system is introduced, in Fig. 3,
having the active and reactive powers, generated and consumed, defined in nodes.

The voltage and current in node (4), are considered as balancing. Table 2 contains
the sizes determined in relative units.

The unknowns to be identified are: the active and reactive power injected into the
balancing node; the voltages (amplitude and phase) in the other nodes, the power
flow in the network and the power losses in the system.

Fig. 3 Configuration of the power system

Table 2 Parameters of network elements

P1 P2 P3 P4 U4

0.75 −0.50 −1.15 0.93 1.1

Q1 Q2 Q3 Q4 δ4

0.20 −0.20 −0.45 0.44 0



Ill-Posed Inverse Problems in Electrical Engineering Applications 247

The corresponding mathematical model consists of a system with complex coef-
ficients, reduced to 6 nonlinear equations, deduced from the expression of power
balances in nodes. The maximum error of ε = 10−4 u.r, and the initialization of the
solution is done with “flat” values [12].

As a method of calculation in the cited reference, it is also proposed to use the
classical Newton method, then decoupled, respectively fast decoupled. Basically, a
linear systemof corrections in the iterativemethod is repeatedly solved,with Jacobian
expressed as a block of 4 submatrices. If in classical Newton, the convergence of the
numerical process is high—this is accompanied by a significant computation effort;
which is why the decoupled variants give up the matrices on the secondary diagonal,
these being of an order of magnitude smaller than those on the main diagonal. We
show the expression of the system of corrections equations (15), respectively of the
iterative relation (16), after which the solutions of the nonlinear model are evaluated:

[
Jpδ Jpu
Jqδ Jqu

]
·
[
hδ

hu

]
= −

[
fp
fq

]
(15)

xk = xk−1 + hk−1 (16)

The indices p, q, u, δ constitute abbreviations coming from the active, reactive
power, the amplitude of the voltage and the voltage phase of each node respectively,
and their combinations express the dependencies of power-voltage type, specific to
the variations that appear in the power systems.What has been particularly noticeable
in relation to the reported interpretations, is that the two matrices on the secondary
diagonal have high-value conditioning numbers:

Jpu =
⎡
⎣ 4.65 −4.65 0

−4.65 6.98 −2.33
0 −2.33 2.33

⎤
⎦ Jqδ =

⎡
⎣−4.65 4.65 0

4.65 −6.98 2.33
0 2.33 −2.33

⎤
⎦ (17)

k(J ) = σmax

σmin
; k

(
Jpu

) = k
(
Jqδ

) = 7.38 · 1016 (18)

The solution variant addressed in [19], instead of giving up on the poorly condi-
tioned submatrices, applies a local regularization to each iteration. Thus, as a contri-
bution to the characterization of stability with the conditioning number indicator,
as well as to obtaining precise and faster convergent solutions than the decoupled
Newton methods, we propose the partitioned regularization at each iteration of
the nonlinear system.

The regularization method was chosen to be the decomposition by the single
truncated values, with the secondary diagonal matrices called abbreviated, SVD:

[
Jpδ SVDpu

SVDqδ Jqu

]
·
[
hδ

hu

]
= −

[
fp
fq

]
(19)
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Table 3 The Newton method decoupled with the Jacobian evaluation only at the first iteration

Iteration number Maximum error hUi hδi Ui δI (rad)

1 1.15 × 100 −0.021127 −0.030726 0.978873 −0.030726

−0.034672 −0.062337 0.965328 −0.062337

−0.089921 −0.145974 0.910079 −0.145974

2 8.82 × 10−3 0.002176 −0.017078 0.981049 −0.047805

0.000352 −0.016352 0.96568 −0.078689

−0.003682 −0.031543 0.906397 −0.177517

3 6.18 × 10−3 0.001749 −0.001851 0.982797 −0.049655

0.000938 −0.001512 0.966617 −0.080201

0.000731 −0.004179 0.907128 −0.181696

4 5.11 × 10−3 0.000203 0.000089 0.983000 −0.049566

0.000091 0.000167 0.966708 −0.080034

0.000106 0.000020 0.907235 −0.181676

5 5.41 × 10−4 −0.000017 0.000041 0.982983 −0.049525

−0.000017 0.000047 0.966691 −0.079988

−0.000025 0.000060 0.907209 −0.181616

6 5.26 × 10−5 – – – –

The results obtained using the partitioned regularization, confirm the relevance of
the conditioning number as an indicator of instability, as well as the validity of the
regularization method.

Table 3 shows the iterations and solutions when applying the simplified, parti-
tioned regularized Newton method, with the Jacobian calculation only at the first
iteration.

As shown in the result table, for the last case, partition regularization, the number
of iterations is lower than when applying the decoupled Newton method, so a
faster convergence of the solution is obtained. Compared to the classical Newton
method, even if more iterations are performed through the partitioned regularization,
the computation effort per iteration is significantly lower, as a whole, the method
proposed in this paper presents higher performance than the classical one.

By the truncated decomposition after the singular values of the matrices on the
secondary diagonal, the values of the conditioning numbers expressed by (19) are
significantly reduced.

The method may be of interest in the analysis of larger power systems, where the
computational effort and the stability of the solution can be an expensive issue.

In this framework, we propose firstly the use of the conditioning number, as an
indicator of the degree of instability of the approximation solution from the forecast,
and then the involvement of effective adjustment techniques. The research is open
in this area.
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5 Intermediate Methods

5.1 Normal Pseudo Solution

In the monograph [9] it is shown that for a linear algebraic system of equations, the
minimum error solution, also called normal pseudo solution is obtained by orthogo-
nalizing the matrix equation, a process analogous to the minimization of a function
of quadratic mean deviation:

AT · A · z = AT · u (20a)

Regardless of the subsequent numerical methods of solving, applied to this
system, especially in the case of large arrays, there are rounding errors due to the
multiplication of the two matrices.

Another disadvantage is related to the fact that the new matrix AT ·A, has a condi-
tioning number K(AT ·A) = K2(A), aspect deduced from the decomposition by the
singular values. The normal pseudo solution is thus to a greater degree likely to be
unstable in the disturbances.

It is highlighted by the relationships:

AT · A = (
U · Σ · V T

)T · (
U · Σ · V T

) = V · ΣT · UT · U · Σ · V T = V · Σ2 · V T

(20b)

Σ = diag(σmax, . . . , σmin) (20c)

cond(A) = σmax/σmin (20d)

cond
(
AT · A) = cond

(
V · Σ2 · V T

) = cond(V ) · cond(
Σ2) · cond(

V T
) = . . .

. . . = cond
(
Σ2

) = σ 2
max/σ

2
min (20e)

It is known that the conditioning number of an orthogonal matrix has the unit
value [10].

If the core matrix is positively defined symmetric, then the squares of the singular
values are the eigenvalues of the normal matrix. This observation suggests that the
eigenvalues of the normal matrix must always be positive and real.

5.2 Method of Collocation

The collocation method, as a particular variant of the weighted residue method [6],
implies the replacement of the unknowncausal vector by a sumof vectors. f <k>,which
form an orthogonal basis. In the analytical variant of the problem, the unknown
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function is approximated by a sum of basic, linearly independent functions [15].
Equations (21) and (22) show the principle of the method:

z ≈
n∑

k=1

ck · f <k> (21)

A · F · [c] = u (22)

where ANxN is the coefficient matrix; F ε ⱤNxn matrix formed from the considered
base vectors; [c] ε ⱤNxn thematrix of theweighting coefficients, become the unknown
of the new system (20a).

Thus, the problem is reduced to determining a set of coefficients. It is of interest
in the numerical evaluation of the method, the conditioning of the new matrix of
the system A·F, that is, whether the collocation method can be considered as a
preconditioning role.

5.3 Tikhonov Regularization Methods

The matrix expression of Tikhonov regularization was already introduced and the
mathematical deduction can be achieved starting from the full analytic model,
included in Tikhonov functional [9, 10, 20] or frommatrix systemwith requirements
of minimal error applied, respectively to solution stabilization.

Depending on the considered order of regularization, the two formulations are
equivalent although in the paper [10], first version is named Tikhonov regularization
and the second version is named linear degenerated system regularization.

We will concentrate on the second version of the formulation with focus on the
followed steps in order to obtain the solution. So, in general case, where the system
is undetermined, the orthogonalization method is being applied, in order to arrive at
the normal pseudo-solution, which is the first step in regularization.

Further, stabilization matrix L ε ⱤNxN is added (identity matrix, bidiagonal and
tridiagonal matrix, the last two corresponding to a discretization of first and second
order derivatives), weighted by α parameter, so the solution should be stable to
perturbations and also reliable.

AT · A · z + α · L · z = AT · u + α · L · z (23a)

By an inverse matrix procedure M = (AT ·A + α·L)−1 the expression becomes:

z = M · AT · u + α · M · L · z (23b)

which, afterwards, may be transformed in a recurrent formula (24) or developed in
series, by partial overlapping of formula.
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z<k+1> = M · AT · u + α · M · L · z<k> (24)

The successive approximation formula is repeated until the difference between
two consecutive approximations is smaller than an imposed threshold, and the
approximation error is also below a threshold.

z = (
I + α · M · L + α2 · M 2 · L2 + · · · + αm · Mm · Lm) · M · AT · u

z = [
(α · M · L)m+1 − I

] · (α · M · L − I)−1 · M · AT · u (25)

The order until the development goes well must take into account the computa-
tional effort required to raise the order of matrices, but also the fact that from a certain
order, if the value of the regularization parameter is close to zero, the development
terms can be neglected.

In all the expressions in which the matrix appears explicitlyM, for large matrices
it is not recommended to calculate the inverse. We call the relation (24) of iterative
Tikhonov regularization, and the approximation relation of the solution z, (25) of the
Tikhonov regularization through series development. Keeping only the first term in
the development is equivalent to the classic Tikhonov regularization method.

Another version of Tikhonov successive approximation is expressed by the
relations, with the final conditions mentioned in algorithm, but for the Eq. (24):

z<k+1> = z<k> + (
AT · A + α · L)−1 · AT · r<k>; r<k> = u − A · z<k> (26)

There are approaches according to which regularization should be treated
iteratively as predictor–corrector [21].

On the conditioning through the Tikhonov regularization, the effect of the
regularization parameter is emphasized, for the zero-order regularization:

AT · A + α · I = V · Σ · V T + α · V · I · V T = V · (
Σ2 + α · I) · V T (27a)

cond
(
AT · A + α · I) = cond

(
Σ2 + α · I) = σ 2

max + α

σ 2
min + α

≤ 1 + σ 2
max

α
≈ σ 2

max

α

(27b)

Therefore, if the regularization parameter is greater than the minimum singular
value, then the conditioning improves.Moreover, it canbe considered as theminimum
threshold for the regularization parameter, even the minimum singular value of the
coefficient matrix A.

Regarding the numerical methods of effectively solving the regularized expres-
sions, they can be any of the ones presented in the first section.

Finally, an original parallel approach is presented between the expression of
Tikhonov regularization (26) and the discretized expression of the Fredholm integral
equation of the second kind (27b), in the hypothesis of using the same number of
discretization points for both variables Nx = Ny:
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(A + α · L) · z = u (28)

(λ · A + I) · z = u (29)

From the physical and mathematical point of view, the Fredholm equation of the
second kind is considered to be a correctly formulated andwell-conditioned problem,
if the eigen value λ do not override the determinant of the operating matrix of the
system (28) [5, 20, 22].

For the particular casewhere in the relation (24) is allowed as regulation parameter
α = 1 and a stabilization matrix L = I and in (25) an own unit value λ = 1, then
the discrete model of the Fredholm equation of the second kind can be considered as
a complete limit of regularization, in the sense of implicitly obtaining a stable and
achievable solution.

Basically, adding a unit value on the main diagonal of the core matrix A, improves
the single values spectrum and thus significantly reduces the value of the conditioning
number.

However, we avoid indicating a unit value of the adjustment parameter. Even
if the parallel made converges towards a common denominator, the two formula-
tions—Fredholm of the second kind, respectively the Tikhonov regularization—are
different. The Fredholm II model appears only when the field problem specifies the
sources, and the potentials imposed (or measured) are part of the same portion of the
domain, as the causal potentials, unknown.

6 Special Methods of Regularization

6.1 Mixed Tikhonov—TSVD

We continue to present a mixed version of regularization, of type Tikhonov—TSVD.
This implies that in the penalty function, the core matrix appears truncated. In this
case, the filtering factor included in the diagonal matrix of the singular values, is
defined complementarily, by the group of relations (30a–30c):

fi = σi if i ≤ k ∨ 0 if i > k or (30a)

fi = σi if i ≤ k ∨ 1 if i > k or (30b)

fi = σi/(σi + α) if i ≤ k ∨ i > k (30c)

Thus, the truncated core matrix A(k) will be evaluated by TSVD decomposition:
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A(k) = U ·

⎡
⎢⎢⎣

f1 0 . . . 0
0 f2 . . . 0
. . . . . . . . . . . .

0 0 . . . fNx

⎤
⎥⎥⎦ · V T (31)

Finally, Tikhonov’s expression is shown in Eq. (32), equivalent to (28):

(
A(k)T · A(k) + α · L

)
· z = A(k)T · u (32)

Based on the arguments presented for the two types ofmethods, of penalty, respec-
tively of projection, it is considered that this method guarantees a limitation of the
excessive amplification of the solution, as well as a framing in the constraint imposed
by the stabilization matrix operator L.

6.2 SVD Preconditioning

If from the TSVDM method the truncated matrix of the single vectors to the right is
retained, V (k) ε ⱤNxk , we find that its A conjugate application, (VT ·A·V ), leads to a
reconditioning of the matrix Eq. (1).

The procedure is illustrated in the following sequence of relations, related to
Eq. (9):

V (k)T · A · V (k) · V (k)T · z = V (k)T · u
M (k) = V (k)T · A · V (k) ; y = V (k)T · z ; b = V (k)T · u
M · y = b; V (k)T · z = y (33)

In this form, the equivalent system in (33) is presented as undetermined, which
returns us to the initial problem.

If, instead, thematrix of the coefficient’sA ε ⱤNxN , is replacedby its decomposition
by the singular values, and the decomposition matrices are orthonormal between
them, the following equivalent formulation of the system is obtained, taking into
account the orthogonality property of the single matrix to the left and to the right:

V (k)T [k × N ] · U [N × N ] · Σ[N × N ]
· V T [N × N ] · V (k)[N × k] · V (k)T [k × N ] · z[N × 1] = . . .

. . . = V (k)T [k × N ] · u[N × 1]

I [k × N ] · Σ[N × N ] · I [N × k] · V (k)T [k × N ] · z[N × 1]
= V (k)T [k × N ] · u[N × 1]
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Σ[k × k] · V (k)T · z = V (k)T · u

which under the writing of the solution z, becomes:

z(k) =
k∑

i=1

u

σi
· V<i>(k) (34)

Therefore, a truncated expression of the solution has been reached which depends
on: the effect vector, the matrix of the singular values on the right and the first k
singular values; and a controlled amplification of the effect.

We also observe the preconditioning/truncation property of the matrix M, which
is actually the truncated diagonal matrix of the singular values. The lower the order k
of retention of single vectors cond(M) = σ1/σk is, the lower the conditional number.

6.3 Conjugate Gradient Regularization Method

Returning to the conjugate gradientmethod, according to the assessments and demon-
stration in [23], it is indicated that it is possible to apply the Tikhonov regularization,
or DVS. Moreover, we admit that conjugate gradient appears as an alternative to
numerically solving a regularized system of equations.

6.4 Algebraic Reconstruction Technique (ART)

We propose a last numerical version, regarding its application to the incorrectly
formulated equation systems. In the specialized literature it is called the algebraic
reconstruction technique (ART) [24], or Kaczmarz’s method and this consists in the
sequential iterative solution—for each equation—of the system (1).

In the mentioned work, it is shown that the process of obtaining the solution gains
exponential convergence, if the equation of the system is randomly performed, after
a sequence of generation proportional to the norms of the lines ai in the core matrix
of the coefficients A.
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The algorithm of the method is exposed, in its own version:

7 Regularization as a Harmonic Reconstruction of Signals

In the case of each synthetic application detailed in this chapter, graphical
representations for the single vectors on the left have been drawn. According to
the relation (35), the solution of the inverse problem is given by the sum of these
vectors, weighted by a set of coefficients that depend on the singular values.

Inmost cases, the analysis of these graphical representations reveals an oscillatory
variation (around the Ox axis) of the single vectors. For some cores, these oscilla-
tions are close to sinusoidal functions of different pulses. Figure 4 demonstrates a

Fig. 4 Oscillatory variation
of single vectors
corresponding to a core
matrix
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Fig. 5 Harmonic analysis of single vectors

superposition of the single vectors on the left, starting from the first in matrix V, up
to the order of 10.

The results of limited experimental character avoid the assertion of a general
sinusoidal oscillation property, for the single vectors of any matrix from an inverse
problem even ill conditioned. The spectrum of oscillatory vectors is very atypical for
each case of core matrix.

Given the conditions, the following common observations are issued to the
problems studied:

• each singular vector has an oscillation around the Ox axis; the number of inter-
sections the numerical function of the vector with the axis is equal to the order
number of the vector in the matrix of the singular values to the left; this finding
is generally valid for about 20% of the vectors constituting the matrix;

• the average value in the module, of the sum of the elements of each singular
vector, decreases with the increase of the order of the vectors in the matrix; this
aspect is illustrated in Fig. 5.

By an analogy with the harmonic analysis of a no sinusoidal signal, we estimate
that each numerical function—a singular vector, can be assimilated to a harmonic
that enters into the composition of the solution. To argue this statement, we repeat
the expression (35):

z =
Nx∑
i=1

U<i>T · u
σi

· V<i> = β1 · V<1> + β2 · V<2> + · · · + βNx · V<Nx> (35)

From this point of view, the solution of an inverse problem can be characterized by
an overlapping of effects, harmonics, each amplified by the corresponding singular
value. If we admit a hierarchy of the importance of the single vectors, in the appro-
priate reconstruction of the solution, according to the average value indicator in the
way of the sum of the elements of the single vectors, then according to Fig. 5, as the
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order of the “harmonics” (single vectors) increases, they must decrease their position
when reconstructing the solution.

The assertion is supported by the several numerical simulations obtained both in
this chapter and in the specific literature, by the TSVD methods.

We consider this approach as being an original one, by analogy with the superpo-
sition of effects to non-sinusoidal signals, only a starting point in the development
of a new method of regularization.

8 Conclusions

The authors present a special category of engineering problems called inverse in
their sense that the effect is known and what is to be found is the cause. Moreover,
these problems are niched to the situation when the inverse issue is accompanied by
a so called ill-posed definition. This is directly reflected in the stability and numer-
ical precision of the solutions, as a small input perturbation in the effect or in the
inverse problem definition it will cause a large variation of the initial result. Thus,
starting from these problem definitions in the following sections of the chapter a
physical and analytical description of the ill-posed inverse problems is provided,
using Fredholm integral equations. Then, several procedures of numerical regular-
ization solvingmethods are presented which can both apply on the Fredholm discrete
model and on direct numerical systems of equations.

Beyond the availability of these numerical regularization procedures for ill-posed
problems, the authors offer a step by step example implementation on a power flow
case study, which can serve as a reference case.

The comparison between these numerical methods reflect both their advantages
and shortcomings that can serve as a guide on what kind of numerical instrument to
choose when dealing with different electrical engineering applications.
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19. Bărbulescu C, Ceclan A, Kilyeni Ş, Micu DD (2007) Power flow calculation for ill-conditioned

systems. Simplified Newton method with SVD partial regularization, EUROCON, Varsovia
20. TikhonovAndrevN (1981) Solution of incorrectly formulated problems.Mir,Wiley, New-York
21. Lamm Patricia K, Scofield Thomas L (2000) Sequential predictor-corrector methods for the

variable regularization of Volterra inverse problems. Inverse Probl 16:373–399
22. Lavrentiev M (1967) Some improperly posed problems of mathematical physics. Springer,

New-York
23. Gottvald A (1997) A survey of inverse methodologies, meta-evolutionary optimization and

Bayesian statistics: applications to in vivo MRS. Int J Appl Electromagnet Mech 1:17–44
24. Strohmer T, Vershynin R (2006) A randomized solver for linear systems with exponential

convergence. Random-Approx 4110:499–507



Advanced Energy Systems



Advanced Energy Systems Based
on Energy Hub Concept

Hossein Shayeghi and Amir Mohammad Moghaddam

Abstract Energy systems in the past alone were providing consumer’s needs, and
their management did independently. By industrialization of the lifestyle and high
dependence of human societies into energy and on the other hand, a lack of fossil
resources, system exploitation seeks to use multi-carrier energy to meet the needs of
their consumer’s needs. Therefore, the use of multi-carrier systemswith the advance-
ment of technology became possible to increase the reliability of the system in the
presence of different energy sources. Of course, the critical and challenging issue in it
is the way of managing these systems on a large scale. The concept of an energy hub,
which is like a virtual box including production, conversion, storage, and consump-
tion of various carriers, has been introduced and the high potential for the operation
ofmulti-carrier systems and optimal management of them possess. This chapter aims
to introduce a comprehensive energy hub and its application in the management of
multi-carrier systems and express its advantages in preserving the existing resources
for posterity alongside the increasing demand for consumers with the lowest cost of
operation without limitation its size. Energy hub is used in various sectors such as
commercial, industrial, and even agricultural, and can integrate with the integration
of these small network hubs fromMicroHub, which are calledMacro hub.Moreover,
the management of these hubs has dealt with detail.
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Nomenclature

Acronyms

BEMS Building energy management system
BTU British thermal units
CHG Closed green house
CHP Combine heat and power
DER Distributed energy resources
DG Distributed generation
DSM Demand-side management
EH Energy hub
ESS Electric storage system
HEMS Home energy management system
HVAC High voltage alternative current
IEMS Industrial energy management systems
MES Multi-energy systems
PV Photovoltaic
OEF Optimal energy flow
OPF Optimal power flow
TOU Time of use
V2G Vehicle to grid

1 Introduction

The vital energy of the current industrial societies is an essential factor in the
development of countries.

Besides the advancement of technology and machine life style, this needs to
be more intuitive and more important in the day-to-day. Consequently, producing
clean, safe, and reliable energy sources has been one of the severe difficulties of
every country.

Energy is the most fundamental requirement of the current industrial societies and
an essential factor in the development of countries. The most fundamental sources
of energy supply during recent years were fossil fuels. The conversion of fossil fuels
produces electrical energy in thermal power plants, and with low efficiencies and
relatively high losses are transported to consumers by transmission lines. In these
systems, intelligent protection, control, and data gathering tools are installed and
used locally.

However, now, the power grid uses smart grid technology to be smart and
operate automatically. In addition to traditional network capabilities (production,
transmission, and distribution), the smart grid can store, interact, andmake decisions.
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The smart grid increased efficiency in the supply of demand and economic effi-
ciency of existing equipment and no need to improve systems. Also, the smart grid
has caused the integrity of renewable energy resources and mainly distributed energy
resources on demand-side.

With the advancement of technology and increasing the efficiency of prime
movers as well as improving market conditions for the use of high-performance
technologies such as micro-turbines and internal combustion engines, the benefits
of the distributed energy resource (DER) is used to form CO-Tri-generation. These
compounds produced the hopes ofmakingmultiple clean energy systems (MES)with
high affections. With the help of this equipment and DER, management and oper-
ating of such systems can optimize for economic, technological, and environmental
benefits.

Using the DER on demand-side, in addition to reducing losses and costs due to
energy transfer, increases the security and reliability of supply of local loads and also
contributes to the active participation of consumers in demand-side management.

Demand-side management (DSM) is a comprehensive theory that combines load
improvement plans, energy conversion, energy efficiency, and demand response.

Renewable energy source (RES), which is considered the most essential DER, is
the ability to supply consumer demand during peak energy hours that can be reduced
consumer dependence on the leading network.

Transfers of the consumer load of the peak-load into low-load reduce their energy
costs and reduce network demand size.On the other hand, reducing unnecessary loads
in a certain period, such as the peak demand period or the system’s use demand, can
be stored more energy and decreased costs.

Although to achieve the benefits of the said concept, which do with the help
of DSM, the equipment used in the network and smart grid requires an integrated
management model. The energy hub defined as a structure that generates, converts,
store, and consume various carriers in it. Energy hub has a high ability to manage
and control systems with several centralized inputs.

An extensive study has been conducted in the concept of energy hub and has
proven that the use of several energy carriers to provide consumers needs better
performance than systems that independently supply consumer’s needs and control.

The energy hub has no size limit and can include many cases such as a resi-
dential house, spacious residential complex, commercial buildings, shopping malls,
hospitals, industrial units, greenhouses, and even the whole city.

So, after introducing the overall energy hub plan, in part 2, the comprehensive
energy hub with the introduction of its elements, the advantages of the energy hub
for the whole system is introduced. In Sect. 3, the various types of energy hub classi-
fication have discussed, and it has described the residential, commercial, industrial,
and agricultural hubs, and in the last section, the overall classification of the topics
has been studied.
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2 Concept of Energy Hub

For the first time, the energy hub theory introduced in the connection of a project
called A Vision of Future Energy Networks (VOFEN) [1]. This task intended to
describe future energy systems in the long term (20–30 years).

Many conceptual designs have published concerning the production, transfer,
and distribution of integrated energy by using DER, which created the concept of an
integrated energy hub. An integrated word means the use of various energy carriers
in the system. This concept has shown in Fig. 1.
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As you can see in Fig. 1, in the matrix model of the hub, the input matrix is defined
as a columnmatrix, each element of this matrix corresponds to an independent input.
By multiplying the input matrix in the coupling matrix, which is a square matrix and
each element is related to the elements used in the hub, the output matrix will be
achieved (Eq. (1)) [2].

2.1 Basic Concept

The basic definition of energy hub is an integrated platform of energy producers,
consumers and transmission equipment. Each system that has the following charac-
teristics can call energy hub [3].

• Input and output
• Conversion
• Storage

The hybrid energy carrier system considers as a system of energy hubs that inter-
connected by several networks. In the realm of an energy hub, the energy transmitted
by network and stored or converted into the energy hub to meet the demands. Amore
perspicuous definition of an energy hub presents in [1].

Inputs                                                                                   Outputs
Energy Hub

Fig. 1 Energy Hub concept
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2.2 Elements of Hub

The main characteristic of the energy hub has three main elements:

• Direct connections
• Converters
• Storage

Direct connection is used to transmit a direct incoming carrier to the hub output
without any conversion. (e.g., electricity voltage).

The upstream grid is an example of this type of component. Besides that, converter
relates to devices that change the sort of energy carriers. For example, in the boiler,
gas is as input and produces heat in its output.

The third element used in the hub refers to energy storage equipment, which
can have various technologies. For example, electrical storage has a direct storage
technology (e.g., supercaps, superconducting devices) or indirect (e.g., batteries).
[3].

In Fig. 2, the complete model of the energy hub is shown with electrical and gas
as inputs; and electrical, cooling, and heat as outputs. This model uses converters
and storage, such as transformers, boilers, electrical/thermal storage inside the hub,
for meeting the demand in output.

Fig. 2 The energy hub with different elements
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2.3 Potential Benefits

According to definitions of an energy hub, a simple structure represented in Fig. 1. In
this structure, each energy demand can meet by multiple energy carriers. In simple
words, it means the energy hub is not only used one carrier to demand supply but
also a combination of two or more carriers is used to supply demand, and this char-
acteristic improves the degree of freedom and also increase reliability and security
of consumer’s demand. Using different carriers and various combinations of them
can be used to optimize consumer’s demands optimally.

Implementation of the energy hub can reduce operating costs because energy
hubs choose the most energy-efficient carriers, or a combination of them to increase
efficiency.

Other potential benefits of the energy hub can be improved load flexibility.
Redundant ways inside the hub offer a specific degree of freedom in supplying
the loads.

The hub can replace for an unattractive energy carrier, for example, high-tariff
electricity. So, from a system view, the load looks to be more flexible in terms of
its price and demand performance; also, the actual load on the hub output remains
constant [3]. On the other hand, the use of various energy carriers to provide different
demands can help expandtion the application of the energy hub and improve system
performance.

For example, the use of energy that wasted in various carriers due to the structure
of converters and other equipment can increase the system productivity. Therefore,
one of the main advantages of an energy hub is the optimal use of multiple carriers
to provide optimal demand.

3 Different Types of Energy Hubs

The energy hub has a high potential for increasing system productivity by taking
different carriers and using various technologies. The energy hub divided into two
parts of micro hubs and Macro hubs in terms of control. Micro hubs are located
within the Macro hubs and controlled by them.

The micro hubs consist of four sections, tailored to the consumption pattern and
the amount of demand, including residential, commercial, industrial, and agricultural.
[4]. The energy hub categories are shown in Fig. 3.

Integrated management of these sections can have many benefits for both their
own and the whole system. For example, the consumption pattern is different in the
residential and industrial sectors. The residential peak demand occurs during the
early night hours, whereas the industrial sector consumption is almost constant.

The use of DSM, especially the demand response (DR) programs and the RES, is
of the great potential that can provide to the residential sector in addition to providing
the need for their needs. The relation between these two parts usually established by
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Fig. 3 The energy hub categories

electrical and gas. In the residential sector, it can also help consumers to meet the
demands of the wind turbine and can be stored in the storage device and transferred to
the industrial sector with the use of the RES, such as air turbines and PV throughout
the day.

There are many methods for integrated management of multiple systems, but
using the concept of energy hub is one of the best methods. With this method, the
overall system optimization rate increases significantly [4].

3.1 Micro Energy Hubs

As mentioned earlier, the micro-hub consisted of four public groups. In this section,
we will introduce and study the features and challenges facing these four groups. We
also discuss the impact of energy hubs on solving these challenges.

(A) Residential

According to statistics published in Energy Information Administration (EIA) in
America in the year 2018, 40% of the energy production has consumed in the
residential sector [5].

For lots of reasons, including large transmission networks, extensive distribution,
and poormanagement of power consumption by consumers, low efficient appliances,
the energy in the residential sector are matched with its demand and consumption.
The losses of electricity-related are 47% of this consumption [5]. Therefore, the
residential energy hub is forced to use various carriers and efficient suppliers to meet
the needs of consumers and reduce losses and operation costs.
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In recent years, the use ofmulti-energy systems in the residential hub has increased
dramatically, in which at least two different carriers are being used to meet consumer
demand. Generally, two carriers used for the supply of demand that extensively
utilized in the articles are electricity and gas. Energy hub is a suitable option for
energy management in the residential sector [4].

There are lots of researches that show using an energy hub concept in them. An
example of the energy hub model for smart homes with uncertainty in market pricing
can find in [6]. In this study, a smart apartment building considered with ten homes,
and each home has 12 appliances. The objective function considered as minimizing
operation costs, and the results provided an optimum dispatch of equipment and
timing of appliances have shown.

In [7] a multicarrier hub has been investigated to reduce the economic cost and
CO2 emissions in a residential building with the influence of renewable resources.
The system has been used electrical grid and natural gas network, a gas boiler, a heat
pump, a photovoltaic plant, and a photovoltaic/thermal (PV/T) system, and has also
been used an electrical storage to increase the efficiency.

According to the resource constraints, like scarcity of fossil fuel resources,
uncontrolled increase in demand, expansion of environmental concerns and market
deregulation, energy price in the residential sector is increasing.

In the traditional methods, demand responding is made directly by adjusting
production schedules, But the organization and development of giant thermal power
plants to meet the peak demands, besides the high costs of operation, environmental
pollution problems, and deep affection, is not a reasonable approach anymore [10].

In the residential sector implementing the demand response consider as an option
for energy management in buildings. Demand response has gained some penetration
within the electricity market and is represented as “intended electricity consumption
pattern modifications by end-use customers that are intended to alter the timing, level
of instant demand, or total electricity consumption” according to it [8].

Implementation of demand-side management programs in the system is facing
problems such as the lack of proper infrastructure of electrical network transmission
equipment [9] and incentives for active participation of consumers in these programs,
which has caused no variability or a profound change in consumer demand. Since
billing based on a monthly average rate aggregated over a large number of customers
[10]. A reflection of the price fluctuations of the power pools as long as the bills
determined by the average monthly rate of a large number of consumers, it cannot
be a benefit for residential consumers to change their energy demand in peak hours.

Several solutions like time of use, real-time pricing incremental block rates, crit-
ical peak pricing, and demand charges, have been introduced to solve the pricing
issue. Of course, energy prices are not the only effective factor in the demand-side
management program; i.e., consumers in the residential sector donot feel comfortable
to spend time to analyze consumption decisions and managing household devices
to save money [11]. According to the definition, as shown in Fig. 4, the analytical
model of the residential energy hub is presented in two parts.

Residential consumers do not want to spend time to analyze consumption deci-
sions. Therefore, the existence of an integrated management system that makes these
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Fig. 4 Analytical model of residential energy hub

tasks feel felt. Recently, a system introduced as a home energy management system
(HEMS) that performs all necessary measures. The HEMS uses a variety of parame-
ters to prepare an optimized and scheduled energy consumption plan. These param-
eters include the price of energy in the market, climatic conditions, temperature.
With using HEMS, it is possible to import various objective functions such as cost,
emissions, load shaping, etc., which provided to the system. In [11] challenges, the
methods of modeling and optimization of various types of HEMS are presented.

Using HEMS makes it easy to combine with multiple carrier systems and smart
grids and improves performance and efficiency in the home energy system. Also,
using HEMS facilities, home participation is increased in the DR program. Thus
it can be a smart home as a small model of smart systems that are looking for
optimal management of energy consumption and active participation in demand-side
management (DSM) programs [12].

An intelligent decision-making system based on mathematical models used by
a part of the Home energy management system for optimal management of energy
consumption in buildings, and also makes successful participation in the program
Of DSM [13]. In addition to determining the final level of the comfort and priority
of consumers, this model has also used environmental information such as energy
prices and weather forecasts. The interesting thing about this model is its actions
to a real home in Ontario Canada, which has been energy saving as much as 45%
and a 15% reduction in consumer peak demand. Instead of engaging local loads in
demand-side management programs, it can be possible to control residential sector
loads.

As shown in Fig. 5, residential loads are divided into two categories: responsive
loads and non-responsive loads. Their responsive loads divided into four subgroups,
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Fig. 5 Classification of the smart home loads

which include: shiftable loads, curtailable loads, interruptible loads, regulating loads.
Shiftable loads are items where their energy consumption consumed in a specific
timeframe and the opportunity of transferring this consumption at another time.
(such as washing machines and dishwashers). Curtailable loads include a load that is
possible to reduce the amount of consumption during peak hours. (such as dimming
the lights) Interruptible loads are a bunch of loads that can be interrupted and have
postponed their use to other times. (e.g. electric cars charge).

The regulating loads refer to the loads that allow programming at operating inter-
vals with a slight change in the defined level. (such as heating and cooling demands).
The effect of DR programs on both responsive and non-responsive loads has studied
on [14]. In this paper, a residential building that includes CHP and PHEV represented
as an energy hub. The energy hub model has investigated for optimal operation with
the objective function of minimizing the cost of consumer’s payment by taking TOU
(Time of Use).

In the high energy price periods, a part of the demand is supplied by CHP with
lower operating costs, while in the low energy price periods, the electricity supplied
from the primary grid and PEV charged during this period.

Instead of providing the specified production schedule, it is done by changing the
amount of shiftable load from peak demand to low-demand at the cost of economic
savings consumers.

To take advantage of the benefits of the RES at smart home, the use of PEV and
ESS for this purpose has a high potential. The PEV can also play the role of the
ESS that helps reduce the cost of system operation, can also improve the energy
exchange between PEV and the grid (V2G) by optimal management of the charging
time and discharge of PEV. Integration of RES in a smart home requires a coordinated
and comprehensive control system to be associated with the rest of the equipment
especially PEV, ESS and responsive loads.



Advanced Energy Systems Based on Energy Hub Concept 271

(B) Commercial

With the rise of commercial and residential buildings, the demand for electrical
energy increased, which leads to an increase in the price of this patrol energy. On the
other hand, greenhouse gas emissions increasedwith the activities of these centers. In
these conditions, the existence of optimization and energy consumptionmanagement
system profoundly felt and caused extensive research in this field.

Commercial buildings are a symbol of economic progress. Large commercial
towers are competing in developed and developing countries. It should note that
these buildings are great energy consumers and they should pay special attention to
the energy efficiency issue in designing, building and operating them.

In traditional energy systems, electrical demand generally supplied by the high-
power network of electrical energy and the thermal need provided by a gas boiler.
However, with the increasing in the price of electric power and the emergence of
new technologies in the field of distributed production resources, it was attempted
to provide the electrical demand in place and by DG.

Energy production in the place of commercial buildings rose. As mentioned in
the previous section, multi-energy systems (MEH) and RES systems are the perfect
options for distributed generation (DG) in commercial buildings.

The main point in such an optimization algorithm is the analysis of system
behavior and its evolution with more precision in a distance that leads to the supply
of demand with optimal production and earning maximum profit.

Increasing the efficiency of commercial buildings is the key to energy-efficient
consumption and reduction of environmental impact.

Many parameters can have a return on the energy consumption of buildings.
Also, many methods help improvement of them. The full category of these different
methods can found at [15].

In this paper, various methods are presented to improve the efficiency of commer-
cial buildings, which are divided into three groups: technological effects, the culture
andbehavioral trainingof the occupier, and establishment of building energymanage-
ment system (BEMS). In [16], the bi-level risk aversion function is considered for a
commercial macro hub, which minimizes the load of the network and the economic
cost and gas emissions of the greenhouse in a fixed amount.

In commercial buildings, the need for a comprehensive energy management
system to determine the optimal timing, active participation in DSM programs, and
the benefits of a smart grid feel.

A BEMS introduces for optimal operation of a commercial building to minimize
the cost of energy, increase efficiency, and to reduce emission in [17]. According to
the obtained results, it has shown that combining different technologies and integrated
energy management systems of this building, the building’s peak demand and energy
costs reduced while the lower GHG emission obtained.

Therefore, BEMS can manage by information such as forecasting weather,
production rate, and pattern of consumption to cause optimal commercial building
performance. The BEMS used in the analytical model of commercial energy hub has
shown in Fig. 6.
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Fig. 6 Analytical model of commercial energy hub

The result is integrated management, cost reduction, peak shaving, reduction of
environmental impact, and participation in DR programs.

BEMS correct operation performed with the impact of three items:

• Forecasting the load and weather
• Using different energy carrier
• Use of RESS and ESS

The most important advantage of commercial loads is the predictability of their
consumption curve.

In residential loads, the consumption curve changed hourly and quickly, but
changes in the consumption curve of commercial loads replaced daily weekly or
even seasonal.

For example, in an office building, the consumption curve is divided into two
parts of weekdays and weekends, which are followed by a fixed shape in each group.
This feature of commercial loads has a high potential for managing demand and
participation in DR programs. dependence on climate prediction can make vision
changes during seasons changes.

In the commercial sector, themost impact on the load rate is thermal loads because
most heating equipment will generally consume more than other energy equipment
[18, 19]. The maximum demand for HVAC has been conclusively associated with
climatic conditions and has also shown evidence that is responsible for the increasing
demand for HVAC [20].

With the influence of distributed energy resources, it is necessary to obtain
weather information for optimization algorithms due to the continuous output of
this equipment to weather conditions.

In summary, due to the high cost of energy, environmental safety precautions, and
the need to use high energy efficiency equipment in commercial buildings, different
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methods for reducing costs and emission in this sector Have been used. Among
these methods, the use of an integrated energy management system such as BEMS
has taken more attention. Finally, the modeling of a BEMS will be available in a
commercial section, taking into account the electrical energy Storage System (ESS),
MES, RES, DSM, and uncertainty in the form of an energy hub.

(C) Industrial

The biggest energy consumer in the world is industrial sector. By changing the
lifestyle and tendency to industrialization, increasing industrial countries, and adding
energy consumption in developing countries, the amount of energy demand in the
industrial sector has significantly increased.

Increasing demand in the industrial sector is high because of growing the popu-
lation, increasing the demand for consumer goods, and also increased the use of
electric vehicles.

World industrial sector energy usage increases by more than 30% from 2018 to
2050, reaching about 315 quadrillion British thermal units (Btu) by 2050 [5].

The primary solution for increasing energy efficiency and reducing emission in
the industrial sector is the use of heat generated in the form ofwaste losses and energy
auditing in different parts of consumption. Energy auditing is in the form of series
power consumption. By specifying the consumption and allocation of the energy
index to each of these sectors, energy auditing can plan for optimal consumption and
energy storage opportunities.

For example, technology and methods used to increase energy efficiency and
reduce emissions in theChinese power plant.Alternatively, reducing theGHGrelease
at the Thai ceramic production plant, exploration of energy-saving potential in the
China power industry has been studied.

In addition to thementionedmethods, there are manymethods to improve the effi-
ciency of the industry sector. Methods such as monitoring consumption, proper and
incentive policies, using high-efficiency equipment, improving the environmental
conditions of factories and such as these.

Basically, the efficiency improvementmethods for the industrial sector are divided
into three categories: technical and technological conditions, effective policies and
behavioral training, industrial energy management systems (IEMS). The first case
includes the energy audit, the use of techniques and methods such as variable speed
control for electricmotors,waste heat reuse, Co-Tri generation, use of high-efficiency
equipment. The next case includes incentives for the governments for industry owners
to improve the efficiency, laws, and preventive measures such as obtaining taxes for
carbon emissions, encouraging the use of the RES in industries, recruitment Interns,
and improving the productive culture of the workplace. For more details on this
subject, refer to [21]. The analytical model of this method is depicted in Fig. 7.

In [22], the concept of energy hub has been used to supply electrical, thermal, and
water demand, a cement factory. The energyhub is optimized by the genetic algorithm
(GA to provide demand and reduce cost and pollution, increasing efficiency. Results
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Fig. 7 Analytical model of industrial energy hub

show that the total annual cost of about 36,000 $/year decreased and exergy efficiency
increased by a rate of 36%, as well as CO2 emissions decreased to 21,620 tons/year.

Industrial Energy Management System (IEMS) is integrated management to
supply the amount of consumption. The primary purpose of this system is to reduce
the cost of operation, reduce emissions in a way that does not enter into the system
performance. Many technologies have been used to deploy in IEMS. A general
overview of the management of various energy systems and their positive impact on
energy storage in different residential and industrial sectors in [23] performed.

According to the findings obtained from previous research, most methods of
reducing the cost of operation and energy storage related to techniques such as
MES, DSM, and the influence of the RES. Therefore, in the industry, to benefit from
DER, DSM, MES, and getting more energy efficiency, it requires IEMS to manage
production, transfer, storage, and consumption.

The most prominent characteristic of industrial loads is its predictability, which
is considered a decisive point in terms of planning and management. Besides, the
possibility of using the RES in this section is more comfortable than the other parts.

Also, the cost of setting up and investing the RES in the industrial sector is higher
due to the need for greater power.

Generally, the preferences of industry owners have cost to environmental safety
precautions. Therefore, government policies to encourage industry owners to adhere
to environmental safety precautions and on the considering of penalties for emission
can have a significant impact on the use of renewable resources.

Accordingly, the effect of protectionist policies for the optimal combination of
power system for an industrial unit in Italy in [24] has studied. The results show that
the use of PV system without government supportive and incentive policies due to
its high cost is almost impossible. Also, the use of wasted heat for thermal and even
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electrical demand by CHP and other RES in the form of DSM and especially the DR
programs can bring many advantages to the entire system.

The use of DR programs in the industrial sector is facing challenges. The reason
for this is the difficulty of using various electrical, gas, water, raw materials in the
industrial area. Moreover, the balance issue is critical and requires special attention.
Therefore, this section requires an optimal management system to make technology
and different energy requirements in the most efficient way possible.

In [25] a MILP model has been studied for the management of industry demand
to participate in the DR program in spite of responsive loads and participation in
day-ahead electricity markets. Considering various objective functions such as mini-
mizing cost, increasing profits, reducing losses, and environmental impact can be an
optimal operation of industrial units.

Unlike the high potential of the industrial sector for optimal operation andmanage-
ment in the form of industrial energy hubs, very little research has conducted in this
area. In [26] a comprehensive model of the optimal management of industrial energy
hubs in the form of smart grid was presented. Mathematical modeling of this system
involves minimizing the cost of energy. The model has applied in flour mill, and a
water pumping facility, which showed that the model presented in combination with
control tools and communication better performance in the form of industrial energy
hubs in connection with the Smart network.

Due to the need for energy-saving and improving the efficiency of equipment in
the industrial sector, an IEMS is needed to benefit from the different methods of
improving energy efficiency.

The combination of smart grid with IEMS, considering the demand schedule and
uncertainties, the use of DER, and many other technologies can be provided in the
platform of an industrial energy hub model.

(D) Agricultural

The agriculture sector is the most crucial productive part of any country. The agri-
cultural sector is in direct contact with people’s food and must pay special attention
to this section for food security.

The use of primary energy in the agriculture sector is less than in other sectors.
Energy consumption in the agriculture sector has increased due to the need for food,
lack of mechanized system, the lack of technology improvement.

To achieve sustainable agriculture, the challenges of energy consumption and
efficiency, production cost, environmental impact will resolve.

Many methods to address these problems have been introduced to make them
easier to check in two categories that include improving the traditional system
performance and using alternative systems such as Greenhouses.

In each of the two categories, we can improve the performance of the agriculture
sector by using different methods. Many studies show high losses in the energy
consumption efficiency of the agricultural sector.

The energy carriers used in agriculture are mainly electricity and gases that use
in both direct and indirect forms. Direct consumption of energy carriers mainly uses
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Fig. 8 Application of RES in the agricultural sector

for the energy supply of pumps and fuel for agricultural machinery. Besides these, it
makes uninterrupted use of these carriers for heating and ventilation of greenhouses,
livestock, and chickens. Indirect consumption of energy carriers also includes the use
of carriers in the process of production of consumer and intermediary institutions
required by the agriculture sector.

Energy efficiency and product affordability are dependent on these inputs. There-
fore, the optimization of quantity and combination of these methods has a signifi-
cant impact on improving productivity. Solar, wind, biomass, geothermal, which are
renewable sources used in the agricultural sector is shown in Fig. 8 along with the
application of each part of the sector.

In [27], the use of the particle swarmoptimization (PSO) algorithmhas been inves-
tigated to achieve an optimal combination of energy hub components and optimal
scheduling of natural gas, wood chips, biomass, and electrical energy. Its objective
function is to reduce the operation cost and emission of CO2. The results showed
that the PSO algorithm has efficiency for optimum scheduling. Also, the gas turbine
is superior to the biomass production unit in reducing the cost of operation.

According to most of the studies in the field of agricultural energy hub, the best
use of fossil fuels to supply electrical needs with the possibility of using renewable
energies and fuels Renewable, such as biogas, bioethanol and biodiesel, which can
be used in a CHP to supply electrical demand, is consumed in this section.

Also, considering that the agricultural lands are in remote areas, using the RES
can be reduced on the transfer and distribution of electric energy costs to these areas.
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The largest application of renewable resources are in agricultural units, which will
cause many benefits, such as reducing energy costs, reducing environmental impact,
and thereby producing green.

Solar energy in the agricultural sector can be used to produce electricity, heat,
cold, and drying of agricultural products. Biomass can apply for the energy supply
of CHP or CCHP.

The geothermal energy can be used in agricultural works, including heating green-
houses, adjusting the temperature of agricultural products, drying agricultural prod-
ucts, and also in heat pumps for thermal and cooling demand. In addition to traditional
windmills, the wind turbine can use for providing electrical demand without the cost
of transmission and distribution. For more information on the application of the RES
in agriculture, see [28] for more details.

In addition to the use of the RES recently, smart methods have attracted much
attention. These quick methods include smart metering, intelligent networks with
improvements inmonitoring, control, andmeasurement, improves efficiency, sustain-
ability, reliability, and optimal distribution of energy resources. Smart technologies
are not limited to smart networks but also helps create a new structure of Smart
Farms and Smart agricultures. Therefore, information gathering and communication
technologies can be used in the agricultural sector tomonitor and control the physical
information of Farms and products.

The various models of wireless communication technologies and their applica-
tions in different agricultural sectors can find in [29]. According to the findings,
there are no comprehensive models for optimal management of Smart Farms Energy
management and Energy exchange between adjacent systems.

Based on the ability of energy hub in integrating various energy systems, with the
presence of various energy sources, there is a great potential for the use of various
energy carriers in smart farms, despite the ability to integrate these resources into the
energy hub, which makes it possible to use smart technologies in the form of smart
agricultural energy hubs.

Greenhouses that are known as small-scale Farms have good potential in the
production of agricultural products by controlling the conditions and approaching
it to the optimal state. On the other hand, the greenhouse has many advantages,
such as the possibility of multi-product harvesting during the year, less impact of
climatic conditions, integrated management, and better cost control. Based on high
costs allocated to this section, poor management of infrastructure and operation of
greenhouses has reduced the efficiency of resources used.

For the management and control of greenhouses, various objectives such as
reducing costs, reducing energy consumption, reducing environmental impact can be
considered. Themethods of improving efficiency in greenhouses have been proposed
in [30]. With closed greenhouse system the maximum improvement of greenhouse
performance achieves.

Keeping the CO2 and humidity at optimal levels is challenging and has a high
energy loss. One of the best solutions for this problem is the use of the Closed Green
House system, which has no connection with the outside. CGH has a high potential
for the use of renewable resources and is also independent of climatic conditions.
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The use of the CGH concept in the application of RES and integrated management
can improve sustainable agriculture anywhere in the world, and in addition to the
production of green products, to provide the demand for nearby buildings. In this
study, the CGH shows to increase production and improve in addition to efficient
use of energy, as well as the use of RES to reduce environmental impact and green
manufacturing. The concept of this method has shown in Fig. 9.
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Fig. 9 Analytical model of agriculture energy hub

Fig. 10 Centralized macro energy management structure
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As it can see, the agricultural sector has a great ability to use RES and increase its
efficiency through local multi-carriers, smart technologies, and integrated manage-
ment, especially in CGH. A few types of research have conducted in the field of
energy hub in agriculture.

Considering the concept of energy hub for agriculture sector in the formof agricul-
tural hubs, it is possible to obtain many advantages from the integrated management
of the agricultural hubs system, such as optimum operating, reducing environmental
impact, and the integration of RES can reduce energy cost, after all, produce an
environmentally friendly product.

3.2 Macro Energy Hubs

Using the concept of energy hub, it can be modeled without limitations on the size of
different systems. The entire energy hub has a supportive concept and divided into
two categories of Micro Energy & Macro Energy. With the increase in the number
of micro-hubs, the need for an integrated and coordinated management system will
be at a higher level to form a continuous network of energy hubs. This network is
called Macro Hub.

Macro hubs are a set of energy hubs that manage and control them in a coordinated
manner. By the concept of macro hubs, huge energy systems are modeled, like
residential complexes, industrial towns, and even the entire city. Macro hubs are
integrated model of micro-hubs, which their management can be achieved a lot of
advantages for the entire system, as well as any of the micro-hubs.

These sector’s integrated management increases the efficiency and reduction of
losses, fossil fuel consumption, environmental pollution, and total system costs.
There are many ways to integrate energy carriers, but one of the best methods is to
use the concept of an energy hub.

Optimization opportunities for the entire system are provided by modeling these
systems in the form of macro hub. The energy hub considered a supernode that
connects various energy carriers.

The advantage of modeling using the energy hub can consider the priority of each
consumer, such as the total system constraints in the model and the optimization.

In any financial systems, the cost of consumers considered, the energy system
is not exception by this rule and reducing the bills cost and energy consumed is
the attention of consumers while the institutions of the supplier this energy, such
as power companies, in addition to minimizing cost and increasing profits, should
consider the power quality, peak shaving and the modification of the consume curve.

In order to optimize macro hubs, it must be considered the priorities of the entire
system, which optimization problem is a double-layer hierarchical problem. There-
fore, in addition to optimizing themicro-hub in themacro hub, wemust also consider
optimizing the micro-hub. Their consumer preferences and constraints considered at
the micro hob level, and the issue of the optimal power flow (OPF) and in the overall
state of the optimal energy flow (OEF) issue at the macro hub level concedes.
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Fig. 11 Decentralized macro energy hub structure

Macro hub management and control do in two ways: centralized and decentral-
ized. In the centralized model, that has shown in Fig. 10, the optimization issue for
optimal macro hub performance and optimal functional conditions of each compo-
nent define and responsible for data collection and signal processing, and sending
control information is Centralmanagement unit. This unit adopts all decisions related
to the optimum operation of the macro hub.

With the enlargement of the system scale and increasing the number of compo-
nents and energy carriers, increasing the number of variables in the optimization
problem and data needs to be processed, volume, cost and time calculation of them
increased, and in some cases, the optimal response will be hard at a reasonable time,
and the ability to control and monitor online is lost.

On the other hand, some representatives of active participation in central control
programs are not allowed to access all the system representatives, information, and
control of the equipment. In such circumstances, a decentralized or distributed system
discussion occurs while shown in Fig. 11.

In this decentralized system, the nature of the optimization problem is not changed
and will only divide into several sub-issues, which solve each sub-sections in parallel
to reduce the calculation time and processing in a large scale system. On the other
hand, this type of system and its division to sub-issue can increase the reliability of
the decentralized system, as the disruption in the control area will only affect the
same area and it will have a slight impact on the entire system performance whilst
in a centralized system, the shape of the data collection and processing can have an
effect on the overall system performance.
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4 Conclusion

At this search, reviewing the concept of energy hubs was comprehensively inves-
tigated. Advanced Energy systems have been able to improve performance and
efficiency in these systems by using the concept of an energy hub. More on the
introduction of residential, commercial, industrial, and agricultural micro hubs and
the challenges and characteristics of each of these sectors of energy consumption
discussed. In the next stage, we discussed the management of these micro-energy
hubs, which led to the formation of a network that is called Macro hub.

In the residential sector, due to long transmission and distribution lines, poor
energy consumption management, low efficiency of energy consumption equipment
is significant and requires integrated and optimal control. However, in recent years,
with the renewable influence, energy storage systems, increasing the efficiency of
equipment has improved the performance of these systems.

In the commercial sector because of a fixed consumption pattern that changes on
a weekly, monthly, and even seasonal basis, energy management is more convenient.
than the residential area and has a high potential for the use of the RES in this sector.
Also, the commercial sector has large thermal loads such as HVAC, which requires
optimal control of resources and cost reduction and emission. The industrial sector
has a more predictable consumption pattern than the rest of the areas. On the other
hand, due to the hardness of production scheduling, the existence of various energy
carriers as inputs, the use of DR programs in this section is more complicated. Also,
due to the need for high power, the implementation of the RES systems has a high
cost. Therefore, the need for supportive policies on behalf of the Government for the
industrial sector and increasing the efficiency of equipment to reduce the impact of
the RES and increase the hope of participation in DR programs.

Energy plays a fundamental role in agriculture sector. Fossil fuels are the second
source of energy sources due to the high potential of using renewable resources in this
sector. in the agriculture sector, using theCGHsystem, high efficiencyby contributing
to the RES can be achieved. Three critical characteristics in all the studied sections
are the same, including the improvement of equipment and techniques, policies and
behavioral training, integrated energy management systems.

Energy management systems have more impact than other characteristics of the
energy system. So, there is a high potential for the energy hubmodel in the integrated
management of energy systems to benefit from DSM and especially DR programs
and renewable resources and storage.

In addition to integrated management of various carriers in the form of the micro
hub, integrated management of different micro hubs in the way of the Macro hub
has technical, economic, and environmental advantages.
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Sustainable Energy Systems Based
on the Multi-energy Sources

Mehmet Zile

Abstract One of the most important and indispensable needs of people is energy.
Today, with the increasing population and developing technology, the energy demand
has increased considerably. Currently, one of the most important problems in the
world is finding new energies and ensuring its continuity. Development in the
economy is possible by having cheap, sufficient, quality and reliable energy sources.
Energy, an important element of international power struggles, has gained an inter-
national dimension. Energy will continue to be at the forefront of the economic and
social development of the countries in the coming centuries. This chapter provides
detailed information about non-renewable and renewable energy sources. Solar and
wind energy systems are emphasized. The working principles of hydroelectric and
geothermal energy systems are explained. Mas-biomass energy systems, water wave
energy systems are given extensive information on. Applications on these energy
systems are emphasized. Examples of sustainable energy systems with different
energy sources are given. Renewable energy sources can be used directly or converted
to another form of energy. Examples of direct use are solar powered appliances,
geothermal heating and water or wind mills. Examples of the most direct use are
wind turbines or photovoltaic batteries for electricity generation. The development
of renewable energy is related to human use of renewable energy sources. The interest
in the development of renewable energy is directly related to the waste gases that
fossil fuels give to the environment and the risks of fossil fuels and the use of nuclear
energy.
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Nomenclatures

A. Acronyms
AC Alternative Current
DC Direct Current
PIC Peripheral Interface Controller
LCD Liquid Crystal Display
LPG Liquified Petroleum Gas
PV Photovoltaic

Symbols/Parameters
Voff open circuit voltage
Pmax maximum power
Rs solar radiation
Ap solar panel area
π c conversion efficiency of solar energy
δ density
A sweep area
v speed
P power
h head difference in elevation drop
η efficiency percent energy transferred
F flow
ga acceleration of gravity
E amount of energy available
BF biomass feed amount
BFCR biomass fuel conversion rate
FTV thermal value of fuel
Epw potential energy of wave
Ekw kinetic energy of wave
d density of water
aw wave amplitude
Aw wave area

1 Introduction

Energy is an indicator of community development and a factor that directly affects
development. Energy is an indispensable need at every point of human life and the
continuation of life depends on the existence of energy. Energy is used in industry,
transportation, current life and every stage of life. Therefore, humanity is constantly
focused on finding and developing new sources of energy. Energy sources that can be
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obtained by using various methods and techniques for economic purposes are called
energy sources. There is awide variety of energy sources both underground and above
ground. Therefore, energy sources can be classified in many different ways. These;
the substancemay be classified according to its storage, conversion, renewability and
use. Energy sources can be classified according to underground and surface sources.
Underground sources are coal, oil, natural gas, uranium, thorium and geothermal.
Aboveground resources are wood, biomass, wastes, sun, wind and biogas. Energy
sources as origin; it is classified as inorganic and organic energy sources. Inorganic
ones; uranium and thorium are sources of energy. Organic ones; coal, oil, wood,
biogas and biomass are energy sources. Energy sources are classified as solid fuels,
liquid fuels and gaseous fuels by substance. Solid fuels are coal, anthracite, hard coal,
lignite, peat, asphaltite, wood and nuclear ores, coke and briquettes. Liquid fuels are
gasoline, diesel, fuel oil, benzone, tar and derivatives, artificial gasoline, artificial
diesel, alcohols, biomotorine and alternative oil. Gas fuels are gases such as natural
gas, methane, butane, propane, synthesis gas, city gas, LPG, biogas, biohydrogen,
wood gas. Energy sources are classified as primary and secondary energy sources
according to their conversion. Primary Energy Sources are coal, oil, natural gas,
biomass, solar, wind, water power and nuclear energy. Secondary Energy Sources
are electrical, thermal and electro-magnetic energy sources. Energy sources are clas-
sified as conventional energy sources and alternative energy sources according to their
availability. Traditional energy sources are coal, oil, natural gas and nuclear energy.
Alternative energy sources are sun,wind,water power and biomass. Energy resources
are classified as renewable and renewable energy sources according to their renewa-
bility. Non-renewable energy sources are coal, oil, natural gas and nuclear energy.
Renewable energy sources are sun, wind, biomass and water power. The develop-
ment of renewable energy is related to human use of renewable energy sources. The
interest in the development of renewable energy is directly related to the waste gases
that fossil fuels give to the environment and the risks of fossil fuels and the use of
nuclear energy. The future outlook for energy supply and demand suggests that we
will have to resort to other renewable energy sources more often. Today, everyone
has a duty to protect and consume natural resources together with predicting climatic
changes. Energy consumption continues to increase continuously and is becoming
increasingly dependent on fossil fuel imports. This could also endanger security in
the provision of energy. Moreover, the increase in the use of fossil fuels has negative
effects on the environment. We have to reduce carbon dioxide production and slow
down global warming. Energy supply and demand will have to apply to other renew-
able energy sourcesmore frequently in the future.We have to give priority to effective
methods in the field of energy. In order to ensure economic and social growth, as
well as to improve the environment and public health, we are obliged to prevent the
consumption of natural resources and to anticipate climatic changes, to contribute to
the energy sector and provide alternatives. Today, as well as renewable energy fields
such as wind energy and solar energy, heating, cooling, conversion of heat energy
into electrical energy and industrial development in the fields of effective technolo-
gies continues to develop. Thanks to the positive improvements such as efficiency
increase and cost reduction, systems become more accessible and applicable.
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Solar energy, biofuels, efficient use of energy in buildings and high-efficiency
city heating methods or technologies using renewable energy create new markets
for themselves. This chapter provides a quick overview of energy resources and
explains how sustainable energy can be obtained. This section can be grouped under
the following groups.

• Introduction
• Non-Sustainable Energy Sources
• Sustainable Energy Sources

– Solar Energy Systems
– Wind Energy Systems
– Hydroelectric Energy Systems
– Geothermal Energy Systems
– Biomass EnergySystems
– Water Wave Energy Systems
– Hydrogen Energy Systems

• Sustainable Energy Systems Created on the Multi-energy Sources in Silifke
District of Turkey

• Renewable Power Plant Created in SilifkeDistrict of Turkey
• Sustainable Energy Management Model
• Conclusion

Practical examples of sustainable energy systems based on hybrid energy sources
are given.

2 Non-sustainable Energy Sources

Non-renewable energy sources are energy sources that cannot be regenerated when
consumed. Fossil energy sources such as coal, oil and natural gas and uranium and
thorium which are the raw materials of nuclear energy are non-renewable energy
sources. Non-renewable energy sources consist of fossil energy sources and nuclear
energy sources. Fossil Energy Resources are coal, oil and natural gas. The raw mate-
rial sources of nuclear energy are uranium and thorium ores with the highest radioac-
tivity. Coal; These are rocks of organic origin which contain between 60% and 90%
carbon, which can burn directly with the oxygen of the air. Petroleum is a source
of energy that occurs over millions of years as a result of the accumulation and
decay of earth layers over organic materials such as animal and plant remains. The
main element in the chemical composition of crude oil is carbon (C). Natural gas
is an energy source formed by the transformation of organic materials in the lower
layers of the earth under pressure and heat as a result of the natural transformation
that lasted for millions of years. Natural gas contains methane and lower amounts
of ethane, propane, nitrogen, oxygen, carbon dioxide. Among the nuclear energy
sources, uranium contains compounds such as uranitite, peblende, carnotite, otunite,
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torbenite and tuyamunite. In uranium, a source of nuclear energy, thorium is almost
like uranium. It is found in every kind of rock. It is concentrated in pegmatites of
acid depth rocks, pneumatological and hydrothermal formations. It is more difficult
and more expensive to produce nuclear energy than thorium. 4 kwh of 1 kg coal,
5 kwh of 1 kg oil, 60,000 kwh of 1 kg uranium are produced [1].

3 Sustainable Energy Sources

Renewable energy sources are independently renewable energy sources. These
include hydroelectric energy, geothermal energy, biomass energy, wind energy, solar
energy, tidal energy and hydrogen energy. Renewable energy sources are inex-
haustible and the least harmful to the environment from conventional energy sources.
Each of the various applications of renewable energy sources has special advantages.
None of these resources creates pollution, neither liquid nor gas, throughout their
operations. Two systems, passive and active, are utilized in the use of renewable
energy sources. Examples of direct use are geothermal heating, water or wind mills.
In these examples, energy savings can be achieved by significantly reducing heating
and cooling costs. The indirect system is provided with mechanical equipment inte-
grated to the structure in order to obtain electricity and heat energy from renewable
energy sources such as solar and wind. Examples are wind turbines or photovoltaic
batteries used in electricity generation. It is possible to obtain cheap and clean energy
from renewable energy sources [2–4].

3.1 Solar Energy Systems

Fossil fuel sources are running out. Due to the increasing costs of energy and envi-
ronmental pollution, intensive studies are being carried out on renewable energy
sources. Solar energy is important in terms of the wide usage area and the possibility
of utilization. Solar Power Plants are formed by combining a large number of solar
panels. Solar power plants that produce renewable electricity provide the energy of
the settlements. The units called photovoltaic, solar panel, solar cell, pv, solarmodule,
solar cell are transformed into electricity from the sun. The first energy obtained from
the sun is dc direct current electrical energy. This dc direct current electrical energy
is converted into ac alternating current energy in switchyard and used in homes and
factories. Solar cells are semiconductor elements that convert sunlight into electrical
energy. The solar cells are square, rectangular and circular. The area of the solar cells
is around 100 cm2. The thickness of the solar cells is around 0,2–0,4 mm.When light
falls on the solar cells, electrical voltage is generated at the ends [5]. A large number
of solar cells are connected in parallel or in series to increase power output. This
structure is called a solar cell module or a photovoltaic module. The production of
electrical energy with PV solar panels is given in Fig. 1. The conversion efficiency of
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Fig. 1 The production of electrical energy with PV solar panels

a photovoltaic cell is indicative of how much of the incoming photons are converted
into electrical energy [6]. In the photovoltaic cells, electrons are activated and current
and voltages are formed.

The energy that can be obtained fromaphotovoltaic systemdepends on the amount
of solar radiation, sunshine duration, panel efficiency and air temperature. Open
circuit voltage Voff refers to the voltage observed in the circuit when the current is
assumed to be zero. It refers to the observed current value when no load is present.
How well the connections are made in the cell and how low the resistance caused
by the connections is expressed by the filling factor. Maximum power obtained from
panel is given in Eq. (1).

Pmax = Rs .Ap.πc (1)

Pmax is maximum power obtained from panel, Rs is solar radiation, Ap is panel
area and π c is conversion efficiency of solar energy to electrical energy. In series
of connected panels; the voltage of a single panel is the voltage of the array and
the sum of the current values of all panels is the current value of the array. In the
series of parallel connected panels; the current of a single panel is the current of the
array and the total voltage of the panels is the voltage of the array. Among the many
semiconducting materials, the most suitable ones for making solar cells are silicon,
gallium arsenite, cadmium and tellurium. At the interface of the PN material, i.e.
in the joint region, a negative charge is accumulated on the P side and a positive
charge on the N side. This region is referred to as “transition region” or “load-free
region”. The electric field formed here is called the “structural electric field”. For
the semiconductor joint to work as a solar cell, photovoltaic transformation must
be achieved in the joint region. This transformation occurs in two stages, first, by
reducing the light to the joint region to form electron-hol pairs. Secondly, they are
separated from each other by the electric field in the region. Semiconductors consist
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of two energy bands separated by a forbidden energy range. When a photon with
energy equal to or greater than this energy range is absorbed by the semiconductor,
it transmits its energy to an electron in the valence band, allowing the electron to rise
to the conductivity band to form an electron-hol pair. If this pn joint is formed at the
interface of the solar cell, the electron-hall pairs are separated from each other by the
electric field there. Thus, the solar cellworks as amotor pump,which pushes electrons
to the n-zone and hells to the p-zone. Separated electron-hall pairs generate energy
by generating a power output at the ends of the solar cell. This process continues
continuously in the same way as a photon strikes the surface of the battery to obtain
direct current electrical energy. The obtained direct voltage is converted to electrical
energy by using converters in switchyard and residential and factory. Solar cells can
be formed using many different elements. These are crystal silicon, gallium arsenite,
amorphous silicon, cadmium telluride. In concentrating solar power plants, solar
energy is collected in collectors. Water, air, helium and sodium are used as heat
carriers. The generation of electrical energy is obtained from steam or gas turbines
using an organic liquid, such as toluene [7, 8]. The generation of electrical energy
with a concentrating solar power plant is given in Fig. 2.

With reflectors made of heliostatic mirrors, solar radiation is reflected to the heat
generator mounted on the tower and concentrated [9]. The fluid in the pipes in
the receiver absorbs solar energy. This liquid, which receives high heat, turns into
pressurized steam in the steam generator. This steam quickly hits the steam turbine
and turns into motion energy. Motion energy is converted into electrical energy in

Fig. 2 The generation of electrical energy with a concentrating solar power plant
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Fig. 3 The parabolic trough reflective solar power plant

the electric generator. The panels in the solar plant may be movable or immobile.
The feet move horizontally and vertically, facing the sun.When the panels follow the
sun, energy production is 25% higher. In solar energy systems with parabolic trough
reflectors, solar radiation is reflected to the receiving pipe by parabolic bent panels.
In these pipes, high heat energy is carried by flowing material which can carry high
temperature. This high heat energy is converted into steam in the steam generator.
The parabolic trough reflective solar power plant is given in Fig. 3.

Sufficient space is required for each module to install solar modules [10]. Since
the amount of energy that can be obtained through each module is certain, the area
covered must be increased in order to increase the production capacity. Solar Power
Plants investment can be costed in two stages. The first stage is the costing of the
solar modules and the second stage is the costing of the solar cells. The cost of
solar modules and the cost of solar cells are on average equal to each other and their
share in the investment is around 50%. It is understood that the total installation
cost is covered after five years of operation of each solar power plant, including the
depreciation costs of the solar panels and power control and converter units to be
used in the power plant.

3.2 Wind Energy Systems

Wind is defined as the movements of the air caused by solar rays heating the highly
variable surface of the Earth at different rates. Since the surface is not homogeneous,
the rate of absorption of solar energy varies according to location, time and geograph-
ical characteristics. This creates differences in atmospheric pressure, temperature
and density. As a result of the resulting forces, air travels from one place to another,
causing wind flows. It is obtained by using turbine asynchronous motor as generator
in wind power plants [11–13]. Electricity production from wind energy is shown in
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Fig. 4 Electricity production from wind energy

Fig. 4 [14]. The theoretical power to be obtained from the wind is obtained as in
Eq. (2).

P = 1

2
.δ.As .v

2 (2)

Here, δ is air density, A is sweep area and vis speed.When the Eq. (2) is examined,
the wind power changes in proportion to the square of the rotor sweep area and the
wind speed. When wind turbines use wind speed, the power to be obtained cannot
be the same as theoretical power as in Eq. (2). Wind turbines can use up to 65% of
the power obtained from wind power. An important problem of wind power plants is
the difficult control of power output. In these plants, safety must be ensured in high
wind and braking of the system should prevent overproduction.

Power electronic control circuits are required to control the variable rotor speed.
The turbine operates at 2–12 m/s wind speed. For wind turbine design, for turbine
selection; cold-hot climate, low-medium-high wind regime, small-high density,
network quality and environment are important. The power of a turbine in the wind
is between 600 kW and 4 MW. In today’s technical conditions, the economic wind
potential that can be established at a speed of 6 m/h at a height of 10 meters with a
usage time of 2800 h per year is around 10,000MWor 28 billion kWh. This potential
drops to 1400 h under the worst wind conditions [15–18].
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3.3 Hydroelectric Energy Systems

Hydropower energy means the power provided by moving water. Hydroelectric
power is generated by hydroelectric power plants which are installed in front of
natural or artificial dam lakes and which are quite low according to the water fall
level. Hydroelectric energy is the energy provided by converting the potential energy
of water into kinetic energy. The amount of energy depends on the drop height and
flow variables. Hydroelectric Energy System is given in Fig. 5 [19]. The power
generated by a hydroelectric power plant is calculated as in Eq. (3).

P = δ.h.π.F.ga (3)

P is power, δ is density, h is head difference in elevation drop across the turbine,
η is efficiency percent energy transferred, F is flow and ga is acceleration of gravity.
High flowing water hits the turbine. The potential energy of the incoming water is
converted into kinetic energy in the turbine.

In the generator connected to the turbine, this energy is converted into electrical
energy. The drop height andflow rate of thewater coming from the turbine determines
the power to be produced. Flow rate is the amount of water flowing through a certain
section over a period of time. Hydraulic power-based power plants can be constructed
in certain geographical locations due to the characteristics of the streams and regimes
of the rivers.

Fig. 5 Hydroelectric energy system
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3.4 Geothermal Energy Systems

Geothermal Energy System is given in Fig. 6 [20–24].
Geothermal energy is a type of energy that occurs as a result of the transfer of the

heat coming from the depths of the earth’s crust to the underground waters and the
warmed water reaches the earth. When magmatic activity in the Earth’s crust ceases,
the magma gradually cools. Cooling continues for thousands of years and occurs
slowly. During cooling; together with some gases, natural steam is also produced.
Gases and steam reach the surface in the form of hot spring water, geysers and natural
steam through the cracks and crevices in the depths of the volcanic zones or forty
lines in the earth’s crust. Natural steam is drilled to the surface. When natural steam
strikes the steam turbine, movement energy is generated. When this motion energy
rotates the generator, electrical energy is generated.

Fig. 6 Geothermal energy system
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3.5 Biomass Energy Systems

Biomass energy is a type of energy gained by photosynthesis. The materials of
biomass energy are plant and animal products. Biomass energy is derived from
biomass fuel of organic origin. Wood waste, forest waste, plants such as corn and
wheat, herbs, algae, algae in the sea, vegetables and fruits from households, organic
waste of all kinds, animal droppings, fertilizer and food industry waste constitute
biomass. The biomass is fermented in an oxygen-free environment to produce a
combustible gas. This flammable gas is called biogas. This gas burns with a bright
blue flame, is a gas of high calorific value. This flammable gas produces high-value
steam. Biomass Energy Systems is shown in Fig. 7 [25]. Each of the biochemical and
thermochemical processes has processes and calculations based on the analysis of
chemical reactions. The energy of the resulting solid, liquid and gas fuels is calculated
as in Eq. (4).

E = BF .BFCR .FTV (4)

E is amount of energy available (MJ), BF is biomass feed amount (kg), BFCR is
biomass fuel conversion rate and FTV is thermal value of fuel (MJ/kg). The generated
steam is converted into motion energy in the steam turbine. This generated motion
energy is converted into electrical energy in the generator. Garbage fuels from urban
wastes are also important sources of biomass. In addition to energy generation,
garbage thermal power plants are also important for waste disposal. It is not only

Fig. 7 Biomass energy system
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possible to generate electricity from these plants, but it is also possible to build
combined cycle plants where heat and electricity are produced together.

3.6 Water Wave Energy Systems

WaterWave Energy System is shown in Fig. 8 [26]. The attraction power of theMoon
and Sun on Earth shows on the ocean’s water bodies. Oceanwaters swell twicewithin
24 h, with an interval of about 6 h and 20 min, and back twice to normalize. These
movements are called tidal. The potential energy of the wave is calculated in Eq. (5)
and the kinetic energy of the wave is calculated from the equation in Eq. (6).

Epw = 1

4
.d.g.a2w.Aw (5)

Ekw = 1

4
.d.g.a2w.Aw (6)

Epw is potential energy of wave (J), Ekw is kinetic energy of wave (J), d is density
of water, g is gravity acceleration, aw is wave amplitude and Aw is wave area. These
kinetic movements occur in electrical energy by rotating the water turbine. It is
possible to generate electrical energy by operating a water turbine, especially in tidal
hydroelectric power plants to be constructed at certain locations along the shores of
the oceans.

Fig. 8 Water wave energysystem
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Fig. 9 Hydrogen energy system

3.7 Hydrogen Energy Systems

Hydrogen Energy System is shown in Fig. 9 [27].
The importance of hydrogen in new energy sources is increasing rapidly with each

passing day. Hydrogen is the most abundant element in the world and is a colorless,
odorless, approximately 15 times lighter than air and completely non-toxic. Due to
its light weight, it has a very high spreading property. It can be liquefied at −250
°C. Hydrogen has the highest energy content per unit mass of all known fuels. The
systems in which hydrogen is used as fuel and chemical energy is converted directly
into electrical energy are called hücr fuel cells. The combustion products of hydrogen
in these systems are only water and water vapors. The desired energy is obtained
by introducing hydrogen directly or through any source that releases hydrogen. This
energy from hydrogen is called Hydrogen Energy. Hydrogen gas is produced by
water, solar energy, or wind, wave, and biomass, which are regarded as different
methods, as well as by water.

4 Sustainable Energy Systems Created on the Multi-energy
Sources in Silifke District of Turkey

The solar panels used have photovoltaic cells previously used in calculators and
clocks. Photovoltaic cells are made of semiconductor material used in computer
chips. When sunlight is absorbed by these substances, electrons are separated from
the atoms in which they are released and an electric current is formed in the matter.
The conversion of light to electricity is called photovoltaic. Accumulators are used to



Sustainable Energy Systems Based on the Multi-energy Sources 299

Fig. 10 Environment and park lighting application

store this current. It is possible to obtain the desired 12, 24 and 48 V dc voltage with
serial and parallel connections of the accumulators. Depending on the application,
a new solar energy system has been created by using solar cell modules together
with accumulators, inverters, battery charge control elements and various electronic
circuits. By using huge mirrors directed to a central focus, very high radiation was
obtained at the focal point, resulting in more electrical energy. With this system, it is
difficult and expensive to carry fuel to a generator that is not far from residential areas,
for example devices, indoor or outdoor lighting, agricultural irrigation, lighthouses.
In the solar energy lighting system, lighting can be installed anywhere without the
need for cable pulling, without any expense other than the cost of installing the
system. Environment and park lighting applications are shown in Fig. 10.

In a city dwelling, a hybrid energy system was designed and implemented where
the electrical energy of the entire dwelling was provided from the solar energy in
the presence of sunlight and when the sunlight was insufficient or not, the energy
supplied to the dwelling was provided from the solar energy batteries or in case the
batteries were empty. Hybrid energy application is given in Fig. 11.

On the square surface of 5m2, 0,3mm thick angle adjustable photovoltaic element
(PV) is used to reflect the sun rays to the photovoltaic element, and two step motors
are used for angle adjustment of these mirrors and photovoltaic element. Solar regu-
lators are designed and used to provide battery charging under optimal conditions
throughout the year. In order to convert the 24 V dc voltage stored in the batteries into
full sine 220 V AC voltage required for feeding the instruments in the dwelling, a
converter power electronics circuit was created using thyristors and diodes as a main
element and a 220 V AC voltage and a power of around 2950 watts were obtained.
At certain times of the day, the mirrors used to reflect the sunlight to the photovoltaic
element at certain angles are automatically adjusted by the stepping motor with time
relay. In the embodiment, the mirror angle is 100o at 9:00, the mirror angle is 95o

at 10:00, the mirror angle is 90o at 11:00 and the mirror angle is 85o at 12:00. Two
way switches are used in each electrical device in the residence to use solar energy if
desired or mains electricity when desired. With this hybrid system, it is possible to
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Fig. 11 Hybrid energy application

use energy at a very low price in the residence. Considering the fact that city mains
electricity will be cut off in earthquake zones, solar stair lighting application using
24 V DC lamps without any harm to human health has been implemented in order
to provide emergency exit safely to the building residents. Stair lighting application
of buildings in earthquake risk areas is given in Fig. 12.

An energy system in which the chalet (plateau house), which cannot reach the city
electricity grid, is supplied from solar energy, has been designed and implemented.
On the square surface of 3 m2, 0.3 mm thick photovoltaic element (PV) with angle
adjustment, angle concentrator mirrors to reflect the sun rays to the photovoltaic
element, and two step motors for angle adjustment of these mirrors and photovoltaic
element. By using solar regulators, battery charging is provided in optimal conditions
throughout the year. In order to supply the 24 V dc voltage stored in the batteries and
convert it to the required full sinus 220 V AC voltage, a converter power electronics
circuit was created using thyristors and diodes as a main element and a 220 V AC
voltage and a power of 2650 watts were obtained. At certain times of the day, the
mirrors used to reflect the sunlight to the photovoltaic element at certain angles are
automatically adjusted by the stepping motor with time relay. With this system, the
opportunity to use energy is provided in this mountain house (plateau house) where
the city electricity network cannot reach.Mountain house (plateau house) application
is given in Fig. 13.
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Fig. 12 Stair lighting application of buildings in earthquake risk areas

Fig. 13 Mountain house (plateau house) application
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In the agricultural lands away from the network lines of the districts of Mersin,
the most suitable method to meet the irrigation pumps with groundwater sources is
the solar and wind energy based irrigation systems. Regular irrigation in agricultural
lands is one of the most important issues. By means of drilling pumps mounted in
the opened well, the water can be taken from underground or wells and transported
to irrigation canals or highland houses. It is possible to draw water up to 350 tons per
day from a depth of 60–70m. In practice, systems that combinemore than one energy
source are called hybrid systems. The purpose of the hybrid systems is to increase
the efficiency and to ensure that the energy needs of the system are met by the use of
energy resources. Hybrid system components can be created by combining two or
more sources. For example, solar energy, wind power, diesel or solar, fuel cell, wind
or solar, wind, hydrogen energy sources such as hybrid energy systems are available.
The most important factors that determine the number of sources and the type of the
source in such applications are that there is sufficient level of resource in the region
where energy will be produced and there is sufficient technology to bring the system
together in some types of energy [28, 29]. Equipment used in solar and wind power
agricultural applications: drilling pumps used in underground water extraction, solar
panels converting solar energy into electrical energy and wind rose generators that
convert wind energy into electrical energy. The inverter is the switching unit and the
battery charging unit. In Fig. 14, it is shown the hybrid irrigation agriculture applied.

In Fig. 15, it is shown a diagram of the implementation of the hybrid energy of a
village providing drinking and potable water.

Today, due to the finite fossil fuels and the environmental problems they have
created and the high costs, the energy resources and production techniques have
been revised. Environmental problems such as air pollution, global warming, soil

Fig. 14 The hybrid irrigation agriculture applied
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Fig. 15 The diagram of the implementation of the hybrid energy of a village providing drinking
and potable water

and water pollution that are generated during the production of energy from fossil
fuels are increasing day by day. In order to eliminate these problems and to reduce
the increase in production and transmission costs, renewable energy sources should
be utilized [30–32]. In case of an earthquake fire or central transformer failure on
the intercity roads without mains electricity, the traffic lights due to the interruption
of the city mains electricity did not work and as a result of this, electric accidents
could occur and solar energy traffic lamps and solar traffic signs were designed and
applied. Signaling applications are given in Fig. 16. It is seen that the traffic lights
which are applied with solar energy and traffic signs which are illuminated with solar
energy are more effective in concentrating the attention of drivers on these signs.

It has been found to be very cost-effective and efficient in termsof not requiring any
cable installation along the streets and long roads, it can be easily installed at every
intended point, and at the same time it provides self-consuming electrical energy.
Accumulator and battery charge control circuits are used for continuous operation in
the absence of sunlight. The presence of a lighthouse to guide the vehicles at sea and
to indicate hazards is essential. The light of the lighthouse illuminates the entrance
of the harbor to the sailors. Solar light systems should also be used in light houses
where city mains electricity cannot be reached. Lighthouse application is given in
Fig. 17.

The city electricity grid is designed as a hybrid energy systemwhere the electricity
is supplied from the solar energy in the presence of sunlight in an existing dwelling
and the necessary energy is supplied to the dwelling from the city network when the
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Fig. 16 Signaling applications

Fig. 17 Lighthouse
application

sunlight is insufficient or not. energetic residential system was designed and imple-
mented. In order to provide intense sunlight to the solar panels, the mirrors can be
turned directly to the sun, thus providing more efficient energy and storage. Again,
in the vineyards and gardens where the city’s electricity network could not reach,
the solar-powered agricultural irrigation system, where the electricity required for
irrigation was supplied from solar energy, was designed and implemented. On inter-
city roads without mains electricity, in case of earthquake fire or central transformer
failure, traffic lights due to interruption of city mains electricity are not working
and as a result of this, electrical accidents may occur and solar energy traffic lights
and drivers are designed and applied. Since solar applications do not require cable
installation, it is easy to install and does not have any expense other than its cost.
The primary purpose of our system is to make the most of the sun’s rays and wind
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as much as possible. The better the solar panel takes the sun rays and the better
the position of the wind gust wind, the higher the energy production will be. One
of the goals is to detect the location of the sun and to set the solar panels to the
exact position where they need to be. The other is that the seven wind speed sensors
detect the orientation of the wind and bring the wind mood to the exact position
required for the horizontal and vertical axes. In our system, according to the fuzzy
logic theory, each sensor is able to make the position adjustment control itself of the
panels and the wind gauges with the results taken into consideration. Parts in the
system; seven light sensors and seven wind speed sensors, stepper motors with solar
panel andwind rose for power generation, solar panel andwind rose, PIC control card
for fuzzy logic control of the system, LCD displays for system status information
retrieval. In addition to the components of this hardware, we have software that is
installed in our microcontroller and enables the system to function. The membership
grades and values of each sensor are determined according to the information from
the sensors. The specified membership values are recorded in the relevant part of the
database. The location information and values are saved in the database where it is
separated. These values are constant in each case. Program sections are prepared for
each rule. These sections include the conditions set out in the rules. The minimum
sensor value determined in each rule section is multiplied by the position constant
and stored in the relevant memory area as the rule result value. Rule result values
and rule minimum values that are found when all rules are completed are collected
separately, and these sum values are stored in the relevant memory area. The total
rule value found is divided by the total rule minimum value and the corresponding
output port is activated according to the value obtained. Renewable energy system
block diagram is shown in Fig. 18.

The energy system is shown in Fig. 19.
The system flow diagram is shown in Fig. 20.
The first step is ‘get information from the Sun and wind speed sensors’. The

second step is ‘convert analog data to digital’. The third second step is ‘calculate
fuzzy membership values’. The fourth step is ‘apply the fuzzy rule chart’. The fifth
step is ‘make the corresponding output active’. As a result ‘bring the panellies and
the windy smile to the desired position’.

5 Renewable Power Plant Created in Silifke District
of Turkey

Renewable power plant created in Silifke-Turkey is shown in Fig. 21.
Modeling of battery-powered wind-solar hybrid power generation system compo-

nents, energy flow control with the switched controller and fuzzy logic controller of
the modeled system has been realized. Hybrid power generation systems are power
generation systems in which two or more classical and renewable power generation
systems are connected in parallel to one another.Hybrid power generation systems are
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Fig. 18 Renewable energy system block diagram

one of the best ways to meet the electricity needs of remote small networks and small
settlements from power generation and distribution centers. The most common is the
wind-solar hybrid power generation system. The battery-powered wind-solar hybrid
power generation system was installed. The established hybrid power generation
system consists of a 5000 W wind turbine, a 300 W 3 solar panel, a battery group, a
1500Whybrid charge control unit that allows these units to operate in harmony, and a
6.5 kW full sine wave inverter for alternating current consumers. In addition, the data
of the energy produced in the hybrid power generation system can be monitored over
the charge control unit at intervals of 10min and recorded as data file by following the
interface program and computer. Dynamic modeling was performed using SimPow-
erSystems, which is included in the Matlab/Simulink program, in accordance with
the actual behavior of the hybrid power generation system. The output voltage of
the power generation system is regulated at DC 24 volts with AC-DC and DC-DC
power converters. A hybrid power generation system was established by parallel
connectionincluding battery group connected to DC bar. The measurement station is
located at 36.160996 latitude and 32.804022 longitude. According to the measure-
ments made, the total amount of solar energy measured in Silifke District is 800
(kWh/m2). The average amount of solar energy is 525 (kWh/m2). The duration of



Sustainable Energy Systems Based on the Multi-energy Sources 307

Fig. 19 Renewable energy system

Fig. 20 System flow diagram

sunshine per year is 2950 (hours/year). Annual wind speed average value (km/hour)
measured in Silifke District is 29 km/hour. The temperature (oC) measured in Silifke
District during the year is shown in Fig. 22.

The maximum temperature measured is 43 °C. The amount of solar radition
(kwh/m2) measured in Silifke District during the year is shown in Fig. 23.

The wind speed values (km/hour) measured in Silifke District during the year is
shown in Fig. 24. Established measurement station, solar radiation, wind speed and
direction data were obtained for 12 months between June 2017 and June 2018.

Criteria such as the high area to be measured and the absence of high obsta-
cles nearer than 10 times the height of the obstacle have been evaluated when the
measurement station is selected. The positioning of sun/wind measurement stations
and wind turbines is crucial for obtaining accurate measurements and for efficient
energy production. The project planning and economics of the sun/wind power plant
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Fig. 21 Renewable power plant created in Silifke-Turkey

Fig. 22 Temperature (oC) in Silifke District during the year

Fig. 23 The amount of solar radition (kwh/m2) in Silifke District during the year
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Fig. 24 The wind speed values (km/hour) measuredin Silifke District during the year

depends mainly on the amount of energy that can be generated from the selected
plant site. For this reason, the appropriate spot sun/wind observation station should
be established considering the tomographic structure of the land. The area where
the station will be installed should be selected in areas where there is no obstacle
to influence the dominant wind direction. Otherwise, the wind speed may be too far
away from the true value due to turbulences. Measurements such as wind speed and
wind direction made in accordance with the standards with measuring instruments
placed on the station measurement pole will be used to evaluate the data that are
later stages of the sun/wind power plant project, to determine the amount of energy
production and to select the wind turbine. In particular, sensitivity to wind speed and
direction for energy purposes is required to be high. The sun/wind energy potential
of a zone. The wind speed is proportional to the cuboid. The measurement error,
which can be made in wind speed measurements, is very influential on the accuracy
of determining the wind energy potential. The sun/wind measurement data should
be continuous, intermittent and incomplete as much as possible. The missing data in
the measurement series can be up to 10% of the total data. The losses above this ratio
do not allow a sensitive evaluation. So, the measurement values obtained should be
canceled. Since station measurement equipment operates under completely natural
atmospheric conditions have a shorter economic life than other equipment operating
in closed areas. Due to factors such as rusting, corrosion, corrosion, abrasion and
icing, wind measurement values of wind equipments are normally removed rapidly.
Because of this, wind measurement equipment and recording systems and electrical
circuits must be frequently checked, maintained and calibrated, absolutely in accor-
dance with the standards and in the technical manuals of the instruments. The hybrid
power plant, in which wind and solar energy are used jointly, was designed and
applied. The block diagram of the applied system is given in Fig. 25.

In the Silifke District, 6.5 kW wind-solar hybrid power generation system with
battery support was installed to feed dwellers. The realtime work to be done on
the installed system carries great risks. Therefore, block diagrams of the system
components have been created using Sim-Power-Systems in the Matlab/Simulink
program. Simulink graphical design, simulation and analysis of dynamic systems
have been realized with the Matlab program. This program supports either linear
or nonlinear systems, including digital or both point signals. Easy to use, it is a
worldwide accepted program for reasons such as testing the accuracy of the designed
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Fig. 25 Block diagram of the designed and control panel applied hybrid energy system

projects before they are put into practice, supporting the experimental results to be
done. These block diagrams are combined to create an individual simulationmodel of
the installed system. In addition, in order to increase the system efficiency, modeling
is done by designing the system with energy flow control, switched controller and
fuzzy logic controller. The solar energy system module is given in Fig. 26.

The voltage obtained from the wind system is also irregular. This can be shown
as the greatest factor of the wind’s constant speed. The AC voltage generated in the
wind system is converted to DC voltage by an AC/DC converter. DC/DC converters
are then used to reduce or increase the voltage according to the load requirements or
the tension from the solar system. In addition, as DC is more advantageous to collect
and transmit signals, both DC andDC signals are converted to DC signals in the wind
system. The PV used in the system does not stay constant because of the electrical
energy generated by the changing weather conditions, the system may overheat over
time. Therefore, it is first necessary to rectify the energy obtained from the solar
system with the help of a regulator. Some of this rectified voltage is stored with a

Fig. 26 Solar power generation system simulation block diagram
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battery to meet the night energy need, if possible, if the power of the solar system
can not meet the load requirement. The output voltage from the regulator is pulled to
the desired level with the DC/DC converter. Thus, it is possible to adjust the voltage
according to the need and the energy from thewind system. The generatedDC signals
are collected by means of a bar and given DC/AC invert to alternate current. The
alternating voltage from the inverter is set via a busbar after it is set by the transformer.
The fuzzy logic controller design is designed with 3 inputs and 5 outputs. The inputs
are battery capacity, load power and hybrid power. These values are taken and applied
to fuzzy inputs. Input values are processed according to the written rule base, outputs
are determined, and keys are controlled by fuzzy. Membership functions have been
determined primarily. Once we have defined entry membership functions, we can
get the outputs we want by describing how the controller should work with ‘and,
or not’ commands. In this study, the desired results were obtained by using 5 rules.
These rules can be increased if desired. But too many rules slow down the controller
speed. The fuzzy logic rule table is shown in Table 1.

The fuzzy logic software for solar/wind hybrid energy applications is given in
Fig. 27.

It was determined that SilifkeDistrict is suitable for solar/wind hybrid energy
applications in terms of solar radiation and wind potential as a result of efforts

Table 1 The fuzzy logic rule table

Number Key control rule S1 S2 S3 S4 S5 System states

1 PLoad < PProduced energy 0 0 0 1 0 Production adequate, load on,
battery charging

2 PNetwork energy = 0 and PLoad >
PProduced energy

0 0 0 1 1 Production inadequate, load
on, battery discharge

3 PNetwork energy > 0 and PLoad >
PProduced energy

0 1 1 1 0 Production inadequate, mains
and load on, battery discharge

4 PProduced energy = 0 and PLoad
> PStored energy

1 1 1 0 1 No production, mains and
load on, battery discharge

5 PProduced energy = 0 and PLoad
< PStored energy

1 0 0 0 1 No production, load on,
battery discharge

If PL is L and PP is H then S1 is off and S2 is off and S3 is off and S4 is on and S5 is off 
else

If PN is NA and PL is H and PP is L then S1 is off and S2 is off and S3 is off and S4 is on 
and S5 is on else 

If PN is A and PL is H and PP is L then S1 is off and S2 is on and S3 is on and S4 is on and 
S5 is off else

If PP is NA and PL is H and PS is L then S1 is on and S2 is on and S3 is on and S4 is off 
and S5 is on else

If PP is NA and PL is L and PS is H then S1 is on and S2 is off and S3 is off and S4 is off 
and S5 is on else

………………… 

Fig. 27 The fuzzy logic software for solar/wind hybrid energy applications
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to determine solar and wind energy potential. In Silifke District, the values to be
obtained inwind and solar electricity production are examined. Themeasuring station
is set up. At the measuring station, solar radiation intensity measurements were
made at wind speeds of 5, 10 and 15 meters. With these measurements, firstly the
potential determination work has been done. It is reached that it is a suitable zone
for producing wind/solar hybrid energy. The Silifke District proved to be in a very
advantageous position in terms of wind and solar energy potential. It is understood
that solar and wind potential measurements are higher than solar ray and wind speed
measurements made. It has been observed that even in winter the battery-powered
solar-hybrid power generation system, which has been installed, can operate lamps
and electric appliances in the room. Currently, small power generator systems are
installed to minimize the effects of power failures. Thanks to this system, it has
been determined that the interior lighting needs can be achieved by hybrid power
generation systems, at least when there is a power failure in the mountain houses
where the electricity lines do not reach and in the dwelling houses. Experiments on
real systems have great risks for both system components and human life. Thus, an
individual model of the battery-powered wind-solar hybrid power generation system
that has been installed is done in the MatLab program. When the curves obtained
from the simulation results of the modeling operation of the hybrid power generation
system are taken into consideration, it is seen that there is not a great difference in the
electrical and mechanical magnitudes parallel to the dynamic behavior of the hybrid
power generation system installed. Generally generated power is sent directly to the
battery group and the receivers are fed through the battery group in a hydropower
hybrid power generation system. In this system, the power required by the receiver is
supplied directly to the receiver and supplied to the receiver. If there is more power
to produce, the battery is stored in the battery according to the occupancy rate of the
battery. In this system, design of switching controller and fuzzy logic controller is
done. The controllers designed for energy flow control seem to work very well. The
battery group enters and exits the circuit depending on the behavior of the system.
Thus, the life of the battery is prevented from decreasing. In fuzzy logic controller,
desired control can be obtained by several rules. Therefore, it is found that it is more
convenient than the switching control in terms of usage. My future work is to create
different hybrid systems by adding additional power generation systems to the solar
radiation and wind speed hybrid power generation system.

6 Sustainable Energy Management Model

Sustainability is defined as meeting the growing needs of the current generation
without compromising the ability of future generations to meet their own needs.
Sustainability; It is used to define the balance between economic growth, environ-
mental protection and energy. It is possible to recover the existing energy poten-
tial with effective management. Energy consumption is directly proportional to
economic, social and environmental sustainability. Today, it is very important tomake
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Fig. 28 Sustainable energy management model

energy management sustainable. Energy management should not only be considered
economically. Preserving and maintaining the clean environment in energy invest-
ments has become a necessity today. Sustainable EnergyManagementModel is given
in Fig. 28.

All data on sustainable energy planning should be collected and analyzed until
results are obtained. The aim of sustainable energy planning is; energy reference
line, energy performance indicators, objectives, objectives and action planning
outputs. All previous and current data on energy use and consumption should be
collected. The energy resources used and the equipment and processes in which
these resources are used should be determined. In particular, identifying high and
intensive energy consumption points is important in terms of defining the saving
potential and improvement opportunities at these points. By analyzing energy data,
firstly energy maps should be created and important energy users should be iden-
tified. When determining important energy users, the users with the highest share
in total energy consumption should be selected. Since energy consumption requires
financial transactions, it is not possible to continue energy consumption if this is not
converted into profit in some way. One of the most important indicators of energy
efficiency is the energy density value. Energy density refers to the energy spent per
unit of production or service. This value is calculated by dividing the total energy
consumption by the gross domestic product. A small value means that energy is
used efficiently. Therefore, in our country, which is dependent on foreign energy,
it is necessary to reduce the energy density without compromising on production
quality, quantity and comfort. The environmental dimension of sustainability aims
to reduce the negative effects of energy consumption on ecosystems and human



314 M. Zile

health. Greenhouse gas emissions, especially CO2 from fossil fuel, are an important
factor in global warming. Today, the issue of climate change, greenhouse gas emis-
sions from fossil fuels is one of the most serious environmental problems. Energy
consumption in the world is estimated to increase by 65% by 2050. This will create
serious problems related to the depletion of energy resources and global warming
issues. If the necessary measures are not taken to reduce CO2 and other greenhouse
gas emissions, the world’s surface temperature will rise. This increase in temperature
will harm the environment, human health and natural ecosystem.

7 Conclusion

Technological developments and population increase in the world are constantly
increasing the need for energy. Each country aims to increase efficiency in energy
production and use and to reduce dependence on foreign sources. Sustainable energy
sources can also be considered as renewable energy sources. Renewable energy
sources can be thought of as wind energy, solar energy, geothermal energy, which
we are all familiar with. Energy efficiency plays a major role in the development
of sustainable energy resources. Carbon dioxide emission has recently caused envi-
ronmental and climatic damages. Therefore, a method has been sought for both to
meet the increasing energy demand and to minimize these damages. The popularity
of sustainable energy sources is also increasing through social formations. With
the development of new technologies, it has even entered the private sector. Non-
renewable energy sources carry risks in terms of sustainability. The use of renewable
energy sources has become more widespread in recent years. The dependence on
non-renewable energy sources will not be abandoned in the short and medium term.
The dependency on non-renewable energy sources is still high among all energy
sourcesworldwide.Electricity is generated from renewable energy sources.However,
non-renewable energy sources can be utilized in different fields besides electricity
generation. It is used in the production of electricity from natural gas, as well as in
the heating and transportation sectors. With the developing technology, electric vehi-
cles started to be used in transportation sector. The most widely used non-renewable
energy source is oil. Nuclear energy used in electricity generation is another non-
renewable energy source that is the most controversial issue in the world. The use of
this energy source is risky, since it has caused plant accidents and deaths in the past
and the waste generated after use cannot be completely destroyed. Huge amounts of
electrical energy can be generated from very small inputs from nuclear energy. In
addition, the amount of gases emitted to the environment is the lowest in all other
energy sources. The majority of the energy used in the world from non-renewable
sources can be prevented from transferring the resources to future generations in a
sustainable manner. Instead of generating renewable energy sources from all over the
world, efforts are being made to produce the same energy with alternative sources.
With the development of technology, it has become possible to obtain energy produc-
tion from renewable sources, and energy production has turned towards renewable



Sustainable Energy Systems Based on the Multi-energy Sources 315

areas in recent years. Renewable energy sources are ready to meet our energy needs,
which is one of the most basic needs of today and our future; These are open-source
energy sources that may prevent the degradation of nature, such as the issue of carbon
dioxide emissions, global warming and climate change.
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Modeling of Energy Systems for Smart
Homes

Hossein Shayeghi and Masoud Alilou

Abstract In the last years, smart homes have been introduced for improving the
lifestyle of people. The energy system of a smart home is similar to the power
network because both consumer and producer types of devices exist in the smart
home. This complexity causes that manually managing the smart home becomes
more difficult than a traditional home. Knowing the energy system of the smart home
and automatically managing of its devices are important in increasing the efficiency
of the smart home and the welfare of consumers. For this reason, analytical and
mathematical modeling of devices of the smart home is investigated in this chapter.
Modeling of the producer and consumer devices of the smart home’s energy system
is presented analytically and mathematically. Moreover, an optimization algorithm
is also presented to ponder the proposed model of the power system and select the
optimal schedule of devices for having the highest operation of the energy system of
smart homes. A technical-economic objective function is considered for finding the
best schedule of devices. Ultimately, the proposed method is simulated in a sample
smart home for evaluating the model of devices and energy system. Ultimately, the
efficiency of the proposed energy system of the smart home is pondered based on
the simulation results.

Keywords Analytical and mathematical modeling · Energy system · Renewable
distributed generation · Smart appliances · Smart home
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ps Starting time interval of appliance i
pe Ending time interval of appliance i
OPi Proper number of operating time intervals of appliance i
K The shape coefficient of Weibull
C The scale coefficient of Weibull
V Wind speed
Vci Cut-in speed of wind
Vco Cut-out speed of wind
Vr Rated speed of wind
Pw−rated Rated output power of the WT
Si The solar irradiance
η Efficiency of PV
A Total area of PV
IE P Electricity bill of the smart home
IPD Peak demand of the smart home
CPN Cost of purchased energy from the power network
na Number of appliances
pai Consumption of each appliance at each period
PApt Total consumption of appliances at period t
ntype Technology of the DG unit
nDG Number of considered type of DGs
PDGt Total produced power of renewable DGs at period t
T rt Electricity tariff at period t
prt Electricity price of sold back to the grid at period t
prDGi Cost of producing 1 KWh energy by renewable DG unit
PAppt Total consumption of all appliances of SH at period t
P APP
t Demand of appliances

PSH2PN
t Sold energy to the power network

PPN2SH
t Purchased energy from the distribution system

PRDG
t Produced power of renewable DG units

Pmin
RDG Minimum level of producing the power of DG

Pmax
RDG Maximum level of producing the power of DG

1 Introduction

Nowadays, the imagination of the world without electrical energy is approximately
impossible. This dependence causes the power network becomes more complex over
time in order to respond to the demand of consumers. On the other side, the progress
of technology improves the performance of old devices of the energy system and also
adds new devices to this network. All the mentioned issues increase the complexity
of energy systems. Analytical and mathematical modeling of devices of the system is
one of the useful methods for proper recognizing the devices and better managing the
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energy system.Modernhomes,which are knownas smart homes, are a power network
in the small size. For this reason, the energymodel of the smart home (SH) is so similar
to themodel of the energy system according to the consumption and production sides.
A smart home has the consumer and producer devices the same as an energy network.
In the smart homes, appliances like refrigerator and lights consume electricity while
domestic renewable energy sources like wind turbine and photovoltaic panel produce
green energy. Renewable units produce electricity based on the variation of their
initial energy such as wind speed and solar irradiance; therefore, it is better that a
stochastic formulation is considered for modeling renewable distributed generation
units due to the stochastic behavior of their initial energy [1–3].

The concept of a smart home is a fundamental combination of different subsystems
related to automatically control of home devices through advanced technologies. It
can both share generation units and transfer within the home, and the operator can
exchange data with your SH external network through your home smart gateway.
Its base purpose is to supply people with an efficient, easy, secure, useful and eco-
friendly living environment integrating system, service and management. Devices
of a smart home are connected with each other and also are controllable through
one central point such as home energy management system (HEMS). HEMS of the
smart home observes and manages all appliances in real-time, regards to predeter-
mined constraints and user’s preferences, for decreasing electricity bill, decrease the
dependence of the SH the power network and improve energy utilization efficiency.
The sample diagram of a SH is demonstrated in Fig. 1 [4, 5].

As mentioned above, the management of a smart home has an effect on the perfor-
mance of that. In this regard, some researchers have studied energy sources, appli-
ances and operational schedule of smart homes. For example, In Ref. [6], the alter-
nating current and direct current grid arrangement of smart homes has been proposed
for improving the used penetration of distributed generation units and reducing the
dependence of the Microgrid on the upper network. In this paper, devices of SHs
in a micro grid have been managed. Moreover, both grid-connected and off-grid
modes ofMicrogrid have been evaluated in this study. An energymanagement frame-
work has been proposed for optimizing the operational schedule of home devices
in Ref. [7]. This optimization has been done in two steps. In the first step, each
consumer minimizes his pay charge. In the second step, smart distribution company
minimizes deviation of distribution system load and the cost of modifying the desired
scheduling of consumers. In another study, the demand side management has been
done in a SH with photovoltaic panel and battery [8]. In this chapter, management
charging and discharging of storage system is the main purpose which is solved by a
methodology based on artificial neutral network. The availability of solar irradiance
and the cost of purchasing power from the power network have been considered for
bettermanaging the operational time of battery. In another study, authors have studied
the residential load commitment framework for achieving the minimum electricity
bill for consumers [9]. The operating schedule of appliances and also the charging
time and the discharging time of battery and electric vehicles has been scheduled in
this paper.
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Fig. 1 Overall diagram of a smart home

Therefore, the advantages of properly managing smart homes have been shown
in some papers. For completing the previous studies, this chapter focuses on the
analytical and mathematical modeling of the energy system of a smart home. An
optimization algorithm is also utilized to ponder the proposed model of the energy
system and find the highest efficiency of devices for having the best operation of the
energy systemof SH. Firstly, the total introduction of energy systems is presented and
then modern smart homes are introduced and their energy system is described. Later,
modeling of the producer and consumer devices of the smart home’s energy system is
presented analytically and mathematically. Then, a new method based on intelligent
algorithms is introduced for optimizing the hourly performance of home appliances
and renewable energy sources with regard to stochastic behavior of renewable units
for decreasing the electrical cost of the SH and improve the efficiency of the energy
system. Ultimately, the proposed method is simulated in a sample smart home for
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evaluating the model of devices and energy system. Ultimately, the efficiency of
the proposed energy system of the smart home is pondered based on the simulation
results.

2 Energy Systems

A system is a group of interrelated or interacting entities which work together for
getting common purposes. This feature can be seen clearly in energy systems. An
energy system, which consists of many parts and devices, is utilized to deliver the
electricity to the consumers. The energy system of electrical energy is the combi-
nation of generation, transmission and distribution systems so that each of these
systems also consists of some subsystems for better delivering the electrical power
to the costumers of the energy system.

2.1 Smart Homes

A smart home has the energy system in a small size. Of course, the transmission
system doesn’t exist in the energy system of smart homes. In other words, both
types of producer and consumer devices are in a smart home while only consumer
appliances were in traditional homes. In smart homes, the demand of controllable
and non-controllable appliances is supplied using the produced power of renewable
energy sources and the bought power from the upstream power system.

The optimal management of the operating schedule of appliances and renewable
energy sources of smart homes has high effect on the technical and economic param-
eters of homes. Moreover, the environmental indices are also improved by reducing
the dependence of the smart home on the produced power of non-renewable sources.

The HEMS has the responsibility to optimal manage the devices of smart home
based on the predetermined constraints and user’s preferences. The HEMS finds
the best schedule of energy sources and appliances of the smart home so that for
improving the efficiency, economics, reliability, and energy conservation of both the
smart home and the distribution system.

TheHEMSoptimizes the best schedule of devices using the predetermined param-
eters, the condition of market price and the situation of the produced power of wind
turbine and photovoltaic panel. The modeling of domestic energy sources and home
appliances of the smart home are defined in the HEMS. Moreover, main purposes,
constraints and the optimization method are also predetermined in the HEMS based
on the user’s preferences. The requiredmodeling, objective functions, constraints and
optimization algorithm for better managing the energy system of the smart home are
explained completely in the next sections.
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3 Modeling of Smart Home Energy Devices

In this section, the modeling of home appliances and renewable energy sources are
explained analytically and mathematically.

3.1 Home Appliances

Oneof themain differences between a smart home and a traditional home is the ability
to control the appliances of the smart home in order to decrease the consumer’s costs
and improve the performance of the home’s energy system.Appliances are connected
to the HEMS of the smart home using the internal technology or another external
device.

Smart appliances can be divided into controllable and non-controllable devices.
The controllable appliances are the devices which can participate in the demand-
side management program and can be scheduled in 24-hour based on the situation
of market price and domestic energy sources. On the other side, non-controllable
appliances are non-schedulable devices so that their operational time is constantly
based on the user’s predetermined schedule.

• Non-controllable appliances

In the smart home, some appliances cannot participate in the energy management
program because their operating schedule is predetermined by the user’s preference
and lifestyle. This type of devices is called non-controllable or non-schedulable
appliances. Samples of this type of appliances can be shown in Fig. 2.

• Controllable appliances

Unlike non-controllable devices, some appliances of the smart home participate in
the home energy management program for improving the performance of electricity
and decrease the electricity bill of the consumer. This type of appliances is called
controllable or schedulable devices. The operating time of manageable devices is
managed based on the situation of the electricity cost, weather and other prede-
termined constraints. Figure 3 shows samples of controllable appliances in smart
homes.

• Modeling

In this chapter, the time-varying model of appliances is considered. In other words,
the starting time of appliances is only optimized by the proposed method while the
consumption power of devices is constant at each time interval of the operating
period. It means that the demand profile of appliances should not be changed by
the HEMS; otherwise the considered device operates incorrectly. For instance, if the
power of the oven at period t is reduced by the energy management program, the
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Fig. 2 Samples of non-schedulable appliances

temperature of the oven doesn’t reach the proper degree for baking a delicious Apple
pie. Hence, only the starting time of the appliances is optimized by the HEMS.

Therefore, the home energy management system selects the best schedule for the
operation time vector of appliances. Equation (1) shows the daily state vector of each
appliance in the smart home.

Ii = [
I1, I2, . . . , It , . . . IT−1, IT

]
(1)

Here, It is the mode of appliance i at time-interval t; the amount of this parameter
is 1 or 0 that it is equal to on/off of appliance i at time-interval t. All devices should
be executed during the day; this constraint is formulated in Eq. (2).

np∑

t=1

Iit ≥ 1 (2)

Moreover, each appliance has the number of operating periods. In other words,
each device needs to run for consecutive periods without interruption when it is
started. Equation (3) demonstrates this constraint.
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Fig. 3 Samples of schedulable appliances

pe∑

t=ps

Ii t = OPi (3)

As regards to this constraint, the starting time of devices should be selected based
on Eq. (4).

ps ≤ np − OPi + 1 (4)

Therefore, the operating schedule of appliances should be based on Eqs. (1)–(4).
Although the starting time of non-controllable appliances is predetermined, the oper-
ating time intervals and the ending time of devices are selected using these equations.

3.2 Home Renewable Energy Units

Wind turbines and photovoltaic panels are themost useful technologies of distributed
generation units that are used in smart homes.Although renewable energy sources are
Eco-friendly, the intermittent nature of the initial energyof those shouldbe considered
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for calculating the produced power of renewable DG units. So, the uncertain speeds
of wind and illumination intensity of the sun are the main parameters that have effect
on the output power of WT and PV, respectively.

In this chapter, a stochastic method is used to compute the amount of uncertain
parameters of wind turbine and photovoltaic panel. The hybrid method of Latin
hypercube sampling algorithm and K-means clustering algorithm is utilized to find
the conserved stochastic data [10].

In the following, the analytical and mathematical modeling of home renewable
energy sources is presented [11, 12].

• Wind turbine unit

In most countries which are the pioneer in the clean energy, wind turbine (WT) is one
of the common and useful renewable DG technologies. WT converts wind energy
into electrical energy. In smart homes, the small size of wind turbines is utilized to
supply the demand of the home. Figure 4 shows the wind turbines which is used in
the residential areas.

Totally, the wind turbine has a stochastic performance. So it is better that a proba-
bilistic model is simulated according to available historical data. The meteorological

Fig. 4 Wind turbines of residential areas
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data is the best reference for estimating the wind energy potential of a special site.
Regards to wind speed behavior and a large number of experiments, Rayleigh prob-
ability density function is utilized to model wind speed. Rayleigh distribution is a
particular form of Weibull probability density function in which the shape index is
equal to 2 [11].

Mathematically, the Weibull distribution of wind speed is presented by Eq. (5).

f (v) = K

CK
v(K−1)e−( v

C )
K

0 ≤ v ≤ ∞ (5)

Thus, the equation between the electrical power of a WT and the wind speed can
be formulated by Eq. (6).

Pw =

⎧
⎪⎨

⎪⎩

0 0 ≤ V ≤ Vci , Vco ≤ V
Pw−rated × V−Vci

Vr−Vci
Vci ≤ V ≤ Vr

Pw−rated Vr ≤ V ≤ Vco

(6)

According to Eq. (6) can be said that a wind turbine can generate energy when
the wind speed is more than the minimum wind speed. The wind turbine produces
electrical power until the wind speed is lower than the maximum limit.

• Photovoltaic panel

Photovoltaic (PV) is one of the popular and useful technologies of renewable DGs.
PV panels can be located on the roof, in the yard and in the backyard of smart homes.
Samples of utilized PV panels in smart homes are demonstrated in Fig. 5.

Although the area and efficiency of the solar panel have an effect on the produced
power of PV panel, the electrical power of a PV unit is predominantly affected by
the illumination intensity. So, the PV panel has also a stochastic behavior due to
uncertain characteristic of solar power [12].

According to the last studies and experiments, it is shown that the stochastic
behavior of solar power canbe simulated by theBeta probability distribution function.
Therefore, the equation between solar irradiance and the electrical power of a PV
unit can be described by Eq. (7) [12].

f (Si) =
{

Γ (α+β)

Γ (α)Γ (β)
× Si (α−1) × (1 − Si)(β−1) i f 0 ≤ Si ≤ 1, α ≥ 0, β ≥ 0

0 otherwise
(7)

Here,

β = (1 − μ) ×
(

μ × (1 + μ)

σ 2
− 1

)
(8)

α = μ × β

1 − μ
(9)
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Fig. 5 Samples of PV panels in smart homes

where μ and σ are the mean and standard deviation, respectively; they are extracted
from the random variable. After calculating the probability distribution function of
the solar irradiance, the electrical power of a PV is calculated by Eq. (10).

PS(Si) = η × A × Si (10)
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4 Optimizing Method of Smart Home Devices

In this section, objective functions, constraints and the optimization algorithm for
selecting the optimal schedule of smart home’s energy sources and appliances are
described completely.

4.1 Objective Function

Minimizing the electricity bill and the peak demand of the SH is considered as the
main purpose of the home energy management program. Therefore, optimizing the
operational schedule of devices is a multi-objective problem. Mathematically, the
main purpose of the optimization is presented by Eq. (11).

Objective f unction = min{IEB, IPD} (11)

• The Electricity bill of the smart home

The HEMS provides the electricity power of smart home by using of purchased
energy from the power network and home energy sources. Renewable distributed
generation units are home energy sources. The produced power of the WT and the
PV is variable based on weather and hour.

Therefore, the HEMS of the smart home schedules the hourly performance of
appliances and home energy sources so that the total consumer’s electricity bill
becomes minimal.

The total electricity bill of the smart home is formed from the following items:

1. Cost of bought electricity from the power network
2. Cost of the produced electricity of wind turbine and photovoltaic panel
3. Income from selling the electricity to the power network

Consequently, the electricity bill of the smart home is formulated based on the
costs and incomes in Eq. (12).

IEB = CPN + CRDG − IPN (12)

CPN is the cost of purchased energy from the power network. The consumer
purchases his demand from the distribution-company with a variable price. As
regards that there are renewable distributed generation units the smart home, a part
of electricity demand is supplied by home energy sources and so the extra power is
purchased from the distribution system. So, firstly, the total demand of all appliances
at time-interval t is calculated by Eq. (13).
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PApt =
na∑

i=1

pai (13)

Then, Eq. (14) is utilized for computing the hourly production power of renewable
distributed generation units.

PRDGt =
ntype∑

i=1

nDG∑

j=1

pdi j (14)

Consequently, Eq. (15) is utilized for calculating the hourly extra demand of SH
that it is supplied by the power network.

PPNt = PApt − PRDGt (15)

Finally, the daily cost of energy purchased from the distribution system is
expressed in Eq. (16).

CPN =
np∑

t=1

PPNt × Trt i f PPNt > 0 (16)

In this equation, Trt is the electricity tariff at period t which is predetermined
by the independent system operator (ISO). It is worth mentioning that the length of
each period is considered one hour; therefore, the total number of time-intervals in
the day is 24.

As can be seen in Eq. (16), the smart home purchases energy from the distribution
system when the consumption of appliances is more than the generation of home
energy sources at the considered period. On the other side, the smart home sells
power to the network at some periods when the generation of home energy sources
is more than the consumption of appliances. Therefore, the income from selling the
electricity to the power network is formulated in Eq. (17).

IPN =
np∑

t=1

−1 × PPNt × prt i f PPNt < 0 (17)

Here, the amount of prt is predetermined between ISO and consumer for various
time-intervals.

The cost of the produced energy of renewable distributed generation units is
presented in Eq. (18).

CRDG =
np∑

t=1

ntype∑

i=1

nDG∑

j=1

pdi jt × prDGi (18)
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where, prDGi is the cost of the produced 1 KWh energy by renewable DG unit; the
costs of investment, maintenance and operation of DGs are merged in this parameter.

• The peak demand of the smart home

This index shows the peak consumption of the SH. This index, which is a technical
index of the smart home, demonstrates the maximum hourly purchasing power of
the smart home from the power network during the day. Equation (19) is utilized to
calculate the peak demand of the smart home.

IPD = maxt
{
PAppt

}
(19)

4.2 Constraints

In this chapter, the power balance constraint and renewable distributed generation
units’ constraint are considered in optimizing of the operational schedule of devices
of the smart home.

• Power balance constraint

This constraint is presented at period t by Eq. (20).

PPN2SH
t + PRDG

t = PAPP
t + PSH2PN

t (20)

This equation states that the demand of appliances (PAPP
t ) and the sold energy

to the power network (PSH2PN
t ) are satisfied by the purchased energy from the

distribution system (PPN2SH
t ) and the produced power of renewable DG units

(PRDG
t ).

• Renewable DG constraint

Renewable energy resources including wind turbine and photovoltaic can produce
electrical energy in the following range:

Pmin
RDG ≤ PRDG ≤ Pmax

RDG (21)

4.3 Intelligent Algorithm

In this research, the combination of multi-objective grey wolf optimization
(MOGWO) and fuzzy method is utilized to multi-objective optimize the operating
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scheme of smart home’s appliances and energy sources. For getting the best result,
firstly, the MOGWO is utilized to optimize the multi-objective function and create
the optimal Pareto-front. After applying the MOGWO algorithm, the fuzzy method
is used to find the optimal particle from the non-dominated particles.

• Multi-objective grey wolf optimization algorithm

Intelligent algorithms are usually inspired from existing natural behaviours of nature.
The optimizationmethod ofMOGWO is inspired from the grey wolves. Grey wolves
which belong to Canidae family are considered as apex predators. This means that
they are at the top of the food chain. Grey wolves mostly prefer to live in a pack with
a group size [13].

The MOGWO is based on social behavior of Wolves. In this meta-heuristic algo-
rithm, the best solution is considered as α wolf. β and δ wolves are the second and
third solutions, respectively. The rest of particles are assumed as ω wolves. The opti-
mization method of the MOGWO is managed by alpha, beta and delta so that the
omega wolves follow α, β and δ wolves for reaching the best result.

So in this algorithm, the position of each particle is updated by [13]:

X(t + 1) = XP(t) − A.D (22)

where,

D = |C.XP(t) − X(t)| (23)

A = 2a.r1 − a (24)

C = 2r2 (25)

Here, XP and X show the position vector of the prey and the position vector of a
grey wolf, respectively. Vectors of A and C are the coefficients. Moreover, a linearly
decrease from 2 to 0 over the iterations while vectors of r1 and r2 are random in [0
and 1].

The extra detail of the MOGWO algorithm is available in Ref. [13].

• Fuzzy method

After optimizing the technical-economic issue of energy management of the smart
home, the fuzzy decision-making method run to choose the optimal compromise
solution which represents the optimal amount of technical and economical indices
equal to the best schedule of smart home energy sources and appliances.

In the fuzzy decision-making method, the best result is selected in two steps.
Firstly, membership values of each particle based on various objective functions are
calculated by Eq. (26) [14].
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μk
i =

⎧
⎪⎨

⎪⎩

1 Fk
i ≤ Fmin

i
Fmax
i −Fk

i

Fmax
i −Fmin

i
Fmin
i < Fk

i < Fmax
i

0 Fmax
i ≤ Fk

i

(26)

μk =
∑NO

i=1 μk
i∑NK

k=1

∑NO
i=1 μk

i

(27)

Then, Eq. (27) is utilized to calculate the total membership value of each non-
dominated particle which is in the Pareto-front. In these equations, Fmin

i and Fmax
i

demonstrate the lower and upper bound of index i , respectively. Fk
i shows the amount

of particle k based on the objective function i .
Finally, each particle which has the highest amount of total membership value is

selected as the best compromise solution [14].
Consequently, the complete method for managing the daily energy of the smart

home is demonstrated in Fig. 6. This figure presents that firstly, details of home appli-
ances, wind turbine unit, photovoltaic panel and economic parameters are inputted
into the HEMS. Then, the HEMS produces initial random particles for utilizing
the intelligent algorithm and calculating the stochastic amount of renewable DG
units. Particles are improved by applyingMOGWOwith considering objective func-
tions and constraints. Finally, HEMS utilize the fuzzy decision-making method for
selecting the best particle equal to the optimal daily schedule of home appliances,
WT and PV.

5 Numerical Results

In the previous sections, the modeling of home’s appliances and energy sources are
analytically and mathematically described. In this part, the proposed method for
energy managing the smart home is pondered using the evaluation of the considered
technical and economic objective functions.

It is considered that the smart home purchases energy from the grid with a variable
tariff based on the time-of-use demand response program which is defined by the
independent system operator. Figure 7 shows the hourly price of the electrical energy.
Moreover, the distribution companybuys the extra produced energyof the smart home
with the tariff of 0.129 $/KWh. The price of the produced power of the wind turbine
and photovoltaic are also determined at 0.075 and 0.063 $/KWh, respectively. The
considered cost of renewable energy units is an overall cost which is the combination
of the costs of installation, maintenance and operation of these units.

As mentioned above, the smart home energy management can utilize the wind
turbine and photovoltaic for providing the demand of the smart home. The installed
renewable sources are the PV of 335 W SolarPower X21 and the WT of 1500 W
WINDMILL. The rated illumination intensity of the PV is 1000 W m−2, and the
shape and scale indices are 1.8 and 5.5, respectively. Moreover, the cut-in, normal
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Fig. 6 Flowchart of the energy management of the smart home

and cut-out speeds of the WT are 4, 13 and 20 m/s. The shape and scale indices are
2 and 6.5, respectively. The maximum daily wind speed and solar irradiance in the
area, which the sample smart home is located, are 8.5 m/s and 1 kW/m2, respectively.
The hourly variations of stochastic parameters in Pu are presented in Fig. 8 [15, 16].

The appliances of the smart home are divided into controllable and non-
controllable devices. Washing machine, dishwasher, boiler, vacuum cleaner and
Iron are considered as controllable appliances while refrigerator, purifier, lights,
microwave oven, oven and TV are non-controllable devices of the Home.

The number of time-intervals of the day is considered equal to 24. Figure 9 and
Fig. 10 show the demand of controllable and non-controllable appliances in their
operational period, respectively [17]. It is worth mentioning that each appliance
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Fig. 10 The demand of non-controllable appliances in their operational period

needs a constant number of time-intervals for properly doing its duty. The number
of time-intervals of each device is shown in Figs. 9 and 10.

So, the proposed management method is used to find the optimal schedule of
home’s devices and renewable sources. Firstly, the MOGWO algorithm is used
to multi-objective optimized the techno-economical objective function. The vari-
ations of the economic and technical indices during iterations of MOGWO and also
the obtained optimal Pareto-front after applying the meta-heuristic algorithm are
demonstrated in Fig. 11.

After finding the optimal Pareto-front, the fuzzy method is applied to non-
dominate solutions for selecting the best result. The optimal starting time of
appliances is presented in Table 1.

The starting time of appliances is selected so that the load density reduces and
also the most part of the demand is provided by the smart home renewable energy
sources. This management causes to improve the technical and economic indices of
the home.

Figure 12 demonstrates hourly power of all appliances and also the stochastic
power of renewable units of the smart home. As can be seen in this figure, wind
turbine and photovoltaic can provide themost part of the home’s demand so that these
sources supply approximately 97% of daily demand of the smart home. Moreover,
the owner of the smart home can sell power to the grid at time-intervals that the
produced power of DG units more than the demand of the home. On the other hands,
appliances of the smart home are operated at times when home’s energy sources
are available or the cost of the market price is low. Totally, the proposed energy
management causes to reduce the purchasing power of the smart home from the
distribution system. This issue is clearly evident in Table 2.

Table 2 shows the hourly transferred power between the SH and the grid. In this
table, the positive number shows that the smart home purchases energy from the
grid while the negative number presents that the home sells energy to the grid at
time-interval.
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Fig. 11 aThe variation of the economic index at each iteration,b the variation of the technical index
at each iteration and c the obtained optimal Pareto-front after applying the MOGWO algorithm

Table 1 The optimal starting time of smart home appliances

Controllable The starting time Non-controllable The starting time

Washing machine 13 Refrigerator 1

Dishwasher 3 Purifier 12

Boiler 4 Lights 20

Vacuum cleaner 22 Microwave oven 16

Iron 14 Oven 15

TV 20
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Table 2 Hourly transferred
electricity between the smart
home and the network

Time-interval Amount of
power

Time-interval Amount of
power

1 −0.9181 13 0.1562

2 −0.8957 14 −0.6904

3 −0.4915 15 −0.1736

4 0.1398 16 −0.9261

5 −0.3579 17 −0.9193

6 −0.7340 18 −0.9302

7 −0.5027 19 −0.9151

8 −0.6381 20 −0.6975

9 −0.9958 21 −0.5688

10 −1.1684 22 −0.0580

11 −1.2441 23 −0.6759

12 −1.1770 24 −0.8246

Therefore, the peak demand of the smart home is improved 88.85% after applying
the proposed method so that the peak demand of the home is 0.1562 kW after
managing the home’s appliance and energy sources using the proposedmethodwhile
the initial amount of this index is 1.4 kW.

The hourly economic details of the smart home including of cost of purchasing
power from the system, the profit of sold power to the system, the cost of produced
power of WT and PV and also the hourly electricity bill are presented in Table 3.
According to this table, the proper coordination between the operational time of
home’s appliances and the produced power of renewable sources causes that the
owner of the smart home has to buy energy from the grid on at 4th and 13th time-
intervals. At other time-intervals, the customer earns money by selling energy to
the distribution company. The initial electricity bill of the smart home is 2.8635 $
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Table 3 Hourly economic details of the smart home

Time interval Cost of purchased
power

Profit of sold power Cost of renewable
energies

Electricity bill

1 0.0000 −0.1184 0.0711 −0.0473

2 0.0000 −0.1155 0.0702 −0.0454

3 0.0000 −0.0634 0.0710 0.0076

4 0.0252 0.0000 0.0716 0.0968

5 0.0000 −0.0462 0.0700 0.0238

6 0.0000 −0.0947 0.0708 −0.0239

7 0.0000 −0.0649 0.0716 0.0067

8 0.0000 −0.0823 0.0751 −0.0072

9 0.0000 −0.1285 0.0830 −0.0455

10 0.0000 −0.1507 0.0867 −0.0640

11 0.0000 −0.1605 0.0913 −0.0692

12 0.0000 −0.1518 0.0918 −0.0601

13 0.0656 0.0000 0.0896 0.1552

14 0.0000 −0.0891 0.0880 −0.0011

15 0.0000 −0.0224 0.0814 0.0590

16 0.0000 −0.1195 0.0792 −0.0402

17 0.0000 −0.1186 0.0743 −0.0443

18 0.0000 −0.1200 0.0715 −0.0485

19 0.0000 −0.1180 0.0704 −0.0476

20 0.0000 −0.0900 0.0714 −0.0185

21 0.0000 −0.0734 0.0712 −0.0022

22 0.0000 −0.0075 0.0715 0.0640

23 0.0000 −0.0872 0.0702 −0.0170

24 0.0000 −0.1064 0.0708 −0.0355

while the daily electricity bill of the home is −0.2046 after applying the proposed
management method. It means that the owner of the smart home earns money after
operating the appliances and renewable sources of the smart home by the HEMS.

6 Conclusion

The proper management of appliance and energy sources of a smart home has a high
effect on the performanceof the smart home.Manually controlling the home’s devices
is difficult for the consumer due to the number of devices and their load profile,
the variation of market price and the situation of renewable units. For this reason,
automaticallymanaging the smart home’s appliances and renewable energy resources
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was investigated in this chapter. Firstly, analytical and mathematical modeling of
devices was presented and then the optimal hourly schedule of appliances, WT and
PV was selected by applying the combination of MOWOA and fuzzy method to the
techno-economic objective function.

The numerical results demonstrate that the home energy management system can
properly schedule the operational time of home’s devices in order to improve the
considered indices. Appliances are operated at times when the market price is low or
the produced electricity of the WT and the photovoltaic panel is high. On the other
hands, renewable sources reduce the dependence of the smart home on the power of
the grid so that sources can supply about 97% of the home’s demand. The effect of
the WT is higher than the PV because the power of WT is available approximately
all hours of the day while the operational time of the PV panel is limit based on solar
irradiance. The considered technical and economic indices of the smart home are
improved about 89% and 107% after operating the home’s appliances and renewable
sources using the proposed energy management method, respectively. Therefore, it
can be said that the proposed method improves the efficiency of electrical power and
the comfort of the consumer.
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Finite Volume Method Used
for Numerical Investigations
of Electrochemical Devices

Elena Carcadea and Mihai Varlam

Abstract The chapter provides a general overview on the Finite Volume Method
(FVM) and onComputational Fluid Dynamic (CFD). It introduces the FVMby using
a general scalar transport equation and it describes the main steps of a CFD investi-
gation. All these are applied to the mass, momentum, species, energy and potential
conservation equations, equations that govern the operation of Proton Exchange
Membrane (PEM) fuel cells. The importance of spatial discretization and of inter-
polation schemes used in CFD investigations is point out by analysing few param-
eters with impact on the fuel cell operation. Two cases have been considered. First
case based on a fuel cell with a simplified configuration, namely a single serpen-
tine channel, revealed the influence of spatial discretization on the accuracy of the
simulation results with regards to current density, pressure and temperature. The
second case based on a lab-scale fuel cell with two configurations for channels
(7 serpentine and 7 parallel) have been used to analyse the effect of three interpo-
lation schemes (first order, second order, QUICK) on the PEM fuel cell operation;
therefore, pressure, hydrogen and water mass fraction profiles were considered for
comparison. It was found out that besides the differences in the results accuracy
due to spatial discretization and interpolation schemes, the design/geometry used
in the CFD investigation may or may not emphasize these differences. If for the
7-serpentine channels fuel cell the interpolation scheme did not show much changes
in the accuracy of the results not the same conclusion was drawn for the 7-parallel
channels fuel cell where the accuracy of the results improved with increasing the
order of the interpolation scheme. A mesh-independent solution on a well-posed
problem will provide valuable and accurate results only if the numerical methods
are appropriate and the interpolation schemes are of high order. The modeling of
fuel cells using CFD techniques, as of any other device, can be an important alter-
native to the experiment, providing information that is critical to design, operation
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and optimization, the requirement being to use appropriate model, assumptions and
boundary conditions and, of course, an adequate numerical method.

Keywords Numerical methods · Spatial discretization · Interpolation · Fuel cell ·
Optimization

Glossary

c Concentration, mol/m3

D Diffusivity, m2/s
F Faraday’s constant, C/mol
i Current, A
j Current, density, A/m2

jref0 Reference current density, A/m2

k Thermal conductivity, W/(m K)
K Absolute permeability, m2

M Molecular weight, g/mol
R Universal gas constant, J/(mol K)
S Source term
p Pressure, Pa
T Temperature, K
Y Mass fraction
v Velocity, m/s
VOC Open circuit voltage, V

Greek Symbols

α Charge transfer coefficient
ε Porosity
ζ Specific active surface area, 1/m
η Overpotential, V
μ Dynamic viscosity, Pa s
ϕ Potential, V
ρ Density, kg/m3

σsol/mem Electric/membrane conductivity, S/m
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Subscripts and Superscripts

a Anode
c Cathode
sol Solid
mem Membrane

1 Introduction

Electrochemical devices, such as: fuel cells and electrolysers, are complex physical
systems capable of transforming the chemical energy of the continuously supplied
reactants into electrical energy or of generating chemical reactions due to electrical
energy provided. Gas kinetics phenomena, diffusion phenomena between the porous
layers, mass transport phenomena, alongwith complex geometries and variousmate-
rial properties make numerical investigations an effective tool in the optimization
process and a viable alternative to experiments [1–3]. The large number of param-
eters that influence the fluid flow and the complex processes that are taking place
inside electrochemical devices are described by non-linear partial differential equa-
tions (PDE) that do not allowanalytical solutions except for some simple or simplified
models [4–6]. Obtaining solutions in the other cases requires calculations based on
Computational Fluid Dynamics (CFD) [7, 8], that is replacing the PDE systems by
a set of algebraic equations which can be solved using numerical methods [9–11].

One well-known discretization method used for numerical simulation of different
conservation equations is the Finite Volume Method (FVM) [12–14], a method
capable of dealing with all kinds of complex phenomena and systems, being applied
to address some of the challenges that emerge in the operation of the electrochemical
devices in order to optimize their performance, increase durability and reduce costs
[15–17].

The FVM is used in many Computational Fluid Dynamic (CFD) software tools
due to its advantages, such as: the conservation of fluxes through a particular control
volume, the ability to use structured and unstructured grid for the computational
domain, the implementation of different boundary conditions, robustness and proper
convergence. The chapter gives a general overview of the FVM, discusses all the
steps involved in CFD simulations and presents a numerical algorithm developed for
solving a generic diffusion-convection transport equation. This algorithm is applied
to the mass, momentum, species, energy and potential conservation equations that
are taking place inside electrochemical devices and the results are presented in detail
in the chapter in case studies. The aim is to analyse the phenomena of interests (fluid
flow, heat and mass transfer, chemical reactions) and to see the influence of CFD
steps on the accuracy of the results. The final goal in fuel cell investigations is to
obtain optimized geometries, adequate operating parameters and materials, all for
an improved performance; therefore, CFD investigations can be an effective tool in
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reaching these purposes. A versatile code based on FVM, ANSYS Multiphysics,
have been used to show how the spatial discretization and interpolation schemes
can affect the results of a numerical investigation, the results being discussed and
displayed as profiles taking into account relevant parameters for fuel cell operation
(pressure, temperature, hydrogen and water mass fractions).

2 Basics of Finite Volume Method

The FVM is based on the integral form of governing equations that are discretized
directly in the computational domain. This computational domain is based on small
volumes surrounding each node called “finite volumes”. The volume integrals are
replaced by surface integrals according to Gauss divergence theorem and as a result a
system of algebraic equations for each control volume of the domain is obtained and
solved numerically. This system can be solved by using direct (Gauss elimination,
LU Decomposition) and iterative methods (Jacobi Method, Gauss–Seidel Method),
few of them being briefly presented hereafter.

The chapter introduces the finite volume method by using a general scalar trans-
port, Eq. 1, followed by the description of the main steps required for a reliable
numerical investigation, namely: defining the modeling goals, pre-processing with
geometry development and grid generation, a mathematical and numerical model
with boundary and initial conditions, an iterative or simultaneous solver for the
equations, and a post-processor for analysing the results.

∂(ρϕ)

∂t
+ ∇ · (ρϕ

−→u ) = ∇ · (
∇ϕ) + Sϕ (1)

where:

ρ density
−→u velocity vector (=ux

−→
i + uy

−→
j + uz

−→
k )


 diffusion coefficient for the scalar ϕ

∇ϕ gradient of scalar ϕ, ∇ϕ = ∂ϕ

∂x

−→
i + ∂ϕ

∂y

−→
j + ∂ϕ

∂z

−→
k

Sϕ source of ϕ per unit volume.

By integrating the general scalar equation over an arbitrary volume, Vi, and by
applying the Gauss divergence theorem, the integral form is obtained:

∫

Vi

∂(ρϕ)

∂t
dV +

∮
ρϕ

−→u · d−→
A =

∮

∇ϕ · d−→

A +
∫

Vi

SϕdV (2)

where:
−→
A is the surface area vector.

The Eq. 2 is applied to each control volume or cell, in 3D or 2D modeling,
respectively. An example of a domain used to solve a set of scalar transport equations
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Fig. 1 Control volumes
used for discretization of a
scalar transport equation

is presented in Fig. 1. By discretizing the Eq. 2 on a control volume it results:

∂(ρϕ)

∂t
V +

Nf∑

f

ρf
−→v f · −→

A f =
Nf∑

f


ϕ∇ϕf · −→
A f + SϕV (3)

where

Nf number of faces enclosing cell.
ϕf value of ϕ convected through face f .

ρf
−→v f · −→

A f mass flux through the face f .
V cell volume.

The discretized scalar transport Eq. 3 for the variable ϕ takes into account the
surrounding neighbour cells, as presented in Fig. 1. A linearized form of the Eq. 3 is
given by the following expression:

aPϕ =
∑

nb

anbϕnb + b (4)

where the subscript nb refers to the neighbour cells (W, E, N, S, T, B), their number
depending on themesh developed and being equal to the number of faces surrounding
the cell. The coefficients aP and anb are the linearized coefficients for scalar variables
ϕ and ϕnb. For each cell in the mesh similar equations can be written resulting in a
set of algebraic equations that can be solved using several numerical methods.
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3 Numerical Methods for Solving Linear Systems

The direct methods for solving the linear systems, such as: Ax = b, are based on
a finite number of arithmetic operations to find the exact solution of the system,
considering also a round off error. A unique solution of the system is determined
only if the inverse matrix for A exists, which is equivalent to fulfilling the condition:
det(A) �= 0, the vector x = A−1b being the solution of the system.

The Gauss elimination method, named about the famous German mathematician
Carl Friedrich Gauss who wrote about this method, but did not invent it [18], is
one method used to find the solutions of linear systems and is based on variables
elimination from the equations until one equation having one variable is obtained
and solved. The idea of the algorithm is to eliminate the matrix element under the
diagonal, obtaining zeros, transforming the matrix A in an upper triangular matrixU
and to solve the upper triangular system of equations by a back substitution process.
In this way, the xn = bn

Unn
is found and proceeding in an upward manner the xn−1,

xn−2, …, x1 are determined and the solution of linear equations system is obtained.
The general form of the solution xi can be expressed by the following formula:

xi = bi
aii

−
n∑

j=i+1

aij
aii

xj (5)

In the case of large number of equations, the Gauss elimination method can be
expensive as regarding the computational effort since it gives the solution of one
set of linear equations at a time. It is good as any other numerical method, being
considered the fundamental solution algorithm.

The LU Decomposition method of the polish mathematician Tadeusz
Banachiewicz, introduced in 1938 [19], is based on the factorization of the matrix A
in a lower triangular matrix having unit diagonals (L) and an upper triangular matrix
(U ). It is basically a modified form of Gauss elimination method. Following, the
Ax = b system become LUx = b and the solution can be easily obtained by solving
two linear systems. By noting y = Ux the system solved first is the lower triangular
system Ly = b and the solution y is determined, followed by solving the upper trian-
gular system Ux = y to obtain the solution x. The general form of the solutions yi
and xi can be expressed by the following formulas:

y1 = b1
l11

(6)

yi = bi
lii

−
i−1∑

j=1

lijyj, for i = 2, . . . , n (7)

xn = yn
unn

(8)
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xi = yi
uii

−
n∑

j=i+1

uijxj, for i = n − 1, . . . 1 (9)

The LU decomposition method is efficient in the case of repeatedly solving of
one set of linear equations but it becomes less effective and more complex than the
Gauss elimination method.

The Gauss-Seidel iterative method [21], named after the German mathemati-
cians Carl Friedrich Gauss and Philipp Ludwig von Seidel, is used for solving
a square system with n linear equations and is based on an initial approximation
of the solution vector, namely x(1), to start calculation for the next estimates x(k+1),
for k = 1, 2, …, resulting in:

x(k+1)
i = bi

aii
−

i−1∑

j=1

aij
aii

x(k+1)
j −

n∑

j=i+1

aij
aii

x(k)
j (10)

In Gauss-Seidel iterative method each new calculated solution (xi) is replacing the
previous calculated value. From Eq. 10 it can be noticed that for the computation of
x(k+1)
i there are used the previously (i−1) elements computed at (k+1) step and only
the elements from (i + 1) to n computed in the k iteration. The iteration continues
until the absolute relative approximate error is less than a tolerance specified for all
unknowns. This method can be advantageous for very large problems.

4 Computational Fluid Dynamics

Computational Fluid Dynamics (CFD) is an interdisciplinary science at the inter-
face between numerical analysis, fluid mechanics and computer science providing a
numerical approximation of the equations that govern the fluid dynamics. Fluid flow,
heat and mass transfer, chemical reactions, and related phenomena can be predicted
by solving the conservation equations for mass, momentum, species, energy and
potential. There are many books [20–22] and papers [23–25] written on CFD inves-
tigations since is considered an indispensable tool for many fields of research and
industries with applications spanning from environmental aspects, weather simu-
lations and up to engineering processes where a multitude of phenomena from
aerospace, automotive and up to energy and power generation can be analysed in
all stages of an engineering process from: design, product development, optimiza-
tion and, followed by re-design if is required. The CFD is considered a reliable tool
in identifying, understanding, predicting, controlling and optimizing various trans-
port processes and phenomena that occur in such applications and an alternative for
costly experimental tests.

The steps required for analysing afluidflowproblemare presented in the algorithm
shown in Fig. 2.
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Fig. 2 CFD analysis steps

A short description of the steps involved in a CFD investigation will be presented
below and an example on applying this procedurewill be discussed in the next section
where an investigation for electrochemical devices will be presented.

The design of a geometry and mesh generation is often the most complex process
in solving a problem. Finding a numerical solution accurate and grid independent
is a process that depends on the number of discretization volumes. These volumes
can have any shape: hexahedrons, tetrahedrons, prisms, pyramids and so on, but the
requirement is that the faces of the volumes to be planar and each element to be
convex. If a small number of volumes or discretization nodes are used, then there
will be a significant difference between the discrete solution and the exact solution.
A good numerical scheme will lead to the exact solution as long as the number of
volumes in the mesh is large enough.

For the spatial discretization, several interpolation schemes are available,
including central differencing, first order and second order upwind, QUICK—
Quadratic Upstream Interpolation for Convective Kinetics, Power-law, the accuracy
and stability of the solution being influenced by their use. Among them, the first order
and second order upwind schemes are the most used in CFD simulations being very
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simple and extremely stable. Although higher-order schemes offer improved accu-
racy in the computations, they can lead to numerical instabilities due to unphysical
oscillations in regions of steep gradients [26].

As mentioned in Sect. 2, the strategy of numerical modeling consists in replacing
the problem defined on a continuous domain with a problem of the same type that
has a discrete domain. Obtaining an approximate numerical solution is based on the
use of a discretization method that replaces the system of differential equations by a
system of algebraic equations, typically solved by one of the methods discussed in
Sect. 3, such as Gauss–Seidel or Gauss elimination.

Mathematical model formulation involves several steps related to setting up
the solver and physics to be solve, defining operating and boundary conditions,
defining material properties, followed by the model initialization, accuracy and
under-relaxation factors establishing in order to solve the transport equations. When
defining the modeling goals it is important to determine what types of results are
expected, what are the assumptions that can be taken into account and do not affect
the phenomena investigated, what physical models must be included or what accu-
racy is required. The conservation of mass, momentum, energy and species will be
customized according to the problem needed to be solved (laminar or turbulent, 2D
or 3D investigation) and the boundary conditions will specify the fluid behaviour
and properties at the domain boundaries.

It must be mentioned that any attempt to produce a general method of solving the
conservation equations, applicable to all types of fluid flow, is impracticable, perhaps
even impossible. Two numerical methods, a pressure-based solver and a density-
based solver, are used in CFD codes in order to solve sequentially and iteratively the
transport equations. The default solver in most of the CFD solvers is the pressure-
based solver. Two methods are available for this solver, namely: segregated and
coupled method that solves the conservation equations one after another for the first
method and simultaneously for the second. In both methods, the velocity field is
obtained from the momentum conservation equation. After updating the mass flux,
pressure and velocity the additional scalar equations for energy, species, potential
are solved repeatedly until the solution converges, with given boundary and initial
conditions. The most common boundary conditions used are Dirichlet (value for the
scalar ϕ is specified) and Neumann (flux for the scalar is specified, ∂ϕ

/
∂n). Also,

for reaching the convergence in solving the system of linear algebraic equations it
is important to monitor the residuals,Rϕ , taking into account the under-relaxation of
variables and a precise convergence criteria. Using the Eq. (4), the residual Rϕ can
be calculated based on the following expression [26]:

Rϕ =
∑

cells P

∣∣∣
∣∣

∑

nb

anbϕnb + b − aPϕP

∣∣∣
∣∣

(11)

where the subscript nb refers to the cells, the coefficients aP and anb are the linearized
coefficients for scalar variables ϕ and ϕnb.
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The iterative process for reaching a convergent solution will stop when the total
residual error, as sum of the absolute residuals (

∑

cells
|Rϕ|) or as root-mean-square

error

(√
1
N

∑

cells
(Rϕ)2

)

, will go to zero or to a small value (i.e. 10–4) chosen as a

convergence criterion.
As mentioned before, under-relaxation of variables ϕ can be used to reduce the

changes produced during each iteration, so that the new value of the variable ϕ within
a cell is calculated taking into account the previous value, ϕprev, the computed change
in the variable ϕ,�ϕ, and the under-relaxation factor, α, according to the following
expression:

ϕ = ϕprev + α�ϕ (12)

Most of the CFD investigations requires under relaxed values since helps in
increasing the convergence rate of the solution and can minimize the number of
iterations required, while ensuring the solution stability. The under-relaxation factor
α has the value between zero and one. In any CFD software is recommended to use
the default under-relaxation factors, chosen to be suitable for many problems, and to
decrease these values only if the residuals continue to increase after a few iterations.

After obtaining a converged solution, the post-processing step it follows in
order to analyse the results and visualize the important parameters and phenomena
investigated (fluid flow, heat and mass transfer).

5 Numerical Investigation of an Electrochemical
Device—A Study Case for PEM Fuel Cells

Electrochemical devices such as PEM fuel cell have proven to be viable energy
conversion sources for various applications in the past decades due to high effi-
ciency, low emissions, adaptability, high reliability, low maintenance costs, excel-
lent performance, modularity and the ability to use a variety of fuels. A fuel cell
is a complex system that is continuously fed with reactants and under the action of
a potential difference it transforms the chemical energy of reactant into electrical
energy, having as by products water and heat. Gas kinetics phenomena, diffusion
phenomena between the porous layers, heat and mass transport phenomena that are
taking place inside complex geometries are just few of the processes that occur
inside the fuel cells and can be investigated by numerical modeling for performance
optimization and costs reduction.

The fuel cell is an electrochemical device that uses hydrogen and oxygen to
produce electricity, heat and water. It consists of an anode, a cathode and a polymeric
membrane. Both the anode and the cathode have the following components: a current
collector, a bipolar plate with gas channels, a gas diffusion layer and a catalyst layer.
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Fig. 3 PEM fuel cell
components and operating
principle

The gas flow channels have a specific geometry so that the contact surface between
the gas and the membrane is as large as possible. The hydrogen from the anode side
is split into protons and electrons. The protons are passing through the membrane
into the cathode side, while the electrons are directed through an outer circuit, due to
the potential difference between the anode and the cathode. In this way, the electrons
reach the cathode side where combines with the hydrogen protons and the oxygen
(from the air), in the presence of catalysts to form water, thus completing the circuit
[27], as presented in Fig. 3.

The overall reaction taking place inside PEM fuel cell is given by:

H2 + 1

2
O2 → H2O (13)

The mathematical models and the numerical simulations for fuel cells investiga-
tions have undergone an intense development lately, being used to understand the
internal phenomena, to optimize the geometry of the fluid flowchannels or to improve
the performance and durability. A detailed model should include a complete set of
equations to describe fluid flow in porous media, complex processes of diffusion of
chemical species, phase changes and multiphase flows, chemical and electrochem-
ical reactions occurring in the catalyst layer, proton transport through membrane,
electrical potential and current density, mass and heat transfer.
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The mathematical model developed for investigating the physical and electro-
chemical phenomena that take place in a fuel cell is based on the conservation
of mass, moment, species, energy and electrical charge. Using the general scalar
transport Eq. 1, the mathematical model for a PEM fuel cell is developed for each
component, the finite volume and numerical methods described before are applied
in order to have a comprehensive CFD investigation.

5.1 Finite Volume Method Applied for PEM Fuel Cells
Investigation

Themathematicalmodel developed hereafter for all components of a fuel cell is based
on the general scalar transport Eq. 1, taking into account: gas channels that provide
reactants and remove the by-products; the bipolar plates that conduct the electrons;
the gas diffusion layers that helps in gasses diffusion; catalyst layers where the
electrochemical reactions occur and a polymeric membrane that separates the two
sides of a fuel cell, the anode and the cathode, and allows the transport of water
and protons. Both the anode and the cathode of a PEM fuel cell have the same
components, therefore the equations of the model included in the Tables 1, 2, 3, 4
and 5 are valid for both sides, with the mention that where the value of a variable
has a different expression, it is specified.

The variables are explained in the nomenclature section and the closure relations
are given below:

Table 1 Equations solved in PEM fuel cell channels

Equation solved ϕ ε 
 Sϕ

Mass conservation ρ 1 0 0

Momentum conservation on x-axis u 1 μ 0

Momentum conservation on y-axis v 1 μ 0

Momentum conservation on z-axis w 1 μ 0

Species conservation—H2 YH2 1 DH2 0

Species conservation—O2 YO2 1 DO2 0

Species conservation—H2O YH2O 1 DH2O 0

Energy conservation T 1 k 0

Table 2 Equations solved in PEM fuel cell bipolar plates

Equation solved ϕ ε 
 Sϕ

Energy conservation T 1 k i2sol
/

σsol

Solid potential conservation ϕsol 1 σsol j
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Table 3 Equations solved in PEM fuel cell gas diffusion layers

Equation solved ϕ ε 
 Sϕ

Mass conservation ρ 1 0 0

Momentum conservation on x-axis u ε 0 −μεu
/
K

Momentum conservation on y-axis v ε 0 −μεv
/
K

Momentum conservation on z-axis w ε 0 −μεw
/
K

Species conservation—H2 YH2 ε DH2 0

Species conservation—O2 YO2 ε DO2 0

Species conservation—H2O YH2O ε DH2O 0

Energy conservation T ε k i2sol
/

σsol

Solid potential conservation ϕsol ε σsol 0

Table 4 Equations solved in PEM fuel cell catalyst layers

Equation solved ϕ ε 
 Sϕ

Mass conservation ρ 1 0
{

−(
MH2

/
2F

)
j − MH2O · α in anode

−(
MO2

/
4F

)
j + MH2O · α + (

MH2O
/
2F

)
j in cathode

Momentum
conservation on
x-axis

u ε 0 −μεu
/
K

Momentum
conservation on
y-axis

v ε 0 −μεv
/
K

Momentum
conservation on
z-axis

w ε 0 −μεw
/
K

Species
conservation—H2

YH2 ε DH2 −(
MH2

/
2F

)
j

Species
conservation—O2

YO2 ε DO2 −(
MO2

/
4F

)
j

Species
conservation—H2O

YH2O ε DH2O
{

−MH2O · α in anode

MH2O · α + (
MH2O

/
2F

)
j in cathode

Energy
conservation

T ε k
{

j
(
η − T�S

/
2F

) + i2sol
/

σsol + i2mem
/

σmem in anode

j
(−η − T�S

/
2F

) + i2sol
/

σsol + i2mem
/

σmem in cathode

Solid potential
conservation

ϕsol ε σsol j

Protonic potential
conservation

ϕmem ε σmem −j
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Table 5 Equations solved in PEM fuel cell membrane

Equation solved ϕ ε 
 Sϕ

Energy conservation T ε k i2mem
/

σmem

Species conservation YH+ ε DH+

Protonic potential conservation ϕmem ε σmem −j

ja =
(
ζa · jref0,a

)(
cH2

/
crefH2

)γa[
exp

(
αaFηa

/
RT

) − exp
(−αcFηc

/
RT

)]
(14)

jc =
(
ζc · jref0,c

)(
cO2

/
crefO2

)γc[− exp
(
αaFηc

/
RT

) + exp
(−αcFηc

/
RT

)]
(15)

ηa = ϕsol − ϕmem (16)

ηc = ϕsol − ϕmem − Voc (17)

More details about the previously PEM fuel cell model developed and used to
investigate the influence on performance of various channels configurations, various
properties of porous media or catalyst microstructure can be found elsewhere [24,
25] and are not repeated here.

5.2 Numerical Modeling—CFD Implementation

CFD analysis provides predictions of fluid flows, giving insights on information
that are difficult, expensive or impossible to be obtained by experiments. The steps
involved in such investigations, and presented in Fig. 2, must be implemented in
a software package that can apply numerical methods in order to find an accurate
approximation of the solution of the system of partial differential equations which
cannot be solved analytically. The reliability and accuracy of the CFD investigation
depends on all steps involved: from domain discretization and up to the solution
methods and controls chosen in simulation.

There are many CFD software tools that can be used to investigate the complex
processes taking place inside PEM fuel cells, from open source [28, 29] to commer-
cial software [30, 31], having similar capabilities such as multidimensional effects
of phenomena or specific approaches such as the catalyst microstructure investiga-
tion. These software packages have the conservation equations and many numer-
ical techniques and methods built in, being ready to analyse fluid dynamics, solid
mechanics and thermodynamics problems. A variety of applications involving all
kinds of complex physics and real-world conditions can be analyse using ANSYS
Fluent, one of the most preferred commercial software available since 1983 [30]. Up
to 50 User Defined Scalar (UDS) transport equations, as Eq. 1, can be solved in the



Finite Volume Method Used for Numerical Investigations … 355

same model using ANSYS Fluent. Boundary conditions, properties and parameters
can be used to customize the model to particular phenomena of interest.

In this chapter, the ANSYS Multiphysics with Fluent software have been used
for investigating the electrochemical, thermodynamics and fluid dynamics inside
the PEM fuel cell. A special tool developed by ANSYS, the Fuel Cell Module,
incorporates all the equation presented in Tables 1, 2, 3, 4 and 5 and can be used for
such investigations as default application or can be enhanced by developing UDFs
to include specific characteristics that are not available in the default options.

A CFD analysis includes the following steps: problem definition, mathematical
model formulation, geometry (domain) designing and mesh generation, solving, and
post-processing. The solving step involves several actions that must be repeated
several times for reaching the convergence and obtaining reliable results.

5.2.1 Problem Definition and PEM Fuel Cell Model Development

In the last 20 years, many models have been developed for PEM fuel cells due to
complexity of the phenomena involved, such as: electrochemical reactions coupled
with mass and heat transfer, multiphase and multi-species flows. Most models focus
only on one aspect [32–34] or a certain region of the fuel cell [35, 36], but to obtain
a detailed model this is not enough. At present, there is no general consensus for
describing the phenomena that occur in the PEM fuel cell layers. Many mathemat-
ical models or experimental data are obtained for particular cases, which are often
idealized and unrealistic. Most models require uniform conditions for fuel supply
[37] and an isothermal temperature [38], for example, but both simplifications are
describing particular aspects of the fuel cell behaviour and are independent of the
other effects that may occur, leading to several shortcomings. Therefore, a detailed
model incorporating the three-dimensional study of the phenomena involved and
their dynamic effects is necessary.

The first models developed were one-dimensional, isothermal and analysed only
the gas diffusion layer [25], the catalytic layer [24] or the membrane [39]. At present,
there are numerous papers discussing aspects regarding the material properties [40],
the fluid flow [41], heat transfer [42], and chemical and electrochemical reactions
[43] that occur in fuel cells using advanced numerical techniques for fluid dynamics
analysis.

Before developing a model for a fuel cell it is very important to establish the main
characteristics, such as:model approach (theoretical, empirical, and semi-empirical),
system state (steady state or transient), system boundaries (single fuel cell, stack, and
system), size of domain (from zero to three dimensional), complexity and degree
of detail (electrochemical, thermodynamic or fluid dynamics), accuracy, flexibility,
validation.

The PEM fuel cells models have become increasingly complex, so most of the
models are solved numerically using specialized software such as ANSYS Fluent
[30] or COMSOL Multiphysics [31]. Finding a suitable numerical technique is not
the only problem in PEMfuel cellmodeling, a good understanding of the physical and
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chemical processes that occurs, the need to link themacroscopicwith themicroscopic
processes are fewof the challenges thatmust be overcome and are discussed in several
articles.

5.2.2 Geometry Design and Spatial Discretization

The complex geometries used in electrochemical devices and different scales used
from nano- to meter- scale make the discretization process a challenge. In solving a
problemusing numerical algorithms the basic idea is to generate themesh by splitting
the domain into small controls volumes. The accuracy of the numerical solution is
dependent on the number of volumes; therefore, the approximation will tend to the
exact solution as long as the number of nodes in 2D and volumes in 3D of the mesh
is large enough.

Several tools can be used in designing and meshing the geometries of the PEM
fuel cells, such as: Gambit, SpaceClaim, DesignModeler, ICEM-CFD, SolidWorks
or Catia. The pre-processor Gambit 2.4.6 has been used in this study to develop the
geometries and the meshes, often considered the most complex process because the
accuracy of the results is affected by the discrete domain generated.

The mesh used to find the approximate solution of the PEMFC model should be
dense enough to ensure its grid independency, but also coarse enough to keep to a
minimum the computational requirements. Therefore, a mesh refinement study must
be done when designing a geometry and performing a numerical investigation, and
best practice recommendations need to be considered in order to take into account
some specific characteristics of the model. Figure 4 presents two flow field patterns

Fig. 4 Mesh developed for a PEM fuel cell with a serpentine channels and b parallel channels for
different number of cells in the channel cross-section
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Fig. 5 a Fuel cell with a zoom for mesh density in the thickness direction, b mesh density in
U-bends zone

with 5 cross sections for the channels with 5, 7, 10, 15, 20 cells in the width direction.
Since the thickness direction of the fuel cell ismuch smaller than the length andwidth
directions, it is very important that the mesh density to be different, much higher in
the thickness direction compared with the other two directions, as can be seen in
Fig. 5a. Also, there are some cases, i.e. serpentine channels, where a flow field
channel has several U-patterns that needs a mesh density higher compared to the
mid-section of each channel, as presented in Fig. 5b, configuration that comes with
a recommendation to coarsen the mesh density along the channel length because it
does not affect the accuracy of the solution [30].

A simple geometry consisting in a single serpentine channel, i.e. the red high-
lighted channel in Fig. 4, is taken into account in the grid independency analysis.
5 meshes have been developed using for the channel depth/width a grid with 5, 7,
10, 15 and 20 cells and the same number of cells in the length direction, resulting
in a mesh for the PEM fuel cell geometry with a total number of 110,800, 140,400,
248,000, 475,800 and 736,000 cells, respectively. These geometries will be used
further in determining the mesh-independent solution.

5.2.3 Model Solving

The mathematical model used to investigate the fluid dynamic inside PEM fuel cells
is three-dimensional, non-isothermal and is dealing with a multi-physics and multi-
phase flow. For solving the set of equations describing the conservation of mass,
momentum, species, energy and charge, equations presented in Sect. 5.2.1, ANSYS
Fluent solver with PEM Fuel Cell Module have been used and some assumptions
and boundary conditions have been taken into account. It must be mentioned that
Gauss–Seidel method was chosen for solving the system of equations that govern
the PEM fuel cell operation.
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Regarding the assumptions used to solve the equations, the following are consid-
ered, being also the most used in numerical investigations of PEM fuel cells: steady-
state and non-isothermal operation, ideal gas mixtures, laminar flow, isotropic and
homogenous components, membrane is impermeable to the gas phase, only protons
are passing by.

Since the fuel cell is developed as a single domain, no boundary conditions are
required between the layers, only boundary conditions for the external surfaces are
needed. Dirichlet boundary conditions are prescribed for gas flow inlets: mass flow
rate, speciesmass fractions and temperature. Also, on the external walls of the bipolar
plates, a potential difference is set up between the anode and the cathode, zero volts
on the anode wall and a constant voltage between zero and open circuit value on
the cathode terminal wall. This is called potentiostatic boundary condition and is the
most realistic boundary condition that leads to a robust solution, result that can be
compared with experimental data.

After setting relevant values for operating pressure and material properties, as in
Table 6, the flow is initialized and the simulation starts. The best practice recom-
mendation is to start with a high voltage, close to the open circuit voltage, and then
reduce the voltage by 0.05–0.1 V between each converged solution. At each step, an
average current density will be calculated at both the anode and the cathode catalyst
layers. If the difference between these values is less than 10–4 and the residuals for
the other scalar variables taken into consideration in the model will go to zero or
to a small value (i.e. 10–6) then the iterations will stop and the solution is consid-
ered convergent. If there are some convergence problems, then it is recommended
to reduce the under-relaxation factors for transport equations to values that do not
affect the results accuracy.

Table 6 PEM fuel cell layers properties

Parameter Value Unit

Porosity of GDL/MPL/CL (ε) 0.7/0.6/0.5 –

Permeability of GDL/MPL/CL (K) 3·10–12/1·10–12/2·10–13 m2

Reference exchange current density at anode (jref0,a) 3000 A/m2

Reference exchange current density at cathode (jref0,c ) 0.3 A/m2

H2 molar concentration (crefH2
crefH2

crefH2
) 54.6·10–3 kmol/m3

O2 molar concentration (crefO2
crefO2

crefO2
) 3.39·10–3 kmol/m3

Anodic/Cathodic transfer coefficient (αa/αc) 1/0.8 –

Contact angle GDL/MPL/CL (θ) 110/130/95 °

Diffusivity of hydrogen (DH2 ) 1.1028·10–4 m2/s

Diffusivity of oxygen (DO2 ) 3.234·10–5 m2/s

Diffusivity of water (DH2O) 1.1028·10–5 m2/s

Open circuit voltage (VOC ) 0.938 V
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5.2.4 Results: Post-processing and Interpretation

The last step in a CFD analysis is the post-processing of the simulation results in
order to visualize the information needed to characterize the phenomena investigated,
interpret the results and validate the CFD model by comparing the results with the
experimental data, if are available. This section will present results from PEM fuel
cell simulations, taking into account a simplified geometry and a real configuration,
emphasizing the influence on performance of the following: spatial discretization
and interpolation schemes used in meshing the domain.

For understanding the importance of the discretization for the accuracy of the
numerical solution a simplified PEM fuel cell with a single serpentine channel was
considered. The 5 meshes developed using a grid with 5, 7, 10, 15 and 20 cells for
the depth/width of the channel and the same number of cells in the length direction
leaded to a mesh for the PEM fuel cell geometry with a total number of 110,800
(case 1), 140,400 (case 2), 248,000 (case 3), 475,800 (case 4) and 736,000 (case 5)
cells, respectively. A numerical simulation using PEM Fuel Cell Module has been
run for each case and an average current density was obtained. A plot with the current
density obtained at 0.4 V potential difference is presented in Fig. 6. Although the
difference in current density between the cases with coarse (case 1) and fine (case
5) meshes is only 1.4%, it can be noticed that starting from the mesh with 475,800
no significant change takes place, therefore the accuracy and grid independence of
the solution is ensured. To keep the computational time to a minimum the mesh with
475,800 cells is recommended to be used.

ANSYS Fluent, as any other CFD software, offers many options to post-process
various variables of the PEM fuel cell model and allows the visualization of the
results as contours, plots and vectors. Species mass fractions, temperature, pressure
and velocities are mainly post-processed in a PEM fuel cell investigation. Figure 7

Fig. 6 Mesh size influence on average current density variation
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Fig. 7 Pressure distribution in a PEM fuel cell for: a case 1, b case 2, c case 3 and d case 4

is presenting the pressure distribution in the anode catalyst layer for cases 1–4. It
can be seen that as the mesh become finer the accuracy of the results is improved. If
the simulations will underestimate the pressure field or any other parameter due to a
solution that is not mesh-independent, then an incorrect or misinterpretation of the
results will be obtained. In general, in PEM fuel cell simulations, a higher pressure
drop can effectively eliminate the water produced by to electrochemical reactions. In
the cases 1–3 an underestimation of the pressure field is presented due to non-mesh
independent solution obtained, so it is possible that incorrect results or interpretation
to be given.

The study regarding themesh independency revealed two important results related
to the PEM fuel cells operation: (i) for the variables that are expected to increase
due to functioning, such as: the water mass fraction, the current density and temper-
ature, the coarse grid is leading to an overestimation; (ii) for the variables that are
expected to decrease due to functioning, such as: the hydrogen and oxygen mass
fraction, pressure, the coarse grid is giving an underestimation, as presented in the
Figs. 7 and 8.
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Fig. 8 Temperature profile for a PEM fuel cell in: a case 1, b case 2, c case 3 and d case 4

To sustain the first statement and taking into account that the refinement of the
mesh of PEM fuel cell layers was on the y–z plane, the temperature was plotted in
such plane in Fig. 8. It can be noticed a slight over-estimation for the cases with
coarse mesh. Kazemi Esfeh et al. [44] in their study concluded that the concentration
of reactants and products ismore sensitive to the grid as compared to other parameters
such as temperature. They did not notice much change because in their simulations
the maximum variation of temperature was only 0.3 K. In the present study, the
variation of temperature is 1.7 K and it can be noticed an overestimation for the
coarse mesh. Temperature is an important parameter in PEM fuel cells investigation
since can influence the performance and durability, that is why it is important to
have accurate results. In general, the increase of the temperature is taking place in
the active layers of a PEM fuel cell, in the region beneath the flow channels, where
the electrochemical reactions occur and this behaviour can be noticed in simulation
results presented in Fig. 7. A good estimation of temperature variation can help in
ensuring a good durability of the PEM fuel cell since can prevent the membrane
degradation, therefore finding a grid independent solution is a requirement.

Because some changes in the variables and parameters involved in PEM fuel cell
operation are difficult to bevisualize in simplifiedgeometries, this studywas extended
to the investigation of a 7 serpentine and a 7-parallel channels fuel cells, as presented
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in the Fig. 4. The 92 cm2 active area PEM fuel cells developed previously [41] have
been used further in this chapter to analyse phenomena of interests, in conjunction
with interpolation schemes used in the spatial discretization. Many studies analysed
simplified geometries, i.e. single serpentine channel, but the results obtained in such
investigations cannot be extended to real PEM fuel cells with complex geometries
and the validation with experimental data cannot be done.

Figure 9 presents the hydrogen mass fraction profile for the two configurations
investigated in the anode side: channel, gas diffusion layer, catalyst layer. The general
trend for reactants in PEM fuel cells is to decrease from the inlet to the outlet since
they are consumed by the electrochemical reactions. Using the same model, material
properties and boundary conditions, the influence of the flow channel configuration
have been done and the results are displayed in Fig. 9. It can be seen a small difference,
namely the 7-parallel channels do not provide a uniform profile that may lead to
a decrease of performance or to degradation of components due to limited mass
transport of reactants and products. Poor water management (drying or flooding),
hot spots due to an increase of temperature or a decrease in the local availability
of the reactants are just few issues that can appear due to an improper distribution
of reactants, and therefore need to be investigated. Hence, accurate CFD analyses
become essential for any product development due to the fact that are supplementing
experiments and testing activities.

As mentioned, another part of the present study dealt with investigating the influ-
ence of interpolation schemes used in spatial discretization. In ANSYS Fluent [30]
there are implemented the following schemes: first order upwind, second order
upwind, power law and QUICK. It is known that higher-order interpolation schemes,
such as the second-order upwind and QUICK, are offering improved accuracy for
the numerical simulations. The basic difference between the first and second order
schemes is the number of points used in the numerical simulations, in the first order

Fig. 9 Hydrogen mass fraction in anode side (channel, GDL. CL) of a PEM fuel cell with
a serpentine channels and b parallel channels
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being used one upstream point and in the second order two points. As regarding the
QUICK scheme, a combination between the second-order upwind and the central
differencing methods is used. The second order scheme is recommended to be used
in CFD simulations; however, the investigation can be started with first order scheme
and after obtaining a convergent solution the method can be switched to second order
for better accuracy and more reliable results.

ThePEMfuel cellswith 7-serpentine and7-parallel channels have been used to run
simulations with 3 interpolation schemes: first order, second order and QUICK. The
results plotted as pressure distribution and water mass fraction profiles are presented
in Figs. 10 and 11. It can be seen that there are some differences in the results,
not only the interpolation scheme improves accuracy of the results with increasing
the order but also the investigated geometry can accentuate the influence of the
interpolation scheme on the results, as can be seen for the 7-parallel PEM fuel cell
results. Higher order schemes show improved accuracy of the computational results
but suffer from the boundedness problem, meaning that the solution may display
unphysical oscillations in regions of steep gradients such as the U turns from the
serpentine and parallel configurations. In addition, the QUICK scheme minimizes
the false diffusion problems in comparison with other schemes.

It is known that a converged and mesh-independent solution on a well-posed
problem will provide valuable results only if the numerical methods are appropriate
and the interpolation schemes are of high order.

The CFDmodel applied to these configurations has been validated previously [41]
and was not considered in the present study. Briefly, a simplified single-phase, steady
state, isothermal, 3D mathematical model has been used to investigate the physical
and electrochemical phenomena that take place inside a fuel cell with two types of
gas flow fields: 7—serpentine and 7—parallel channels. The numerical investigation
revealed that both configurations can be used in experimental development since no
significant difference was observed in the I-V curve, the serpentine configuration
having a slightly better performance with 3.4% more than the parallel configuration
in terms of current density. Since the serpentine configuration provided a uniform
distribution of the reactants and of other parameters of interest, which in time can
lead to an increased reliability and durability of the fuel cell, then the serpentine
configuration has been manufactured and used in experiments. Moreover, our study
revealed that at high current densities (above 0.8 A/cm2) the numerical results over
predict the real performance of the fuel cell and this is due to some assumptionsmade
in the numerical model (water in vapour form, isothermal conditions). Therefore, it is
important how the real operation of a device is transposed into amathematical model,
what boundary conditions and assumptions are taking into account, what numerical
method is chosen, because all these are influencing the accuracy and reliability of a
solution.

In general, for CFD modeling of PEM fuel cells, the I-V curve is used for model
validation by comparing the results of numerical simulations with experimental data.
However, this comparison is not always a good indicator of agreement between
CFD and experiments since under-prediction of one parameter can lead to an over-
prediction of another parameter and the I-V curve can remain unchanged. Due to
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Fig. 10 Pressure distribution in a PEM fuel cell with 7-serpentine (left) and 7 parallel (right)
channels for: a first order upwind; b second order upwind; c QUICK interpolation schemes
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Fig. 11 Water mass fraction profile in the anode catalyst layer of a PEM fuel cell with 7-serpentine
channels (left) and 7 parallel channels (right) for various interpolations schemes: a first order
upwind; b second order upwind; c QUICK
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the fact that our goal was to investigate the influence of spatial discretization and
interpolation schemes on the changes of variables of interests for PEM fuel cell
operation and that the differences would have been difficult to visualize by a simple
I-V curve, the results of the numerical simulations have been presented in this chapter
mainly as contours and profiles.

6 Conclusions

The study dealt with the FVM and its application to explore the effect and the impor-
tance of two aspects relevant for numerical investigations: the spatial discretiza-
tion and the interpolation schemes, with application on analysing the operation and
performance of a PEM fuel cell. The following are the main findings of the study:

(i) A general overview on the finite volume method and on the numerical methods
used for solving linear system is given.

(ii) A short introduction in CFD and a description of the steps involved in
such investigation is presented, the CFD analysis being afterwards applied
to examine the operation of a PEM fuel cell in two case studies: one with a
simplified configuration and one for a real configuration.

(iii) A mathematical model is developed for all components of the fuel cell using
a general scalar transport equation, followed by the numerical investigation.
Problem definition, geometry design with spatial discretization, solving and
post-processing steps are discussed in the chapter underlying the influence of
spatial discretization and of three interpolation schemes (first order upwind,
second order upwind, and QUICK) on the accuracy of the results from a PEM
fuel cell numerical investigation.

(iv) The spatial discretization study was based on a simplified geometry for a PEM
fuel cell (a configuration with a single serpentine channel). 5 meshes have been
developed and the study showed that it is a requirement for the accuracy of the
results to ensure the grid independence of the solution. Contours and profiles
for pressure and temperature have been plotted to visualize the influence of
the mesh developed on the PEM fuel cell performance and durability and the
results are discussed taking into account the impact of the under-estimation or
over-estimation of these parameters for the overall operation process.

(v) The influence of interpolation schemes used in numerical investigations
revealed that an improved accuracy of the results is obtained if higher order
schemes are used. Also, it was found out that the geometry used in the inves-
tigation is another factor that may influence the results. If for the 7-serpentine
configuration the interpolation schemes did not show much differences in the
results plotted not the same finding was noticed for the 7-parallel configuration
where the accuracy of the results improved with increasing the order of the
interpolation scheme.
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(vi) The chapter revealed the importance of the Computational Fluid Dynamics
(CFD) for many investigations, being a reliable tool for several applications
and an alternative for experimental tests since are cheaper and faster.
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Night Operation of a Solar Chimney
Integrated with Spiral Heat Exchanger

Amel Dhahri, Ahmed Omri, and Jamel Orfi

Abstract Solar power is one of the most raising and encouraging renewable source
of energy generation. Solar plants are playing an important role in power supplies
worldwide. Nowadays, the electrical energy demand is increasing rapidly due to
fast-growing daily requirements. In the last few decades, scientific researchers have
focused on a novel technology called the solar chimney power plant, sometimes
recognized as solar updraft tower. The solar chimney is principally composed of
three main constituents, namely, a solar collector, a chimney and a wind turbine. This
promising technology addresses a very challenging idea of generating electricity
from free solar energy. It is categorized as a viable resource of clean energy for many
non developed countries. The world’s first solar chimney prototype was designed
and constructed at Manzanares in Spain, as a result of a joint project between the
Schlaich Bergermann partner and the Spanish government. The plant is character-
ized by a tower high 195mwith a radius of 5m. The radius and height of the collector
encircling the tower are respectively 120 m and 1.85 m. The spanish prototype built
by the engineer Jorg Schlaich of Schlaich Bergermann operated without significant
problems for seven years. Several research projects have been conducted all over
the world to design and introduce different solar towers based on experience gained
from operating the 50 kW Spanish prototype. To ensure that the energy conversion
is maintained at satisfactory levels to guarantee considerable power generation, an
unprecedentedly high tower and an immense collector area are needed. This plant is
then based on a thermal updraft movement of hot air resulting from natural convec-
tion. In this chapter, the simulations were conducted using cylindrical coordinate
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system. The inner fluid flow is considered turbulent and simulated with the k-ε turbu-
lent model, by means of the CFD commercial software ANSYS Fluent. Numerical
data were validated by comparing themwith those from experiments. The agreement
between simulation results and the measurements taken from the experimental plant
inManzanares is fairly good.Aset ofmathematicalmodels of the solar updraft power
plant have been developed where a model considering the kinetic energy difference
within the solar collector was proposed. The operation of such a plant is strongly
dependent on the amount of solar radiation. The main disadvantage of this system is
the inability to operate constantly at night. A geothermal heating device is suggested
to guarantee a continuous operation during night hours. In this chapter, an auxiliary
heating system constructed of in-plane spiral coil tubes is proposed to be placed
above the ground under the collector. Thus, the computational model is afterward
combined with a mathematical model for a geothermal heat exchanger to evaluate
the effect of combining both solar and geothermal energy on the plant performance.
A parametric study of the hybrid plant is carried out. The study focus essentially on
the impact of the collector size, the meteorological conditions as well as the effec-
tiveness of the heat exchanger on the air flow rate, the temperature increase within
the collector and the global performance of the solar-geothermal hybrid system.

Keywords Solar energy · Solar chimney · Collector · CFD · Electric power ·
Geothermal energy

Nomenclatures

List of symbols

A Area (m2)
Acoll Solar collector area (m2)
A0 Heat transfer area per unit tube length
Dtube Tube diameter (m)
Cp Specific heat capacity (J/kg K)
G Solar radiation (W/m2)
h Heat transfer coefficient (Wm−2K−1)
ṁ Mass flow rate (kg s−1)
ntube Tube number
R Collector radius (m)
T Temperature (K)
Ui Total heat transfer coefficient (W/m2 K)
V Air flow velocity (ms−1)
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Greek symbols

λ Thermal conductivity (W m−1 K−1)
μ Dynamic viscosity (kg (s m)−1)
ρ Density (kg m−3)
τ α Transmittance-absorbtance product
α Rate of change of the radius

Subscript

c Collector canopy
e Environment or exterior
f Fluid
i Inner
m Average
o External
n Turn number
r Storage reservoir
s Soil or Solar
w Geothermal water
w, in Heat exchanger inlet
w, out Heat exchanger exit
x Distance along tube (m)
1 Solar collector inlet
2 Solar collector exit
ΔT Temperature rise (K)

1 Introduction

The ever present concern of humanity and the great challenge facing the world
today is to achieve sufficient supplies covering its future demand for clean energy.
Renewable energy provides a growing and vital contribution to developing countries.
The proper implementation of renewable energy sources in developing countries
could reduce their dependence on natural gas and oil, and investments in renew-
able energy technologies would be more cost-effective than fossil fuels. Nowadays,
geothermal and solar energies are considered very attractive because of their world’s
huge resources and their important electrical production capacity. Geothermal power
may be combined with solar energy to harness the advantages of both technologies.
There are several methods of hybridizing solar and geothermal technologies, and the
viability of certain methods depends on factors such as location, relative geothermal
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and solar resource quality. There is a wide variety of solar energy systems. Over
the years, solar chimneys attracted notable attention. This system which is more
appropriate to arid and semi-arid areas is an advanced way to generate electricity
from solar radiation. According to the literature, several prototypes with different
scales have been constructed. The first prototype was actually placed and checked
in Manzanares (Spanish town 150 km from Madrid) under the direction of German
engineer Jörg Schlaich, and with funding from the German Ministry research and
technology [1, 2].

The operation of such a plant is strongly dependent on the amount of solar radi-
ation. Among all solar energy technologies, Solar chimneys are attracting special
interest since they are able to operate during the day and night time [3]. The main
disadvantage of this plant is that it is unable to work continuously at night. Numerous
studies suggested different solutions to guarantee a continuous operation during night
hours. The release of thermal energy stored during the day in the ground and/or in
water tanks can overcome the disturbance of power production. This guarantees that
the solar chimney is operational even at night [4]. For this reason, the Engineer Jörg
Schlaich proposed additional heat storage mediums to improve the storage capacity
and enable the functioning of the plant during the night. The proposed solution is
to lay taught water-filled pipes underneath the collector cover. The water is heated
during the day and releases this heat during nighttime [1]. In order to improve the heat
storage capacity, Kreetz introduced a proposition to place water-filled tubes/tanks
under the collector cover [5]. Pretorius suggested the use of a secondary collector
roof to enhance the performance of the plant at night [6]. The combination of a
salt-gradient solar pond with the solar collector was investigated by Zhou et al.
The goal of this alternative is a continuous night operation for solar chimney power
system [7]. To enhance the plant and ensure uninterruptible power generation, Al-
Kayiem et al. proposed a new approach based on coupling the updraft tower with an
exhaust heat source. The aim of this technique was to use wasted flue-gas to supply
air underneath the collector [8]. Some researchers focused on enhancing the ground
under the collector and employing it as storage layer [9–13]. Others suggested and
investigated the usage of closed water-filled tanks [14–16]. Another alternative is
proposed by Zubir et al. They suggested a waste heat energy recovery system based
on passing the flue gases through conduits inside the collector [17]. The integration
of a solar chimney power plant with another source of heat has been proposed to build
a day and night functional integrated hybrid system. This proposal aims to improve
the plant performance and overcome the absence of solar energy during night and
cloudy days [18].

Various alternatives were proposed and investigated to enhance the performance
of the solar chimney but still insufficient to allow a continuous operation of the
system. Recently, some researchers introduced a novel approach to improve the solar
chimney performance by hybridizing the solar plant and geothermal energy system.
Reference [18] proposed a hybrid solar chimney to improve power production during
the day, cloudy days, or during nighttime. The main target of this novel design is to
exploit underground pipes supplied by low-temperature geothermal water to heat the
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air underneath the collector and at the same time employing the PV thermal panels
to produce electric energy by sunlight besides solar chimney power generation.

Other few studies suggested the integration of geothermal water tubes as heating
equipment. Cao et al. studied the performance of the geothermal-solar chimney
having the same Manzanares prototype dimensions. The authors compared three
operational modes: the solar mode, the geothermal mode and the hybrid geothermal–
solar mode [19]. The authors suggested the use of water tubes as heating device.
They indicated that introducing geothermal water makes greater contribution and can
achieve a 24 h-operation. To attain uninterrupted power production and enhance the
energy generation of the solar chimney, Dhahri et al. considered a novel heating tech-
nique to supplement the energy input by the use of geothermal energy. A radial tubes
configuration is selected for the heat exchanger. A study is conducted to examine
the performance of the new hybrid power generation system for different operation
modes. They concluded that by using geothermal energy, the plant would be able to
deliver power during night [20].

A limited number of studies have investigated the performance of solar-
geothermal chimney during nighttime. This chapter is a part of a project investi-
gating the feasibility of coupling solar technology with geothermal energy storage
to provide financially viable, reliable, and resilient energy. Existing literature has
focused mainly on the daytime operation mode. The Main purpose of this work is to
undertake a detailed numerical study of a hybrid solar-geothermal chimney during
night based on mathematical models. The present work proposed to place an auxil-
iary heating system constructed of in-plane spiral coil tubes above the ground. In
this chapter, a 3D numerical study was performed based on the Manzanares (Spain)
prototype as a reference. Firstly, a detailed thermal model of geothermal coiled pipes
is built. To evaluate the performance of the solar chimney, themathematicalmodels of
the conventional and hybrid plants are established considering the variation of kinetic
energy inside the collector. Then, the model data are validated by comparing them
to Manzanares experimental measurements. To accomplish the goals of the current
work, the impact of the main control parameters such as the geometric parame-
ters and operational parameters on the novel plant performance were systematically
investigated.

2 System Description and Basic Principle

2.1 Conventional Solar Chimney

A conventional solar chimney (Fig. 1) converts solar energy into electricity using
three basic components: A circular collector suspended at certain height from the
ground, a central chimney and a wind turbine. The Air is heated by solar radiation
under the transparent collector open at the periphery. Thewarm air moves toward and
upward into the chimney resulting from air buoyancy and difference in air pressure
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Fig. 1 Conventional solar
chimney power plant scheme

between the inside and the outside of the plant [3]. The huge pressure difference
between the plant and the ambient air (chimney effect), will run the wind turbine
set up at the bottom of the chimney [21]. The energy contained in the updraft air is
transformed into mechanical energy by the turbine and then the generator converts
it into electric energy.

The solar chimney is characterized by a 195 high chimneywith a constant diameter
of 10 m. the solar collector area extended to a radius of 120 m from the chimney
with the glazing being 1.85 m above the ground. The turbine is housed at the bottom
of the chimney [5]. The concept has been verified by constructing and successfully
running a prototype in Spain for more than 6 years [22].

2.2 Hybrid Power Plant

Heating air underneath the collector is needed during the night. Therefore, it is neces-
sary to place auxiliary heating equipment. The heat supply by geothermal energy
can overcome the deficits of sunshine in the absence of solar radiation (during night
hours).Arid areas ofTunisia have important resources of geothermalwater. The range
of water temperature in southern Tunisia is between 65 and 80 °C [23]. Different
techniques can be used for air heating. One of the most appropriate and advanta-
geous heating system is the air-soil heating system with heat pipes placed on the
soil. The most used and known is heating systems with pipes above the ground. In
this study, the heating is ensured via spiral pipes lying on the ground. The winding
of the tube leads to obtain the body of the exchanger. The material chosen for its
construction is PVC. The heating system is composed of poly-circular tube arranged
on the collector floor allows by exploiting the heat from the geothermal water to heat
the air entering from the periphery of the collector. This system is connected to a
main supply reservoir placed near the location of the geothermal well. The exploited
well is situated in the center of the plant.

The operation of the hybrid power plant is simple. The air flows from the periphery
(outermost turn) to the center of the collector. Water enters the inner turn located in
the center of the collector with a hot temperature and exit at the end of the spiral tube
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Fig. 2 Schematic diagram
of a solar chimney coupled
with a spiral exchanger

with a cooler temperature. The hot air passes from the solar collector to chimney
base and moves up to the top of the chimney. It is important to keep in mind that the
outlet temperature of the geothermal water should be as low as possible. Thus, the
mode of circulation of the two fluids (air and water) is cross flow (Fig. 2).

The radius of the reservoir is equal to 15 m. The space between turns was fixed at
0.2 m. The distribution of heat is considered uniform, leading to neglect local heating
heterogeneities along the radius of collector.

The heat exchanger design with its main geometric parameters is presented
in Fig. 3. Moreover, its dimensions are illustrated in Table 1. This exchanger can
be characterized by the diameter of its tube (d), the evolution of its radius of curva-
ture (Ri) and the pitch between consecutive turns (b). These indications are sufficient
to deduce the total length of thewound tube. A constant step between two consecutive
turns is guaranteed. But, the curvature radius is inconstant. Other indications may
be useful to complete the geometrical characterization: the radius (internal and/or
external) of the tube and the tube thickness. There could be several turns, but it is
limited by the flow developed in the tube.

Fig. 3 Schematic diagram
of a spiral exchanger
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Table 1 Main dimensions Description Value Unit

Tube diameter 0.2 m

Water flowrate 85.6 Kg/s

Pitch between tow turns 0.2 m

Interior radius 5 m

External radius 120 m

Turn number 92

Inlet water temperature 70 °C

3 Thermal Modeling of the Heat Exchanger

Coiled tubes are used commonly in heat exchanger equipments thanks to the improved
heat transfer rate resulting from secondary flows [24]. On closer inspection, higher
temperature gradient is detected close to the external wall of the coiled tubes,
indicating a higher transfer rate.

This is mostly contributed by the secondary flow which is induced by centrifugal
forces due to the curvature of the coil [25]. As such, coiled tubing has attracted
particular attention from researchers around the world.

In the case of spiral tubes, the problem is complex because the outlet temperatures
vary depending on the position of the fluid in the exchanger. Theoretical energy
equations are expressed for a turn of the coil. In the theoretical model, each turn of
the heat exchanger is supposed to be a linear spiral. Ri and Ro are the inlet and outlet
coil radius, respectively. α represents the rate of change of the radius [24, 26].

In addition, each full rotation (2π ) is approximately considered circular. Themean
radius of i-th turn, Rmi, is defined as:

Rmi = 1

2π

2π∫

0

Rdθ (1)

Rmi = Ro + (2i − 1)απ (2)

The outlet heat transfer area (Ai) of i-th turn is expressed as follow:

Ai = 2πRmi A0 (3)

The energy balance equation obtained for a small control volume in i-th turn is
given by:

ṁwCp,wdTw = Ui A0[Tair − Tw(x)]dx (4)

The integration of (4) leads to the expression:
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[
Tair,i − Tw,i+1

]/[
Tair,i − Tw,i

] = Exp(λi ) (5)

where

λi = (AiUi )
/(

ṁwCp,w
)

(6)

The equation of global energy balance developed for the i-th turn leads to:

ṁwCp,w
[
Tw,i − Tw,i+1

] = ṁairCp,air
[
Tair,i − Tair,i + 1

]
(7)

where

Tair,i air temperature across the i-th turn, °C
Tair,i+1 air temperature across the i + 1-th turn, °C

ṁairCp,air
[
Tair,i − Tair,i+1

] = ṁwCp,w
[
Tair,i − Tw,i

]
[Exp(λi ) − 1] (8)

The approach considered in this section is to separate the geothermal heat
exchanger in a sufficient number of portions. The water temperature along a plane
spiral coil tube (Tw, i+1) is calculated iteratively from the air temperature in the vicinity
of the coil, the temperature (Tw, i) and the heat flow rate in the preceding turn (Fig. 4).
In order to determine the heat transported by geothermal water to the indoor air, the
water outlet temperature is required. For this reason, an iterative calculation based
on (7) and (8) must be conducted to calculate this temperature at the exit of each turn
for a given inlet temperature.

The amount of heat transported by the hot water along the pipe is evaluated by:

Q̇geoth = ṁwCp,w
(
Tw,e − Tw,s

)
(9)

Fig. 4 Descriptive diagram
of a spiral exchanger



380 A. Dhahri et al.

4 Mathematical Model

Themost important element of a solar chimney system is the collector. In this section,
a complete theoretical model is developed to investigate the thermal collector perfor-
mance. Both conventional and hybrid solar chimney power plant are considered in
this section.

4.1 Conventional Solar Chimney

We propose to take into account the kinetic energy variation in the collector energy
equation. A new term is introduced in the global energy balance of the collector.
When relevant literature in solar chimney systems is reviewed, it is seen that the
researchers had not considered kinetic energy term in their mathematical models.
The energy balance in this case may be written as follows [20, 27]:

0 = Q̇s − Q̇ p + ρ1A1V1

(
Cp,aT1 +

V 2
1

2

)
− ρ2A2V2

(
Cp,aT2 + V 2

2

2

)
(10)

The Convective heat loss from the collector to the environment is expressed as:

Q̇ p = UpAcoll(Tair,i − Tamb) (11)

Where A1, A2 et Acoll are expressed respectively by: A1 = 2πRhcoll, A2 = 2πrhcoll
and Acoll = πR2.

The air outlet velocity of the solar collector can be calculated using the following
relation:

V2 = 3

√
−q

2
− 1

2

√
27q2 + 4p3

27
+ 3

√
−q

2
+ 1

2

√
27q2 + 4p3

27
(12)

Where

p = 2CpT2 (13)

q = − 2G

ρcollA2
+ 2hconvAcoll(Tc − Tair)

ρcollA2
− 2V1

A1

A2

(
CpT1 +

V 2
1

2

)
. (14)
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4.2 Hybrid Geothermal-Solar Chimney

The main restriction in renewable energy plants lies in the interrupted nature of the
energy source and the requirement of a site with specific nature. But this restriction
can frequently be surmounted with a combination of technologies. Since the sun
is not available during nighttime and overcast days, we proposed to combine the
solar chimney with an auxiliary heating system to guarantee a 24 h continuous
operation. The current research study focus is on modeling the night mode of a
geothermal-solar chimneywith assumption of absence of solar radiation on the plant.

4.2.1 Thermal Heat Losses at the Collector

To carry out an energy equation on a solar collector, thermal losses associated with
the collector should be evaluated for a given heat energy flow. The cover acts as an
intermediary between the collector zone and the outdoor environment. The major
collector heat losses are from the front roof. The heat transfer by natural convection
between the interior air and the internal wall of the canopy is given by following
equation [20].

Q̇ p,i = hiAcoll(Tair,i − Tc) (15)

hi is the convective heat transfer coefficient between the inside air and the inner
face of the collector. hi can be calculated by [20]:

hi =
[
0.2106+ 0.0026v

(
ρTm

μg	T

)1/3
]
/

[
μTm

g	T cpλ2ρ2

]1/3

(16)

Air properties including:density, thermal conductivity, dynamic viscosity and heat
capacity are estimated at the average temperature. The air properties can be obtained
based on (17–20) at temperatures varying between 300 and 350 K [20].

ρ = 1.1614− 0.00353(T − 300) (17)

λ = 0.0263+ 0.000074(T − 300) (18)

μ = [1.846+ 0.00472(T − 300)]× 10−5 (19)

Cp = [1.007+ 0.00004(T − 300)]× 103 (20)

The convective heat loss through the external face of the collector roof can be
expressed as follows:
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Q̇ p,e = he Acoll(Tc − Tair,e) (21)

The correlation of McAdams is employed to evaluate the external convective heat
transfer coefficient [20]:

he = 5.67+ 3.86vamb (22)

The main role of the heat exchanger is to supply energy to equalize the heat losses
taking place during periods when the indoor air temperature overpasses the outdoor
temperature.

Analytical models generally include some simplifying presumptions that make
the problem manageable. The soil beneath the collector cover acts as a storage
medium. To facilitate numerical calculations, the energy stored up in the soil during
daytime periods and released during nighttime will be neglected in this study.
Comparing the heating technique (water tubes) with the ground, showed that the heat
exchange between water pipes and water is much greater than that of soil surface
and layers located beneath since the water heat capacity is almost five times superior
than that of ground [28, 29]. Energy losses at the level of the collector cover will be
neglected in our calculations and are considered equal to zero. The collector energy
equation is represented by the expression (23).

ṁwCp,w

ρcollA2

(
Tw,e − Tw,s

) + A1

A2

(
Cp,aV1T1 + V 3

1

2

)
= Cp,aV2T2 + V 3

2

2
(23)

4.2.2 Outlet Air Velocity (not Including Thermal Losses)

Rearranging (23) led to the equation below:

V 3
2 + 2Cp,aV2T2 − 2ṁwCp,w

ρcollA2

(
Tw,e − Tw,s

) − 2
A1

A2

(
Cp,aV1T1 + V 3

1

2

)
= 0 (24)

By solving (24), we find the formula of the outlet air velocity. This solution has
the form:

V2 = 3

√
−q

2
− 1

2

√
27q2 + 4p3

27
+ 3

√
−q

2
+ 1

2

√
27q2 + 4p3

27
(25)

where

p = 2Cp,aT2 (26)
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q = −2ṁwCp,w

ρcollA2

(
Tw,e − Tw,s

) − 2
A1

A2

(
Cp,aV1T1 + V 3

1

2

)
(27)

4.2.3 Outlet Air Velocity (with Thermal Losses)

In this part, the thermal losses of the collector are considered. The collector heat
balance with inclusion of thermal heat losses is expressed by:

ṁwCp,w

ρcollA2

(
Tw,e − Tw,s

) + A1

A2

(
Cp,aV1T1 + V 3

1

2

)

−UpAcoll

ρcollA2
(Tair,i − Tamb) = Cp,aV2T2 + V 3

2

2
(28)

V 3
2 + 2Cp,aV2T2 − 2ṁwCp,w

ρcollA2

(
Tw,e − Tw,s

) − 2
A1

A2

(
Cp,aV1T1 + V 3

1

2

)

+2UpAcoll

ρcollA2
(Tair,i − Tamb) = 0 (29)

The resolution of (29) conducts to the find out of the outlet air velocity.

5 Numerical Approach and Boundary Conditions

In the presented study, a finite volume method was applied to resolve the governing
equations using the CFD software FLUENT. The pre-processor software GAMBIT
was employed for creating mesh, assigning boundary conditions and determining
the computational domain. The computational domain is illustrated in Fig. 5. The
mesh quality can be better controlled with geometric splitting process. In this study,
the whole computational domain is partitioned intomultiple sub-domains (collector,
transition part, and chimney), each of which is meshed independently. The part with
extremely elevated pressure gradients necessitates a fine grid resolution. Therefore,
the tetrahedral meshes were used in the transition section. The two other sub-regions
are meshed with hexahedral elements [27].

After grid independence study, it was noticed that a mesh with 1,228,452 cells is
adequate for numerical analysis (Fig. 5). The numerical simulation of turbulent flow
is performed for 3D case of a solar chimney plant. During simulation, the turbulence
model k-E standard was used.

The solver pressure-based is specified in ANSYS Fluent. The SIMPLE scheme
is used for velocity-pressure coupling [27]. The relaxation factors were as follows:
pressure= 0.3, velocity= 0.7, energy= 1 and radiation= 1. A second order upwind
schemewas applied for discretization of the velocity and temperature fields,while the



384 A. Dhahri et al.

Fig. 5 Numerical grid

PRESTO discretization scheme was used for pressure field. The Discrete Ordinate
(DO) model is used for radiation. In this study, the Discrete Ordinate (DO) model is
used to compute radiation. This model is appropriate to solve the radiation through
a semi-transparent medium.

For residuals of continuity and momentum equations, a convergence criterion of
10−3 was required while 10−6 as energy and radiation equations residuals.

6 Results and Discussions

This section presents the results of the numerical simulation under different geomet-
rical and operational conditions. Several key parameters affecting flow behavior and
heat transfer performance have been evaluated and examined. Four main parameters
used in the parametric study, namely, the effect of collector radius, coil pitch, tube
diameter and water inlet temperature are investigated in details.

6.1 Validation

The validation is performed by comparing the CFD results with experimental data
from the Spanish prototype. The previous measurements are taken on September
1982. The calculation results and the experimental data are illustrated in Table 2.
We conclude that our calculated values have shown close agreement with the
experimental data from the Spanish plant.

The air exit velocity were calculated and presented in Fig. 6 for several solar
irradiation values varying between 100 and 1000 W/m2. The examination of Fig. 6
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Table 2 Comparison
between numerical and
experimental results

Solar radiation
(W/m2)

Numerical data Experimental
data

800 	T (°C) 17.783 17

1000 	T (°C) 19.277 20

Fig. 6 Effect of solar
radiation on outlet air
velocity

shows that the numerical data are in a satisfactory agreement with the experimental
measurements [27]. The small difference between the calculated and experimentally
obtained data at the outlet of the collector corroborates the validity of the results.

6.2 The Impact of Collector Radius on the Plant Performance

The collector radius is an important factor that greatly influences the solar plant
performance. To investigate the impact of the collector radius on the hybrid plant
performance, different values of radius were considered (40, 60, 80, 100, 120 and
140 m) and main dimensions of the prototype are kept constant apart from the radius
of the collector. Figure 7 displays the distribution of outlet air velocity against the
collector radius. A constant water temperature equal to 70 °C was considered. In this
section, the study is carried out for a given total water flow rate (85.6 kg/s).

These results highlight a marked influence of the collector radius. After various
numerical tests, it was found that during the night, the collector exit air velocity drop
significantly as the radius increases.
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Fig. 7 Air velocity variation
against collector radius

6.3 Investigation of Coil Pitch

Spacing plays an essential role in the design of spiral heat exchangers. The analyses of
the heat flow rate for different coil pitch are important. Tests have been made to study
the effect of the variation of the spacing between consecutive turns on the amount of
heat exchanged between the geothermal water and the air circulating underneath the
collector. Figure 8 shows the change in heat flow rate for different spacing between
the spiral turns.

Wechose to vary the pitch between 0.2 and1m.Note that increasing the pitch leads
to a reduction of the number of turns which varies from 92 to 19. For a pitch ranging
from 0.2 to 0.4 m, it can be seen that rising the pitch coil induces the augmentation of
heat transfer rate. Apparently, the in-plane spiral heat exchanger has a smaller mean

Fig. 8 Variation of heat flow
rate against the coil pitch
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bend radius and a shorter tube length for a bigger coil pitch. Small curve radius is
advantageous to the heat exchange process. Therefore, the heat flux rises with the
increment of the coil pitch.

Beyond these values, a dramatic change in the heat flow rate is observed. The
increase in the coil pitch will result in a lower amount of heat. The calculated data
show clearly the influence of the pitch variation on the performance of the spiral
heat exchanger. So maintaining a constant pitch is one of the key parameters that
guarantee a good performance. In addition, it is necessary to maintain a sufficient
spacing so that air can circulate easily between the tubes.

6.4 Investigation of Tube Diameter

The Fig. 9 shows the variation of the geothermal heat flux against the tube diameter.
Nine cases were considered to evaluate the impact of the tube diameter on the heat
flux by varying the diameter from 0.2 to 1 m. In addition, the water flow rate, the
coil pitch and the collector size are assumed to be constant.

It can be seen that the increase in tube diameter can significantly affect the rate of
heat transferred to the internal air. For a diameter value less than 0.4 m, the heating
capacity increases. It should be noted that beyond this value, the heat flow recovered
from the hot water decreases. This may be due to the reduction of the effect of
centrifugal force (as a result of the pipe curve). This leads ultimately to the reduction
of the secondary flow (Dean Effect) for largest coil diameter. The intensity of the
secondary flow created in the pipe is dependent on coil geometry and pipe diameter
[30–33].

Fig. 9 Heat flow rate
variation versus tube
diameter
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6.5 Geothermal Water Flow Investigation

With the aim of examining the impact of the indoor water flow rate on the thermal
performance of the coiled tube heat exchanger, a study is performed assuming a
constant geothermal water temperature (70 °C) and for a constant collector radius
(120 m).

The constructional parameters of the heat exchanger are held fixed values (Ri =
5 m, R0 = 120 m, b = 0.2 m, d = 0.2 m). Figure 10 displays the variation of the
amount of heat in terms of the water flow along the spiral coil pipes. The flow rates
of water considered are in the 85.6- 214 kg/s range.

As expected, we can notice in Fig. 10 that it is advantageous to increase the total
flow of geothermal water. All calculations were made with the same geometrical
parameters of Manzanares prototype. A total of 7 cases were considered in this study
by varying the flow rate with an increment of 21.4 kg/s. The bigger the water flow
rate, the greater the amount of heat recovered by the air passing through the collector.
The Fig. 10 also confirms that it is preferable to increase the water inlet flow rate to
obtain higher air velocities.

6.6 Effect of Water Inlet Temperature

To evaluate the impact of varying inlet water temperature on heat flow rate, the
numerical tests are performed for a water temperature in the range of 55–75 °C.

Fig. 10 Effect of water flow rate
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Fig. 11 Heat Flow rate as a
function of water inlet
temperature

The value of geothermal water flow is kept to be constant (85.6 kg/s). Except
the water inlet temperature, all parameters were fixed as constant values. Compu-
tational simulations were conducted for the same geometric model of the Spanish
prototype. Figure 11 shows a net increase of the geothermal power and a significant
effect of inlet water temperature. In addition, this figure indicates that the difference
between the quantities of heat supplied by the heat exchanger can reach 12.38% on
average. It can be concluded that the more the operating temperatures and input flow
rate are well chosen, the more efficiently the heat exchanger will operate. The Fig. 11
shows that for a stated water mass flow rate, the overall rate of heat transfer increases
with the increase of the inlet water temperature.

6.7 Variation of Internal Air and Geothermal Water
Temperatures

It seems important to investigate the impact of the heater size on the temperatures
of the two working fluids. To investigate the effect of collector size, we have varied
the radius from 40 to 140 m. Figure 12 shows the variation of the water and air
temperatures at the exit of each turn for a constant geothermal water flow. The
number of turns corresponding to this case is 92. The water enters at the inlet of the
tube located in the center of the collector with a hot temperature (70 °C) and comes
out at the end of the spiral with a colder temperature (39 °C). According to Fig. 12,
the water outlet temperature drops quickly initially, but then slows down. Thus, the
air temperature near the tube is cooler on the outside and warmer inwards (radially),
as it approaches the water exit temperature. This temperature increases less rapidly.
As it can be seen from Fig. 12, for a number of turns equal to 40, the temperatures
of the working fluids are almost stable.
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Fig. 12 Variation of air and
geothermal water
temperatures against turn
number

The obtained results can be related to the development of secondary flowas a result
of centrifugal force. This force has long been identified as the most important feature
of coiled tubes and it is created due to the pipe curvature effect [34]. Heat Transfer
associated with spiral ducts is more difficult than that occurring in straight pipes.
This difference depends on the occurrence of secondary flows caused by centrifugal
forces that considerably influence the heat and mass transfer. It is also interesting to
note that stronger secondary flow intensity results in greater rates of heat transfer.
But the increase in heat transfer is more marked in the laminar regime. Since the
regime flow considered in this study is turbulent, the increase in heat transfer is less
important than in the case of laminar flow [35]. Turbulence effects dominate over
secondary high Reynolds flow, making the heat transfer coefficient equivalent to
straight tubes [36]. The secondary flow is found to have a considerable influence on
the evolution of temperature profiles and flow rate in the spiral duct [37].

6.8 Collector Heat Losses

To examine the impact of radius variation on heat dissipation rate in the collector,
the radius was varying from 40 to 140 m. It should be noted that for a radius less than
80 m, any augmentation of the radius induces the increase of the collector energy
losses (Fig. 13). In the case of a radius equal to 100 m, the lower energy losses are
mainly due to the decrease of convective losses in the outer surface of the collector
cover. Exceeding 120 m, the temperature of indoor air is lower than the outside
air. A temperature inversion appears and convective exchange from the cover to the
outside air in the opposite direction is observed. This phenomenon occurs when
thermal losses through the cover are very high and the cover temperature may drop
several degrees below the outside air temperature.
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Fig. 13 Collector heat
losses as a function of radius

7 Conclusion

A computational study was conducted to examine the night operation of a solar
chimney combined to a spiral heat exchanger. The use of geothermal water is an
advantageous solution due to its ability to ensure a continuous operation of the plant
by fulfilling the nocturnal power demand. This work has identified the parameters
affecting the system performance overnight. The Analysis of the combined system
behavior leads to the following findings:

1. The air exit velocity at night depends strongly on the size of the collector.
2. The use of geothermal energymay improve the performance of the solar chimney

overnight.
3. The geometrical dimensions of the heating device (coil pitch and tube diameter)

have a prominent impact on the heat transfer process.
4. The rate of heat transferred to the interior air is greatly determined by the

exchanger operational parameters (inner temperature and water flow rate). The
higher these parameters, the greater the collector outlet air velocity.

5. Canopy thermal losses increase notably once the collector radius is beyond 80m.
for a radius exceeding 120 m, a temperature inversion phenomenon appears and
convective exchange from the cover to the outside air in the opposite direction is
observed.
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Incorporating of IPFC in Multi-machine
Power System Phillips-Heffron Model

Nemat Talebi and Abas Moghadasi

Abstract The development of power networks has led to low-frequency oscillations
in the power system. The relatively small and sudden disturbances in the network
cause such oscillations in the system. In the normal case, the oscillations damp rapidly
and the amplitudeof oscillations does not exceed a certain value.But dependingon the
operating point conditions and the values of the system parameters, these oscillations
may continue for a long time and at worst increase their amplitude. These oscillations
can affect the power transmission capability and stability of the power system. PSS
(Power System Stabilizer) and FACTS (Flexible AC Transmission Systems) devices
are commonly used for damping low-frequency oscillations. The Interline Power
Flow Controller (IPFC) among the FACTS device is suitable for the power flow
control and stability of power systems. This chapter establishes an approach to derive
the dynamicalmodel of amulti-machine power systemwith embedded IPFC devices.
Derivations about the stability analysis and the incorporating of IPFC to enhance the
damping of low-frequency oscillations in a multi-machine power system based on
Modified Phillips-Heffron modeling has been done. To demonstrate the application
and efficiency of the developed models, a case study on a three-machine test power
system with adding IPFC has been presented. Numerical results with MATLAB for
dynamical simulations show the significant effects of IPFC on damping the low-
frequency oscillations and especially validates the modeling procedure.
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Nomenclature

δ Is the rotor angle in electric radians,
ω Is generator rotor angle velocity (rad/s),
VBt Is the terminal voltage of IPFC (p.u),
E ′
q Is internal quadrature-axis Voltage generator (p.u),

E f d Is the field voltage (p.u),
VDC Is the DC voltage (p.u),
M = 2H, H Is the inertia constant (s),
Pm Is the mechanical input power (p.u),
Pe Is the electrical output power (p.u),
D Is the damping torque coefficient,
xd , x ′

d Are the d-axis reactance and transient reactance (p.u),
T ′
do Is the open circuit d axis time constant (s),
Id , Iq Are the direct and quadrature axis components of stator current in

p.u,
Vtd , Vtq , Are the d and q axis components of terminal voltage in p.u.,
Ta Are time constant and gain of AVR,
mB1 and mB2 Are The amplitude of the modulation ratios of VSC 1 and 2,
δB1δB2 Are the phase angles of VSC 1 and 2.

1 Introduction

The electrical power system is an interconnected large scale systemwith non-linearity
in nature. Usually, the damping of electromechanical oscillations is weak on the
large scale power systems. Due to insufficient damping torque of the generators,
the low-frequency Electro-mechanical oscillations happen and they have two type
modes: local mode (1–2 Hz) and the inter-area mode (more than 0.1 Hz) [1, 2]. If the
damping of these modes becomes too small, then it can impose severe restrictions
on the operation of power systems. Thus, identifying the nature of these modes to
determine the stability boundaries and in many cases using additional control signals
to prevent instability is necessary [2, 3].

For years Power System Stabilizers (PSS) have been used to enhance the
dynamical stability of the power systems. So, PSS by adding an additional signal to
the generator excitation control loop improves power or speed oscillation damping
[4, 5]. The PSS usually has been designed for damping increment of the local
modes and in large power systems, but especially in heavy load conditions with long
transmission lines cannot maintain enough damping for inter-area modes [2, 6]. In
recent years, The Flexible AC Transmission System (FACTS) devices have been
introduced to increase control options in power systems and enhance the capability
and flexibility of power transmission systems [7, 8]
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In literature dedicated to a power systemwith embedded FACTS devices, themain
attention reveals to control techniques. Most of the efforts have been done on the
linearmodel and small-signal stability using Phillips- Heffronmodel, especially with
a single machine connected to the infinite bus [9, 10]. Thus Phillips-Heffron model
with implementing various FACTS devices (TCSC, SSSC, and UPFC) in the power
system as a single machine connected to the infinite bus and a variety of classical and
fuzzy controllers have been proposed to improve stability and increasing damping
[11, 12].

Furthermore, coordination between PSS and various FACTS devices controls has
been addressed [13, 14]. Linear multi-machine Philips-Heffronmodel with the appli-
cation of SSSC and UPFC through appropriate controllers have been implemented
to enhance stability [15].

The Interline Power Flow Controller (IPFC) is a multi-terminal FACTS device
which aimed to control the power transmission over lines [16]. IPFC has been made
from a few numbers of Voltage Source Converters (VSC) which, are installed in
series with transmission lines [17, 18]. Three types of static modeling of the IPFC
are;Voltage sourcemodel [19], Current sourcemodel [20] and Power injectionmodel
[21, 22]. Like other FACTS devices, IPFC can also be used as a dynamical controller
to increase system stability and oscillations damping [23, 24].

This chapter is organized as follows: In Sect. 2 nonlinear modeling of multi-
machine with installed IPFC modeling has been carried out. Section 3 to combine
the modeling of the IPFC and generators and its effects on both local and inter-
area oscillations, the stability of the power system within the linear multi-machine
Phillips- Heffron model have been investigated. In Sect. 4 the controllers for IPFC
are designed separately by using the generator outputs. In Sect. 5 evaluation of
the simulation results indicates efficient modeling and proper controller assignment
which improves stability and damps oscillations perfectly. Finally, conclusion and
advantages of the proposed model are remarked in Sect. 6.

2 Nonlinear Model of Multi-machine Power System
with Embedded IPFC

A typical installation of IPFC in a multi-machine system is shown in Fig. 1 . It is
assumed that an IPFC is installed on branches 1, 2 and 1, 3.

The IPFC consists of two boosting transformers (BT), two three-phaseGTObased
voltage source converters (VSCs) and a DC link capacitor. In Fig. 1, mB1, mB2, δB1,
and δB2 are the amplitude of the modulation ratios and phase angles of the control
signal of each VSC respectively, which are the input control signals to the IPFC. If
the resistance and transients of transformers of the IPFC are not considered here, the
dynamic model of the IPFC is given as:



398 N. Talebi and A. Moghadasi

Fig. 1. n-machine power system within IPFC installation

dvDC

dt
= 3mB1

4CDC
[ cos δB1 sin δB1 ]

[
iBd1
iBq1

]
+

3mB2

4CDC
[ cos δB2 sin δB2 ]

[
iBd2
iBq2

] (1)

[
vBtd1
vBtq1

]
=

[
0 −xB1
xB1 0

][
iBd1
iBq1

]
+

[ mB1 cos δB1vDC
2

mB2 sin δB2vDC
2

]
(2)

[
vBtd2
vBtq2

]
=

[
0 −xB2
xB2 0

][
iBd2
iBq2

]
+

[ mB2 cos δB2vDC
2

mB2 sin δB2vDC
2

]
(3)

Equations (2, 3) in the compact form can be written as

V Bt1 = j x I B1 + V B1 (4)

V Bt2 = j xB2 I B2 + V B2 (5)

where

I B1 = iBd1 + j iBq1 I B2 = iBd2 + j iBq2 (6)
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V B1 = mB1vDC
2 (cos δB1 + j sin δB1) = mB1vDC

2 e jδB1

V B2 = mB2vDC
2 (cos δB2 + j sin δB2) = mB2vDC

2 e jδB2
(7)

IB1 = 1

j (XT1 + XB1)
(V1 − V2 − VB1) (8)

IB2 = 1

j (XT 2 + XB2)
(V1 − V3 − VB2) (9)

The network admittance Yt is formed before the IPFC has been installed, where
only n generator nodes plus 3 IPFC terminal nodes (Assigned node 1, 2 and 3 for
IPFC) are kept and the other nodes are reduced. The circuit KVL and KCL equation
are:

⎡
⎢⎢⎣

0
0
0
Ig

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
Y11 Y12 Y13 Y14
Y21 Y22 Y23 Y24
Y31 Y32 Y33 Y34
Y41 Y42 Y43 Y44

⎤
⎥⎥⎦

⎡
⎢⎢⎣
V1

V2

V3

Vg

⎤
⎥⎥⎦ = Yt

⎡
⎢⎢⎣
V1

V2

V3

Vg

⎤
⎥⎥⎦ (10)

where

I g = [
I g1 I g2 . . . I gn

]T
V g = [

V g1 V g2 . . . Vgn
]T

(11)

With installing of the IPFC on node 1, 2 and 3 the equations of the network and
IPFC are combined together:

⎡
⎢⎢⎣

−(IB1I PFC + IB2I PFC)

IB1I PFC

IB2I PFC

Ig

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
Y11 Y12 Y13 Y14
Y21 Y22 Y23 Y24
Y31 Y32 Y33 Y34
Y41 Y42 Y43 Y44

⎤
⎥⎥⎦

⎡
⎢⎢⎣
V1

V2

V3

Vg

⎤
⎥⎥⎦ = Yt

⎡
⎢⎢⎣
V1

V2

V3

Vg

⎤
⎥⎥⎦ (12)

Y11 = Y11 + 1

j (XT 1 + XB1) + j (XT 2 + XB2)
(13)

Y12 = −1

j (XT 1 + XB1)
(14)

Y21 = −1

j (XT 1 + XB1)
(15)

Y22 = Y22 + 1

j (XT 1 + XB1)
(16)

Y23 = Y23 and Y32 = Y32 (17)
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Y31 = −1

j (XT 2 + XB2)
(18)

Y33 = Y33 + 1

j (XT 2 + XB2)
(19)

IB1I PFC + IB2I PFC = 1

j (XT1 + XB1)
VB1 + 1

j (XT 2 + XB2)
VB2 (20)

IB1I PFC = 1

j (XT1 + XB1)
VB1 (21)

IB2I PFC = 1

j (XT2 + XB2)
VB2 (22)

Then by substituting (20)–(22) and reduction of the node 1, 2 and 3 the result in
the compact form will be as:

I g = CVg + FB1VB1 + FB2VB2 (23)

where

Ig =
⎡
⎢⎣Y44 − [

Y41 Y42 Y43
]⎡⎣Y11 Y12 Y13

Y21 Y22 Y23
Y31 Y32 Y33

⎤
⎦

−1⎡
⎣Y14
Y24
Y34

⎤
⎦

⎤
⎥⎦Vg

+[
Y41 Y42 Y43

]⎡⎣Y11 Y12 Y13
Y21 Y22 Y23
Y31 Y32 Y33

⎤
⎦

−1⎡
⎣ IB1I PFC + IB2I PFC

IB1I PFC

IB2I PFC

⎤
⎦

(24)

In (11), Ig and Vg are expressed on x–y co-ordinate. That is,

I gi = Igxi + j Igyi V gi = Vgxi + jVgyi i = 1, 2, . . . , n
V E = VEx + jVEy V B = VBx + jVBy

(25)

So with the arrangement of (10), it becomes

IG = YGVG + YB1

[
VB1x

VB1y

]
+ YB2

[
VB2x

VB2y

]
(26)

where

IG = [
Igx1 Igy1 Igx2 Igy2 . . . Igxn Igyn

]T
VG = [

Vgx1 Vgy1 Vgx2 Vgy2 . . . Vgxn Vgyn

]T
(27)
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Transforming Eq. (27) into the d-q co-ordinates yields,

IGdq = T IG , VGdq = T VG (28)

where

IGdq = [
Id1 Iq1 Id2 Iq2 . . . Idn Iqn

]T
VG = [

Vd1 Vq1 Vd2 Vq2 . . . Vdn Vqn

]T
T = diag(Ti ) Ti =

[
cos δi sin δi

sin δi − cos δi

] (29)

With substituting Eq. (29) into (26) The relationship of the voltages and the
currents of generator nodes in d-q co-ordinates are obtained as:

IGdq = MGVGdq + ME

[
VEx

VEy

]
+ MB

[
VBx

VBy

]
(30)

where

MG = TYGT
−1, ME = TYE , MB = TYB (31)

In an n-machine power system, the full dynamics of a synchronous generator is
described by the following equations in d-q co-ordinate [25].

⎡
⎢⎣
Ė ′
qi

Ė ′′
qi

Ė ′′
di

⎤
⎥⎦ =

⎡
⎢⎢⎣

− 1
T ′
doi

0 0
T ′
doi−T ′′

doi
T ′
doi T

′′
doi

− 1
T ′′
doi

0

0 0 − 1
T ′′
qoi

⎤
⎥⎥⎦

⎡
⎢⎣
E ′
qi

E ′′
qi

E ′′
di

⎤
⎥⎦+

⎡
⎢⎢⎣

− 1
T ′
doi

0 − xdi_x ′
di

T ′
doi

− 1
T ′
doi

0 − T ′′
doi (xdi_x

′
di )−T ′

doi (xqi_x
′′
qi )

T ′
doi T

′′
doi

0
xqi_x ′′

qi

T ′′
qoi

0

⎤
⎥⎥⎦

×
⎡
⎣ Eqei

Iqi
Idi

⎤
⎦

(32)

[
δ̇i

ω̇i

]
=

[
0 ω0

0 − Di
2Hi

][
δi

ωi

]
+

[
0
1

2Hi

]
+

[
0
1

2Hi

]
(TMi − Tei ) (33)

T ei = ψdi Iqi − ψqi Idi (34)
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The dynamicmodel of the above generatorwith adding the governor andAVRcontrol
loops is completed as follows [25]:

Tmi = Govi (s)ωi , Eqei = Avri (s)(Voi −
√
V 2
di − V 2

qi ) (35)

where Govi(s) and Avri(s) are the transfer function of the governor and AVR control
loops, respectively.

3 Linearized Model

The linear model of power systems has been successfully used for dynamic stability
analysis and design of low-frequency oscillation controllers such as PSS-based stabi-
lizers and FACTS. The linear model of the n-machine power system including IPFC
is obtained by linearization (1) and (30)–(35) (nonlinear power systemmodel) around
an operating point. Thiswill produce a general linearmodel of the power system [26].

δ̇ = ω0ω , ω̇ = M−1(TM − TE − Dω),

Ė ′
q = T ′−1

DO [(XD − X ′
D)ID − E ′

q + EQE ] (36)

where

TE = IQVT Q + IDVT D , VT D = XQ IQ VT Q = Ė ′
q − X ′

D ID (37)

δ = [
δ1 δ2 . . . δn

]T
, ω = [

ω1 ω2 . . . ωn

]T
,

E ′
q =

[
E ′
q1 E ′

q2 . . . E ′
qn

]T
ID = [

Id1 Id2 . . . Idn
]T

, IQ = [
Iq1 Iq2 . . . Iqn

]T
VT D = [

Vd1 Vd2 . . . Vdn

]T
, VT Q = [

Vq1 Vq2 . . . Vqn

]T
M = diag(2Hi ) D = diag(Di ) T ′

DO = diag(T ′
do)

XD = diag(xdi ) X ′
D = diag(x ′

d)

(38)

For the n-machine power system, the terminal voltage of generators can also be
expressed in x–y co-ordinates as follows [26]:

V g = E
′
q − j X ′

D I g − j (XQ − X ′
D)I Q (39)

Substituting (39) into (23) results in

Ig = Cd

[
E

′
q − j (XQ − X ′

D)I Q + CB1V B1 + CB2V B2

]
(40)
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where

Cd = (C
−1 + j X ′

D)−1 CB1 = C
−1

FB1 CB2 = C
−1

FB2 (41)

So in d-q co-ordinates it will be:

I Gi = I gi e jδi =
n∑

k=1
Cdik

[
E ′
qke

j (90◦+δk−δi )
]
+

(xqk − x ′
dk)e

j (δk−δi ) Iqk + CB1kV Ee jδi + CB2kV Be jδi

(42)

By denoting

Cdik = Cdike jβdik

C B1k = CB1ke jβB1k

C B2k = CB2ke jβB2k

(43)

Equation (42) so becomes

Idi =
n∑

k=1
Cdik[−E ′

qk sin δikd + (xqk − x ′
dk)Iqk cos δikd

+CB1K VB1 cos δB1K + CB2kVB2 cos δB2k]
Iqi =

n∑
k=1

Cdik[−E ′
qk sin δikd + (xqk − x ′

dk)Iqk sin δikd

+CB1K VB1 sin δB1K + CB2kVB2 sin δB2k]

(44)

where

δikd = δk − δi + βdik

δB1k = δB1 + δi + βdik + βB1i

δB2k = δB2 + δi + βdik + βB2i

(45)

Then, with linearization of the above equations is obtained:

�Id = Yd�δ + Fd�E ′
q + Gd�vDC + HB1d�mB1

+HB2d�mB2 + RB1d�δB1 + RB2d�δB2

�Iq = Yq�δ + Fq�E ′
q + Gq�νDC + HB1q�mB1

+HB2q�mB2 + RB1q�δB1 + RB2q�δB2

(46)

By ignoring the transfer function of governors (TM=0) and assuming a simple
one-order AVR [Avri(s) = KA/1 + sTAi ] with linearization (36) one gets [21]:

�δ̇ = ω0�ω �ω̇ = M−1(−�TE − D�ω)

�Ė ′
q = T

′−1
Do [(XD − X ′

D)�ID − �E ′
q + �EQE ] (47)
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�ĖQE = (−�EQE − KA�VT )T−1
A

�TE = �IQ Ė ′
qo + IQO�Ė ′

q

+�IQ(XQ − X ′
D)IDO + IQO(XQ − X ′

D)�ID
�VT D = XQ�IQ �VT Q = �Ė ′

q − X ′
D�ID

(48)

By substituting (46) into (48) can obtain:

�Te = K1�δ + K2�E ′
q + Kpd�vDC

+Kpb1�mB1 + Kpdb1�δB1 + Kpb2�mB2

+Kpdb2�δB2

�Eq = K4�δ + K3�E ′
q + Kqd�vDC

+Kqb1�mB1 + Kqdb1�δB1 + Kqb2�mB2

+Kqdb2�δB2

�Vt = K5�δ + K6�E ′
q + Kvd�vDC

+Kvb1�mB1 + Kvdb1�δB1 + Kvb2�mB2

+Kvdb2�δB2

(49)

Substituting Eq. (46) into Eq. (44) results in:

⎡
⎢⎢⎣

�δ̇

�ω̇

�Ė ′
q

�Ė f d

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0 ω0 I 0 0
−M−1K1 −M−1D −M−1K2 0
−T

′−1
do K4 0 −T

′−1
do K3 T

′−1
do

−T−1
A KAK5 0 −T−1

A KAK6 −T−1
A

⎤
⎥⎥⎦

⎡
⎢⎢⎣

�δ

�ω

�E ′
q

�E f d

⎤
⎥⎥⎦ +

⎡
⎢⎢⎣

0
−M−1Kpd

−T
′−1
do Kqd

−T−1
A KAKvd

0
−M−1Kpb1

−T
′−1
do Kqb1

−T−1
A KAKvb1

0
−M−1Kpdb1

−T
′−1
do Kqdb2

−T−1
A KAKvdb1

0
−M−1Kpb2

−T
′−1
do Kqb2

−T−1
A KAKvb2

0
−M−1Kpdb2

−T
′−1
do Kqdb2

−T−1
A KAKvdb2

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

�vDC

�mB1

�δB1

�mB2

�δB2

⎤
⎥⎥⎥⎥⎥⎦

(50)

From (8) and (9) we have:

iB1d = 1

(XT 1 + XB1)

[
Vt1q − Vt2q − mB1vDC

2
sin δB1

]

iB1q = 1

(XT 1 + XB1)

[
Vt1q − Vt2q − mB1vDC

2
cos δB1

]
(51)
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iB2d = 1

(XT 2 + XB2)

[
Vt1q − Vt3q − mB2vDC

2
sin δB2

]

iB2q = 1

(XT 2 + XB2)

[
Vt1q − Vt3q − mB2vDC

2
cos δB2

]
(52)

where

Vt jq = �E ′
q j − x ′

d j�Id j
Vt jd = xq j�Iq j j = 1, 2, . . .

(53)

Linearization (1) by using (51) and (52) gets

�vDC = 1
K9+s (K7�δ + K8�E ′

q + Kcb1�mB1

+Kcδ1�δB1 + Kcb2�mB2 + Kcδb2�δB2)
(54)

Substituting (54) into (50) results in (55). Where �u could be �mB1, �mB2,
�δB1, and �δB2, which are the deviations of the input control signals of the IPFC.
Treating with the IPFC as an external controller installed in the network and its
effect is included in the network current–voltage equation can be shown by Fig. 2.
In the modeling of the IPFC, mainly the DC capacitor is included by expressing line

Fig. 2 The linear Phillips-Heffron model of the multi-machine power system with the installed
IPFC
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current explicitly. Thus the final form of the linear model of the IPFC shown in (55)
is obtained. And (55) is expressed to the formal state-space form (56).

⎡
⎢⎢⎢⎢⎢⎣

�δ̇

�ω̇

�Ė ′
q

�Ė f d

�v̇DC

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

0
−M−1K1

−T
′−1
do K4

−T−1
A KAK5

K7

ω0 I
−M−1D

0
0
0

0
−M−1K2

−T
′−1
do K3

−T−1
A KAK6

K8

0 0
0 −M−1Kpd

T
′−1
do −T

′−1
do Kqd

−T−1
A −T−1

A KAKvd

0 −K9

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

�δ

�ω

�E ′
q

�E f d

�vDC

⎤
⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

0
−M−1Kpb1

0
−M−1Kpdb1
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(55)

Ẋ = AX + BU (56)

4 Power System Oscillation Damping Controller

Each generator may have a damping controller as illustrated in Fig. 3 which is
provided to improve the damping of power system oscillations. This damping
controller consists of three parallel-connected blocks: Proportional, Integral and
Derivative. The input signal of the controller is the angular velocity deviation of
the generator and the output signal is control signals of the IPFC. To improve the
damping oscillation and stability of the generators during disturbances in the power
system, the controller coefficients are computed and coordinated with the gradient
method. So after disturbances, the generators and power system reaches steady-state
in a new operating point at the least possible time.
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Fig. 3 structure of power system oscillation damping controller

5 Digital Simulation

In order to show the effects of the IPFC on low-frequency oscillations damping,
digital simulations usingMATLABare done based on two cases; stable power system
and unstable power system.

5.1 Stable Power System

The parameters of two-machines of the power system in Fig. 4 are given in the
Appendix. Figure 4 shows that the IPFC is embedded in the lines 2–4 and 2–5 near

Fig. 4 Two-machine power system with the installed IPFC
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the bus no. 2. In this paper, it is assumed that both active and reactive power flow of
line 2–4 are controlled simultaneously. In other words, line 2–4 is called major line.
The other line 2–5, which one of its active or reactive powers can only be controlled,
is called the minor line. For static modeling of the IPFC in the power flow program,
power injection modeling of the FACTS devices is used. In the case of a stable
power system, it is planned that an IPFC regulates the power flow between bus 2 and
4–50 MW and 26 MVAr and between bus 2 and 5–70 MW.

After performing the linear Heffron-Philips power system model at the stable
condition, eigenvalues of the system are presented in Table 1. From Table 1 can be
concluded that the operating point is stable and all the eigenvalues of matrix A are
located on the left side of the imaginary axis.

For dynamic simulation it is assumed, a three-phase fault occurred and after
0.1 sec, the fault cleared and the result of the fault, a step-change in mechanical
power (�Pm = 0.1 pu) is obtained. The Performance of the IPFC in two cases has
been simulated and presented here.

First, the IPFC has no controller. In this case, the angular velocity deviations of
twomachines are shown in Figs. 5, 6 . It is clear from the figures that, the oscillation of
the angular velocity deviation is poorly damped. Second, the simulation is performed
with a step-change in mechanical input power, but the IPFC has the controller. In
this condition to increase the damping of the generators separately, a PID controller
for IPFC is maintained.

The input signal of the controller is the angular velocity deviation of each generator
and the output signal is the control signal of IPFC (�mB1 and �mB2). Also, for the
fault case study in the power system, PID controller coefficients for the IPFC are
computed and coordinated by the gradient method. Figures 7 and 8 show the effects
of the designed controller for the IPFC on the angular velocity deviation damping of
two generators when the IPFC has a tuned controller and without the controller. The
results show the application and tuned control of inputs increase damping rate and
it improves the damping of oscillation faster in comparison when there is no control
on IPFC.

Table. 1 Eigenvalues of
linear Phillips-Heffron model
of test power system with the
installed IPFC

35.23 + j0.5275

9.86 + j21.10

0.705 − j13.95

−4.88 − j7.0435

10.0 + j0.296

10.0 + j0.332

0.0346 − j0.023

0.027 − j0.3369

0.0233 − j0.328
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Fig. 5 Angular velocity deviation of machine1 during step change in mechanical input power
without the controller

Fig. 6 Angular velocity deviation of machine 2 during step change in mechanical input power
without the controller
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Fig. 7 Angular velocity deviation of machine1 during step change in mechanical input power with
PID controller (curve with one overshoot)

Fig. 8 Angular velocity deviation of machine2 during step change in mechanical input power with
PID controller (curve with one undershoot)
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Table 2 The eigenvalues of
linear Phillips-Heffron model
of test power system with the
installed IPFC

13.5 – 24.5i

0.0741 + 0.0627i

−0.0253 − 0.334i

−0.0277 − 0.331i

−10.0 + 0.334i

−10.0 + 0.339i

−11.80 + 29.1i

−15.1 − 0.0627i

−32.30 − 3.84i

5.2 Unstable Power System

In the unstable power system case, it has been assumed that the IPFC is installed
with a controller to regulate the power flow between bus 2 and 4–52 MW and 19
MVAr and between bus 2 and 5–74 MW. After performing linear Philips-Heffron
power system modeling, the eigenvalues of the system is derived and presented in
Table 2. It is clear from Table 2 that two eigenvalues of matrix A are located on the
right side of the imaginary axis.

A three-phase fault occurred and after 0.1 s cleared and the result of the fault,
a step-change in mechanical power (�Pm = 0.1 pu) is obtained. The Performance
of the IPFC in two cases has been simulated and presented. Like the previous case
(A), at first, the IPFC has no controller. In this case, the angular velocity deviations
of the generators are shown in Figs. 9 and 10 . As the figures show, the oscillations
of the angular velocity deviations of the generators are not damped as the same as a
previous case study.

Next, on the IPFC a PID controller is added which has the angular velocity devi-
ation as input signals and the output signal is control signal of IPFC (�mB1. and
�mB2). During fault occurrence in the power system, the PID controller coeffi-
cients are tuned with the gradient method. Figures 11 and 12 show the effects of
the designed controller on the angular velocity deviations of generators. The results
show the embedded IPFC and the tuned controller of inputs can stable the unstable
power system which has eigenvalues that are located on the right side of the imagi-
nary axes and in addition tune the PID controller coefficients increase the damping
rate of power system oscillations.

6 Conclusion

In dynamical studies of the power system in the presence of FACTS device usually
use a single machine infinite bus model, effects of one generators and FACTS device
simulate and effects of other generators on the stability ignore. For the exact study
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Fig. 9 Angular velocity deviation of machine1 during step change in mechanical input power
without the controller

Fig. 10 Angular velocity deviation of machine 2 during step change in mechanical input power
without the controller
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Fig. 11 Angular velocity deviation of machine1 during step change in mechanical input power
with PID controller

Fig. 12 Angular velocity deviation of machine2 during step change in mechanical input power
with PID controller
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should use the multi-machine model of the power system, the application of a
nonlinear multimachine power system with FACTS device and linearized model has
very complicated calculations. Although the duty of IPFC is power flow control in
the power system, their potential of damping low-frequency oscillations has attracted
interests.

Modeling is a three steps process that initiates with a conceptual, physical and
mathematical approach. In this chapter, a linear multi-machine Phillips-Heffron
mathematical model with the IPFC embedded in the power system transmission
network is established. Mathematical modeling of the IPFC and incorporating it into
the power system model is the basic aim of this work. Then by Using MATLAB
software, the power flow of the test system in the presence of IPFC is carried out
and the coefficients of the linear Phillips-Heffron model with including IPFC are
derived. Based on this model, optimized PID damping controllers are suggested and
are coordinated to improve the damping of the generators. In stable case angular
velocity deviations of machine1 and machine 2 without controller damp in 2 s but
with use of optimized controllers angular velocity deviations damp in less than 0.3 s.
In addition, the amplitudes of angular velocity deviations limit to 10−3,−0.5×10−3.
In the unstable case, angular velocity deviations don’t damp and with the increase
of time, the damping of machines decreases. With the use of designed optimized
controllers, the stability improves and angular velocity deviations in 0.5 s reach zero
and their amplitude restricted to 18×10−4 and−2.5×10−3 that shows the excellent
application of IPFC.

The analysis of Eigenvalues and linear simulation on the test power system carried
out in two cases (stable and unstable) shows that the modeling is efficient and also,
IPFC is a powerful transmission network controller device that can properly be
applied to damp low-frequency oscillations.

The advantages of this approach are:

1. The linear multi-machine Phillips-Heffron mathematical model with embedded
IPFC is derived. Many studies often only consider the effect of one machine on
stability (local modes), but in this process, in addition to local modes, the effects
of other machines (inter-modal modes) are examined more comprehensively.

2. Application of IPFC in the multimachine power system and design tuned
controllers of its inputs can increase the damping of low-frequency oscillations.

3. Lastly, IPFC can, in addition to controlling the load flow, cause the stability of
unstable systems (with eigenvalues to the right side of the imaginary axis) that
indicate the importance of IPFC in power systems performance.
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Techno-Economical Analysis of Energy
Storage Systems in Conventional
Distribution Networks
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Abstract Growing trend of integrating renewable energy resources in conventional
Distribution Networks and their intermittent output increase the need for Energy
Storage Systems. In this chapter, a closed form equation is proposed for optimal
management ofmulti EnergyStorageSystem in a conventionalDistributionNetwork,
analytically. Using the proposed approach, Energy Storage System can be embedded
and utilized optimally in today’s Distribution Network using the existing facilities.
In order to find optimal performance of the storage system, the objective function
is solved analytically and a closed form equation is achieved for storage system
performance. The Energy Storage System management is performed in order to
minimize total cost of daily energy loss and energy supply of the system. In addition,
technical assessment of Energy Storage System is also taken into account to obtain
a situation in which utilization of Energy Storage System is economical. In the
Optimization problem, energy price, storage utilization duration, amount of load
demand, power loss of the system, costs, limits and characteristics of storage system
are integrated in the objective function. The proposed approach is applied to two
test systems with different load levels. Obtained results indicate that the proposed
approach can be successfully applied to practical networks and enhance efficiency
of the distribution systems.
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Nomenclature

A. Acronyms
ESS Energy storage system
DN Distribution network
PV Photovoltaic
WTG Wind turbine generators
TN Transmission networks
SLDs Storage-like devices
FC Fuel cell
PEVs Plug-in electric vehicles
HESS Hybrid energy storage system
DGs Distributed generations
DR Demand response
BES Battery energy storage
ST Smart transformer
HEMS Home energy management system
MILP Mixed-integer linear programing
ADN Active distribution network
MILP Mixed-integer linear programing
OF Objective function
SOC State of charge
MaxCap Maximum capacity of ESS
MinCap, Minimum capacity of ESS
Pstorage The charge or discharge power of ESS
AvailableCap The ESS capacity which can be used
LF Load factor
Ch Charging
D.CH Discharging
ESSE Energy storage system efficiency

B. Symbols/parameters
Cost Network energy cost
C and D Denote charging and discharging period
TC Duration of ESS charging
TD Duration of ESS discharging
Pr Power price
PL Active power loss
T Time duration
PCh and PDCh Charging and discharging power of ESS, respectively
Vi∠δi Voltage of ith Bus,
rij + jxij = zij, The element (i,j) of impedance matrix
Pi and Pj Net injected power at ith and jth buses
Es The energy stored in the ESS
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PLch The active power loss of the system during charge period of
ESS

ηs The discharging efficiency
PLD Active power loss of the system during discharging period
V i
min ≤ Vi ≤ V i

max The bus voltage and indices max and min denote the upper
and lower bounds. k

Limitk The thermal limit of line k, and
Sk The power flow through line

1 Introduction

Today, ESSs are one of the fundamental devices that ensure durability of energy
supply and improve the reliability of the power system. ESSs can be utilized in
different forms and sizes. The characteristics of an ESS highly depend on the
form of the stored energy. Energy can be stored as potential, kinetic, chemical,
electromagnetic, thermal, etc. [1–3].

1.1 Motivation

Integration of renewable energy resources in DNs has attracted attentions, signif-
icantly. However, the most challenging issue related to these kinds of resources is
their variable outputs which highly depend on weather conditions. Utilization of ESS
is one the most appropriate ways to deal with this issue.

ESS refers to the apparatuses which shift generation and consumption of energy
over time. These apparatuses save energy (charge) when there is excess energy so
that it can be consumed (discharged) when required. It should be mentioned that
the charging and discharging are asynchronous and there is a transform coefficient
(η < 1) for both charging and discharging of the ESS [2, 4, 5].

In recent years, utilization of storage systems has increased dramatically due to
growth of electric load, environmental issues, financial problems and development
of technologies [6–12]. One of the most important advantages of ESS is reducing
generation investment. To meet the load demands, 20% higher than estimated load
should be generated and only 55% of total capacity is used annually [13]. However,
by optimal management and employment of ESS, more power plants can operate
close to their maximum capacity [14].

These systems which can be installed in both DN and TN, can enhance efficiency
of utilizing both renewable resources and conventional fossil fuel generators [9–12,
15]. Lots of efforts have been performed for optimal utilization of ESS using different
objective functions [16–19]. The most well-known targets that can be achieved using
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ESSs are load leveling, stability, reliability, power quality, frequency control, loss
reduction and source intermittency reduction.

ESS can be located near renewable energy-based generators such as PV and
WTG in order to improve their unpredictable behavior. In fact, ESS with control-
lable behavior can be employed besides renewable energy resources to tackle output
power fluctuations. Lots of efforts have been performed on optimal design of hybrid
systems which mainly consist of renewable energy resources (PV and WTG) and
ESSs (battery/hydrogen tank) [20].

The concept of smart grids and micro-grids are introduced as the future networks
inwhich controllability andmonitoring of the power system can be enhanced through
employing communication infrastructure [21]. In such systems, distributed renew-
able energy generators are easily embedded into network and utilized effectively.
Moreover, these systemsprovide an appropriate platform for utilizingSLDs including
energy storage systems such as batteries and devices with similar properties such as
PEVs. Optimal utilization of SLDs in smart grids can be performed easily due to
existence of adequate infrastructure [15, 21, 22].

In addition to smoothing out renewable energy output and optimal utilization of
ESS in smart grids, ESSs can also be integrated and utilized optimally in conventional
DNs. They can be charged by the power drawn from the main grid and discharged
to supply DN loads so that performance of the conventional network is enhanced
economically and technically. Many researches have been conducted in this context
[12, 16–19]. In this chapter, a new closed form equation is proposed for optimal
utilization of ESS in conventional DNs in order to enhance efficiency of the DNs
using analytical methods.

1.2 Literature Survey

Nearly, all the attempts regarding ESS utilization can be considered in four different
areas including hybrid systems, smart grids, HESS, and conventional networks.

1. Hybrid system- lots of efforts have been performed for optimal design of hybrid
systems which mainly include renewable energy resources and ESSs. These
systems which are known as micro-grids can operate in two modes including
stand-alone and grid-connected modes. Micro-grids consist of a set of DGs and
ESS. These systems can supply a building (residential, commercial, or office), a
market, or even a village. The stand-alone hybrid systems are mainly designed
to supply the load demands in remote areas. Since these areas are far from the
main grid, the more economical method for supplying the load is to establish a
micro-grid consisting of generators which are based on renewable energies such
as solar and wind. Due to unpredictable output of PVs and WTGs, presence of
ESS is almost obligatory. These systems must be designed so that the load is
supplied all the time, while the system is low cost. Thus, ESS must be designed
optimally so that it can store an amount of energywhich is sufficient for supplying
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the load demand when there is no generation. In this situation, the number or the
capacity of ESS must be obtained optimally and technically. Thus, there is no
optimal placement or utilization for ESS. In other words, ESSmust be controlled
so that excess energy of generators is stored in ESSs, then they are discharged
to load whenever needed. ESS which is mainly used for these systems is battery
or hydrogen tank which is used to supply a FC. Some efforts in this area can be
found in [23–30].

2. Smart grids—smart environment of distribution networks, micro-grids and even
homes, facilitates optimal utilization of renewable energy resources, conventional
resources, and ESS. In such networks, in addition to conventional ESS, SLD such
as PEVs can also be operated as ESS [31–33]. In [34], Demand Response (DR),
Smart management of PEVs, and smart management of thermal energy storage
are performed to reduce the cost of energy consumption for residential sector.
Game theory is used for optimal control of ESS and demand-side management
in a smart power system in [35]. A stochastic energy management of PVs, PEV
and as ESS has been performed in a smart home in [36]. The authors have tried to
charge the PEVs in low tariff electricity time and supply the load with the lowest
possible cost. Authors of [37] have implemented optimal sizing of BESS in a
smart grid equippedwithST to reduce the rate of STconverters. Thepaper showed
that the BESS incorporating with ST can operate more efficiently. A review on
HEMS includingmanagement of generators especially renewable ones, ESS, and
SLD such PEVs can be found in [38]. Mixed-integer linear programing (MILP)
has been used for sizing of a hybrid system consisting of renewable DGs and ESS
for a smart home in [39]. They have used MILP for long term tech-economical
HEMS. Real-time optimal management of charge/discharge of ESS has been
performed in [40] for a smart grid. The authors have predicted load and scheduled
an optimal ESS management, then, they have proposed an on-line algorithm for
real time energy management. Establishing a balance between energy saving and
a comfortable lifestyle aiming for lowcost energy consumption, user convenience
rates and thermal comfort level in a smart home has been done in [41]. Lots of
other efforts conducted on ESS and energy management in smart grids and smart
homes, which are equipped with smart metering devices and communication
infrastructure, can be found in the literature. It is completely obvious that in such
systems, optimal management of ESS can be performed in real-time manner
easily. Thus, high efficient operation of ESS is quite expected.

3. HESS—different storage devices have different features which determine their
application and location of use. However, in some cases, a hybrid energy storage
system is an efficient way for storing excess energy and supplying the load
in a different situation. For instance, due to high energy density of batteries
and high power density of ultra-capacitors, an HESS consisting of batteries and
ultra-capacitors is an adequate ESS for a PEV. However, it is very important to
manage such systems to have an optimal operation of HESS. In a majority of
works performed in this area, the main objective is to reduce the current stress
of batteries and increase their life time. Some of the attempts done in HESS
management can be found in [42–46].
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4. Conventional network- the three important concerns of today’s societies are
energy, environmental and financial concerns [47]. Researchers and experts
have tried a lot to deal with these crises especially in the field of electricity
energy production and management. Loss reduction methods, distributed gener-
ation incorporation, power market, micro-grids and smart grids are some of the
proposed methods to reduce the cost, fuel consumption, and the environmental
threats. Someof thesemethods such asDG integration and loss reductionmethods
are now applied to the power systems and some of them are not. ESS manage-
ment is a novel method for increasing efficiency of today’s distribution systems.
As mentioned before, ESS can be easily managed in smart grids which actually
refer to the future networks. However, in conventional networks (i.e., nowadays
networks), there is no direct communication between producers and consumers.
Thus, ESS management in conventional networks with existing facilities is very
important for enhancing efficiency of the networks and fossil fuel producers. ESS
management means managing charge and discharge of these devices to move the
generation and consumption over time aiming to enhance network performance.
Using ESSs, large and even small power plants can operate in their exact optimal
operation points; while, the load variation can be smooth out by means of ESSs.

A real-time BES management has been done in [48]. In that paper, the load
is forecasted, BES scheduling is performed, and the errors are met in real-time.
Shen et al. have discussed the ADN expansion in the presence of ESS [49]. The
charging anddischargingofESShas beenperformedaiming to shift peak and enhance
reliability. Optimal control of ESS in a micro-grid integrated with renewable energy
resources has been discussed in [50]. In that paper, an optimal power flow by which
the optimal control of ESS is obtained has been introduced. Optimal power flow
considering ESS has also been discussed in [51]. They have integrated ESS in their
proposed OPF by adding simple charge/discharge dynamics of ESS. BES also have
proposed an AC optimal power flow for optimal placing of large ESS in a power
system in the presence of wind turbine generators [52]. In that paper, changes in
storage allocation in the network are studied as a function of total storage budget and
transmission line-flow constraints. Nik et al. have used a mixed integer second-order
cone programming to solve optimal power flow ofADN for optimal sitting and sizing
of distributed ESS [53]. The problem is solved as a multi-objective optimization
problem in which the network voltage deviations; line congestion; power loss, ESS
cost, load supplying cost; etc., are considered as the objectives. Tang et al. have
performed the optimal placement and capacity ofESS in distribution networks aiming
to minimize energy loss [54]. They have simulated the distribution network as a tree
and have shown that the best place for ESS is near the leaves far from the substation.

As can be seen, lots of efforts have been done in the field of optimal allocation and
management of ESS in conventional networks, smart grids and stand-alone micro-
grids. This subject is one of the most interesting fields of research which motivated
the authors to perform the current study.
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1.3 Research Gap

Role of ESSs on performance enhancement of power systems cannot be denied. They
reduce power losses by leveling out the load profile, increase reliability by storing the
power in energy excess time and supplying the load in timeof lowgeneration, enhance
the power quality by smoothingout the loadvariation andprovide a better platform for
renewableDGpenetration by tackling their intermittent output. Asmentioned before,
lots of efforts have beendone in thefield ofESSmanagement or allocation.Numerical
and evolutionarymethods are used for optimal management or ESS setting; however,
there is no guarantee for optimal performance of ESS using these methods [55–57].
Moreover, the simulation for finding the optimal management of ESSs must be
performed once again as the load varies. Since a series of optimization problems
must be solved in each iteration and according to complexity of the problem, solving
these problems would be time consuming and unreasonable. Furthermore, in the
previous studies on optimal management of ESS, the energy price and duration of
each level are considered to be constant.

Besides all appropriate efforts done in ESSmanagement of conventional network,
and to overcome the aforementioned shortcomings, an analytical approach for ESS
management is proposed in this chapter. A novel OF which is a closed form equation
is proposed. Using this closed form equation for optimal management of ESS, the
exact optimal operation point can be achieved easily using analytical methods. The
novelties of this chapter can be addressed as follows:

1. A new formulation is introduced for operation cost of the system in the presence
of ESS.

2. A closed form equation is proposed for charging and discharging ESS with the
aim of cost minimization.

3. Analytical solution is employed to solve the optimization problem.
4. The global optimal operation point of the system is reached mathematically.
5. Optimal management of ESS is achieved in real-time.
6. The energy cost based on consumption time is taken into account.
7. Using the proposed approach, effects of ESS parameters such as efficiency and

charging rate on optimal performance of the ESS can be investigated easily.
8. A critical efficiency is calculated for each ESS by means of the proposed closed

form equation. This critical efficiency illustrates whether utilization of ESS is
beneficial for the system or not.

1.4 Chapter Organization

In Sect. 2, problem formulation is illustrated and the proposed objective function
which is a closed form equation for ESSmanagement is extracted. In this section, the
algorithm for optimal allocation and management of ESS is presented. In Sect. 3, the
simulation and results are presented for two test cases and the optimal management
of ESS is discussed. Finally, the chapter is concluded in Sect. 4.
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2 Problem Formulation

In both conventional and smart distribution grids, the power price varies in different
load levels and periods. In other words, in a deregulated environment, power price
is determined by the market participants based on network conditions. The system
operator tries to minimize the overall cost of the system. In passive DNs, the overall
cost consists of power consumption cost and active power loss. However, for the
active DNs, the total costs include not only the cost of power consumption and active
power loss, but also the cost of energy produced by different resources. Moreover,
in such a network, revenue is obtained from selling output power of resources. For
a network equipped with ESS, cost of charging and revenue of discharging are also
added to system cost. Thus, the total cost of a system equipped with ESS can be
formulated as follows (Eq. 1):

Cost = TC × Pr
C

×PLC + TD × Pr
D

×PLD + TC × Pr
C

×PCh − TD × Pr
D

×PDCh

(1)

In this equation, indices C and D denote charging and discharging period, Pr ,
PL, and T are power price, active power loss and time duration, and PCh and PDCh

are charging and discharging power of ESS, respectively. The first and second parts
of the equation are costs of active power loss of the system in both charging and
discharging periods, respectively. The third part is the cost of purchasing power for
charging ESS, and the fourth part is the revenue of selling power by discharging the
ESS.

The active power loss can be formulated as follows (Eq. 2) [58–60]:

Pl =
N∑

i=1

N∑

j=1

[
αi j
(
Pi Pj + Qi Q j

)+ βi j
(
Qi Pj − Pi Q j

)]
(2)

where

αi j = ri j
Vi Vj

cos
(
δi − δ j

)
(3)

βi j = ri j
Vi Vj

sin(δi − δ j ) (4)

And Vi∠δi is the Voltage of ith Bus, rij+ jxij= zij, is the element (i,j) of impedance
matrix, and Pi and Pj are net injected power at ith and jth buses, respectively,

Now, imagine that ESS is installed at bus m. Thus, the active power loss of the
system during charge period of ESS can be written as follows (Eq. 5):

PLCh =
N∑

j=1, j �=m

N∑

i=1,i �=m

[
αCi j

(
PCi PC j + QCi QC j

)+ βCi j
(
QCi PC j − PCi QC j

)]
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+ αCmm

(
(PCm + PCh)2 + Q2

Cm

)

+
N∑

j=1, j �=m

[
αCmj

(
(PCm + PCh)PC j + QCi QC j

)
+ βCi j

(
QCi PC j − (PCm + PCh)QCj

)]

(5)

The load level during charging period is different from the one in discharging
period. Index 1 denotes charging period. The charging period lasts for T1 and the
energy stored in the ESS in this period is Es = TC × PCh. The stored energy is
injected to the network in discharging period with time duration of TD. It should
be mentioned that TD does not have to be continuous. In other words, the charged
energy can be discharged whenever required. Considering the discharging efficiency
of ηs the discharged power can be formulated as follows (Eq. 6):

PDCh = ηs × Es

TD
= ηs × TC × PCh

TD
(6)

Based on aforementioned phrases, active power loss of the system during
discharging period would be calculated based on the following equation (Eq. 7):

PLD =
N∑

j=1
j �=m

N∑

i=1
i �=m

[
αDi j

(
PDi PDj + QDi QDj

)+ βDi j
(
QDi PDj − PDi QDj

)]

+
N∑

j=1
j �=m

⎡

⎢⎢⎢⎣

αDmj

((
PDm + ηs × TC × PCh

TD

)
PDj + QDi QDj

)

+βDi j

(
QDi PDj −

(
PDm + ηs × TC × PCh

TD

)
QDj

)

⎤

⎥⎥⎥⎦

+ αDmm

((
PDm + ηs × TC × PCh

TD

)2

+ Q2
Dm

)
(7)

Now, by substituting Eqs. (5) and (7) in Eq. (1), the cost function can be rewritten
as follows (Eq. 8):

Cost =TC × Pr
C

×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

N∑

j=1
j �=m

N∑

i=1
i �=m

[
αCi j

(
PCi PC j + QCi QC j

)+ βCi j
(
QCi PC j − PCi QC j

)]

+
N∑

j=1
j �=m

⎡

⎢⎣
αCmj

(
(PCm + PCh)PCj + QCi QC j

)

+βCi j

(
QCi PC j − (PCm + PCh)QCj

)

⎤

⎥⎦

+αCmm

(
(PCm + PCh)2 + Q2

Cm

)

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
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+ TD × PrD ×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛

⎜⎜⎝
N∑

j=1
j �=m

N∑

i=1
i �=m

[
αDi j

(
PDi PDj + QDi QDj

)

+βDi j
(
QDi PDj − PDi QDj

)
]

+
N∑

j=1
j �=m

⎡

⎢⎢⎢⎣

αDmj

((
PDm − ηs × TC × PCh

TD

)
PDj + QDi QDj

)

+βDi j

(
QDi PDj −

(
PDm − ηs × TC × Pch

TD

)
QDj

)

⎤

⎥⎥⎥⎦

+αDmm

((
PDm − ηs × TC × PCh

TD

)2

+ Q2
Dm

))

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

+ TC × Pr
C

×PCh − TC × Pr
D

×ηs × TC × PCh

TD
(8)

As can be seen, cost is a function of charging power, and the other parameters
are constant. It should be noticed that cost is a function of coefficients α and β

which depend on voltage magnitude and angle. Updating values of α and β requires
calculating load flow. However, numerical results show that variation of α and β by
different sizes of ESS is small and negligible [59]. With this assumption, optimum
size of ESS for each bus, given by the aforementioned relations can be calculated
from the base case load flow (i.e., without ESS). Thus, by setting derivative of the
Cost function with respect to charging power equal to zero, the optimal amount of
power charging can be achieved (Eqs. 9–11).

∂Cost (PCh)

∂PCh
=TC × Pr

C
× ∂PLC

∂PCh
+ TD × Pr

D
× PLD

∂PCh

+ TC × Pr
C

−TD × Pr
D

×ηs × TC
TD

= 0 (9)

∂PLC

∂PCh
=

N∑

j=1
j �=m

[
αCmj × PCj − βCmj × QCj

]

︸ ︷︷ ︸
A1

+2 × αCmm × (PCm + PCh) (10)

∂PLD

∂Pch
=

N∑

j=1
j �=m

[
αDmj ×

(
−ηs × TC

TD

)
× PDj − βDmj ×

(
−ηs × TC

TD

)
× QDj

]

︸ ︷︷ ︸
A2

+ 2 × αDmm ×
(

−ηs × TC
TD

)
×
(
PDm +

(
−ηs × TC

TD

)
× PCh

)
(11)

Finally, by substituting both derivatives of loss functions ( ∂PLC
∂PCh and ∂PLD

∂PCh ) in cost

function derivate ( ∂Cost (PCh)

∂PCh ), the optimal amount of charging power is achieved as
follows (Eq. 12):
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PCh =

⎡

⎢⎣
−TC × Pr

C
×(1 + AC + 2 × αCmm × PCm)

−TD × Pr
D

×
(

−ηs × TC
TD

+ AD − αDmm × PDm ×
(
2 × ηs × TC

TD

))

⎤

⎥⎦

TC × PrC ×2 × αCmm + 2 × TD × PrD ×
(

ηs×TC
TD

)2 × αDmm

(12)

Based on the obtained closed form equation, determining time duration of both
charging and discharging periods, power price at both periods, ESS efficiency, and
information of load flow, the exact optimal power charging of the ESS can be
obtained.

• Technical assessment (Effect of ESS efficiency)

One of the important parameters in ESS management is its efficiency. Regarding Eq.
(12), when PCh ≥ 0, charging ESS is economical. Thus, it can be said that there
is a critical efficiency for which PCh is zero. Whenever, efficiency of ESS is greater
than this critical value, charging and discharging of ESS is economical. To obtain
the critical efficiency, let PCh to be positive. The critical efficiency is then obtained
as follows (Eq. 13):

ηcri tical = PrC ×(1 + A1 + 2 × αCmm × PCm)

PrD ×

⎧
⎪⎨

⎪⎩
1 +

N∑
j=1
j �=m

[
αDmj × PDj − βDmj × QDj

]+ 2 × αDmm × PDm

⎫
⎪⎬

⎪⎭

(13)

As can be seen, the critical efficiency is related to different parameters such as
duration, power price, amount of load in each load level and the network character-
istics. By calculating the critical value of ESS efficiency, an appropriate ESS can be
selected to be installed in the studied system.

• Constraints

In solving the ESS management in this study, there are two kinds of constraints
including those related to ESS and those related to DN.

The constraints related to the network are voltage limit and thermal limit of the
line which can be mathematically presented as follows (Eqs. 14 and 15):

V i
min ≤ Vi ≤ V i

max (14)

Sk ≤ lim i tk (15)
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where V is magnitude of the bus voltage and indices max and min denote the upper
and lower bounds. Limitk is the thermal limit of line k, and Sk is the power flow
through line k.

The constraints related to ESS include limited capacity, charging rate and
discharging rate.

Capacity constraint: State of Charge (SOC) must lie in a predefined range as
follows (Eq. 16):

MinCap. ≤ SOC(t) ≤ MaxCap. t = 1 : 24 (16)

where

SOC(t) = SOC(t − 1) + Pstorage(t) (17)

MinCap. = (1 − DOD) × MaxCap. (18)

AvailbleCap = MaxCap. − MinCap. (19)

In these equations, t is time,MaxCap is maximum capacity of ESS, SOC is state
of charge, DOD is depth of discharge, MinCap is the minimum capacity of ESS,
AvailableCap is the ESS capacity which can be used, and Pstorage is the charge or
discharge power of ESS.

Rate Constraint: the amount of power for charging or discharging (i.e. Pstorage)
cannot exceed limitation in an hour. In other words, charging or discharging rate
must be lower than a maximum value as follows (Eq. 16.20):

∣∣Pstorage(t)
∣∣ ≤ MaxRate (20)

To satisfy this constraint,Pstorage in charging anddischargingmode canbeobtained
as follows (Eqs. 21 and 22):

In charging mode:

Pstorage(t) = min
{
Pch(t), Maxcap − SOC(t − 1), MaxCh.Rate

}
(21)

In discharging mode:

Pstorage(t) = max
{
PDisch.(t), Mincap − SOC(t − 1),−MaxDisCh.Rate

}
(22)
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2.1 Optimal Placement and ESS Scheduling

According to the previous section, optimal management of ESS can be achieved
analytically. However, the place of ESS installationmight also influence performance
of DN. Procedure of optimal placement and scheduling ofmulti ESS are illustrated in
the flowchart depicted in Fig. 1. It should be noticed that in this flowchart, Nload_level

is the number of levels considered for daily load profile, and Nbus is the number
of buses in the studied network. For each load level, the ESS is placed in all buses
and optimal management of charging/discharging of the ESS is obtained. The best
algorithm for charging/discharging ESS is obtained among different scenarios and
the best place for ESS is obtained based on benefit of ESS for the network according
to its location (Tables 1 and 2).

3 Simulation and Results

The proposed approach is applied to two standard test cases including 33-bus and
69-bus radial DNs in which the line data and bus data of these two systems can be
found in [61], and [59], respectively. The economic and technical data related to load
level, power price, power loss and system cost for both test systems are also extracted
from [62]. This information is briefly presented in Table 3. Technical information of
ESS is also illustrated in Table 4.

Simulations are performed in 4 different scenarios. In the first scenario, optimal
placement and ESS scheduling are investigated. In the second scenario, optimal
placement and scheduling of two ESSs are studied. In the third scenario, the ESS is
placed in the system and only ESSmanagement is considered. In the fourth scenario,
effect of ESSE is investigated. All the scenarios are performed for both test systems.

3.1 Scenario 1: Optimal Placement and Scheduling of 1 ESS

In this scenario, optimal location and scheduling of an ESS are obtained. In order
to investigate the effect of ESS efficiency, 5 different values are considered for ESS
efficiency. The obtained results for both 33-bus and 69-bus test systems are shown
in Tables 5, and 6, respectively.

A quick look reveals that the best place for ESS is almost near the first bus of the
system, i.e., close to the upper grid. The reason is that in this location, power loss
of the system in charging period does not vary dramatically. In other words, ESS
can be considered as a load during the charging period. Thus, by installing ESS near
the main grid, power required for charging ESS does not flow through the lines; this
results in lower power loss. Moreover, lower voltage drops may occur in the system.
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Fig. 1 The flowchart of optimal placement and ESS scheduling
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Table 1 Technical and commercial information of 33 and 69 bus test systems

LF 0.55 0.85 0.7 1

Load duration 6 6 6 6

Energy price 0.55 0.75 0.65 1

Loss 69 bus 62.909 158.11 104.48 224.87 Net cost

33 bus 59.45 148.73 98.52 210.97

Cost 69 bus 207.6 711.5 407.48 1349.2 2675.7

33 bus 196.22 669.3 384.25 1265.8 2518.3

Table 2 ESS technical information

Maximum rate Maximum capacity

33 bus 2500 10000

69 bus 2500 16000

Table 3 Optimal placement and scheduling of an ESS for different values of ESSE for 33-bus test
case

η Bus LF Status Ch./D.Ch Loss Cost Income Benefit

1 5 0.55 Ch 1666 130 5929 3002

0.85 D.Ch −1666 101 7042

0.7 D.Ch 1666 183 7216

1 D.Ch −1666 149 9105

0.97 5 0.55 Ch 1692 131 6017 2541

0.85 D.Ch −1641 185 6928

0.7 Ch 1692 101 7321

1 D.Ch −1641 149 8952

0.94 5 0.55 Ch 1718 133 6109 2073

0.85 D.Ch −1616 102 8798

0.7 Ch 1718 187 7430

1 D.Ch −1616 150 6814

0.9 5 0.55 Ch 1757 179 6391 1288

0.85 – 148 384

0.7 – 98 669

1 D.Ch −1581 125 8733

0.85 5 0.55 Ch 1807 138 6422 831

0.85 – – 148 669

0.7 – – 98 384

1 D.Ch −1536 152 8307
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Table 4 Optimal placement and scheduling of an ESS for different values of ESSE for 69-bus test
case

η Bus LF Status Ch./D.Ch Loss Cost Income Ben.

1 47 0.55 Ch 2500 63 8459 5572

0.85 D.Ch −2500 158 10,539

0.7 Ch 2500 104 10,159

1 D.Ch −2500 224 13,652

0.97 47 0.55 Ch 2538 63 8584 4904

0.85 D.Ch −2462 158 10,370

0.7 Ch 2538 105 10,308

1 D.Ch −2462 224 13,427

0.94 47 0.55 Ch 2500 63 8459 4021

0.85 D.Ch −2352 104 9874

0.7 Ch 2500 157 10,159

1 D.Ch −2352 224 12,765

0.9 9 0.55 Ch 2500 148 8739 2713

0.85 D.Ch −2246 121 9564

0.7 Ch 2500 204 10,549

1 D.Ch −2246 174 12,436

0.85 7 0.55 Ch 2500 63 8694 – 1788

0.85 – – 158 711 –

0.7 – – 104 407 –

1 D.Ch −2116 224 11,601

Thus, the ESS is placed in the buses close to the upper grid and the optimal strategy
is to charge the ESS in low power price period and discharge in high price time.

It can also be inferred from the tables that ESSE has a significant influence on
total benefit of optimal ESS scheduling. As can be seen, a mere 3% increase in
ESSE increases the total benefit by 15% and 13% for 33-bus and 69 bus test cases,
respectively. The differences between total benefit of both test systems in the case
of ESSE of 100 and 85% are staggering. Moreover, the load factor (LF) does not
influence charging or discharging rate of ESS. However, income of the network for
higher LFs is bigger.

3.2 Scenario 2: Optimal Placement and Scheduling of 2 ESSs

In this scenario, optimal placement and scheduling of multi ESSs (2 ESSs) are inves-
tigated. Similar to the previous scenario, the optimizations are performed for different
values of ESS efficiency. The optimization results are listed in Tables 7 and 8 for
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Table 5 Optimal placement and scheduling of two ESSs for different values of ESSE for 33-bus
test case

η Bus LF Status Ch./D.Ch Loss Cost Income Ben.

1 0.55 5 Ch 1666 142 11,472 7491

19 Ch 1666

0.85 5 D.Ch −1666 101 14,542

19 D.Ch −1666

0.7 5 Ch 1666 197 13,772

19 Ch 1666

1 5 D.Ch −1666 147 19,113

19 D.Ch −1666

0.97 0.55 5 Ch 1692 144 11,648 6397

19 Ch 1692

0.85 5 D.Ch −1641 101 14,313

19 D.Ch −1641

0.7 5 Ch 1692 200 13,981

19 Ch 1692

1 5 D.Ch −1641 148 18,807

19 D.Ch −1641

0.94 0.55 5 Ch 1723 147 11,861 5341

19 Ch 1723

0.85 5 D.Ch −1611 102 14,045

19 D.Ch −1611

0.7 5 Ch 1723 202 14,234

19 Ch 1723

1 5 D.Ch −1611 148 18,447

19 D.Ch −1611

0.9 0.55 5 Ch 1757 149 12,089 5248

19 Ch 1757

0.85 5 D.Ch −1581 102 13,768

19 D.Ch −1581

0.7 5 Ch 1757 205 14,506

19 Ch 1757

1 5 D.Ch −1581 149 18,076

19 D.Ch −1581

0.85 0.55 5 Ch 1807 153 12,436 4048

19 Ch 1807

0.85 5 – 148 669.3

(continued)
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Table 5 (continued)

η Bus LF Status Ch./D.Ch Loss Cost Income Ben.

19 –

0.7 5 – 98 384.2

19 –

1 5 D.Ch −1536 150 17,538

19 D.Ch −1536

33-bus and 69-bus test systems, respectively. As expected, the best places for ESSs
are determined to be close to the main grid. The results show that power loss of the
system during charging period is nearly 10% higher than the previous scenario. In
other words, increase in ESS capacity increases the power for charging ESS which
results in higher losses. Power loss of the system during discharging period is approx-
imately the same for both cases. However, total benefit of the system in the case of
two ESSs is much higher than its value for one ESS. In other words, increase in ESS
capacity enhances performance of the system. A higher ESS capacity means a higher
load during low power price and higher generation in high power price. This surely
increases benefit of system’s power supply.

3.3 Scenario 3: ESS Scheduling

This scenario investigates the situation of scheduling one ESS. In other words, in this
situation, ESS is placed in the system and the proposed approach is only performed
for optimal ESS scheduling. In this scenario, the ESS efficiencies of 85 and 95% are
considered. The predefined place for ESS is considered to be on buses 30 and 33 for
33-bus and 69-bus test systems, respectively. The results of optimal ESS scheduling
for both 33-bus and 69-bus test systems are listed in Table 9. As can be seen, since
location of ESS is not optimal, power loss is higher than its value compared to the
case where the ESS is placed in the optimal location. For instance, the power loss
of 33-bus test case for ESSE of 85% during charging mode is 242.65 for the case
of non-optimal location and 138 for optimal placement of ESS. Total benefit of the
system for optimal location is nearly 9 times higher than benefit of the case with
non-optimal location for ESSE of 85%. Thus, optimal placement of ESS can affect
system performance significantly. It is also obvious that as ESSE improves from 85
to 95%, the total benefit increases drastically.

The SOC, charging and discharging rate of ESS after optimalmanagement for two
different efficiencies including 95% (i.e. case 1), and 85% (i.e. case 2) are depicted
in Fig. 2 for IEEE-33 bus test system and 69 bus test system. As can be seen, ESS
with efficiency of 85% is not charged and discharged between 7 A.M to 18 P.M. In
other words, during these hours, utilizing ESS is not economical. The reason is that
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Table 6 Optimal placement and scheduling of two ESSs for different values of ESSE for 69-bus
test case

η LF Bus Status Ch/D.Ch Loss Cost Income Benefit

1 0.55 36 Ch 2500 63.2 16,710 13818

47 Ch 2500

0.85 36 D.Ch −2500 158 21,788

47 D.Ch −2500

0.7 36 Ch 2500 105 19,911

47 Ch 2500

1 36 D.Ch −2500 224 28,651

47 D.Ch −2500

0.97 0.55 36 Ch 2500 63.7 16,710 12,255

47 Ch 2500

0.85 36 D.Ch −2425 158 21,118

47 D.Ch −2425

0.7 36 Ch 2500 105 19,911

47 Ch 2500

1 36 D.Ch −2425 224 27,758

47 D.Ch −2425

0.94 0.55 36 Ch 2500 63 16,710 10,411

47 Ch 2500

0.85 36 D.Ch −2337 158 20,328

47 D.Ch −2337

0.7 36 Ch 2500 105 19,911

47 Ch 2500

1 36 D.Ch −2337 224 26,704

47 D.Ch −2337

0.9 0.55 36 Ch 2500 63.7 16,710 8560

47 Ch 2500

0.85 36 D.Ch −2249 158 19,535

47 D.Ch −2249

0.7 36 Ch 2500 105 19,911

47 Ch 2500

1 36 D.Ch −2249 224 25,647

47 D.Ch −2249

0.85 0.55 36 Ch 2500 135 16,946 6342

47 Ch 2500

0.85 36 – 104 407

(continued)
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Table 6 (continued)

η LF Bus Status Ch/D.Ch Loss Cost Income Benefit

47 –

0.7 36 – 158 711

47 –

1 36 D.Ch −2125 182 24,407

47 D.Ch −2125

Table 7 Optimal scheduling of an ESS for different values of ESSE

η Bus LF Status Ch/D.Ch Loss Cost Inc. Ben.

33 0.95 30 0.55 Ch 1513 244 5802 1144

0.85 D.Ch −1438 125 7875

0.7 Ch 1150 244 5441

1 D.Ch −1093 90 4512

0.85 30 Ch Ch 1505 242 5769 92.2

0.85 – – 127 1053

0.7 – – 98.5 669

1 D.Ch −1280 148 6915

69 0.95 33 0.55 Ch 2294 123 7980 1539

0.85 D.Ch −2179 128 −8882

0.7 Ch 1444 243 6136

1 D.Ch −1372 205 6774

0.85 33 0.55 Ch 1837 101 6399 359

0.85 – – 158 711

0.7 – – 104 407

1 D.Ch −1562 248 7878

Table 8 Critical values of efficiency

Discharging period→ 1 2 3 4

Charging period↓
1 – 0.77066 0.83285 0.73491

2 1.2987 – 1.1719 0.83863

3 1.2007 0.85329 – 0.79026

4 1.3607 1.1925 1.2654 –
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Table 9 Critical values of efficiency

Discharging period 1 2 3 4

Charging period

1 – 0.83625 0.78757 0.7125

2 1.2012 – 1.2378 0.79994

3 1.2697 0.85786 – 0.89546

4 1.4035 1.2514 1.1167 –

Fig. 2 SOC and rate of charge and discharge of ESS after management for case 1: efficiency of
95% and case 2: efficiency of 85% for both test systems

the critical efficiency (i.e. η critical) is higher than 85%; thus, any ESS with lower
efficiency is not reasonable to be used.

3.4 Scenario 4: Investigating Effect of ESSE on System Cost
Reduction

In this scenario, the effect of ESSE on system cost is investigated. This investigation
is performed for both test systems.
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Fig. 3 Cost variation regarding ESSE for 69-bus test system

3.4.1 69-Bus Test Case

In this system, it is assumed that an ESS is placed at bus 33. The critical efficiency
for charging in a period and discharging in another period is shown in Table 8. As
expected, the optimal performance occurs when efficiency is higher than critical
efficiency. For instance, when ESSE is 85%, the best situation occurs when the
critical efficiency is minimum. The critical efficiencies which are shown in Tables 8
and 9 reveal that charging and discharging are economical, when ESSE is higher
than critical value.

Variations of system cost regarding ESSE are depicted in Fig. 3. It is obvious
that the critical efficiency is 73.49%. Any efficiency lower than this value does not
affect system costs. Efficiencies higher than this value up to nearly 75% decrease the
system cost dramatically. Any efficiency higher than 75% would be economically
beneficial for the network.

3.4.2 33-Bus Test Case

In this system, ESS is placed on bus 30. Critical efficiencies of the ESS for charging
anddischarging in thementionedbus are listed inTable 9.The cost variation regarding
ESSE is presented in Fig. 4. As can be seen, the critical efficiency is 71.25%. Any
efficiency higher than this value decreases system cost. Moreover, efficiencies higher
than 84% not only decrease the cost, but they are also beneficial.
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Fig. 4 Cost variation with regards to ESSE for 33-bus test system

4 Conclusion

Regarding increase of renewable energy resources integration in distribution
networks, utilization of energy storage system experienced a dramatic increase. Thus,
optimal management of these apparatuses especially in conventional distribution
networks, is so important. In this chapter, a novel analytical approach for optimal
management of energy storage system is proposed. In the proposed approach, the
objective function of optimal placement andESS scheduling is reducing system oper-
ation cost; while system constraints are satisfied. In the proposed approach, power
loss, power price and load level are considered. The exact optimal operation point is
obtained by analytical method and a closed-form equation is achieved. Advantage of
the proposed approach compared to previous ones is that the exact operation point is
obtained. Moreover, because of closed-form equation, procedure of calculating the
proposed approach is much lower than the previous methods. Furthermore, in this
chapter, effect of energy storage system efficiency on optimal performance of the
ESS is investigated. Critical efficiency is also obtained analytically. Using this equa-
tion, minimum energy storage system efficiency can be obtained based on system
condition. In other words, the technical requirement of ESS needed for a system can
be obtained by the proposed approach. The proposed approach can be applied to
different storage systems.
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Abstract This chapter aims to present the implementation and real time simula-
tion stages of a PEM fuel cell using OPAL-RT technology. The following topics
are presented: OPAL-RT technology, real-time simulation, conditions regarding the
implementation of a mathematical model from Simulink/MATLAB in the RT-LAB
platform using the OPAL-RT technology. Through the developed mathematical
models, the authors can optimize the fuel cells, but also the integration of moni-
toring and control systems with the purpose of real time visualization of parameters
as well as data acquisition using CAN, data storage and processing. The physical
mathematical equations of the model were implemented in a programming language,
in the form of code or block diagram, in order to be simulated in real-time. The advan-
tages of real-time simulation of the mathematical models developed in the research
projects are characterized by three decisive factors: speed of implementation, devel-
opment flexibility and results predictability. The originality of the method is that the
model can be simulated in real time (HIL) using an OPAL-RT architecture.
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Nomenclatures

A. Acronyms
FC Fuel cell
PEMFC Proton exchange membrane fuel cell
CAN Controller area network
HIL Hardware in the loop
PIL Power in the loop
SIL Software in the loop
PHIL Power hardware in the loop
EU European union
ICE Internal combustion engine
NCHFC National center for hydrogen and fuel cell
DC Direct current
AC Alternative current
EV Electric vehicle
PHEV Plug-in hybrid electric vehicle
FCHV Fuel cell hybrid vehicle
CFD Computational fluid dynamics
OCV Open circuit voltage
RT Real time
RCP Rapid control prototyping

B. Symbols/Parameters
H2 Hydrogen
H+ Hydrogen proton
e− Electron
O2 Oxygen
H2O Water
CO2 Carbon dioxide
�H Enthalpy(
h f

)
H2O

Heat of formation for water
(
h f

)
H2

Heat of formation for hydrogen
(
h f

)
O2

Heat of formation for oxygen
�G Gibbs free energy
T Temperature
�S Entropy(
s f

)
H2O

Water entropy
(
s f

)
H2

Hydrogen entropy
(
s f

)
O2

Oxygen entropy
Wel Electrical work
q Charge
E Theoretical potential
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n Number of electrons per molecule
NAVG Avogadro’s number
qel Charge of one electron
F Faraday’s constant
Eth Theoretical fuel cell potential
ET,P Fuel cell potential taking into account temperature and pressure
R Ideal gas constant
PH2 Partial pressure of hydrogen
PO2 Partial pressure of oxygen
PH2O Partial pressure of water
Ecell Fuel cell potential
α Transfer coefficient
i Current density
i0 Exchange current density
iL Limiting current density
Ri Total internal resistance of the fuel cell
η Fuel cell efficiency

1 Introduction

On the 10th of November 2018, the European Commission presented the new joint
energy strategy of the European Union, which proposes to provide competitive,
sustainable and safe energy. The new framework agreed by the European Council
sets the European Union’s target to at least 27% in terms of renewable energy share
in the EU by 2030.

Considering the increase estimates of the number of passenger vehicles by 2050,
to 273 million in Europe and to 2.5 billion worldwide, a quasi-total decarbonization
cannot be achieved only through development or efficiency increases for the current
internal combustion engines (ICE), or only by using alternative fuels. The National
Center for Hydrogen and Fuel Cells (NCHFC) has dedicated laboratories for PEM
fuel cells. The laboratories are specialized on the development of fuel cells and stacks
of high performance and the study of their behavior in different operating conditions
with the purpose of improving their functional performances. The activities that are
carried out in the laboratories are related to:

– Development of batteries and fuel cell stacks in different construction variants for
low and high temperatures;

– Study of the behavior of fuel cells in transient regimes, repeated on-off cycles;
– Studies on the behavior of fuel cells for low temperature operation;
– Improvement of the functional performances of the fuel cells in the case of

supplying gas mixture with different concentrations of toxic gases, both on the
anode and cathode inlets, which simulate their real operating conditions;
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– Optimization of the functional parameters for electricity production during load
variations using DC/DC or DC/AC converters with adapters for input impedance.

At present, in the transport sector, the technology of electric or hybrid vehicles
with direct power supply from the network is constantly expanding.

TheRomanian state facilitates the purchase of Evs and PHEVs by offering support
vouchers, so that the prices are similar to those of vehicles with internal combustion.
In addition, both state agencies and private traders offer free EV & PHEV charging
solutions, all to encourage clean transportation—this free charge is expected to be
discontinued as EV & PHEV numbers increase abruptly, thus energy consumption
will have to be managed properly, including through pricing.

In this context, the integration of the PEM fuel cell for EV & PHEV aims to
replace fossil fuels, with a significant impact on the environment. Fuel cells are
electrochemical devices that convert the chemical energy of a fuel (hydrogen) into
electricity. Fuel cells are considered to be a viable solution when it comes to alterna-
tive energy sources. In recent years, there is an increasing interest for green energy
and renewable energy, this topic being the focus of many research centers.

The fuel cell having a proton exchange membrane was invented in the 50 s.
Currently, this fuel cell is used in mobile applications, such as the automotive field,
for powering electrical portables, as well as for stationary electricity generation
systems. The power of these cells varies between 1 and 100 kW.

In the case of proton exchange membrane fuel cells, the electrolyte is a very thin
membrane. The most used material for the membrane is Nafion. The electrodes are
made of woven or carbonic paper on which fine particles of the catalyst (usually
platinum) are deposited.

The following reactions occur at the electrodes:

– At the anode: 2H2 → 4H+ + 4e−
– At the cathode: O2 + 4H+ + 4e− → 2H2O

The operating temperature is about 80 °C.
The fuel cells domain is an objective of the big companies in the automotive

field, hence, in order to reduce the costs, it is desired to develop fuel cell emulators
using HIL and PHIL technology. In the literature, different mathematical models
are presented related to integrated automotive applications simulated with Opal RT
technology.

This chapter has as main objective the classification of PEM fuel cells, as well
as the mathematical modeling and real time simulation of a PEM fuel cell using
Opal RT technology.

As the topic of the book suggest, the mathematical modeling of the fuel cell
represents a numerical method used for describing the functioning of a fuel cell,
which converts chemical energy into electric energy.

The model of the proton exchange membrane fuel cell presented in this chapter
aims to achieve a real-time emulator of the fuel cell. The need for a fuel cell emulator
is due to the still very high cost of fuel cells. The role of the emulator is to replace a
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real fuel cell [1]. It allows the real time simulation of the fuel cell’s output voltage
in both steady state and transient regime.

Fuel cells are considered as the energy sources of the future, representing a
very active research field, but taking into account that there are some aspects to
be improved, such as: cost, life time, etc. [2]. The emulator can be used in diagnosis
or when it is desired to integrate a fuel cell into a real system, therefore the risk of fuel
cell damage or destruction is excluded. The emulator also allows the validation of
the fuel cell’s auxiliaries as well as the control methods before their implementation
in a real system.

This chapter is structured as follows: in Introduction, the authors present the
main objective of this chapter; in the second part, the research location with its main
infrastructure is described; the third part consists of themathematical modeling of the
fuel cell and it is followed by the presentation of the Opal-RT simulator in the fourth
part; in the fifth and last part, the conclusions are drawn and future developments are
presented.

Based on its experience in the field of hydrogen and fuel cells, the ICSI Energy
department aims to develop stationary and mobile applications that make use of
hydrogen and fuel cells. In this context, comparing the classical system of electricity
production with the system of electricity generation based on fuel cells, the following
can be observed:

– If H2 is obtained through renewable energy sources, the fuel cells produce elec-
tricity without generating CO2 emissions and does not pollute, thus reducing the
greenhouse effect;

– The efficiency of a fuel cell-based system (including also the electric power
consumed by the auxiliary components) decreases down to 40–45%;

– The fuel cell-based system is small in size. This system is relatively compact,
precisely due to the conversion of electrochemical energy into electricity in a
single stage.

2 Fuel Cell in ICSI Energy

ICSI Energy initiated in Romania the research activity in the production, storage and
applications of hydrogen and fuel cells. At the same time, ICSI Energy represents
a research and development facility having the mission to implement, develop and
disseminate in Romania the energy technologies based on hydrogen, but also to
support the national priorities in the field of energy and environment.

Researchers from the “Production and mobility of hydrogen” department focused
on the development of technologies, products and services that compete to achieve
a “hydrogen economy” in Romania. Based on the research infrastructure within
the department, solutions were developed for hybrid mobility by carrying out
experimental-demonstrative research that led to functional models which confirmed
the degree of technical and commercial performances of hydrogen-based vehicles.
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A special attention was given to PEM fuel cells due to the advantages of having a
low operating temperature, a solid electrolyte and a compact shape. PEM fuel cells
are used in a wide range of mobile and stationary applications, for example: cars,
scooters and bicycle manufacturing industry, golf cars, utility vehicles, aerospace
programs, military applications, ships and submarines, fuel cell powered locomo-
tives, production of electrical energy both for domestic consumers and for the national
electrical grid, being able to generate in the system powers between 1 and 33 kW.
Within the department, there is an undergoing project related to the integration of
PEM fuel cells into mobile charging stations for electric vehicles.

This study is part of the research activities within the project won by competition
36PCCDI/2018 with the title “Intelligent conductive charging stations, fixed and
MobiLe, for electric propulsion transport” (SMiLE-EV), related to “Methods to
simulate the functioning of the PEM fuel cell”.

The concept of fuel cell-based vehicle represents a huge leap in the automotive
field, for a quasi-total decarbonization that cannot be achieved only through devel-
opment or efficiency increases for the current propulsion systems based on internal
combustion engines or only by using some alternative fuels. The lack of hydrogen
supply infrastructure, as well as the cost of hydrogen production that is still high,
represent a barrier in the series implementation of fuel cells and hydrogen-based
vehicles [3].

Car manufacturers have approached this Green to Green concept by showing
the real benefits of using hydrogen as an alternative fuel. Currently, Toyota Motor
Corp. developed a series standard hybrid electric car (FC-Bat). Based on the use of
innovative simulation techniques [4–6] regarding the integration of fuel cells in the
hybrid system, Toyota constantly reports the progress regarding the implementation
of this technology [7, 8].

The increased attention of car manufacturers in the development and implementa-
tion of a new fuel cell concept derives from the following key factors: fuel cell is not
polluting; it has high efficiency and high performance. Of course, worldwide, it has
been found that there is a need for an environmentally friendly energy source, and the
one having as waste water represents a viable candidate. The energetic performance
of fuel cell-based vehicles remains a complex issue as the dynamics of the proton
exchange membrane fuel cell is relatively slow for automotive applications. In order
to overcome this major disadvantage, it is necessary to store the excess energy in a
battery or in an ultracapacitor. This will maintain performance during peak power
requests, which are taken over by the ultracapacitor. Using one of the energy storage
solutions mentioned above, efficiency problems are also solved by recovering power
during the deceleration of the vehicle [9, 10].

When designing the entire complex assembly of the hybrid vehicle with fuel
cells, advanced techniques of modeling, design and testing are used, taking into
account the behavior of the fuel cell, the battery, the converters and the propulsion
system, as a whole unit, in different operating and functioning regimes [11, 12].
In research/design, analysis techniques based on mathematical models are used to
develop control systems dedicated to hybrid vehicles. This is due to the fact that the
equipment is expensive, the development cycles are relatively short and, last but not
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least, due to the fact that the hybrid vehicles cu fuel cell—battery systems represent
a new research direction in the automotive field.

The model-based control system requires an exact mathematical model of the
different fuel cell-based hybrid vehicles (FCHV) subsystems. The modeling, devel-
opment and testing of an FCHV is carried out on several levels. It starts from the
modeling, dimensioning and control of each subsystem and, finally, the general opti-
mization and control of the FCHV system [13, 14] is achieved through standard
simulation or using hardware in the loop (HIL) simulators. In this study, the authors
used Opal RT technology dedicated to real-time simulation of the proposed PEM
fuel cell model.

3 Mathematical Modeling

Based on the literature study for the fuel cell as an important FCHV component,
there are several mathematical models [15, 16]. In some cases, the mathematical
models are not applied for the equilibrium state [17, 18], but, in most cases, these are
equilibrium state models [13], mainly used for component sizing [19], cumulative
fuel consumption [20], optimization of operating points or hybridization studies [21]
and models of simulation [22]. The transient model has already been described as
being dependent on temperature change. By applying small variations of current or
a stepped load to the output terminals of the PEMFC, a dynamic of the behavior of
a PEMFC stack (or cells) can be obtained [23, 24].

In recent years, through the use of advanced numerical computing algorithms, it
has been possible to model PEMFC systems and individual components with better
accuracy.

From the mathematical modeling point of view, for the PEMFC several compo-
nents must be considered simultaneously: fluids that havemultiple aggregation states
and multi-dimensional flow, mass and heat transfer and electrochemical reactions.
An example of a detailed dynamic model of fuel cells given in [13, 25, 26] includes
reactant stoichiometry, hydration and voltage modeling in a single fuel cell and in a
stack, but without taking into account the thermal effect on the PEMFC performance
[27, 28].

A complete mathematical model is needed in order to characterize all phys-
ical, chemical and even mechanical simulations to better understand the complex
phenomena that occur in an integrated FC system [11]. Moreover, a complete math-
ematical model is very important in the design, optimization and realization of a
PEMFC.

The development and testing of a complex hybrid system are usually performed at
several levels, starting from the individual subsystem sizing and control and ending
with the general system optimization and control in standard and HIL simulation.
Due to the size of the model and the technique of simulation used, the subsequent
optimization and testing steps may take a longer period of time.
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Themathematical model must be robust, accurate and provide fast solutions in the
event of problems. For a wide range of operating conditions, the model must be able
to determine PEMFC performance. The most important physical parameters of the
cell to be included in amathematical model for PEMFC are: the cell (physically—the
parameters), the potential of the cell, the temperature, the pressure and the flow rates
of the fuel and the oxidant, as well as the stoichiometry of the reactants.

One-dimensional mathematical models for thermal response and water manage-
ment have been proposed, dynamic models to predetermine internal performances
using the electrochemical reaction and the dynamic thermal equation. Two-
dimensional models are also developed in order to determine PEMFC perfor-
mances above and within (y–z axis) or along gas channels (x–z axis), but also
three-dimensional mathematical models for evaluating PEMFC performances on all
three axes (obviously, with the application of modeling restrictions in two or three
dimensions) [29].

3.1 Modeling Criteria for a PEMFC Stack

By type: analytical, empirical or semiempirical. The equations distinguished in
a mathematical model of a fuel cell can be: analytical equations, semiempirical
equations and empirical equations [30, 49].

Analytical models. An analytical model uses the fundamental physical equations
that allow the direct writing of the desired phenomenon. All parameters from the
equation have a well-defined physical explanation. These equations are not specific
only for a particular type of fuel cell, they also represent basic equations used for
describing a phenomenon, which can be found in all types of fuel cells [31]. In the
analytical models, the parameters are determined directly, starting from the mate-
rial’s physical characteristics from which the stack is made. For some situations, the
characteristics or properties of a certain material cannot be easily measured or deter-
mined. In this case, the physical parameters can be obtained based on some laboratory
experiments for the modeled stack. Thus, for each modeled cell, the parameters of
the governing equations could be simplified and extracted according to experimental
data. This type of model is the most general and easiest to understand for fuel cell
modeling [15].

Semiempirical models. In the case of semiempirical models, the fundamental
equations are maintained for given physical phenomena, but some of them are
modelled starting from experimental tests. These empirical equations are obtained
for a given material and well-known test conditions. However, they cannot be used
outside the experimental validated conditions, so the model loses some of its gener-
ality. However, in this type of model, the analytical equations represent the majority
of the equations used.

Empirical models. An empirical model mainly uses empirical equations deter-
mined by experiments. The conditions used for the validation of the model are quite
restrictive. However, the empirical equations are considered to be simpler when using
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thismodel type. For some situations, the empirical equation is represented by an inter-
polation. These empirical equations could also be extracted from the simplification
of the base equations, given the specified test conditions.

By spatial dimension: 0-D, 1-D, 2-D, 3-D. A fuel cell can be developed according
to needs with different spatial dimensions, described below [30].

0-D. A zero-dimensional model does not contain any equation including spatial
dimension (x, y, z in the Cartesian plane). The physical equations of the model allow
the description of the scalar variables, such as the voltage of a cell, the total amount
of pressure from each channel, but they are not able to give the spatial distribution
of a parameter like the temperature distribution for each cell. This type of model is
frequently implemented in order to determine the polarization curve of a fuel cell.

1-D/pseudo 2-D. Compared to a zero-dimensional model, a 1-D model is able to
describe on a spatial axis the physical phenomena [28]. The spatial axis is considered
to be in the gas diffusion direction. With this type of model, the electrical, thermal
and fluidic phenomena can be described according to the axis on which the diffusion
takes place. For example, the distribution of water in the membrane can be obtained.
The thermal effects can be introduced in this type of model in order to predict the
temperature profile of each cell. However, the use of only one axis in modeling can
limit the fluidic effects in the channels, since the direction of fluid in channels is
perpendicular to the direction of gas diffusion. The 1-D and 2-D pseudo models
described below are the most found models from the specialized literature. A pseudo
2-D model is similar to a 1-D model, but it also allows the description of fluidic
pheromones in channels according to the fluid axis. Even so, the psuedo 2-D model
cannot be considered a real 2-D model. We can observe two modeling axes in the
model, but in a specific place, like the gas channels, there is only one modeling axis
used for the model [28]. Both axes cannot be combined, meaning that the pair of
coordinates (x, y) does not make sense.

2-D. A 2-D model comprises two modeling axes in the fuel cell layers. The two
axes are chosen to be orthogonal axes in the fluid flow direction in the channels,
which allow the clear modeling of the fluid field in 2-D channels. This type of model
allows the study of several types of channels (straight, winded, inter-digital, etc.), and
cannot be studied using a 1-Dmodel. For the correctmodeling of physical phenomena
in 2-D through finite elements or finite volumes, fluid dynamic calculation (CFD)
methods are applied.

3-D. A 3-D model is a complete model for a fuel cell. This type of model takes
into account the three spatial axes for modeling the fuel cell [32]. With this type of
model, the phenomena are described more precisely, for example, the convection of
gases towards the diffusion layers of gases in channels (diffusion axis) in the same
time with the flow of fluids (axis in the sense of fluids flow), which can be modeled in
detail. In addition, the distribution of current density in the electric field, the thermal
and fluid fields can also be present in 3-D. The CFD method is required for this
model and, due to its complexity, the computing time is quite high.

By temporal nature. A stack model can also be described according to its
temporal nature: a static model independent of time and a dynamic model which
is time dependent.
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Static models. A static model allows the description of the phenomena in the
stack in a permanent regime (the parameters do not vary in time) [28]. This type of
model does not contain the time derivatives of the state parameters in the physical
equations. It is implemented for modeling fuel cells in static applications (power
plants, uninterruptible power supplies, etc.) when the dynamic of the load is quite
slow. It can also be implemented either in simplemodels of the fuel cell (for example,
1-D) in all application areas or in 2-D, 3-Dmodels that allow the description of static
fields of physical sizes.

Dynamicmodels.Adynamicmodel of the fuel cell is similar to the physical reality
[33, 34]. For this model, the differential equations with respect to time are presented
in a single domain or in several physical domains [1]. It allows the description of
the transient regime between two operating points of the fuel cell. The dynamics
is required for the modeling of stacks in mobile applications (for example in the
automotive field) where the load dynamic is relatively high [35, 36]. In general, a
dynamic model is often associated with a 1-D model, because dynamic modeling of
a 2-D or 3-D model by the CFD method is usually reduced to a cell, or part of a cell.

Bymodeled species: stack, cell, individual layer. A fuel cell can be broken down
into several individual layers [37]. It is not necessary for all layers to be included in
somemodels: modeling the fluid channels in gas layers does not imply themembrane
modeling. For a detailed model, each layer is individually modeled according to its
physical properties [37]. Individual layers form themain elements formodeling a fuel
cell. However, the individual layers and their detailed phenomena can be neglected
and only one cell of the fuel cell stack can be considered. In fact, a fuel cell is
composed of several cells connected in series, thus forming a stack of cells, in the
literature being known as stack. In the model, the stack can be considered in general
case without detailing the individual behavior of each cell. Thus, we discuss about
the equivalent medium cell, after which, according to the hypothesis, all the other
cells behave in an identical way: the model is isotropic. A fuel cell model can be
obtained by stacking individual cells, themselves representing individual layers [38].

By modeled phenomena

Physical domains: electrochemical, fluidic, thermal. A fuel cell is a multi-physical
device that covers different physical domains: electrochemical (electric), thermal and
fluidic [30]. Amodel can cover all these fields or a single physical domain depending
on the objectives pursued. As the fuel cell is a device that produces electricity, the
electric model is generally introduced in all fuel cell models. Fluid phenomena, such
as convection or diffusion, have a significant influence on the fuel cell performance.
In order to have a more accurate model, the fluid field must also be introduced. If
the cell temperature is to be controlled, the temperature variation due to conduction,
radiation and convection must be taken into account [39]. In this case, the thermal
field must be considered in the model.

Individual layers phenomena. Different physical features can be distinguished in
each individual layer of the fuel cell. A complete cell model can take into account all
phenomena in equations, but most of the existing models in the literature comprise
only a part of these phenomena.
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A usual model of a PEM fuel cell is a combination of several criteria presented
above. For example, a model can be 1-D, dynamically and analytically, comprising
three different physical domains with different phenomena modeled at individual
layers.

Mann et al. [40] have introduced a generic model that can be applied for different
types of fuel cells with different characteristics and sizes. The active surface and
the thickness of the membrane are introduced as generic parameters. However, this
model remains an isothermal model under permanent regime. In addition, it has only
the electrochemical model. The obtained results are validated with a Ballard fuel cell
powered by H2–air and H2–O2.

Baschuck et al. [41] presented a model for studying the flooding phenomenon. A
water layer is inserted between the gas diffusion layer and the catalyst.

The phenomenon of water diffusion in this layer is described by Henry’s law. The
purpose of this model is to predict the polarization curve by considering the flooding
phenomenon in the fuel cell. The membrane is considered to be completely hydrated
and despite the fact that the model is isothermal and in permanent regime, the results
obtained are comparable to the experimental ones. This model shows that if the air
is used as a fuel the electrode flooding can be reduced (as compared to the use of
pure oxygen) due to a higher gas flow through the cathode channel. The temperature
variation is not taken into account in this model, the simulation can be done only
under certain operating conditions (permanent regime). In this model, the dynamics
of the fuel cell is not taken into account.

Djihali et al. [42] presented anothermodel of the fuel cell, focused onmodeling the
non-isothermal and non-thermal effects. This model takes into account the diffusion
of gas through the porous electrode, the water transport caused by electro-osmosis,
the convection, the generation of heat and the transfer of heat into the cell. The model
was first validated under isothermal and isobaric conditions, then a non-isothermal
and non-isobaric analysis was performed. The distribution of temperature through
the cell was higher for several proposed thermal conductivities. The influence of
temperature and pressure on cell performance and water transport in the cell were
studied. This model shows that temperature and pressure variation are important in a
fuel cell. However, it is a permanent regime model, it does not allow the simulation
and evolution of the temperature in the transient regime.

Shan et al. [22] presented a complete model of the fuel cell. Both static and
dynamic behavior are analyzed considering an uneven distribution of temperature. A
stack with 10 cells was simulated, but the simulation results were not experimentally
validated.

Haddad et al. [43] proposed a dynamic, nonlinear model of the fuel cell. Their
model is an isothermal model for a single cell. For gas diffusion, Fick’s second
law was used in order to obtain the dynamic diffusion behavior. The electrical
phenomenon was modeled through the electric circuit method in order to determine
the activation losses, ohmic and double layer capacity. The effect of the variation of
the electric load, the pressure and the humidification of the gas on the behavior of the
fuel cell are analyzed and simulated. The fluid and cooling channels are not taken
into account and the temperature is considered uniform.
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Park et al. [1] have developed a dynamic model of a 20-cell stack. The effect of
temperature and the effect of water in liquid and vapor state are taken into account.
An analysis was made on starting the fuel cell. The start time allows the fuel cell to
reach the nominal operating temperature, being proportional to the current required,
the flow rate of the coolant and the temperature of the coolant. However, mechanical
losses in supply channels and condensation in channels are not considered in this
model. The results show a good dynamic response of the fuel cell, but the exper-
imental validation of the dynamic response of the voltage and temperature of the
battery was not achieved.

Pukuspran et al. [44] have developed a dynamic model designed for control. The
model includes the characteristics of the flow and the dynamics of the air compressor,
the dynamics of the volumes (the connections between different subsystems of the
cell), the evolution in time of the partial pressure of the reactant and the water content
of the membrane.

3.2 Fuel Cell Mathematical Modeling (Electrochemistry)

As mentioned before, the electrochemical reactions taking place in the same time in
the fuel cell are the following:

At anode side: H2 → 2H+ + 2e−
At cathode side: 1

/
2O2 + 2H+ + 2e− → H2O

Overall: H2 + 1/
2O2 → H2O

For the overall reaction, one can compute the enthalpy (or heat) of reaction,
denoted with �H, being defined as the difference of the enthalpies of formation for
products and reactants:

�H = (
h f

)
H2O

− (
h f

)
H2

− 1/
2
(
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)
O2

(1)
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)
H2O
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)
H2
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(
h f

)
O2

represent the heat of formation for water,
hydrogen and oxygen. Using the values from Table 1, at 25 °C, the enthalpy is:

�H = −286 kJ mol−1 (2)

The amount of enthalpy which can be transformed in electricity is given by the
Gibbs free energy, defined by the following equation:

Table 1 Enthalpy and
entropy for products and
reactants of the fuel cell

Reactant/product Enthalpy Entropy s f (kJ mol−1K−1)

Hydrogen (H2) 0 0.13066

Oxygen (O2) 0 0.20517

Liquid Water (H2O) −286.02 0.06996
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�G = �H − T�S (3)

where �S is the entropy, which can be computed in a similar way with the enthalpy:
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representing the entropies for water, hydrogen and
oxygen. Using the values from Table 1, at 25 °C, the entropy is:

�S = −0.163285 kJ mol−1K−1 (5)

Therefore, the Gibbs free energy for the overall reaction, at 25 °C (298.15 K), is:

�G = −237.34 kJ mol−1 (6)

In order to obtain the theoretical fuel cell potential, we start from the general
equation of the electrical work:

Wel = qE (7)

where Wel is the electrical work, q is the charge and E is the theoretical potential.
The charge q can be expressed as:

q = n ∗ NAVG ∗ qel = nF (8)

where n is the number of electrons/molecule (for H2 there are 2 electrons), NAVG is
the Avogadro’s number (=6.022 * 1023 molecules/mol) and qel is the electric charge
of one electron (=1.602 * 10−19 C/electron); the product between NAVG and qel is
known as Faraday’s constant (F = 96485 C/electron mol)

Therefore, taking into account that the Gibbs free energy corresponds to the total
amount of energy given by a fuel cell, the electrical work can be expressed as:

Wel = nFE = −�G (9)

By extracting the cell potential from the previous equation, the theoretical fuel
cell potential is:

Eth = −�G

nF
= 237340 J mol−1

2 ∗ 96485 As mol−1 = 1.23V (10)

If the effect of pressure is also taken into account, the theoretical value decreases
even further, according to the following equation:
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ET,P = Eth + RT

nF
ln

PH2 P
0.5
O2

PH2O
(11)

where R is the ideal gas constant (=8.314 J mol−1K−1), and PH2 , PO2 and PH2O are
partial pressures. For example, for a fuel with a temperature operating point of 60
°C, the resulted value of the potential will be:

ET,P = 1.189V (12)

When the fuel cell is operating, but without a closed electrical circuit, one expects
to get an open circuit voltage (OCV) approximately equal to the theoretical fuel
cell potential previously computed. In reality, there are some voltage losses further
discussed which lead to a value actually less than 1 V. If the circuit is closed, the
potential decreases even lower. The main voltage losses are related to:

– The activation polarization
– Internal currents and crossover losses
– The ohmic (or resistive) losses
– The concentration polarization

Therefore, a good representation of the fuel cell potential can be given by the
following equation:

Ecell = ET,P − RT

αF
ln

i

i0
− RT

nF
ln

iL
iL − i

− i Ri (13)

where: α is the transfer coefficient, i is the current density, i0 is the exchange current
density, iL is the limiting current density and Ri is the total internal resistance of the
fuel cell.

The theoretical fuel cell efficiency is given by the equation below:

η = �G

�H
= 83% (14)

In reality, this efficiency is much smaller than the theoretical one due to several
factors: heat, electrode kinetics, electric and ionic resistance, mass transport, fuel
processor, power conditioning, balance of plant etc.

3.3 Testing and Simulation Infrastructure

For modeling and developing PEMFC single cells or PEMFC stacks, an OPAL-RT
simulation system was purchased within the ICSI Energy department. The simula-
tors are widely used, as it has been proven to be effective in developing, optimizing
and testing new technical process management solutions for PEMFC. OPAL-RT
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includes the integrated software hardware for eMEGAsim,HYPERSIM, eFPGAsim,
ePHASORsim [45]. The eMEGAsim software application is flexible and scalable,
user-friendly, being a hybrid real-time simulator with analog and digital inputs and
outputs and includes RT-LAB, ARTEMiS and RT-EVENT software. RT-LAB soft-
ware is based on SimPowerSystem from MATLAB (SIMULINK) [46]. The great
advantage of this software package is the fact that it meets the requirements of
simulating the transient states of PEMFC and the electrical, electromagnetic and
automation systems, in which PEMFC are integrated. SIL (software in-the-loop),
HIL (hardware in-the-loop) and PIL (power in-the-loop) software is an important
factor in PEMFC development and implementation, as it provides greater prediction
and accuracy of the PEMFC behavior under different construction and operating
conditions.

4 RT-LAB Multicore Simulator

RT-LAB is the real-time simulation software environment, which has revolutionized
the model-based design mode.

Being flexible and scalable, RT-LAB can be used in almost any simulation appli-
cation or control system, therefore adding computing power to the simulations. The
RT-LAB software is fully integrated with MATLAB/Simulink.

The use of the OPAL RT Technology simulator is absolutely necessary because
it can quickly correct the design errors before the physical implementation of the
PEMFC hybrid system. In addition, the design time can be low if the parallelism is
used in the implementation of the workflow. It is the indispensable tool for successful
real-time simulations, such as:Hardware In-the-Loop (HIL) tests, Power In-the-Loop
(PHIL) tests, Rapid Control Prototyping (RCP). The configuration of the OPAL RT
simulator can be described as a distributed system in which the master PC manages
all communications of both multi-targets and multi-host (Fig. 1).

Fig. 1 OPAL-RT
technology system



458 M. S. Raboaca et al.

Fig. 2 Distributed
architecture using C37.118
standard

The ability to use multi-host allows the grouping of end-users per PC-host, thus
facilitating ping of targets. The master PC has total control of the accessed simulator.
The host PCs have access only to view the signals obtained from the simulator.
The management of the inputs and outputs can be achieved through the designated
processors, distributed in several nodes of the network.

Regarding the communication protocols, OPAL-RT has implemented the
following standards: IEC 61850 (digital communication interface implementa-
tion to non-conventional instrument transformers using GOOSE), IEEE C37.118
(synchronized phasor measurements used in electric power systems Standards,
Fig. 2) [47, 48], DNP3 Distributed Network Protocol (IEEE Std 1815TM-2012),
OPC, SPECTRACOM, Ethernet communication, CanOpen, Foundation Fieldbus,
RS232 serial communication.

CAN represents the communication protocol between OPAL-RT equipment and
fuel cell. For this communication predefined Simulink blocks were used, available
in RT-LAB/O/_CANdb_/Softing library:

– OpCanAc2Recv—this block has the role of receiving the current signal;
– OpCanAc2Send—through this block the state variables are sent (signals to be

viewed on the interface);
– OpCanAc2Controller.

Messages sent/received have a specific address, this address being specified in the
block setting. Communication between the mathematical model and the CAN bus is
made in the master subsystem.

The RT-Lab system is generally used to simulate electrical networks. RT-Lab
proposes unique methods and specific solving solutions for real-time simulation in
microseconds (µs). This feature is particularly important for models of AC networks
(50/60 Hz) and for simulation of power electronics models (1 to 100 kHz). With
RT-Lab, each period of an alternating voltage (current) or a PWM wave, can be
simulated and observed in real time.

In recent years, the application areas for RT-Lab have started to converge, RT-Lab
providing solutions for mobile applications. The real-time processor is the core of a
real-time simulation platform. Its performance has a direct, very important impact
on the overall performance of the system in real time. The RT-Lab system uses the
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Intel x86 processor family. This family includes Core2 Duo, Quad, Intel Xeon, etc.
Typical tact frequency of processors is between about 2 and 3 GHz.

In most cases, real-time simulation of very complex mathematical models cannot
be performed with the help of a single processor. RT-Lab offers simulation solutions
distributed on several processors. The critical problem, in amulti-processor system, is
the efficient synchronization of multi-core processing during real-time simulation. In
a typical configuration, RT-Lab proposes a multi-core processor (up to 6 computing
cores, such as Intel Xeon) for multi-core simulation. The model can be sent on
different cores, in a single processor. The synchronization and exchange of data
between different cores is done through a high speed L1 memory, integrated in the
processor.

On a real-time simulation platform, the model of the real-time user program must
be stored and loaded into the processor during startup. During the simulation, the
model output data could be saved in the platform for post-processing. RT-LAB uses
common PC hard drives for data/software storage. Therefore, storage capacity can
reach up to several GB.

Real-time simulation platforms are widely used in loop hardware tests. In order to
interact with the external environment, the real-time platform should have different
input/output (I/O) ports. Those ports include analog and digital inputs/outputs,
digital/analog converters, analog/digital converters, PWMwave generator, CAN bus
controller (Fig. 3), RS232 port, I2C port.

The device driver package is usually provided by a third-party company. There-
fore, in some rare cases, there may be incompatibilities in the MATLAB/Simulink
development environment.

RT-LAB uses a third-party Linux-based operating system—QNX. RT-Lab has
modified the standard LINUX boot sequence to meet platform requirements over
real time. It should be noted that LINUX is a standard x86 operating system, which
is not just used for real-time simulations. In fact, the user can use standard LINUX
commands on an RT-LAB platform like on a PC with LINUX operating system.

Fig. 3 PCI CAN-AC2 card
used in the RT-Lab system
for CAN bus communication
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As it can be seen in the previous sections, RT-Lab uses the x86 PC and Linux
standard to support their platform. Thus, the boot time of the system is close to that of
a regular computer. After performing all the necessary actions: checking the BIOS,
starting the different components, and loading the Linux, the boot time of an ordinary
RT-Lab system, can take up to a minute.

RT-Lab uses MATLAB/Simulink (software developed by MathWorks) or
LabVIEW (software developed by National Instrument) as a user monitoring inter-
face, installed on the computer connected to the platform. RT-Lab does not offer its
own interface among their solutions.

Method for implementing and testing the PEMFC mathematical model

The following methodology is a real-time test method with the aim of rapidly
simulating a PEMFC under real conditions:

1. Create a new project
2. Build the model

a. Subgrouping of the mathematical model into subsystems (Fig. 4)
b. Naming the subsystems
c. Adding OpComm blocks
d. Maximizing parallel execution
e. Setting simulation parameters

3. Load the Model on OPAL RT Simulator
4. Execute the Model
5. Use the Console to Interact with the Simulation
6. Stop the Simulation

Fig. 4 Grouping the model into subsystems
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The models developed, implemented and simulated in the RT-LAB software are
dedicated to mobile and stationary applications, being used mainly in areas such as:
the automotive industry, the naval industry (fully electric powered ships), the railway
industry (electric trains and rail electric network), in aerospace industry (robotics and
ship propulsion), energy, robotics, civil engineering, etc.

In order to execute the mathematical models realized in MATLAB/SIMULINK
on the RT-LAB platform using the OPAL-RT simulator, the following requirements
must be met:

– The mathematical models implemented in MATLAB/SIMULINK must run in
SIMULINK without errors;

– Themodelsmademust be grouped into three subsystems called:Master, Slave and
Console, each subsystem running in a different core of the simulator processor.
Master and Slave have a role in the calculation of the elements of the SIMULINK
model, and the Console has the role of display and user interface. In Fig. 4 you
can see the Master subsystem loading into a real-time target core, connecting to
the Host PC via TCP/IP and loading the Console subsystem into the PC-host;

– RT-LAB converts the SIMULINK model into C code;
– In order to save time in executing the implemented routines, the OpComm block

is used for all of the input signals in the subsystems. In Fig. 5 an OpComm block
with a single entry is represented;

– The time step must be fixed for real-time running of the model. In choosing the
step, the hardware capacity of OPAL-RT and the requirements of the model are
taken into account;

– Also, through RT-LAB, each subsystem (Master, Slave, Console) is loaded into
the simulator cores.

Finally, the models are run with RT-LAB (Fig. 6) and analyzed in order to observe
the behavior of the proposed system according to the conditions defined by the user.

Fig. 5 OpComm block with one entry
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Fig. 6 PEMFC RT LAB
model

Themathematicalmodelwas run inRT-LAB, and the results obtained demonstrate
the efficiency of RT-LAB in designing and testing PEMFC.

5 Conclusions

Real-time simulations represent a great advantage in the field of research/design by
corroborating three decisive factors: the speed of implementation, the flexibility in
development, the predictability of the results. In this chapter, the OPAL-RT simu-
lation system was presented as an alternative in demanding/developing PEM fuel
cells.

The most important advantage of this simulator is the connectivity between RT-
LAB andMATLAB/Simulink. RT-LAB is a very powerful tool for designing, testing
and analyzing power electronics and power systems. Such simulators are used in the
defense industry, in the aerospace, automotive and obviously in academic research.
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Theoretical Techniques
for the Exploration of Piezoelectric
Harvesters

Erol Kurt and Hatice Hilal Kurt

Abstract In this chapter, analytical andnumerical techniques for the design andopti-
mization of piezoelectric harvester (PH) systems are handled. In the frame of chapter,
initially the approaches on how to start with an initial design will be explained. Then,
the techniques to improve the starting design will be described. In the working tasks,
especially the applications of finite element analysis (FEA), and time-integration
schemes are focused together with the required analytical methods. There exist many
tools to implement the time integration, however from the point of engineering,
MatLab tool is the most preferable. In the case of FEA, mainly the Maxwell 3D
package programme is explained in the present chapter. A route to get the optimized
harvester devices is discussed gradually. In the time integration method, the descrip-
tion of dimensionless equations of motion, electricity and magnetic equations are
given for the future possible applications. As the most studied sample in the litera-
ture—the cantilever structure of piezoelectric materials are considered under single
well and double well potential magnetic regions. The time dependent solutions of
the systems are given and possible future applications are underlined on the appli-
cations. Main interest areas of PH are medicine, automotive industry, space mission
and military devices. Following the mechanical design, the ferromagnetic and non-
magnetic parts should be clearly identified for the electromagnetic design if the device
uses a magnetic component. Each design has its own magnetic flux path, magnetic
field density values and magnetic. In order to provide a concrete device, following
the analytical description, 2D or/and 3D designs should be drawn under a package
programme working with FEA. Magnetostatic and magnetodynamic solutions are
required in order to get the voltage and current output from the system. Besides, a
time-dependent solution via a MatLab code can be applied. In this chapter, there will
be different harvester systems and their analyses to give comprehensive ideas to the
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readers for the sake of creating original harvesters. Before the practical applications
on the harvesters, theoretical works on the considered harvesters give a chance to the
engineers to use the budget and time efficiently.

Keywords Piezoelectric · Mode · Matlab · Harvester · Finite element · Power ·
Maxwell

Nomenclatures

A. Acronyms
FEA Finite Element Analysis
FEM Finite Element Method
PZT Lead Zirconium Titanate
PM Permanent magnet
PWEH Piezoelectric wind energy harvester

B. Symbols/Parameters
B Magnetic flux density
H Magnetic field strength
V Voltage
ε Dielectric constant
P Power
f Frequency
dij Tensor element
F Force
Fm Magnetic force
d Distance
u Displacement of the PZT layer
k Force constant of the layer
mp Inner mass displacement of piezoelectrics
C Capacitance of piezoelectrics
γ Damping constant
m Mass of knob
v Velocity
τ Time scale
r Radial distance
ρ Density
α Force constant of piezoelectric
ω Angular velocity
A Sectional area
θ Angular position
RL Resistive load
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1 Introduction

External excitations in the forms of light, heat, fluid, motion, etc., are known as a
good energy source and they can be converted into electricity in a sustainablemanner.
The environmental conditions of present world enforces the humanity to generate
clean energy by annihilating the foot trips of pollutants in energy conversion and
generation machines or machine units [1–5]. In the present era, harvesters come to
the play for the clean, sustainable, practical and battery-free technological solutions
[6–8].

While the energy sector deals with high power scales such as megawatts and
gigawatts for intercity and international grids, there is an increasing trend to provide
milliwatts and/or microwatts power scales for compact sensors, wireless sensor
networks, smoke detectors, thermostats, smart light switches, other low-power equip-
ments, etc. [2, 9, 10]. After the diversity on the technological fields, from automobile
industry to space missions, harvesters have taken attention of the engineering and
basic science communities. Besides, especially in the medicine sector, the energy
requirements of operational robots are considered to be provided bymicro-harvesters
[11, 12].Apart from the above-mentionedfields,manyother sectors use the harvesters
for different goals [13–17]. Someof the fields operates in remote and/or harsh isolated
environments. Especially, in these situations, the workforce for a battery replacement
becomes unsustainably expensive. Therefore, apart from macroscale power genera-
tion process, where the electricity is generally generated in an energy-rich location
and is then distributed to end users in another location, technologies on the energy
harvesters feature cable-free, battery-free and on-site electricity production. In some
cases, in addition to the temporary energy storage such as capacitors, supercapacitors,
fast charging/discharging batteries may also be used.

Conventionally, the energy harvesters are designed for unique type of energy
source, however there are also hybrid type harvesters [18–22]. For instance, as a single
energy source harvester, while a photovoltaic harvester can only harvest energy from
electromagnetic waves (i.e. light), a piezoelectric harvester converts the mechanical
stress to direct electricity. Similarly, an electromagnetic harvester uses the flux vari-
ation by time and converts the magnetic energy to electricity in accordance with the
Faraday’s Law. Besides, a thermoelectric harvester converts the thermal energy to the
electricity. In many engineering applications, especially a hybrid harvester structure
is made from the photovoltaic and piezoelectric structures, thereby the mechanical
and electromagnetic waves are used at the same time to enable the electrical energy
storage.

In Table 1, the power density of various energy sources are summarized roughly
[9]. While the outdoor solar panels give better power density, the motion or acoustic
noises generate fairly low power densities.

A good technique should be performed to manufacture an efficient harvester.
Before any manufacture step, the algorithm in Fig. 1 should be followed. A quick
sight gives us the following impression. Initially the external strength(s) should be
determined for any device.
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Table 1 The surface and
volume power densities of
various energy sources (from
Ref. [9])

Energy type Power density in order

Solar (direct/indoor) 10’s mW/cm2/10’s μW/cm2

Mechanical vibration 100’s μW/cm3

Human motion 10’s–1000’s μW/cm3

Thermoelectric 10’s μW/cm2

Radio-frequency (RF) 100’s μW/cm3

Airflow 100’s μW/cm3

Acoustic noise 10’s μW/cm3

Fig. 1 An algorithm for an efficient harvester manufacture

In this phase, one should decide either a simple source device or a multi-source
device will be design. Then, in the further step, harvester type should be decided.
In this step, the main concern can be given to the power density. While the power
densities of piezoelectric devices reach to 100 s μW/cm2, that ratio may decrease
to the quarter of that value for electrodynamic applications in practice. Following
the initial design in a finite element analysis package (i.e. COMSOL Multiphysics,
Maxwell 2D/3D, etc.) and an analytical confirmation of the design, one can study on
the optimization of the device by adjusting different sets of system parameters.

In the end design, the most optimized device is obtained for the manufacturing
process. One should also note that the external circuit load is another vital parameter,
since the optimized order of power from the output terminals should be conveyed to
the electrical load just for the same impedance value. For many piezoelectric layers,
Kilo Ohms or Mega Ohms are required for the optimal load [23–25].

In the present chapter, a closer look on the theoretical exploration of piezoelectric
based harvesters has been given. The chapter mainly focuses on the novel design,
algebraic, and simulational works in space and/or time. MatLab, Maxwell 3D and
COMSOLpackages have been used to explore the harvester systemand the optimized
parameters have been defined. The chapter contains the following sections: Sect. 2
gives an introductory information on the piezoelectric materials and their electricity
generation properties. Then, a detailed description on the mechanical modeling of
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a piezoelectric layer structure is given in the next section. The modes and natural
frequencies depending on the layer geometry are also clarified in the same section.
Section 4 presents the techniques on the time-dependent solutions of the algebraic
model equations. Section 5 gives the optimization process by using the algebraic
formula of the harvester system. Finally, the concluding remarks are given in the
conclusions section.

2 Piezoelectric Harvesters (PHs)

Piezoelectric materials are electrically charged under any physical stress in correct
direction. How much they are charged is depending on applied force, geometrical
features, nano-scale atomic orientation and electromechanical features of piezoelec-
tric material. Table 2 briefly describes the properties of most common PZT mate-
rials. The energy density of the piezoelectrics are given by the multiplication of the
parameters, namely piezoelectric voltage V and the strain coefficient d. Indeed, the
maximum energy density depends on the square of dielectric constant (i.e. ε2) in
this regard (Table 2). Piezoelectric devices are generally used in two modes, namely
33-mode and 31-mode. The 33-mode gives the direction of the external stress and
produce a certain voltage in the same direction, however, in the 31-mode, the applied
stress is axial direction and that generates voltage in perpendicular direction (see in
Fig. 2).

Table 2 Common piezoelectric layers and their structural properties (from Ref. [8])

Component ε33/ε0 d33 V33 d33 x V33 (m2/N)

PZT 701 425 153 0.041 6273 × 10–15

PZT 703 1100 340 0.03 10200 × 10–15

PZT 502 1950 450 0.025 11250 × 10–15

PZT 507 3900 700 0.02 14000 × 10–15

Fig. 2 Modes of piezoelectric energy harvesting
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Piezoelectricity occurs from the electrical dipoles,which are naturally produced or
artificially made in the crystalline or molecular structures of these special materials.
When the tensors are considered as their structural characteristic features, these
materials are classified into four main branches: Ceramics, polymers, composites,
and single crystals. Among them, a single crystal material has positive and negative
ions, which are formed in a periodic fashion inside the material, if we neglect the
occasional defects occurred in the crystalline structure. One of the piezoelectric
single crystal structure is called as “PMN-PT” as a solid solution. On the one hand,
theCeramics are polycrystalline samples and they are consisted ofmany single crystal
“grains”. These grains form the same chemical composition. The ions in these grains
of the ceramic can orient in different directions from one another and the gaps among
the ions become slightly different. In the case of Polymers, the materials are made of
carbon-based structures. Indeed, they have long polymer chains and they repeat the
structural units so-called “monomers”. These materials exhibit more flexibility than
the single crystals and ceramics, therefore they can be used for high speed rotational
or linear applications [8]. In addition, for some applications, these three types of
materials can also be combined together to comprise composites.

3 Finite Element Analysis Applications of PHs

Finite element analysis (FEA) is frequently used in engineering problems from
mechanical issues to the electromagnetic ones. Especially, the material design of
a piezoelectric layer can initially be made by mechanical FEA packages of rele-
vant numerical codes such as Ansys Mechanics, Abacus, COMSOL Multiphysics,
Solid Works, etc. Figure 3 shows such a piezoelectric layer with a meshed form.
The upper and lower parts of the beam are piezoelectric material such as PZT 5 and

Fig. 3 A sample design for a piezoelectric cantilever with a sufficient mesh structure [26]
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a copper layer is sandwiched between those [26]. Note that the solid layer struc-
ture should be characterized in terms of modes for various excitation frequencies f .
Indeed, a cantilever always have a natural frequency f 0, which gives the maximal
vibration amplitude at this natural frequency. At the vicinity of f 0, there is still a
certain amount of amplitude to harvest energy, however if the excitation frequency
f decreases/increases from f 0, the amplitude decays drastically. When the vibration
amplitude decays, the buckling rate will be decreased too. Therefore, the harvested
energy will be lowered.

That reality enforces one to design the optimized frequency in accordance with
the excitation frequency. A sample excitation frequency information is given in Table
3. It should be noted that these f values are rough and change from one device to
other or one condition to the other one.

After the drawing of the solid and meshing it with a adequate number of elements,
one becomes ready for the simulations of FEA. One also should keep in mind that
there should be an optimal mesh value, neither too high nor too low. Because high
number of meshing elements causes to increase the computation time. That is vital
to keep the computation time lower especially for industrial applications since the
production scheme would not be delayed. On the one hand, determination of low
mesh causes to have wrong results especially for lateral regions of the geometry.

Figure 4 represents some modal solutions from the system for frequency charac-
teristics. The highest vibration amplitudes are obtained for lowermodes.More exotic

Table 3 Frequency and
acceleration values of sample
systems [10, 27]

Source Frequency (Hz) Acceleration (m/s2)

Human walk 2–3 0.4–0.6

Door closing on door
frame

125 3

Blender 216 6.32

Microwave oven 200 1.12

Washing machine 121 3.5

Automobile 200 12

Office building
ventilation

60 0.2–1.5

Refrigerator 100 0.02

Windows due to traffic
noise

100 0.7

Office floor 100 0.2

Laptop 90 0.1

Vacuum cleaner 100 1.55

Laptop desktop 120 0.04

Water heater 100 0.06

Ventilating fan 214 0.29

Bridge 2–30 0.098–1.27
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a 

b 

Fig. 4 Sample two modes of a cantilever beam from COMSOLMultiphysics: a First mode, b fifth
mode [26]

geometries such as triangles, circles, etc., can also be designed and the eigenvalue
solutions can be determined.

The cantilever beam can then be explored in terms of electrostatic and electrical
circuits after the solid mechanics exploration. In that phase of the study, the output
voltage from the terminals is considered. Since the solid mechanics determines the
eigenvalues, these are nothing else than the optimal operation frequencies. Strictly
speaking, the output voltage would be maximum at eigenfrequencies. The density of
the beam varies with thickness, because there are two materials, namely a PZTmate-
rial and copper. In order to consider the variation of two densities while applying
a physical load in FEA code, the body load expression should be clearly deter-
mined. Indeed, the body load should be applied to every single mesh element with
its particular density. Besides, isotropic loss factor can also be included as damping.
For further study, the simulations should be directed to the surface of von Mises
stress and the output voltages versus frequencies (i.e. eigenvalues) can be obtained.
A sample result from Ref. [26] is represented in Fig. 5a, b.
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a 

b 

Fig. 5 a The von Mises stress and, b the voltage outputs for various frequencies. Ref. [26]

Have a much closer look at the spectrum in Fig. 5b, one can easily understand
that the ratios of width to length of the beam play important role to determine the
natural frequency. By calling fromRef. [26], it can be commended that while the low
ratios give high voltages at low natural frequencies, the high ratios give relatively
low voltages at high natural frequencies.

The piezoelectric harvesters can also be designed in complicated geometries rather
than a single basic cantilever structure. Figure 6a shows such a design made in
AutoCad. The triple piezoelectric cantilever system is attached by several magnets
and different lengths of nonmagnetic materials in order to have optimized electrical
power for various natural frequencies. The magnetostatic FEA results are presented
in Fig. 6b for such a geometry. These results are taken from Ansys Maxwell 3D
package and proves that magnetic field density of B = 0.17 T exist between the
magnets at the vicinity of the tip of the harvester [28]. In addition Table 4 gives the
simulated magnetic force applied to the tip of the PZT layer. These results can be
obtained from FEA analyses in the magnetostatic phase.
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a 

b 

Fig. 6 a AutoCad design of a triple piezoelectric wind energy harvester (PWEH) and b the FEA
results of the tip

Table 4 Radial distance
from inner magnet to the
magnet at the tip of the layer

d (in radial direction as mm) F (Newton/m)

5 1.35

10 0.70

15 0.40

20 0.28

25 0.20

30 0.15

35 0.1



Theoretical Techniques for the Exploration … 477

According to the design, highmagnetic densities are not desired due to the healthy
vibration of piezoelectric layers. Since the magnets produce a contactless media, it
gives a secure design in terms of mechanics [29].

After the FEA studies, Fig. 7 shows the tip of the manufactured PWEH. Since
the lengths of the layers are different the natural frequency varies from one layer
to other. That gives a superiority for this device to create a wide band operational
channel for the aim of harvesting. Such an experimental result is presented in Fig. 8.

According to designed machine, there is a power harvesting capability between
frequencies of 1 and 14Hz over 40mW,which is a superiority for such a piezoelectric

Fig. 7 The manufactured harvester device (i.e. PWEH) [29]

Fig. 8 The experimental wide band energy harvesting via the PWEH device
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system. Note also that for a single PZT layer, one obtains only a narrow band width
of 2 Hz in maximum, which is ineffective for any application. Besides, the maximum
power reaches to only 140 mW for this narrow frequency gap. By using the FEA
approach, one can design the full length of the PZT layer to adjust the desired natural
frequency andmore effective power can be obtained by eliminating the non-magnetic
tip in that system. It is clear that the increasing surface yields higher power in PZT
formation.

4 Time—Dependent Analyses via MatLab

Let us consider a single PZT layer attached to a stable point and a non-magnetic
beam is also attached at the end of PZT layer. Such a model is given in Fig. 9. This
situation indeed occurs for each layer of PWEH given in Fig. 7 The only difference
in this model is that the permanent magnets are replaced by a ferromagnetic knob
and an electromagnet. The response of the PZT layer for excitation frequency and
amplitude is important for the harvesting capability of the energy.

According to our earlier study, the magnetic force equation can be described as
follows [30]:

Fig. 9 A design for the exploration of a PZT layer under a periodic magnetic excitation [30]
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Fm(t) = (1 − 0.7056/d) + 0.0623(1 − 3u) + 28026d(1 − 3u)2 − 106d2(1 − 3u)3,

(1)

Here, note that u denotes the displacement of the PZT layer, whereas x is nothing
else than the displacement of non-magnetic knob. The numerical values in Eq. 1
are defined after a comprehensive fitting study to the experiments above [30, 31].
Therefore this force equation can be clarified after an empirical study.

The entire model of a piezoelectric layer under a periodic magnetic excitation
is sketched in Fig. 10. Here k, mp, C and γ are force constant of the layer, inner
mass displacement of piezoelectrics, capacitance and damping constant, respectively.
The system driven by an external periodic excitation would produce an electrical
voltage v between the terminals of the layer. If the voltage/force ratio is defined by
a characteristic ratio α for a PZT layer, one reads as,

F(t) = ku + αV + Fm, (2)

i = α
du

dt
− c

dv

dt
, (3)

While the first equation gives force relation, the second determines the electrical
current harvested from the piezoelectric layer. By applying the masses of layer and
knob as mp and m, the set of the equations can be stated as follows:

du

dt
= y, (4)

Fig. 10 Sketch of
electromechanical model [2]
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dy

dt
= − γ τ

3m + 4mp
y − kτ 2

3m + 4mp
u − (m + mp)τ

2Fm(t)

(3m + 4mp)d
− V

ατ 2V0

(3m + 4mp)d
,

(5)

dV

dt
= αd

CV0

du

dt
− τ V

V0CRL
. (6)

Note that this systemof equations is a dimensionless formof a single layer problem
under the periodic excitation. Here τ represents the independent variable “time”.
From the material catalog, one can easily learn capacitance and voltage/force ratio
for any layer.

In the case of force constant, the damping curve of the system can be obtained
and the constant can be easily determined form the envelope of its curve. After that,
one can determine the equations of motion and the electrical equations for triple
piezoelectric layers. For this, the most important parameter is the angular velocity
ω, which defines the rotation speed of the mill in Fig. 7. The angular position of
each magnet is then determined by θn0 as in Eq. 4. Notifying the lengths Ln and the
currents In, the entire equation system for the triple PWEH is reached [29]:

dθ

dt
= ω, (7)

L1
d2r1
dt2

= 1

ρA
(ku1(t) + αV1(t) + Fmδ(θ − θ10)), (8)

L2
d2r2
dt2

= 1

ρA
(ku2(t) + αV2(t) + Fmδ(θ − θ20)), (9)

L3
d2r3
dt2

= 1

ρA
(ku3(t) + αV3(t) + Fmδ(θ − θ30)), (10)

I1(t) = α
du1(t)

dt
− C

dV1(t)

dt
, (11)

I2(t) = α
du2(t)

dt
− C

dV2(t)

dt
, (12)

I3(t) = α
du3(t)

dt
− C

dV3(t)

dt
, (13)

Here rn is nothing else than the radial distances by time. If Eq. 3 are applied to
the equations above, the resulting equation set is obtained for the numerical study in
MatLab:

dθ

dt
= ω, (14)
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dr1
dt

= y1, (15)

dr2
dt

= y2, (16)

dr3
dt

= y3 (17)

dy1
dt

= 1

ρAL1
(kr1(t) + αV1(t) + Fmδ(θ − θ10)) (18)

dy2
dt

= 1

ρAL2
(kr2(t) + αV2(t) + Fmδ(θ − θ20)) (19)

dy3
dt

= 1

ρAL3
(kr3(t) + αV3(t) + Fmδ(θ − θ30)) (20)

I1(t) = α
dr1(t)

dt
− C

dV1(t)

dt
(21)

I2(t) = α
dr2(t)

dt
− C

dV2(t)

dt
(22)

I3(t) = α
dr3(t)

dt
− C

dV3(t)

dt
(23)

TheMatLab algorithm for the time integrated solution can be written as in Fig. 11.
The maximum iteration number is defined by the user in accordance with the phase
portrait of the solution.

Using this algorithm, the numerical solution can be performed via the MatLab
code. Figure 11 shows the multiple windows structure of the findings for a sample
parameter set. This sample multiple plot findings are obtained for only one PZT
layer, whereas the number of windows can be tripled for the entire PWEH device.
In Fig. 12, from upper left to below right, the plots of displacement—velocity phase
space portray, voltage—current phase space portray, voltage—time, displacement—
time, velocity—time and magnetic force—time have been presented, respectively. A
more detailed representation is given in Fig. 13a–f. The units of the solutions are in
mm, mm/s, Volt, and N/m for displacement, velocity, voltage, and magnetic force,
respectively. Time step is 0.002 for a data point of 104. However, the time step and
data point can be expended in accordance with the users’ opinion.
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Fig. 11 MatLab solution algorithm for PWEH

5 Optimization of Design

The optimization of a designed system is one vital point. Indeed, if one does not
have the optimized working conditions, the power harvested will not be high. For
the optimization procedure, a detailed theoretical and experimental study should be
performed. As some have also been stated in the second block from right hand side of
Fig. 1, airgap, winding turn, material electrical and magnetic parameters, electrical
load, core, and length of layer plays an important role. Note that the optimization
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Fig. 12 The time-dependent solution of the equation set given by Eq. 5

block inFig. 1 is just beside themanufacturing process. Therefore, one should give the
required effort to determine the optimized device structure. Since all the optimization
process is too comprehensive to discuss in such a short section, wewill only enlighten
some of the optimization schemes.

One of the optimization steps is the determination of analytical power relation of
the system.Because this kind of a formulation helps us to understand the parametrical
relation to access the power (i.e. P) harvested. As previously described in one of our
works (i.e. Refs. [29, 32]), one can use the frequency domain in order to represent
the power relation. For that, the amplitude equation below is the initial point. The
voltage equations for three piezoelectric layers are given as,

V1 = j RLαωu1
1 + jC RLω

, (24)

V2 = j RLαωu2
1 + jC RLω

, (25)

V3 = j RLαωu3
1 + jC RLω

, (26)

These equations are easy to obtain by using Eq. 5h–j in frequency domain. Note
that all the parameters above are the same with the ones in Eq. 5. By also considering
Eq. 5e–g, one arrives at,

V1 = −ω2αy1RLρAL1 − jαωRL Fδ(θ − θ10)

1 + jα2RLω
, (27)
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a     b 

c 

d 

Fig. 13 Aclose look toMatLab solutions in Fig. 11: aDisplacement—velocity phase space portray,
b voltage—current phase space portray, c displacement—time, d velocity—time, e voltage—time
and magnetic force (i.e. Fm)—time
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e 

f 

Fig. 13 (continued)

V2 = −ω2αy2RLρAL2 − jαωRL Fδ(θ − θ20)

1 + jα2RLω
, (28)

V3 = −ω2αy3RLρAL3 − jαωRL Fδ(θ − θ30)

1 + jα2RLω
, (29)

Note thatRL is nothing else than the electrical load for the use of electrical power. If
one considers averaged power as 〈P〉 = 〈VV ∗〉/RL , the power—parameter relation
is clearly obtained. It should be kept in mind that the sign “*” in the power relation
is the conjugate. Then one arrives at,

〈P1〉 = ω4α2y21 RLρ
2A2L2

1 − α2ω2RL F2δ(θ − θ10)
2

1 + α4R2
Lω

2
, (30)

〈P2〉 = ω4α2y22 RLρ
2A2L2

2 − α2ω2RL F2δ(θ − θ20)
2

1 + α4R2
Lω

2
, (31)

〈P3〉 = ω4α2y23 RLρ
2A2L2

3 − α2ω2RL F2δ(θ − θ30)
2

1 + α4R2
Lω

2
, (32)
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for three layers. The total averaged power is then written as [32],

〈P〉 = ω4α2RLρ
2A2(L2

1y
2
1 + L2

2y
2
2 + L2

3y
2
3 )

1 + α4R2
Lω

2

− α2ω2RL F2(δ(θ − θ10)
2 + δ(θ − θ20)

2 + δ(θ − θ30)
2)

1 + α4R2
Lω

2
, (33)

for the entire system. If the magnetic statement F2(δ(θ − θ10)
2 + δ(θ − θ20)

2 +
δ(θ − θ30)

2) is taken into account in parallel with the experiments for the magnetic
force strength F and the magnet angular positions θ10, θ20, θ30, as 0, 120, and 240,
respectively; power depends on the square of wind speed. In addition, electrical
load, force constant of piezoelectrics, and magnetic force are the main optimization
parameters. It is obvious that the piezoelectric material features cannot be changed,
that enforces us not to change electrical load and force constant. However other
parameters such as wind speed and magnetic force can be maximized by considering
structural aerodynamic designs and electromagnetic simulations. Another vital point
is that one should keep in mind the durability of the materials. Since the layer will
always be vibrated up and down especially in high speeds, an optimized magnetic
field density is also required. Therefore, this formulation does not include all the
optimization procedure.

6 Conclusions

In this chapter, the determination of a theoretical tool from the design point to the
time-dependent simulations has been described. The system explained here is a
piezoelectric harvester. The methodology for the design and implementation of a
beam-shaped piezoelectric layers has been clarified initially. Then, the algebraic and
numerical tricks for the solution of the harvester system are given. Especially, the
contact-free design of the device has been introduced in such a triple layer system,
which operates efficiently in a large frequency band due to different magnet masses
attached to the shaft. The power relation between the device parameters has a certain
superiority of themodel in order to estimate the harvested power in an optimizedway.
To conclude, the chapter has described the Maxwell Electromagnetic 3D, MatLab,
and COMSOL package applications for the relevant parts of the harvester.
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Numerical Analysis of Electromagnetic
Fields

Javier Bilbao, Eugenio Bravo, Olatz Garcia, Carolina Rebollar,
and Concepcion Varela

Abstract Classically, the solution to contour problems in electromagnetism was
based on analytical techniques, looking for closed solutions. The solution, whether
computational or analytical, of electromagnetic problems is extremely important for
analyzing the interactions of wave emitting and receiving devices among themselves
and with their environment, including both inanimate dispersing objects and living
beings. There aremany applications in various areas: radio frequency antennas, radar,
optics, wireless communications, imaging in bioengineering, nanotechnology and
metamaterials, electrical substations, etc. Such analytical or computational solutions
are particularly useful to increase productivity in all these well-established areas, to
provide procedures to improve existing designs before actual implementations and
to facilitate the design of new processes and devices. Typically, electromagnetism
problems can be formulated using Maxwell equations. However, the Maxwell equa-
tions only admit an analytical solution for some dispersing or emitting objects with
canonical geometric shapes, such as the sphere, the infinite plane, elemental antennas,
etc. Numerical methods broaden the spectrum of known solutions which, while to
be considered approximate, in many cases can be selected to what level of precision
the calculated results describe the physical reality being analyzed. In recent decades,
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driven by the availability of increasingly powerful computers, the area of computa-
tional electromagnetics (CEM) has experienced a remarkable increment as an area of
research. Mathematical formulations of physical electromagnetic problems produce
systems of equations that can now be solved numerically by computers. Thanks to
advances in computational technology and increasingly sophisticated mathematical
algorithms of electromagnetic modeling, it is a reality to simulate radiation or scat-
tering problems containing arbitrary and complex structures for which there is no
analytical solution to the Maxwell equations. There are various methods of compu-
tational electromagnetism and various classifications. Depending on the geometric
model used by their formulations to characterize the dispersers, they can be clas-
sified into three types: ray tracing, surface discretizations, and volume discretiza-
tions. Depending on the precision achieved in the results and the field of appli-
cation, they are classified into full-wave and asymptotic methods, also called low
and high-frequency methods. Methods based on volumetric discretizations, such as
finite-difference time-domain (FDTD) and frequency domain finite-element method
(FEM), have the advantages that they allow for easy modeling of non-homogeneous
media, and their associated 3D mathematical formulations are relatively simple.
However, they suffer from the fact that the resulting system of linear equations has
a number of unknowns proportional to the simulated volume, so the computational
demand grows very rapidly as the electrical dimensions considered in the simulation
increase. The methods based on discretizations of surfaces present characteristics
that make them computationally more efficient than the volumetric ones. The formu-
lations used in surface methods are based on surface integral equations (SIE) which,
unlike volumetric formulations, are mathematically more difficult to implement in
a computational code, partly due to the various types of singularities of the Green
function. Another disadvantage of this type of methods is the impossibility of simu-
lating general non-homogeneous means, although they have the great advantage
that they only require discretizing the interfaces, that is to say, the two-dimensional
surfaces that delimit the dispersing objects. Among the surfacemethods, themethod-
of-moments (MoM) and its computational optimizations stand out, in exchange for
introducing a controllable numerical error on the results of the pure MoM, known as
fast multipole method (FMM) and multilevel fast multipole algorithm (MLFMA).
The physical optics (PO) is also considered as a surface method based on SIEs since
it is based on surface discretizations, although using approximations valid only for
electrically large objects. The PO supports a correctionmethod to include diffraction,
called physical theory of diffraction (PTD), although this correction is only appli-
cable to perfect electric conductors (PEC). In this chapter, we will analyze some of
the numerical methods used in electromagnetism.

Keywords Numerical analysis · Electromagnetic fields · Electromagnetism ·
Computational electromagnetics · Surface integral equations
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Abbreviation/Acronyms

CEM Computational electro magnetics
CFIE Combined field integral equation
EFIE Electric field integral equation
FDTD Finite-difference time-domain
FE Finite elements
FEM Finite-element method
FMM Fast multipole method
GMRES Generalized minimal residual algorithm
GTD Geometrical theory of diffraction
HF High frequency
MECA Modified equivalent current approximation
MFIE Magnetic field integral equation
MLFMA Multi level fast multipole algorithm
MoM Method of moments
PEC Perfect electric conductors
PO Physical optics
PTD Physical theory of diffraction
RWG Rao Wilton Glisson
SIE Surface integral equations
TE Transverse-electric wave
TM Transverse-magnetic wave
ε Permittivity
σ Conductivity
μ Permeability
�E Electric field
�H Magnetic field
�J Electric surface current
�M Magnetic surface current

η Impedance
L, K Integral-differential operators
G(�r , �r ′) Green scalar function

1 Introduction

Electromagnetic problems have a multitude of applications in our lives, in industry
and particularly in engineering and they can be very different in nature. This wide
range of possibilities in which to apply computational electromagnetics (CEM) and
the great variety of types of problems that we can find have led scientists to create
a large number of different algorithms to deal with this type of problems. However,
nowadays, there is no algorithm that stands out from the rest for any situation and
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problem that we are going to face. In other words, there are algorithms that are more
suitable for one type of problem or conditioning and others are more suitable for
another type [1–3].

The classification of these algorithms is usually done into the low frequency
algorithms (or accurate algorithms) and high frequency algorithms (or approximate
algorithms). Often, electromagnetic problems are also classified on the basis of the
working domain: time domain or frequency domain.

Briefly, the main or most used algorithms to solve electromagnetic problems are
the following [4], remembering that they are not the only ones and that they can exist,
and exist, other algorithms that for certain particular problems can have an advantage
of calculation on the ones mentioned here.

1.1 Low Frequency Methods

Some algorithms solve Maxwell’s equations without hidden approximations and are
generally applied to small electrical problems due to calculation times and system
memory limitations: these algorithms are the low frequency methods. Although
computers are becoming increasingly powerful and solving more and more prob-
lems, it is likely that this concept of limitation, related to the computers, can become
obsolete in the medium future.

Within this type of methods, we will cite the three most used, without the order
in which they appear presupposes their better or worse applicability.

1.1.1 The Finite Difference Time Domain Method

TheFiniteDifferenceTimeDomainmethod (FDTD)uses thefinite differencemethod
in order to solve Maxwell’s equations in the time domain. The implementation of
the FDTD method is generally quite simple [5–8]: a solution domain is usually
subdivided in small rectangular or curvilinear elements, with a “jump” in the time
used to calculate the electric and magnetic fields.

FDTD works normally very well in the analysis of non-homogeneous and non-
linear media, but it requires very high quantity of dedicated memory in the computer.
It is due to the discretization process of the solution of the entire domain. Usually, it is
not recommended for dispersion or scattering problems. FDTD is used in waveguide
packaging techniques and issues, as well as in wave propagation studies.

1.1.2 Finite Element Method

The Finite ElementMethod (FEM) is a method used to solve the problems of electro-
magnetic, with boundary values, in the frequency domain [9–12]. As FDTDmethod,
it tries to solve Maxwell’s equations in a differential way.
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Although the name of the FEM has been established in the last decades of the
last century, the concept has been used for several centuries. The use of temporal
and spatial discretizing methods, and also numerical approximation procedures, to
obtain solutions to engineering or physical problems has been known since ancient
times. The concept of “finite elements” is based on this idea.

The development of finite elements as they are known today has been linked to
structural calculation primarily in the aerospace field. In the 1940s, Courant [13]
proposed the use of polynomial functions for the formulation of elastic problems in
triangular sub-regions, as a special method of the Rayleigh-Ritz variational method
to approximate solutions. It was Turner, Clough,Martin and Topp [14]who presented
FEM in the form accepted today. In their work, they introduced the implementation
of simple finite elements (bars and triangular plates with loads in their plane) to
the analysis of aeronautical structures [15], using the concepts of discretization and
functions of form.

The books by Przemieniecki [16] and Zienkiewicz and Holister [17] present the
MEF in its application to structural analysis. The book by Zienkiewicz and Cheung
[18] or Zienkiewicz and Taylor [19] presents a broad interpretation of FEM and its
application to any field problem. It demonstrates that FE equations can be obtained
using a residual weight approximation method, such as the Galerkin method or the
least squares method.

It is considered as a frequency domain algorithm.

1.1.3 Method of Moments

The publication in 1968 of the work “Field Computation byMoment Methods” [20],
byHarrington, allowed the systematic formulation of the existing numerical methods
by means of a very general concept denoted by theMethod of Moments. The method
of moments is one of the most widely used numerical techniques today to determine
the fields emitted or received by radiant structures.

The method of moments allows the solution of the problem of Poisson in its
integral version and, in particular, to find the distribution of load on the surface of a
system of conductors, known the potential to which each one of them is found. From
the load distribution is obtained directly, the field and potential at any point in space.

The Method of Moments (MoM) is a technique used in the frequency domain.

1.2 High Frequency Methods

Large electromagnetic problems have set out long before the existence of computers
and also some one or two decades ago, when thesemachines currently could not solve
them. Common examples of larger problems are the prediction of the radar cross
section and the calculation of the radiation pattern of an antenna when mounted on a
large structure (typical use for telephony). Many approximations have been made to
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the radiation and scattering equations to make these problems manageable. Most of
these treat the fields at the asymptotic or high frequency (HF) boundary and employ
ray optics and edge diffraction. When the problem is very large from the electrical
point of view, many asymptotic methods produce results that are sufficiently accurate
by themselves or can be used as a “first or previous step” before applying a more
precise but computationally demanding method.

1.2.1 Theory of Geometric Diffraction and Physical Theory
of Diffraction

One of the first methods for the calculation of electromagnetic diffraction was the
Geometrical Theory ofDiffraction (GTD) [21, 22] introduced byKeller. Thismethod
is also based on ray tracing, such as geometrical optics, but introduces diffracted rays
at the edges.

When a ray hits a conductive wedge, a diffraction is observed forming a reflection
angle with the same edge as the incidence. In this case, unlike what happens in
flat surfaces where there is only one direction of reflection, infinite directions are
observed that form with the edge an angle equal to the angle of incidence.

These directions form the so-called Keller cone [23].
The physical theory of diffraction (PTD) [24, 25], developed in parallel with

Keller’s theory, obtains equivalent results avoiding some problems. The result of
PTD is finite and contains only the diffraction of the edge, so the fields reflected
in the superficies, calculated for example by the approximation of Physical Optics
(PO), must be added to it [26]. The physical theory of diffraction (PTD) is a means
of complementing the PO solution by adding the effects of non-uniform currents at
the diffraction edges of an object [27, 28]. PTD is commonly used in high-frequency
radar cross section and scatter analysis [29].

1.2.2 Physical Optics

The method of Physical Optics (PO) consists in the fact that the currents induced on
the parts of the object not illuminated, for example by a radar, are very small compared
with those produced in the illuminated areas [30, 31]. In fact, the approximationmade
by this method consists in annulling them. For the other surfaces, the calculation will
be made by obtaining the equivalent currents that would exist in a tangent infinite
plane at each point of the surface.

1.2.3 Shooting and Bouncing Beams

The ray tracing is a method similar to the previous one that also takes into account
the possible multiple reflections of the field reflected by the object, but its complexity
is greater [32, 33].
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The first reflection of the form commented in the PO method is obtained, later it
is calculated if the direction of the reflection returns to intersect with some surface of
the object. If so, the diffracted field that produces this new reflection is recalculated.

The calculation ends when there are nomore reflections accumulating the value of
all reflections. To carry it out, a large number of rays are released. These are reflected
in the object according to geometric optics (Snell Law). Finally, the contributions of
the rays that return to the initial position are added [34, 35].

2 Surface Integral Equations

Wehave focused on computational electromagnetics (CEM)based on surface integral
equations (SIEs) because it provides great versatility when analyzing homogeneous
and isotropic objects that occupy electrically large volumes [36]. In addition, these
methods have been developed mainly since 1990.

The present chapter deals with different computational methods based on SIEs
applicable to homogeneous and isotropic general media, i.e. not limited only to
perfect electrical conductors (PEC) as is the case in an important part of the previous
literature on EMF. Physical optics (PO) belongs to the so-called high frequency
methods and allows fast predictions with a limited level of accuracy proportional to
the electrical size of the objects. On the contrary, the so-called full wave methods
such as the method-of-moments (MoM) allow very precise predictions of dispersed
field, but their computational cost makes their application in volumes whose elec-
trical sizes extend several wavelengths totally unfeasible. Among the techniques for
accelerating MoM, the fast multipole method (FMM) [37] and its multilevel exten-
sion, based on a hierarchical multilevel partition of geometries, known as MLFMA
(multilevel fast multipole algorithm) [38], stand out. In this chapter we have opted
for the development of both full wave techniques (MoM, FMM, MLFMA) and high
frequency (PO for penetrable media). Even hybridization between full wave and high
frequency techniques could be implemented in other fields, such as radiation [39]
and wave propagation [40].

This fully realistic approach, not limited to a few CEM techniques, is justi-
fied by the fact that many real problems are not fully addressable—not even using
current supercomputers—but by high-frequency techniques, or by hybridizations
where these operate.

3 Method of Moments

The Method of Moments (MoM) is a full wave method, introduced in CEM by R.
F. Harrington in 1967. His book, currently re-published by the IEEE [20], remains
a fundamental reference. The complexity of this method is of the order O(N2) in
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memory and O(N3) in time in case of using to solve the system of resulting equations
a direct method such as LU decomposition.

We remember that the order of a method is given by the number p which means
the number of terms used in the weighted average used in that method.

Formally, the definition of the order of a method can be enunciated as follows:
Let’s be p ≥ 0. It is said that a method is of order ≥p if for all sufficiently regular

solution of a problem of initial values, we have

max
0≤n≤N−1

|σn| ≤ C hp

for some constant C (where C can depend on the solution x). Note that if a method
has order ≥ p with p > 0, then it is consistent.

This last complexity can easily be reduced toO(N2) by replacing the directmethod
with an iterative method, according to Kim et al. [41], as the Generalized Minimal
Residual algorithm, GMRES method [42].

MoM is a numerical method that allows solving a discretization of a surface
integral equation (SIE). As a previous step to explain MoM’s own discretization, we
will briefly introduce the concept of SIE for a single dispersing object.

3.1 Using Surface Integral Equations for MoM

Let’s be a penetrable homogeneous dispersant surrounded by an unlimited homoge-
neousmedium.Let us denote byR1 the region corresponding to the unlimitedmedium
fromwhich the incident wave proceeds. Next, wewill denote byR2 the limited region
related to the dispersing object. From now on, we will associate a subscript i = 1
for all the quantities related to R1 and another subscript i = 2 for the amounts of R2.
Each medium, for i = 1, 2, is characterized by its constitutive parameters, that we
can resume as the following: the complex permittivity εi = εr,i · ε0 (which includes
the effects of conductivity σi ) and the complex permeability μi = μr,i · μ0. Respec-
tively, εr,i ∈ C and μr,i ∈ C are the complex relative permittivity and the complex
relative permeability of the medium in the region R1. ε0 and μ0 are the constitutive
parameters of the vacuum.We assume a harmonic time dependence e jwt that we will
omit in the use of the SIE. The process starts with an incident field ( �Einc, �Hinc), and
we want to calculate a scattered field ( �E1,scatt , �H1,scatt ) for the region R1 external to
the disperser, and another scattered field ( �E2,scatt , �H2,scatt ) for the internal region R2.

Applying the first principle of equivalence, or Love’s equivalence principle
(according to Medgyesi-Mitschang et al. [43]), it is possible to formulate an equiv-
alent problem in R1, where we will have �E2,scatt = 0 and �H2,scatt = 0 and it is

necessary to impose electric surface currents �J1 = n̂1 × �H1,scatt

∣
∣
∣
S
and magnetic

surface currents �M1 = −n̂1 × �E1,scatt

∣
∣
∣
S
on the surface S of the dispersant. This is
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an equivalent problem, valid only for region R1. In the same way, it is possible to set
out an equivalent problem for R2.

In order to deduce the generic form of an SIE,we start from theMaxwell equations
for∇× �E1,scatt and for∇× �H1,scatt , and we apply again the nabla operator in order to
get two new equations of the following form:∇ ×∇ × �E1,scatt , and∇ ×∇ × �H1,scatt .
Finally, we use mathematical tools. First, the vector Green theorem in these two
equations on the surface S of the disperser (Poggio and Miller developed this vector
theorem in a rigorous description [44]). Second, together with the previous theorem,
these following four equals (two equals for fields and other two equals for currents),
deduced, on the one hand, with the currents of the Love principle and, on the other
hand, imposing tangential contour conditions:

(1)

If the reader wants to deepen in the mathematical development of the previous
procedure, he or she can find more information in the references of Medgyesi-
Mitschang [43] and Ylä-Oijala et al. [45].

This procedure produces a tangential integral equation for the electric field and for
each medium (T-EFIE, tangential electric field integral equation) and, by applying a
cross product by the normal towards R1, a normal integral equation for the electric
field and for each medium (N-EFIE, normal electric field integral equation). Simi-
larly, we can obtain the T-MFIE and the N-MFIE for the magnetic field. The eight
tangential (T) and normal (N) equations of EFIE andMFIE for each medium depend
on the surface currents, normal currents and the incident field, and are summarized
as the following:

T-EFIE1, medium 1:
T-EFIE2, medium 2:

�Einc(�r)
∣
∣
∣
tan

= L1 · �J (�r)
∣
∣
∣
tan

− K1 · �M(�r)
∣
∣
∣
tan

− 1

2
�M(�r) × n̂(�r) (2)

�0 = L2 · �J (�r)
∣
∣
∣
tan

− K2 · �M(�r)
∣
∣
∣
tan

+ 1

2
�M(�r) × n̂(�r) (3)

T-MFIE1, medium 1:
T-MFIE2, medium 2:

�Hinc(�r)
∣
∣
∣
tan

= K1 · �J (�r)
∣
∣
∣
tan

+ 1

η2
1

L1 · �M(�r)
∣
∣
∣
tan

+ 1

2
�J (�r) × n̂(�r) (4)

�0 = K2 · �J (�r)
∣
∣
∣
tan

+ 1

η2
2

K2 · �M(�r)
∣
∣
∣
tan

− 1

2
�J (�r) × n̂(�r) (5)
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N-EFIE1, medium 1:
N-EFIE2, medium 2:

n̂(�r) × �Einc(�r) = n̂(�r) ×
[

L1 · �J (�r) − K1 · �M(�r)
]

− 1

2
�M(�r) (6)

�0 = n̂(�r) ×
[

L2 · �J (�r) − K2 · �M(�r)
]

+ 1

2
�M(�r) (7)

N-MFIE1, medium 1:
N-MFIE2, medium 2:

n̂(�r) × �Hinc(�r) = n̂(�r) ×
[

K1 · �J (�r) + 1

η2
1

L1 · �M(�r)
]

+ 1

2
�J (�r) (8)

�0 = n̂(�r) ×
[

K2 · �J (�r) + 1

η2
2

L2 · �M(�r)
]

− 1

2
�J (�r) (9)

In these eight equations, �J (�r) ≡ �J1 and �M(�r) ≡ �M1 denote the surface equivalent
currents for region R1, a priori unknown. �J (�r) and �M(�r) are vector functions of an
arbitrary point �r on the surface of the dispersant. The vector n̂(�r) ≡ n̂1 corresponds to
the normal to the surface pointing to the outer region R1. Moreover, ηi = (

μi
/

εi
)1/2

is the impedance intrinsic of the medium in Ri. The integral-differential operators Li

and K i in these equations are defined as:

Li · �X(�r) =
¨

S

[

jwμi · �X(�r ′) + j

wεi
∇

(

∇′ · �X(�r ′)
)]

· Gi (�r , �r ′) · dS′

Ki · �X(�r) = P.V .

¨

S

�X(�r ′) × ∇Gi (�r , �r ′) · dS′ (10)

The P.V. notation is used in the definition of the K i operator to indicate that the
integration is taken as a Cauchy principal value integral (that is, when we have an
improper integral, normally, a contour integral of a complex-valued function). The
integration surface S alludes to the separation interface between R1 and R2. The term
in Gi (�r , �r ′) in the Eq. (10) is the Green scalar function for the region Ri, defined as:

Gi (�r , �r ′) = e(− jki |�r−�r ′|)
4π |�r − �r ′| (11)

In the last two equations, (10) and (11), the vector �r ′ refers to a source point and
�r denotes an observation point. In addition, ki = w(εiμi )

1/2 is the wave number in
Ri.

A generic SIE formulation can be established by combining different EFIEs and
MFIEs in (2)–(9).
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Table 1 Parameters to obtain the SIE formulations

SIE ai for i = 1, 2 bi for i = 1, 2 ci for i = 1, 2 di for i = 1, 2

PMCHWT ηi 0 0 1
/

ηi

JMCFIE 1 1 1 1

CTF 1 0 0 1

CNF 0 1 1 0

MNMF 0 μi
/

(μ1 + μ2) εi
/

(ε1 + ε2) 0

We perform a general combination of these eight equations using the same sign
criteria as Ergül in [46]:

a1
η1

(T − EF I E1) + a2
η2

(T − EF I E2)+
+ b1(N − MF I E1) − b2(N − MF I E2) = �0
− c1(N − EF I E1) + c2(N − EF I E2)+
+ d1η1(T − MF I E1) + d2η2(T − MF I E2) = �0 (12)

There are infinite values that can be assigned to the complex scalar parameters
ai , bi , ci , di ∈ C for i = 1, 2 in order to obtain valid and stable formulations. The
parameters in (12) that allow to obtain some types of SIEs can be found in Table 1.

The SIE formulations in the table are well known and well reported for the
case of dispersers isolated in free space. These formulations are known as Poggio-
Miller-Chang-Harrington-Wu-Tsai (called by the acronym PMCHWT) [44, 47–49],
combined tangential formulation (CTF) [42, 46], combined normal formulation
(CNF) [45, 49], modified normal Müller formulation (MNMF) [45], and electric
and magnetic current combined-field integral equation (JMCFIE) [50–54]. Other
references incorporating other known stable formulations are [55, 56].

3.2 Discretization of SIE Formulations

To resolve such a SIE formulation of the form (12), the current densities �J (�r)
and �M(�r), in our case unknown variables, are approximated in terms of linear
combinations of known vector base functions �fn , with n = 1, 2, …, N, such as

�J (�r) =
N

∑

n=1

Jn · �fn , �M(�r) =
N

∑

n=1

Mn · �fn (13)

where Jn andMn, with n = 1, 2, …, N, are the unknown complex coefficients in the
expansions of the Eq. (13). These coefficients are the unknowns determined in MoM
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by solving a system of linear equations. Usually, in MoMwe choose some functions
�fn , with n = 1, 2, …, N, known as RWG bases (Rao-Wilton-Glisson) [57, 58], due
basically to their simplicity to implement them in code.

From this point forward, we will always use the base functions of type RWG to
represent �fn(�r ′) ≡ �fn . Each RWG base is associated with the side n = 1, 2, 3 of
a triangle and is defined for the two triangles of the discretization that share that
side. One of the triangles will be assigned with a “ + ” label and a “−”label will be
assigned to the other side/triangle. These RWG functions fulfill the following:

�fn(�r ′) = �ρ ′±ln
2A±

n
and ∇′ · �fn(�r ′) = ± ln

A±
n

(14)

where the value A+
n (and/or A−

n ) denotes the area of the triangle + (or −), and ln is

the length of the side. In addition, �ρ ′+ = �r ′ − �p+ ( �ρ ′− = �p− − �r ′) represents the
vector that joins the node �p+ ( �p−) opposite to the considered side of the triangle up
to (from) the source point �r ′ on the triangle + (or −).

Applying the so-called Galerkin procedure, each side of the triangle is assigned
a weighting function (also called a test function) denoted as �fm(�r) ≡ �fm , which has
the same vector expression as the corresponding base function �fn(�r ′) ≡ �fn assigned
to the same side. For simplicity, the weighting operation, or test operation, using a
function �fm(�r) ≡ �fm to weight a generic vector �vn(�r), we will denote as:

〈 �fm, �vn
〉

=
¨

Sm

�fm(�r) · �vn(�r ′) · dS (15)

where the dot operator within the integral represents an inner product, and Sm is the
area of integration over which �fm is defined.

Substituting (14) in (13) and weighting with functions �fm , with m = 1, …, N,

finally we find a linear equation system �̄Z · �I = �V of dimensions 2 N x 2 N:

�̄Z · �I = �V , �̄Z =
⎡

⎣
�̄Z J,(T−EF I E,N−MF I E) �̄ZM,(T−EF I E,N−MF I E)

�̄Z J,(T−MF I E,N−EF I E) �̄ZM,(T−MF I E,N−EF I E)

⎤

⎦ (16)

The inputs for the five sub-matrixes N×N are given by the following expressions
for m = 1, …, N and n = 1, …, N:

�̄Z
J,(T−EF I E,N−MF I E)

m,n =
〈

�fm,

(
a1
η1

L1 + a2
η2

L2

)

�fn
〉

+

+
〈 �fm, n̂m × (b1K1 − b2K2) �fn

〉

+

+ b1 + b2
2

〈 �fm, �fn
〉

(17)
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�̄Z
M,(T−EF I E,N−MF I E)

m,n = −
〈

�fm,

(
a1
η1

K1 + a2
η2

K2

)

�fn
〉

+

+ 1

2

(
a1
η1

− a2
η2

)〈 �fm, n̂m × �fn
〉

+

+
〈

�fm, n̂m ×
(
b1
η2
1

L1 − b2
η2
2

L2

)

�fn
〉

(18)

�̄Z
J,(T−MF I E,N−EF I E)

m,n =
〈 �fm, n̂m × (−c1L1 + c2L2) �fn

〉

+
+

〈 �fm, (d1η1K1 + d2η2K2) �fn
〉

−

− d1η1 − d2η2
2

〈 �fm, n̂m × �fn
〉

(19)

�̄Z
M,(T−MF I E,N−EF I E)

m,n =
〈 �fm, n̂m × (c1K1 − c2K2) �fn

〉

+ c1 + c2
2

〈 �fm, �fn
〉

+

+
〈

�fm,

(
d1
η1

L1 + d2
η2

L2

)

�fn
〉

(20)

We can write the �I vector, which contains the unknowns (coefficients of the RWG
bases) of the linear system, as the following:

�I = (J1, J2, . . . , JN , M1, M2, . . . , MN )T (21)

And the �V excitation vector of the lineal system is:

�V =
[ �V (T−EF I E,N−MF I E)

�V (T−MF I E,N−EF I E)

]

=

=(V
(T−EF I E,N−MF I E)

1 , . . . , V
(T−EF I E,N−MF I E)

N , V
(T−MF I E,N−EF I E)

1 , . . . , V
(T−MF I E,N−EF I E)

N )T

(22)

where the coefficients are the following;

V
(T−EF I E,N−MF I E)

m = a1
η1

〈 �fm, �Einc(�r)
〉

+ b1
〈 �fm, n̂m × �Hinc(�r)

〉

para m = 1, . . . , N

V
(T−MF I E,N−EF I E)

m = −c1
〈 �fm, n̂m × �Einc(�r)

〉

+ d1η1
〈 �fm, �Hinc(�r)

〉

para m = 1, . . . , N

(23)

Once the linear system is resolved, the current densities �J (�r) and �M(�r), calculated
at each point, can be determined with (14). The electric field scattered at any point
in space, inside and outside the disperser, can be calculated directly with �J (�r) and
�M(�r), using the following two expressions:
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�E1,scatt (�r) = −L1 �J (�r) + K1 �M(�r)
�E2,scatt (�r) = L2 �J (�r) − K2 �M(�r) (24)

The above expressions for scattered field can be derived by following the theo-
retical development to Eq. (1), but without applying the equalities in (1) to the field
vectors. It is important to note that the field equations in (24) are valid for any point
of the space and they do not impose any restrictions on the size of the dispersers.

Typically, (24) is known as “near field expressions”. For far-field, these expres-
sions are also valid, but it should be much more computationally efficient to use a
simplified expression.

Sometimes, the implementation of MoM in computers requires some extra proce-
dures. For example, the integrals of the operators Li and K i in (10) can be calculated
numerically by a rule of Gaussian quadrature consisting of seven points per triangle,
as describedGibson [4]. In this same reference, some theoretical procedures to extract
the singularities that occur in integrals when the source point and the observation
point are close to each other,

∣
∣�r − �r ′∣∣ → 0, can be found.

4 Physical Optics

Physical optics (PO) is a computational technique of high frequency used to calculate
the electromagnetic dispersion coming from complex and electrically large PEC
(perfect electric conductor) structures [59, 60]. Unlike so-called full-wave methods,
for example the method of moments (MoM), the PO does not require high amounts
of computational resources to solve dispersion problems with acceptable levels of
precision and, above all, with a high efficiency. In this way, simulations that normally
take hours with the method of moments, typically are resolved in just a few seconds
or minutes with the PO.

4.1 MECA Method

The MECA (modified equivalent current approximation) method [61, 62], has
extended PO to dielectric materials with losses characterized by complex effective
permittivity. InMECA, the equivalent magnetic and electrical currents are calculated
based on the incidence of a locally plane wave on the surface of the dispersant. The
MECA equations are derived using a decomposition of the incident field into TE
(transverse-electric wave) and TM (transverse-magnetic wave) components, rela-
tive to the incident direction and to the normal vectors of each triangular facet in
which the surface of the dispersant is discretized. Contrary to what happens in other
generalizations of the PO for dielectric media [63–65], MECA takes into account
the differences between the TE and TM components, with the consequent increase
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in accuracy. In addition, unlike previous approaches, the current distribution on each
facet has a uniform amplitude and a distribution of phase that is linear. Therefore, the
radiation integral can be resolved in an analytic way and, thus, some difficult prob-
lems for a full-wave simulation, especially at very high frequencies, are successfully
modelled with MECA.

In the MECA method, the equivalent current densities, magnetic and electrical,
are calculate at the barycenter of each facet using the following two equations,
respectively:

�Mi0 = Ei
T E (1 + RT E )(êT E × n̂i ) + Ei

T M cos(θinc)(1 + RTM) êT E

∣
∣
Si

�Ji0 = Ei
T E

η1
cos(θinc)(1 − RT E )êT E + Ei

T M

η1
(1 − RTM) (n̂i × êT E )

∣
∣
Si

(25)

where η1 is the impedance in the medium of incidence, and RTE (and RTM) is the TE
(TM) reflection coefficient. The expressions of these two coefficients can be found
in work of Meana et al. [62].

As shown in Fig. 2.1, �Ei
T E = Ei

T E êT E and �Ei
T M = Ei

T M êT M are the TE and
TM components of the incident electric field at the barycenter of the triangle Si. In
addition, p̂i is a unit vector pointing in the direction of propagation of the incident
wave, θinc is the angle of incidence, and n̂i is the unit normal vector with outgoing
direction of the Si triangular facet. The first medium is characterized by its constitu-
tive parameters: permittivity ε1, permeability μ1 and conductivity σ1. Similarly, the
second medium is characterized by (ε2, μ2, σ2). The reflection coefficients RTE and
RTM depend on all these constitutive parameters. A reflection coefficient is defined
for an incidence medium and for a dispersing medium (Fig. 1).

Fig. 1 Oblique incidence on a Si triangular facet
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The theoretical calculation of the reflection coefficientsRTE andRTM is performed
by assuming a locally specular reflection and imposing contour conditions. Ideally,
the MECA method would be accurate if the dispersing object were an infinite and
homogeneous semi-space. This method, therefore, presents two main sources of
error for the TE polarization (analogous for TM, replacing the electric field with the
magnetic one). One of the sources of error is in the lack of modeling of diffraction
phenomena in the formulation. The other source of error is that multiple reflections
are not considered, although this second type of error can be mitigated by iteratively
applying coefficients of reflection on discontinuities.

After obtaining the current densities �Mi0 and �Ji0, an analytical solution can be
derived for the radiation integral corresponding to the observation point �rk , which
is located in the far field of each of the triangular facets. The scattered electric field
�Es
k in �rk , due to the contribution of all i facets of a given mesh, can be obtained,

according to Balanis [66], as:

�Es
k = j

2λ

∑

i

e− jk1rik

rik
( �Ea

ik − η1 �Ha
ik × �rik) (26)

where λ is the wavelength in the medium of incidence, k1 is the wave number in the
medium of incidence, and �rik = rikr̂ik is the position vector from the barycenter �ri
of the ith facet to the observation point �rk . The Eq. (26) is valid when k1|�rk | 
 1.
Figure 2.2 summarizes all notation for the position vectors involved in all the scatter
calculations that we have used (Fig. 2).

Fig. 2 Si facet, observation point �rk and corresponding position vectors. �r ′′
i denotes a variable

vector from the barycenter �ri to any point on Si
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Assuming that currents have a constant amplitude and a phase variation that is
linear and depends on the propagation direction of the incident wave, p̂i , the vector
values �Ea

ik and �Ha
ik of the Eq. (26) can be calculated, according to Meana [60], as:

�Ea
ik = (r̂ik × �Mi0)Ii (r̂ik) (27)

�Ha
ik = (r̂ik × �Ji0)Ii (r̂ik) (28)

where �Mi0 and �Ji0 are the current densities given in Eqs. (25), and Ii (r̂ik) is an integral
given by:

Ii (r̂) =
¨

Si

e jk1(r̂− p̂i )·�r ′′
i d Si (29)

where �r ′′
i is a variable vector from the barycenter �ri of the ith facet to the points

placed on the Si triangular surface, as it is shown in Fig. 3.
These current distributions make possible to carry out a modelling with facets

bigger than those used in other high-frequency methods. This fact implies a
computational cost reduction in terms of both time and memory.

The integral of Eq. (29) always admits an analytical solution, according to the
procedure described by Arias-Acuña et al. [67]. The method to solve analytically is
briefly summarized below.

Fig. 3 Triangular facet with barycenter �ri and vertices �P1, �P2, and �P3
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First, it is considered a plane triangular facet (as shown in Fig. 3). The i triangle
is defined by three points: �P1, �P2, and �P3. And �ri is a reference point located in the
barycenter (�ri = ( �P1 + �P2 + �P3)/3).

We define �vmn as a vector such that �vmn = �Pn − �Pm , m, n ∈ {1, 2, 3}. The
vector n̂, normal to the i triangle, is defined so that �v12 × �v13 = 2Ai n̂, as shown in
Fig. 2.3, being Ai the area of that triangle.

Finally, we use a coordinate system with two scalar variables (u, v) such that any
point �r ′′

i of the surface of the triangle can be described as:

�r ′′
i = �P1 − �ri + u · �v12 + v · �v13 (30)

The integral (29) is given by:

Ii (r̂) = 2Aie
− j α+β

3

u=1∫

u=0

v=1−u∫

v=0

e j (αu+βv)dvdu (31)

and its solution is:

Ii (r̂) = 2Aie
− j α+β

3

[
αe jβ − βe jα + β − α

αβ(α − β)

]

(32)

where

α = k1�v12(r̂ − p̂i ) (33)

β = k1�v13(r̂ − p̂i ) (34)

The expression (32) has the following four eigenvalues:

α = 0, β �= 0 ⇒ Ii (r̂) = 2Ai e
− j β

3
1 + jβ − e jβ

β2
(35)

α �= 0, β = 0 ⇒ Ii (r̂) = 2Ai e
− j α

3
1 + jα − e jα

α2
(36)

α = β �= 0 ⇒ Ii (r̂) = 2Ai e
j α
3
1 − jα − e− jα

α2
(37)

α = β = 0 ⇒ Ii (r̂) = Ai
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5 Comparison Between Method of Moments and Modified
Equivalent Current Approximation

In this section, we do to a graphical comparison that allows to easily show the
difference between PO and MoM in terms of accuracy level. Figure 2.4 shows the
monostatic radar cross section (RCS) of a sphere, defined as the following:

RCSmono = lim
r→∞

(

4πr2
∣
∣
∣ �E1,scatt (r, θinc, φinc)

∣
∣
∣

2
/

∣
∣
∣ �Einc

∣
∣
∣

2
)

(38)

where a is the radius of the sphere and 2π
λ

is the wave number in the medium of
incidence. In case, �Einc is a uniformplanewave.Twocases are included inFig. 4: PEC
sphere and dielectric sphere with losses simulated with MECA for the parameters
shown in the Table 2.

Fig. 4 Comparison between PO (MECA) and MoM solutions for scattering due to a sphere of
radius a with different constitutive parameters

Table 2 Parameters used in
the simulation of Fig. 4

εr μr RCS

MECA 1.8 1.5 10wε0

MoM 1.8 1.5 10wε0
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6 Conclusions

Techniques to solve classical electromagnetism problems have evolved over time.
At first, the analysis and design of electromagnetic devices and structures was
done experimentally, achieving their characterization; this result was used for the
development of new technologies. Subsequently, analytical models emerged where
closed form solutions are obtained, that is, solutions that model and describe the
electromagnetic phenomenon through a simplified algebraic equation under ideal
situations.

At present, the numerical solution is arrived at using computational algorithms, in
which various numerical analysis techniques are used that describe the phenomena
in time and space of electromagnetic problems that previously could not be solved
analytically. In fact, many numerical analysis techniques have been developed in
recent years, leading to advances in this area, referred to as computational electro-
magnetism (CEM). Similarly, the wide range of electromagnetic problems has led
to the development of different algorithms in computational electromagnetism, each
with its advantages and limitations.

Numerical solutions to three-dimensional electromagnetic dispersion problems
are generally found on the formulation of surface integral equations, such as the
electric field integral equations (EFIE) and the similar magnetic field integral equa-
tions (MFIE), or even the less used combined field integral equation (CFIE). The
moment method (MoM) is, at present, one of the most commonly used numerical
method to solve these type of equations. In the solution of this method, the induced
electric current and magnetic current are unknown variables. Moreover, the surface
is generally partitioned into small flat patches. In these patches, the currents are
approximately calculated by some appropriate basic functions.

These patches have simple shapes to be easier implemented and for doing calcula-
tions in also easier way. The most commonly used forms for this partition or division
are triangular and rectangular patches. If the size of these subdivisions (patches)
is small enough, then we could approximate the induced surface currents by the
triangular (or rectangular) functions of the ceiling. The application of these type of
functions using themethod of moment in order to solve the surface integral equations
has the consequence of the evaluation of double integrals with single cores.

The Method of Moments (MoM) is a numerical technique used to convert the
integral equation into a linear system, which can be solved using a computer.

The main reasons why researchers select this method are:

• It solves the Maxwell equations without implicit approximations.
• It presents greater numerical stability in the discretization of integrals versus

derivatives.
• It allows to exclude themedium that is around the structure and therefore facilitates

the analysis of open structures.
• It analyzes the problem in a rigorous and precise way, taking into account most of

the physical phenomena that occur in the structures, so that the analysis is valid
in principle for any frequency.
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This method allows the systematic formulation of the problem through the
discretization of the electric field integral equation (EFIE), and calculates by numer-
ical methods the densities of unknown currents. However, it presents a disadvantage,
which is given from restricting it to problems of small electrical size due to limitations
in memory and time in the computational process.
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Abstract This chapter provides an investigation of the wireless power transfer
domain. It follows the description of the analysis and identification of the
system’s parameters, which consist of two magnetically connected coils utilized in
constructing the wireless power transfer system. A section of this chapter focuses on
the optimization aspects of the wireless energy transfer. The optimization considers
a function of several parameters of the system such as the structure, the number of
turns, the WPTS’s working frequency.
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MIT Massachusetts Institute of Technology
MM Fmagnetomotive force
EMF Electromotive force
AC Alternating current
ss series-series configuration
pp parallel-parallel configuration
sp series-parallel configuration
ps parallel-series configuration
APL active power transmitted to the load

B. Symbols/Parameters
um� magnetomotive force
iS�

conduction electric current strength
�S�

electric flux
�S�

turn
H magnetic field strength (intensity)
J current density
B magnetic flux density (induction)
D electric displacement
�S�

magnetic flux
E electric field strength
w local speed vector of the medium
u � EMF
ut EMF induced by transformation
um EMF induced by movement
R resistance
L inductivity
C capacity
M mutual inductivity
R the matrix of resistive coefficients
L the matrix of inductive coefficients
C the matrix of capacitive coefficients
r initial radius of the turn
p pitch (distance between two consecutive turns)
h the distance between the two coils along Oz axis
N1, N2 the number of turns for coil 1, respectively, for coil 2
f frequency
H(f) transfer function
gj objective function
P power
η efficiency
(�) closed curve
(S�) open surface
(�) closed surface
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d A area element
dl line element

1 Introduction to Wireless Power Transfer

Wireless Power Transfer (WPT) or Wireless Energy Transfer (WEP) represents a
new technology, suitable to bring electricity to places where the utilization of system
interconnection via cables is either difficult, impractical or even impossible.Although
the WPT is ineffective for large distances [1, 2] due to the electromagnetic field
weakness [3], there is the possibility to achieve a more efficient power transfer if
the emitting coil (emitter) and the receiving coil (receiver) are at resonance [5, 6].
Both the electromagnetism and the electric circuit theory recognize the condition of
“resonance” for the best efficiency possible regarding the power transfer.

Despite a total power loss counting for 30% of the transferred power, WPT has
numerous applications [7–9] such as:

• Medical implants. Technological progress in the field of biomedical allowed
the creation of biomedical implants such as pacemakers, cochlear implants,
subcutaneous drug supply implants

• Chargers used for smartphones, electric and hybrid vehicles, unmanned aerial
vehicles.

• Appliances such as ironing, vacuum cleaner, TV.

Currently, there are three types of WPTs: radiant transfer, inductive transfer,
and resonant coupling transfer. In the case of radiant transfer, most of the generated
power is lost in surrounding space. In contrast, the received power comes in small
amounts (i.e., in order of mW), making the radiant transfer suitable for the trans-
mission of information. Regarding the inductive coupling [5], the power transfer can
be very efficient, although the distance emitter-receiver is only in terms of a few
centimeters. The application of the resonant coupling method allows the transfer
of significant power over relatively long distances (few meters). The experimental
studies carried out at MIT led to a potential breakthrough in WPT. The researchers
proposed a new scheme based on the concept named Strongly Coupled Resonances
(SCORs) [6, 9]. The fundamental principle of this type of transmission is based on
the idea that resonant objects exchange energy, whereas the non-resonant ones do
not realize such an energy transfer [7, 8]. TheWPT transformation from concept into
large scale applications occurred relative recently, although one can track the first
research works on the subject back in the 1880s [8]. Energy transmission without
galvanic contacts did not become an established technique yet, capable of operating
with clear solutions, design methods, and regulated practices. For example, only
a few years ago (2012), WPT had a real narrow niche, its applications addressing
the cell phones and digital tablets, only. However, later, in 2015, the WPT market
considerably expanded, its value reaching 1 billion dollars. There are predictions in
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place [10], suggesting that the WPT market would reach a value of 5 billion dollars
by 2020. A WPT market dominated by ordinary small customers is in sight for the
future, no matter the real big business desire for a significant WPT expansion in the
industry in general, and the automotive sector.

The chapter starts by analyzing the current literature and by presenting the
different wireless power transfer methods together with their corresponding appli-
cations, which varies from domains such as the medical one up to the military one.
It follows the description of the analysis and identification of the system’s parame-
ters, which consist of two magnetically connected coils utilized in constructing the
wireless power transfer system.

A section of this chapter focuses on the optimization aspects of thewireless energy
transfer. The optimization requires the consideration of several aspects. It is presented
the WPTS’s optimization by using the transfer function method. The optimization
method for the system consisting of the two magnetically coupled coils and used in
WPTS considers a function depending on several parameters of the system, such as
the structure, the number of turns, the WPTS’s working frequency.

Electromagnetic energy wireless transfer is a developing, emerging technology,
resulted from the significant progress in the power electronics domain. The possible
applications of this technology present an enormous potential, which may influence
the way we use the current applications.

Despite the fact there are vital signs of progress in this domain, we are still far from
reaching this objective, due to the significant design challenges. The small efficiency
and the limited range of transfer are two of the most crucial aspect which must be
improved.

The chapter ends with conclusions and many references in the field of wireless
power transfer.

2 Theoretical Considerations

The WPT systems operate according to two fundamental principles:

• The magnetic circuit law (Ampere’s Law)
• The electromagnetic induction law (Faraday-Lenz Law).

The magnetic circuit law(Ampère’s Law), according to [11], has the initial defini-
tion mathematically summarized in the differential form (3.1). The magnetic circuit
law consists of the following statement:

The magnetomotive force (MMF), um� , along any closed curve (�) is equal to the
sum between the conduction electric current strength iS�

through an open surface
(S�) arbitrary chosen, bordered by the closed curve (�) and the time derivative of
the electric flux �S�

over the same surface: (S�)

um�
= iS�

+ d�S�

dt
(1)
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The term iS�
is also called turn, and denoted by �S�

.
By rewriting relation (1), one obtains the integral form of Ampere’s law (2):

∫

(�)

H · dl =
∫

(S�)

J · d A + d

dt

∫

(S�)

D·d A (2)

The integral form is valid only in the context of the application of the corkscrew
rule between the reference direction, the oriented line element dl, and the oriented
area element d A This observation applies concerning the electromagnetic induction
law as well. For domains with continuity, one can modify the relation (2) according
to the properties of the operators into (3).

curl H = J + ∂ D

∂t
+ w · ρv + curl

(
D × w

)
(3)

The last form is the magnetic circuit law expressed in the local (punctual) form:
For stationary media w = 0 the local form becomes:

curl H = J + ∂ D

∂t
(4)

According to (4), one can affirm that the closed lines of the magnetic field border
the entities responsible for its generation:

• The wires transited by conduction currents.
• The lines of the time variable electric field that generates them.

The electromagnetic induction law (Faraday’s law) has the following statement
[11]:

The electromotive force (EMF) u� along a closed curve (�) is equal to the negative
of the time derivative of the magnetic flux �S�

across any surface (S�) bordered by
the closed curve (�):

u� = −d�S�

dt
(5)

Note: The form presented in (5) includes the adjustment represented by the
“negative” sign introduced by Lenz.

Considering the definition relations of EMF, respectively of the magnetic flux,
one can extrapolate (8) into the integral form of the Faraday-Lenz law (6):

∫

(�)

E · dl = − d

dt

∫

(S�)

B · d A. (6)
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Fig. 1 The Electromagnetic
induction law

The integral for of the electromagnetic induction law is valid only when fulfilling
the condition: the reference direction of the closed curve (�) (i.e., the reference
direction of the oriented line element dl) and the direction of the normal to the
surface (S�) (i.e., the oriented area element d A)) comply with the right corkscrew
rule (see Fig. 1).

For mobile media, the integration domains follow the bodies in their movement,
and the time derivative of the magnetic flux becomes a substantial derivative and it
is computed using the following relation:

d

dt

∫

(S�)

B · d A =
∫

(S�)

[
∂ B

∂t
+ w · div B + curl

(
B × w

)] · d A, (7)

In (7), w is the local speed vector of the medium.
Using Stoke relation, results:

∫

(�)

E · dl =
∫

(S�)

(
curl E

) · d A (8)

Considering the local form of the magnetic flux law, one obtains a new integral
form of the Faraday’s law of electromagnetic induction:

u� =
∫

(�)

E · dl = −
∫

(S�)

∂ B

∂t
· d A −

∫

(�)

(
B × w

) · dl (9)
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The physical significance of the law: the time-variable magnetic field produces
(induces) an electric field through the electromagnetic induction. Therefore, the elec-
tromagnetic induction is a physical phenomenon, unlike electric the flux density D
and magnetic induction B, which are physical quantities.

Furthermore, the decomposition of the EMF in two components:

u� = ut + um (10)

With

ut = −
∫

(S�)

∂ B

∂t
· d A =

∫

(S�)

(
−∂ B

∂t

)
· d A (11)

called electromotive force (EMF) induced by transformation and, respectively,

um = −
∫

(�)

(
B × w

) · dl =
∫

(�)

(
w × B

) · dl (12)

called EMF induced by movement.
The two components reveal the two forms of electromagnetic induction:

• time variation of the magnetic induction B, with no movement ut
• at least a portion of the closed curve (�) ismobile in the space containingmagnetic

field um.

The simultaneous application of both laws, the magnetic circuit law, and the elec-
tromagnetic induction one, detailed above, provide the proper frame for WPT devel-
opment. The wireless transfer of the electromagnetic power requires the presence
of, at least, two magnetically coupled coils, a fact which labels WPTs as inductive
power transfer systems.

A simple explanation of the WPT operation is:

• AnACflowing through a coil (called primary coil, source or transmitter) produces
an AC magnetic field, having the same frequency of the current.

• The ACmagnetic field due to the primary coil sweeps the closed surface bordered
by another coil (called secondary coil, resonator device, or receiver) placed about
the primary one and induces an EMF across the receiver transferred inductively,
[12–18] (see Fig. 2).
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Fig. 2 Schematic view of a WPTS

3 Parameters Identification for the Wireless Power
Transfer

Several literature resources identified the pancake type of coils as suitable for applica-
tions regarding battery charging solutions [19–24]. Assuming that for every structure
emitter-receiver (two coils magnetically coupled), the number of turns, geometrical
dimensions, and the fabrication materials remain the same (the frequency is the
variable of interest). Following theoretical and experimental tests, one can conclude
that the structure with the value of the mutual inductivity represents the optimal
coupling solution [19–29]. A method exemplifying the optimization process applied
to the configuration with two magnetically coupled coils utilized the ANSYS Q3D
Extractor software [30–32]. According to this method, there is a set of matrices R,
L, C, and G, representing the resistive, inductive, capacitive, respectively coupling
coefficient elements. The representation of the last matrix, G, becomes a simple
number. The assessment of several possible solutions of coupled coils utilized in
WPT, concerning configurations, structures, and frequencies guides the designer,
finally, to the optimum one. The frequency values of interest in these simulations
are 50, 5000, and 10,000 kHz, whereas the four analyzed configurations with their
parameters appear in Figs. 3, 4, 5, 6.

3.1 The Assessment of Two Parallel-Bases Helicoidally
Pancake-Type Coils

The two coils (see Fig. 3) have the following geometrical parameters:

• Initial radius of the turn r = 10 mm
• Pitch (distance between two consecutive turns) on OY axis p = 1.3 mm
• Section of the conductors s = 1.2 mm × 0.8 mm = 0.96mm2
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Fig. 3 a The structure of the two helicoidally coils with parallel bases; b The distribution of the
discretization points; c Current sheet distribution

Fig. 4 a The structure of the two coils truncated cone-like with parallel bases b Distribution of
discretization points; c Distribution of current sheet

Fig. 5 a The structure of the two coils truncated cone-like with non-parallel bases, one rotated 450;
b Distribution of discretization points; c Distribution of current sheet

• Distance between the two coils along Oz axis h = 20 mm
• Number of turns N1 = N2 = 15.

The identification of electric parameters (i.e., ohmic resistances, parasitic
capacitances, self-inductivities, as well as the coupling coefficient) filled in for
Table 1.
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Fig. 6 a The structure of the two truncate cone-like coils, with parallel bases, z = 20 mm and y =
15 mm; b Distribution of the discretization points; c Distribution pf current sheet

Table 1 The electric parameters for two helicoidally pancake coils with parallel basis

Frequency f [kHz] 50 5000 10,000

Resistance matrix
[ohm]

(
0.72029 0.26477

0.26477 0.72313

) (
0.20907 0.02964

0.02964 0.20839

) (
2.9425 0.41043

0.41043 3.0142

)

Inductivity matrix
[μH]

(
8.0489 1.5812

1.5812 8.0487

) (
6.8438 0.26477

0.63748 6.7874

) (
6.6993 0.62623

0.62623 6.6878

)

Capacity matrix [pF]
(

3.1308 −1.7213

−1.7213 3.1325

) (
3.1308 −1.7213

−1.7213 3.1325

) (
3.1308 −1.7213

0.2648 3.1325

)

Coupling coefficient
[μH]

0.19646 0.19646 0.19742

3.2 The Assessment of Two Truncated Cone-Like Coils,
with Parallel Bases, Configuration a

The two coils (see Fig. 4) have the following geometrical parameters:

• Turn’s initial radius r = 10 mm
• Pitch on OY axis p = 0.9 mm
• Section of the conductors s = 1.2 × 0.8 = 0.96 mm2

• Distance between the two coils along Oz axis h = 20 mm
• Number of turns N1 = N2 = 15.

The identification of electric parameters (i.e., ohmic resistances, parasitic capac-
itances, self-inductivities, as well as the coupling coefficient) are filled in for
Table 2.



Optimization Methods for Wireless Power Transfer 523

Table 2 The electric parameters for two truncated cone-like coils with parallel basis, configuration
A

Frequency f [kHz] 50 5000 10,000

Resistance matrix
[ohm]

(
0.72029 0.26477

0.26477 0.72313

) (
1.2159 0.12714

0.12714 1.4602

) (
2.0539 0.211247

0.21124 1.7596

)

Inductivity matrix
[μH]

(
6.7639 0.63251

0.63251 6.7609

) (
6.8438 0.26477

0.63748 6.7874

) (
6.7947 0.63513

0.63513 6.8295

)

Capacity matrix [pF]
(

3.1309 −1.7213

−1.7213 3.1325

) (
2.376 −1.0406

−1.0406 2.3759

) (
3.1308 −1.7213

−1.7213 3.1325

)

Coupling coefficient
[μH]

0.093534 0.093533 0.093236

3.3 The Assessment of Two Truncated Cone-Like Coils,
with Non-Parallel Bases with One Coil Rotated 450.

The two coils (see Fig. 5) have the following geometrical parameters:

• Turn’s initial radius r = 10 mm
• Pitch on OY axis p = 0.9 mm
• Section of the conductors s = 1.2 × 0.8 = 0.96 mm2

• Distance between the two coils along Oz axis h = 20 mm
• Number of turns N1 = N2 = 15.

The identification of electric parameters (i.e. ohmic resistances, parasitic
capacitances, self-inductivities as well as the coupling coefficient) filled in for
Table 3

Table 3 The electric parameters for two truncated cone-like coils with non-parallel bases, one coil
rotated 450

Frequency f
[kHz]

50 5000 10,000

Resistance
matrix [ohm]

(
0.20907 0.029635

0.029636 0.20839

) (
0.20907 0.029635

0.029636 0.20839

) (
2.9425 0.41043

0.41043 3.0142

)

Inductivity
matrix [μH]

(
6.7639 0.63251

0.63251 6.7609

) (
6.8438 0.26477

0.63748 6.7874

) (
6.6993 0.62623

0.62623 6.6878

)

Capacity matrix
[pF]

(
3.1309 −1.7213

−1.7213 3.1325

) (
2.376 −1.0406

−1.0406 2.3759

) (
2.376 −1.0406

−1.0406 2.3759

)

Coupling
coefficient [μH]

0.092983 0.092983 0.093557
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Table 4 The electric parameters of 2 truncate cone-like coils, with parallel bases, configuration B

Frequency f
[kHz]

50 5000 10,000

Resistance matrix
[ohm]

(
0.2042 0.0056

0.0056 0.2031

) (
2.0238 0.05731

0.057309 2.0168

) (
2.8266 0.0802

0.0802 2.8088

)

Inductivity matrix
[μH]

(
6.7052 0.12503

0.1250 6.7051

) (
6.6964 0.6213

0.1244 6.6968

) (
6.7280 0.6262

0.1260 6.7324

)

Capacity matrix [pF]
(

2.1893 −0.7505

−0.7505 2.1895

) (
2.1893 −0.7505

−0.7504 2.1895

) (
2.1893 −0.7505

−0.7505 2.1895

)

Coupling coefficient
[μH]

0.01865 0.01863 0.01871

3.4 The Assessment of Two Truncated Cone-Like Coils,
with Parallel Bases, Configuration B

The two coils (see Fig. 6) have the following geometrical parameters:

• Turn’s initial radius r = 10 mm
• Pitch on OY axis p = 0.9 mm
• Section of the conductors s = 1.2 × 0.8 = 0.96 mm2

• Distance between the two coils along Oz axis h = 20 mm
• Number of turns N1 = N2 = 15.

From the four configurations of the two magnetically coupled coils under investi-
gation, one can remark the highest mutual inductivity ofM = μH (see Table 1), a fact
which indicates the configuration from 20.2.1 as the optimum. MATLAB software
package, as a universal standard for scientific applications, proved very attractive for
the elaboration of efficient procedures aiming for the numerical calculation of the
mutual inductance corresponding to the two magnetically coupled coils [33–41].

4 The Optimization of Parameters

The most straightforward configuration of a WPT system consists of two magneti-
cally coupled coils (transmitter and receiver). This configuration can be series – series
(ss), parallel – parallel (pp), series–parallel (sp) and parallel – series (ps). The trans-
mitter releases a non-radiant magnetic field with an oscillation frequency in the full
range of 30 kHz – 40 MHz. In this way, between the receiver and transmitter (assumed
in magnetic resonance), it is ensured an efficient power transfer. A generally accepted
statement from the literature [1–10], claims that the magnetic interaction between
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the transmitter (source) and the receiver must be strong enough, making it possible
to neglect the other magnetic interactions with non-resonant objects.

The result is an efficient channel for WPT. Available studies [4, 6] show that
WPT doesn’t change noticeably, in the presence of people or various objects placed
between the two coils or in their close neighborhood. This statement is also valid for
the case when these objects completely cover the direct line between the transmitter
and the receiver. Some materials, such as aluminum, can produce changes in the
resonance of their resonance frequency, but the correction of this issue is relatively
easy by using a reaction circuit. WPT offers the possibility of connecting the elec-
tronic devices without wires, a fact that determines a reduction in the dimensions
of the equipment, accompanied by a cost reduction. Both the amount of transferred
between two coils and the WPT efficiency strongly depend on their parameters.

The maximum transmitted active power or the maximum transmission effi-
ciency counts as criteria meant to determine the optimum values for the magnet-
ically coupled coils. The next section contains a presentation of two optimization
methods, based on the transfer functions, respectively, the output square error. The
MATLAB functions (fromMATLAB toolbox) that can be used are the minimization
functions “fminimax”, “fminunc” [38].

4.1 Transfer Function and Output Square Error Method
Based on “fminunc” Function

The system under study consist of a system composed of two series-series resonators
(magnetically coupled, no wires) used in inductive WPT as in Fig. 7.

Fig. 7 Two series-series
resonators magnetically
coupled, powered by an AC
voltage source
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One can look to the circuit as being a two-port system operating in the frequency
domain. There are several possibilities to optimize theWPT for this system, utilizing
one of the functions: useful active power transmitted to the load (APL), power
transmission efficiency, signal transmission efficiency, or any other transfer func-
tion [39, 40]. From the equivalent scheme of an analog two-port system in the AC
regime, one can achieve any complex transfer function H(jw), expressed either in
an entirely symbolic form, partially symbolic or numeric. The measurements are
targeting the absolute value of the phase angle imposed by the system energization
from a voltage source with variable frequency capabilities. H(f) is the transfer func-
tion (or the output quantity) in an entirely symbolic form using the software devel-
oped and explained in [36, 37]. The system’s parameters chosen for optimization or
identification are x1, x2, …, xp (p - the number of unknowns). The remained (n – p)
parameters come as nominal values taken from the catalog. Whereas considering k
frequency samples at which the circuit function is available through measurements
or simulations (the output function or any other circuit performance quantity), one
can formulate the following objective function as in (13) and (14):

g j
(
x1, x2,..., x p, f j

) = (∣∣H
(

f j
)∣∣ − ∣∣H

(
f j , x1,x2, ...x p

)∣∣)2, j = 1, k (13)

f
(
x1, x2, ..., x p

) =
k∑

j=1

(∣∣H
(

f j
)∣∣ − ∣∣H

(
f j , x1, x2, ..., x p

)∣∣)2 (14)

For a scalar objective function, k can be 1. When the objective function is the
useful power P2 or the efficiency η = (P2/P1)100 η21 = P2

P1
· 100, then the objective

function has one of the following structures (15):

f
(
x1, x2, ..., x p

) =
k∑

j=1

(
P2

(
x1, x2, ..., x p, f j

) − P2
(

f j
))2

(15a)

f
(
x1, x2, ..., x p

) =
k∑

j=1

(
η21

(
x1, x2, ..., x p, f j

) − η21
(

f j
))2

, k ≤ 3 (15b)

f
(
x1, x2, ..., x p

) =
k∑

j=1

(
P2

(
x1, x2, ..., x p, f j

) − P2
(

f j
))

(15c)
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f
(
x1, x2, ..., x p

) =
k∑

j=1

(
η21

(
x1, x2, ..., x p, f j

) − η21
(

f j
))

, k ≤ 3 (15d)

In conditions of constant (fixed) frequency, the optimization functions become
(16)

f
(
x1, x2, ..., x p

) = (
P2

(
x1, x2, ..., x p, f

) − P2( f )
)2

(16a)

f
(
x1, x2, ..., x p

) = (
η21

(
x1, x2, ..., x p, f

) − η21( f )
)2

(16b)

f
(
x1, x2, ..., x p

) = (
P2

(
x1, x2, ..., x p, f

) − P2( f )
)

(16c)

f
(
x1, x2, ..., x p

) = (
η21

(
x1, x2, ..., x p, f

) − η21( f )
)

(16d)

Usually, the quantity H(f) is a rational function which depends on frequency. The
coefficients of the polynomials form the numerator and denominator of the transfer
function (output quantity) are involved, consisting of multiplicators of parameters.
The functions fminimax from MATLAB toolbox [38], solve a minimax problem
under certain constraints.

5 Case Study: Optimization of Magnetically Coupled Coils

5.1 Optimization of Useful Active Power P2 = PRLDepending
on the Parameters L1, L2, and M

One can perform the analysis of the circuit from Fig. 7 in the frequency domain. The
series-series connection exemplified by the circuit from Fig. 7 is the most efficient
with respect to the WPT [6, 7]. The geometric dimensions of the two coils are: r =
150 mm, p = 3 mm, w = 2 mm (the conductor’s diameter), g = 150 mm (the distance
between the coils),N1 = N2 = 5 (the turn’s number). UsingANSOFTEXTRACTOR
Q3D (ANSYS) [38], the numerical values of the two coils magnetically coupled
(Fig. 7) are:
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P Lss f = 61342RL f 0C22M2C22Ei2
/[

F1 f 8 + (F2 + F3) f 6 + F4 f 4 + F5 f 2 + F6
]

F1 = (1 + (−0.48 ∗ 107C12L1C22L2M2 + 0.24C22M4C12 + 0.24C12L12C22L22)

F2 = 122684(RL RL1C12M2 + C12RiC22RL2M2 − C12L12C22L2 + ...

C12L12C22RL2RL + C22L2M2C1 + C12RiC22L2RL1 + C12RiC22M2...

+RL1C12C22RL2M2 − C1L1C22L22 + C12L1C2M2)

F3 = 61342(RL12C12C22L22 + C1RiC22L22 + C12L12C22 + C12L12C22RL22)

F4 = 3111(RL2C12RiC22RL1 − C22M2C1 + RL RL12C12C22RL2 − RL2C1L1C22

... + RLC12RL2 − C12RiC2L2 + RL1C12C22RL22Ri − C12RL12C2L2 − C22RL22C1L1)

F5 = [79(−C1L1 − C2L2 + C12Ri RL1 + C2RL2RL)]
F6 = 6222(C1L1C2L2 + RLC12Ri RL1RL2 − C12Ri RL1C2L2 − C22RL2RLC1L1)...

+1555(C22L22 + RL2RL12C12C22 + C12Ri2C22RL22 + RL12C12C22RL22...

+C12L12 + RL2C12Ri2C22) + 39(C22RL2 + C22RL22 + C12Ri2 + RL12C12)
(17)

In conditions of unknown L1, L2, M, and frequency f , the expression of the load
transferred active power is (18)

P Lss_L1L2M_P RL := 0.23 · 10−33 f 6M2/
[
1 + (T1 + T4) · f 8 + T2 f 6 + T3 f 4

]

T1 = 0.24 · 107
(
− 0.75 · 10−43L1 L2M2 + 0.37 · 10−43M4 + 0.37 · 10−43L12L22

)

T2 =
(
0.54 · 10−32L2 M2 + 0.15 · 10−41L22 − 0.54 · 10−32L1 L22 + 0.54 · 10−32L1 M2

)

T3 = 1555.39

(
0.77 · 10−21L1 L2 + 0.19 · 10−39− 0.39 · 10−21M2 − 0.19 · 10−21L2...

− 0.22 · 10−30L2− 0.69 · 10−30L1 + 0.19 · 10−21L12

)

T4 = 39.44 ·
(
0.33 · 10−19 − 0.28 · 10−10L1− 0.28 · 10−10L2

)
(18)

The generation of functional f = myfunL1L2M_PRL (x, fj) serves the purpose of
optimizing the APL P2 = PRL, which is a function of parameters L1, L2, and M. The
implementation in MATLAB of the program called “main_gradient_L1L2M_PRL”
must determine the values for parameters L1, L2, andM, corresponding to the optimal
power transfer.

The program operates via routine fminunc, and the extracted values of L1, L2,
and M are the optimum values. The parameters under scrutiny, subjected to the
optimizing procedure, start from the following intervals of variations:

L1 ∈ [1.6e − 05, 2.0e − 05], L2 ∈ [1.6e − 05, 2.0e − 05],

M ∈ [1.4e − 06, 1.8e − 06]

Table 5 contains the results following the running of the program mentioned
above for the objective function from (15a), with a frequency between 107 and 1.4
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Table 5 Parameters for active power optimization

Parameters for optimizing
active power PRL
it_max = 41;
L1_max = 2.0 e-05 H
L 1n = 1.6748 e-05 H
L2_max = 2.0 e-05 H
L 2n = 1.6735 e-05 H
M_max = 1.4 e-06 H
Mn = 1.4899 e-06 H
k_max = 0.07
kn = 0.089
Parameters for
optimizing active power PRL
it_min = 9
L1_min = 1.8 e-05 H
L 1n = 1.6748 e-05 H
L2_min = 2.0 e-05 H
L 2n = 1.6735 e-05 H
M_min = 2.0 e-06 H
Mn = 1.4899 e-06 H
k_min = 0.1
kn = 0.089

Parameters for optimizing
active power PRL
it_max = 42;
L1_max = 2.0 e-05 H
L 1n = 1.6748 e-05 H
L2_max = 2.0 e-05 H
L 2n = 1.6735 e-05 H
M_max = 1.4 e-06 H
Mn = 1.4899 e-06 H
k_max = 0.07
kn = 0.089
Parameters for
optimizing active power PRL
it_min = 16
L1_min = 2.0 e-05 H
L 1n = 1.6748 e-05 H
L2_min = 2.0 e-05 H
L 2n = 1.6735 e-05 H
M_min = 2.0 e-06 H
Mn = 1.4899 e-06 H
k_min = 0.1
kn = 0.089

Parameters for optimizing
active power PRL
it_max = 13;
L1_max = 2.0 e-05 H
L 1n = 1.6748 e-05 H
L2_max = 1.8 e-05 H
L 2n = 1.6735 e-05 H
M_max = 1.4 e-06 H
Mn = 1.4899 e-06 H
k_max = 0.07
kn = 0.089
Parameters for
optimizing active power PRL
it_min = 41
L1_min = 2.0 e-05 H
L 1n = 1.6748 e-05 H
L2_min = 2.0 e-05 H
L 2n = 1.6735 e-05 H
M_min = 2.0 e-06 H
Mn = 1.48990 e-06 H
k_min = 0.1
kn = 0.089

× 107 Hz, and a frequency step of 0.2 × 107 Hz. To obtain the results, one applied
three procedures used to calculate theHessianmatrix, included in the fminunc routine.

Figure 8 contains the variation of the with the frequency of APLPLss, respectively,
of the efficiency eta21ss for the application of the third procedure of using theHessian
matrix ‘HessUpdate’,’steepdesc’ to the objective function (15a) for the frequency
domain previously mentioned.

Consulting Table 5, one can remark the maximum values obtained for the active
power PLss when the parameters L1, L2 and M have optimal values, being higher
than the maximum of PLss corresponding to the nominal values of these parameters.
The application of the same procedure for the objective functions (15b), (c), respec-
tively (15d) delivered equivalent results summarized in Figs. 9, 10 and 11. When is
analyzing Figs. 8, 9, 10, 11, one can find similar results for all four cases involving
different objective functions.

Moreover, the results corresponding to the optimal values of parameters L1, L2,
and M are practically identical for the three procedures for using the Hessian matrix
(Table 5).

Whereas performing a thorough analysis of the results from Figs. 8, 9, 10, 11, one
can extract interesting remarks:

1. The phenomenon of “splitting frequency” becomes evident for both sets of values
of the parameters L1, L2, and M. The first set of values represents the nominal
ones, whereas the second set of those corresponds to the maximum value of the
power. Among the frequencies corresponding to the two maximum efficiency
values recorded in this case is a significant difference.
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Fig. 8 Variations of APL
and efficiency with the
frequency for the objective
function (19, a)-optimum
power

Fig. 9 Variations of APL
and efficiency with
frequency for the objective
function (19, b)-optimum
power

2. In the case when the parameters L1, L2, and M have the optimum values, the
WPT efficiency has three maxima.

3. The second maximum value recorded for the APL is higher than the one
corresponding to its first maximum.
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Fig. 10 Variations of APL
and efficiency with the
frequency for the objective
function (19, c)-optimum
power

Fig. 11 Variations of APL
and efficiency, with the
frequency for the objective
function (19, d)-optimum
power

4. Looking at the values of the APL at the frequencies where the efficiency is
maximum, one can observe a lower active power in for the optimal set of param-
eters L1, L2, and M, when compared to the case when the same parameters have
nominal values.
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5.2 Efficiency Optimization Function of L1, L2, and M
Parameters

The WPT efficiency as a function of frequency, with unknown parameters L1, L2,
and M is:

eta21ss_L1L2M := 0.15 · 10−15 f 4M2/
(
T5 f 4 + T6 f 2 + 6.35

)
T5 = 1555.39

(
0.12 · 10−20M2 + 0.12 · 10−20L22

)
T6 = 39.4384

(−0.18 · 10−9L2 + 0.49 · 10−19
) (19)

The generation of functional f = myfunL1L2M_eta21 (x, fj) serves the purpose
of optimizing the WPT efficiency, function of L1, L2, and M parameters. The imple-
mentation of the program called “main_gradient_L1L2M_eta21”, must determine
the values for parameters L1, L2, and M, corresponding to the optimal efficiency.
The program, developed in MATLAB as well, operates via routine fminunc and the
extracted values of L1, L2, and M are the optimum values.

The parameters under scrutiny, subjected to the optimizing procedure, start from
the following intervals of variations:

L1 ∈ [1.6e − 05, 1.8e − 05], L2 ∈ [1.6e − 05, 1.8e − 05],

M ∈ [1.0e − 06, 1.6e − 06]

Table 6 contains the results following the running of the programmentioned above
for the objective function from (15a), with a frequency between 107 Hz and 1.4 ×
107 Hz, and a frequency step of 0.2 × 107 Hz. To obtain the results, one applied three
procedures used to calculate the Hessian matrix, included in the fminunc routine.

Figure 12 contains the frequencyvariation of the active powerPLss, respectively of
the efficiency eta21ss, for the application of the third procedure of using the Hessian
matrix ‘HessUpdate’,’steepdesc’ to the objective function (15a) for the frequency
domain previously mentioned.

Consulting Table 6, one can remark the maximum values obtained for the effi-
ciency eta21ss when the parameters L1, L2, and M have optimal values, being
higher than the maximum of eta21ss corresponding to the nominal values of these
parameters.

The application of the same procedure for the objective functions (15b), (15c),
respectively (15d) delivered equivalent results summarized in Figs. 13, 14, and 15,
respectively.

Analyzing Figs. 12, 13, 14, 15, one can find similar results for all four objective
functions.

Moreover, the results corresponding to the optimal values of parameters L1, L2

and M are practically identical for the three procedures for using the Hessian matrix
(Table 6).
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Table 6 Parameters for efficiency optimizing

Parameters for optimizing the
efficiency of eta21ss
it_max = 41;
L1_max = 1.6 e-05 H
L 1n = 1.6748 e-05 H
L2_max = 1.729 e-05 H
L 2n = 1.6735 e-05 H
M_max = 1.423 e-06 H
Mn = 1.4899 e-06 H
k_max = 0.0855
kn = 0.089
Parameters for
optimizing active power PRL
it_min = 49
L1_min = 1.6 e-05 H
L 1n = 1.6748 e-05 H
L2_min = 1.729 e-05 H
L 2n = 1.6735 e-05 H
M_min = 1.423 e-06 H
Mn = 1.4899 e-06 H
k_min = 0.0855
kn = 0.089

Parameters for optimizing the
efficiency of eta21ss
it_max = 46;
L1_max = 1.8 e-05 H
L 1n = 1.6748 e-05 H
L2_max = 1.729 e-05 H
L 2n = 1.6735 e-05 H
M_max = 1.423e-06 H
Mn = 1.4899 e-06 H
k_max = 0.0806
kn = 0.089
Parameters for
optimizing active power PRL
it_min = 49
L1_min = 1.6 e-05 H
L 1n = 1.6748 e-05 H
L2_min = 1.7294 e-05 H
L 2n = 1.6735 e-05 H
M_min = 1.423 e-06 H
Mn = 1.4899 e-06 H
k_min = 0.0855
kn = 0.089

Parameters for optimizing the
efficiency of eta21ss
it_max = 47;
L1_max = 2.0 e-05 H
L 1n = 1.6748 e-05 H
L2_max = 1.729 e-05 H
L 2n = 1.6735 e-05 H
M_max = 1.423 e-06 H
Mn = 1.4899 e-06 H
k_max = 0.0806
kn = 0.089
Parameters for
optimizing active power PRL
it_min = 46
L1_min = 1.8 e-05 H
L 1n = 1.6748 e-05 H
L2_min = 1.729 e-05 H
L 2n = 1.6735 e-05 H
M_min = 1.423 e-06 H
Mn = 1.4899 e-06 H
k_min = 0.0807
kn = 0.089

Fig. 12 The variations of
the APL and efficiency with
the frequency for the
objective function (19,
a)-optimum efficiency
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Fig. 13 The variations of
the APL and efficiency with
the frequency for the
objective function (19,
b)-optimum efficiency

Fig. 14 The variations of the
transmitted active power and
efficiency with the frequency
for the objective function
(19, c)-optimum efficiency

Performing a thorough analysis of the results from Figs. 12, 13, 14, 15, one can
extract interesting remarks:

1. The phenomenon of “splitting frequency” becomes evident for both sets of values
of the parameters L1, L2, and M. The first set of values represents the nominal
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Fig. 15 The variations of the
transmitted active power and
efficiency with the frequency
for the objective function
(19, d)-optimum efficiency

ones, whereas the second set of those corresponds to the maximum value of the
WPT efficiency.

2. In the case when the parameters L1, L2 and M have the optimum values, theWPT
efficiency has three maxima.

3. The second maximum value recorded for the WPT efficiency is identical to the
maximumWPTefficiency corresponding to the nominal values of the parameters.

4. The maximum values of the active power are lower for the optimal values of
the parameters providing maximum efficiency than those corresponding to the
nominal parameters.

5. The frequencies corresponding to the two maxima of the active power, for
optimal parameters case, are different from those corresponding to the nominal
parameters one.

5.3 Structure’s Optimization Using ANSYS Q3D Extractor

When using ANSYS Q3D Extractor software, the mesh is essential for the accuracy
of the solution. A major drawback of the program is given by the fact that the initial
network can face convergence problems of an increased computational effort. The
advantage of the mesh in ANSYS Q3D Extractor program is that the discretization
of the coil takes place in the area of interest. So, it is no need to discretize the air
in the vicinity of the coil or use conditions indefinitely. The resulting RLC matrices
let us generate new matrices for any named parameters with field solutions, without
having to compute new field solutions. Besides, any model successfully solved can
have its matrix results exported to an equivalent circuit for further signal integrity
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analysis. After the field solutions and matrix calculations are complete, the simulator
performs an error analysis in each element in the mesh. Upon the next adaptive pass,
there is a refinement process targeting the elements with the highest error. Therefore,
in those areas, the obtained solution is more accurate.

The study from this section denotes the utilization of the program ANSYS Q3D
EXTRACTOR[30–33] to simulate theWPTbetween differently configured two coils
at three frequencies: 50 kHz, 5000 kHz, and 10,000 kHz. The best four configurations
(cases) selected from a preliminary analysis are:

1. Two spiral parallel coils
2. Two truncated cone-like coils with parallel bases, configuration A
3. Two truncated cone-like coils with non-parallel bases
4. Two truncated cone-like coils with parallel bases, configuration B

1. Two spiral parallel coils. The constructive characteristics of the configuration:
turn’s initial radius r = 10 mm, pitch p = 0.21 mm, wire Sect. 0.2 × 0.2 mm2,
distance between coils z = 20 mm, and number of turns N = 15 (see Fig. 16).
The determination of parameters for the configuration displayed in Fig. 16, using
ANSYS Q3D EXTRACTOR [30–33] resulted in the values filling Table 7.

2. Two truncated cone coils-like coils with the parallel bases, configuration A. The
constructive characteristics: turn’s initial radius of a turn r = 10 mm, the distance
between the centres of the two consecutive turns 0.21 mm, the distance between
the centres of the two consecutive turns on the 0Y axis 0.21 mm, the wire Sect. 0.2
× 0.2 mm2, the distance between the coils z = 20 mm, and the number of turns
N = 15. (see Fig. 17).

Fig. 16 a Configuration of the 2 spiral parallel coils; b Current density surface
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Table 7 Results for spiral parallel coils

Frequency f [kHz] 50 5000 10,000

Resistance matrix
[ohm]

(
0.1635 0.0004

0.0009 0.1790

) (
2.1451 0.0394

0.0394 2.3414

) (
7.7438 0.1892

0.1892 7.6332

)

Capacity matrix
[pF]

(
0.9601 −0.2977

−0.2977 0.9602

) (
0.9601 −0.2977

−0.2977 0.9602

) (
0.9601 −0.2977

−0.2977 0.9602

)

Inductivity matrix
[μH]

(
8.8699 0.4971

0.4971 8.8821

) (
8.5028 0.4950

−0.75045 8.5032

) (
8.7034 0.4927

0.4927 8.7154

)

Fig. 17 a Truncated cone-like coils with the parallel bases, configuration 1; Current density surface

The determination of the parameters for the configuration displayed in Fig. 17,
using ANSYS Q3D EXTRACTOR [30–33] resulted in the values filling Table
8.

3. Two truncated cone-like coils with the nonparallel bases, one of them is rotated
with an angle of 450. The constructive characteristic of the configuration are:
the initial radius of a turn r = 10 mm, the distance between the centres of the
two consecutive turns 0.21 mm, the distance between the centres of the two
consecutive turns on the 0Y axis 0.21 mm, the wire Sect. 0.2 × 0 0.2 mm2, the
distance between the coils z = 20 mm, and the turn number N = 15 (see Fig. 18).
The determination of parameter for the configuration displayed in Fig. 18, using
ANSYS Q3D EXTRACTOR [30–33] resulted in the values filling the Table 9.

4. Two truncated cone-like coils with the parallel bases, configuration 2. The
constructive characteristics of the configuration are: the distance on the 0Z: z
= 20 mm and the distance on the 0Y is y = 15 mm, the coil’s initial radius of
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Table 8 Results obtained for configuration A

Frequency f [kHz] 50 5000 10,000

Resistance matrix
[ohm]

(
0.1826 0.0012

0.0012 0.1807

) (
2.4503 0.0772

0.0772 2.5167

) (
4.1709 0.1374

0.1374 4.0615

)

Capacity matrix
[pF]

(
1.3023 −0.5986

−0.5986 1.3031

) (
1.3023 −0.5986

−0.5986 1.3031

) (
0.9601 −0.2977

−0.2977 0.9602

)

Inductivity matrix
[μH]

(
13.348 −1.9729

−1.9729 13.339

) (
13.0880 −1.9689

−0.5986 13.173

) (
13.4930 −1.9727

−1.9727 13.5310

)

Fig. 18 a Truncated cone-like coils with nonparallel bases, one of them are rotated with an angle
of 450; b Current density surface

Table 9 The results obtained for the truncated cone-like coils, with the nonparallel bases, one of
them is rotated with an angle of 45°

Frequency f [kHz] 50 5000 10,000

Resistance matrix
[ohm]

(
0.1846 0.0015

0.0015 0.1787

) (
2.3284 0.0196

0.0196 2.3955

) (
4.5941 0.2569

0.2569 4.9967

)

Capacity matrix
[pF]

(
1.3743 −0.6593

−0.6593 1.3667

) (
1.3743 −0.6593

−0.6593 1.3667

) (
1.3743 −0.6593

−0.6593 1.3667

)

Inductivity matrix
[μH]

(
13.3680 1.8555

1.8555 13.3730

) (
13.2090 −1.9689

1.8560 13.0710

) (
13.5420 1.8485

1.8485 13.4200

)
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the turn is r = 10 mm, the distance between the centres of the two consecutive
turns 0.21 mm, the section of the wire 0.2 × 0.2 mm2 and the number of turns
N = 15 ( see Fig. 19).

The determination of the parameters for the configuration displayed in Fig. 19,
using ANSYS Q3D EXTRACTOR [30–33] resulted in the values filling Table 10.

Due to the highest value of the mutual inductance, M = 1.9729 μH (Table 9)
between the two magnetic coupled coils (resonators), the second configuration (see
Fig. 17) appears to be the best possible out of the four studied configurations of
coils. Whereas assessing the parameter values determined through ANSYS Q3D
EXTRACTOR simulations performed at the three mentioned frequencies, one can
conclude that the values of the parameters (L, M , C) remain unchanged, yet the

Fig. 19 a Truncated cone-like coils with the parallel bases, configuration B, b Surface current
density

Table 10 Results obtained for configuration B

Frequency f [kHz] 50 5000 10,000

Resistance matrix
[ohm]

(
183.3 0.9199

0.9199 181

) (
2720 32.731

32.731 2144.7

) (
4655.2 132.27

132.27 4715.4

)

Capacity matrix
[pF]

(
1.1973 −0.4423

−0.5523 1.975

) (
1.1973 −0.4423

−0.5523 1.975

) (
1.1973 −0.4423

−0.5523 1.975

)

Inductivity matrix
[μH]

(
13.366 0.6389

0.6389 13.347

) (
13.183 0.6387

0.6387 13.185

) (
13.4930 0.6357

0.6357 13.489

)
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Table 11 The mutual inductance: Values obtained through simulation versus measured

Method 1st Case 2nd Case 3rd Case 4th Case

Mm [μH] 0.5004 1.9875 1.8844 0.6482

Mp [μH] 0.4985 1.9862 1.876 0.6445

MQ3D [μH] 0.4971 1.9729 1.8555 0.6389

resistance sharply increases with the frequency due to the skin, respectively the
proximity effect.

Table 11 contains the values of the mutual inductance (by measurements (Mm)),
computed by integrating (Mp) in MATLAB, respectively and the ones obtained
through simulations performed with ANSYS Q3D EXTRACTOR (MQ3D).

The values of mutual inductances determined with all three methods are very
close for all four cases of coil configurations, suggesting compatibility of the three
methods of determination.

6 Conclusions

The WPT’s efficiency, function of frequency, is greatly influenced by the resonator
parameters (L – self-inductance, M – mutual inductance, C – parasitic capacitance,
and R – Ohmic resistances) of the coils, placed at different distances and angles
in assemblies with several configurations. Consequently, parameter identification
represents an essential objective during the configuration design stage.

The determination of the best possible configuration from a pool of four relied
on the utilization of the ANSYS Extractor Q3D. The computation took place for
the corresponding matrices for different configurations, structures, frequencies and
distances between the resonators. Each configuration maintained the same relative
position between the coils, the same number of turns, the same geometrical dimen-
sions, and materials for conductors. The selected configuration, declared optimal,
holds the highest mutual inductance between the coupled magnetic coils.

The optimization study had two directions. In the first direction of the study, one
assessed the optimal parameter determination for the given configuration of two
magnetically coupled coils, following two different outcomes: the maximum power
transfer, respectively the maximum efficiency. The simulated tests involved the pres-
ence of four different objective functions for each of the outcomes and revealed
interesting conclusions included together with the results. The second direction from
the final part of the optimization study represented a simulation performed utilizing
the ANSYS Q3D Extractor software. The output of the simulation consisted of sets
of parameters as self-inductance, mutual inductance, capacitance, and resistance as
a function of frequency. The coil resistance presents a strong dependency on the
frequency due to the skin and proximity effects, whereas the other parameters main-
tain their constant values against frequency. Some factors are exercising a significant
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influence on the mutual inductance parameter. They are the relative distance between
the coils and the angle at which the field lines go through the receiver coil. Themutual
inductance is a crucial parameter concerning the performances ofWPT systems (i.e.,
the load power, the efficiency).

The mutual inductances computed with MATLAB utilizing the integration,
the numerically calculated ones using ANSYS Q3D Extractor, and respectively
those obtained through measurements show close values, indicating a consistency
regarding all three methods of parameter determination.
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Abstract Non-destructive testing in the electromagnetic field is one of the fastest
and least expensive testing techniques for pieces subject to degradation. This domain
has evolved a lot in recent years, because of the increasing demands received by the
scientific community from the industry.Non-destructive testing aims to detect defects
(different types of cracks, structural inhomogeneity) in materials (conducting, ferro-
magnetic) without destroying the tested object. Therefore, the application of such
techniques addresses many relevant domains that require high security of installa-
tions, domains such as aeronautical, nuclear, medical, or chemical industry. This
chapter provides insight into the most commonly used non-destructive measurement
devices, but also into the magnetic field analysis in nonlinear media. It presents the
magnetization characteristic evaluation for ferromagnetic bodies.
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Nomenclature

A. Acronyms
NDT Non-destructive testing
FEM Finite Element Method
FEM-BEM Finite Element Method—Boundary Element Method
SST Single Sheet Tester
VSM Vibrating Sample Magnetometer
EMF Electromotive force
PFPM Polarization of the Fixed-Point Method

B. Symbols/Parameters
B Magnetic flux density (induction)
H Magnetic field strength (intensity)
D Electric displacement
E Electric field strength
ε Absolute permittivity
μ Absolute permeability
�S�

Electric flux
�S�

Magnetic flux
P Power
Xk Generalized force
dxk Elementary variation
dLk Elementary mechanical work
W Electromagnetic energy
w Volumetric density of electromagnetic field energy
We Energy of the electric field
Wm Energy of magnetic field
wh,cycle Volumetric density of the energy transferred by the electromagnetic

field to bodies during a full hysteresis cycle, electric and magnetic
w∗ Volume density of electromagnetic field coenergy
w∗
e Volumetric density of electric coenergy

w∗
m Volumetric density of magnetic coenergy

ph Volumetric density of power transferred by the field
S Poynting vector
J Current density
i Current
(�) Closed surface
(V�) Domain bounded by the closed surface (�)

(�el) Closed contour corresponding to electric hysteresis cycle(
�mg

)
Closed contour corresponding to magnetic hysteresis cycle

Ael Area of electric cycle
Amg Area of magnetic cycle
d A Area element
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1 Introduction to Non-destructive Testing

Non-destructive testing(NDT) plays a fundamental part by ensuring the fact that
pieces of equipment belonging to a particular structure perform their specific func-
tions for a predetermined amount of time. The specialists in the non-destructive
testing field have created and implemented tests to characterize the materials or
to detect, localize and measure the flaws (defects) which can case plane crushes,
nuclear power plant explosions, train derailment, fires and q whole range of events,
less visible, but with very dangerous and with high impact [1].

Because NDT does not, affect in any way the integrity of the product under test,
its utilization on a large scale in controlling the quality of the product [2] becomes
obvious. Because of its non-destructive nature, the NDT is similar to the medical
tests performed on humans or animals. Although, some of the terms used in NDT
are synonyms, from the technical point of view by non-destructive evaluation one
understands, first of all, the measurement and the description of a defect, the estab-
lishment of the its shape and position, the determination, for a material, of the its
characteristics, physical, magnetic properties [3–5].

NDT is useful to explore the material integrity of the object under test. Whereas
the measurements performed in several areas of science and technology, such as
astronomy, radio, electricity (e.g., voltage and current measurement) qualify as non-
destructive tests, yet they do not evaluate properties ofmaterials, is specifiedmanners.
NDT practically deals with the performance of the equipment under test and answers
the question: For how long one can use that piece be safely, and when it needs to be
re-tested [6, 7]?

Non-destructive testingin the electromagnetic fieldis one of the fastest and least
expensive testing techniques for pieces subject to degradation. This domain has
evolved a lot in recent years, because of the increasing demands received by the
scientific community from the industry.

Non-destructive testing aims to detect defects (different types of cracks, struc-
tural inhomogeneity) in materials (conducting, ferromagnetic) without destroying
the tested object. Therefore, the application of such techniques addresses many rele-
vant domains that require high security of installations, domains such as aeronautical,
nuclear, medical, or chemical industry.

The researches in non-destructive testing in the electromagnetic field consider
important the following two principal directions:

• Flaw (defect) detection
• Flaw shape reconstruction.

Flaw shape reconstruction is an actual domain, drawing huge financial efforts.
There are numerous and prestigious international conferences and publications
dedicated to this field [1, 8–37].

This chapter starts by giving an introduction in non-destructive testing by high-
lighting its importance regarding the safety that parts of a structure perform their
working functions for a pre-determined period. Non-destructive testing does not
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affect the integrity of the body under test, becoming therefore very important for
quality control of the product, which is orwill be in use. The specialists in this domain
have created and implemented methods and devices to characterize the materials or
to detect, localize and measure the flaws (defects) with the purpose of preventing
events with a high-impact such as plane crushes, nuclear power plant explosions,
derailment of trains and other events which are less visible but also dangerous.

The researches in the field of non-destructive testing in the electromagnetic field
are oriented into two directions: flaw detection and flaw reconstruction. If the flaw is
a crack, then the use of eddy currents testing is the most suitable procedure. For the
ferromagnetic pieces, eddy currents testing has significant disadvantage: due to the
big permeability, the penetration depth is very small, so only surface defects will be
detected. For ferromagnetic body flaws, the best procedure is the use of difference
static magnetic field. We have a magnetic field problem in steady-state, but we must
deal with the non-linearity of the medium. Because flaw reconstruction implies a
huge computation time for the direct problem, one of the main objectives is to obtain
procedures for rapid computation of the electromagnetic field in linear/nonlinear
media. Many papers in literature recommend the finite element method (FEM) or the
hybridmethod (Finite ElementMethod—Boundary ElementMethod (FEM–BEM)).

The modification of the B-H characteristic, in aged areas, suggests the possibility
of elaborating some electromagnetic detection and reconstruction procedures. The
computation of the difference static magnetic field seems to be the best procedure.
Because the change of the B-H characteristic is very small, it is necessary to obtain
a high accuracy computation of the magnetic field in the measurement points.

This chapter falls within the field of non-destructive assessment methods by deter-
mining the B-H characteristic of ferromagnetic bodies, by using, for example, a
device and a procedure for measuring the first magnetization characteristic.

The main objective of this chapter is the electromagnetic field analysis, together
with techniques for determining the corresponding relations. There will be used
numerical methods and methods for nonlinearity treatment of the magnetization
characteristics, such that the time and the resources allocated for computation to be
minimized.

To accomplish the above-proposed objectives, in this chapter, there will be
presented the main non-destructive measurement devices, in correlation with related
applications. Special attention will be given to those devices used to characterize the
magnetic materials widely used in energy generation, distribution and conversion,
in telecommunication, aeronautics, etc.

It follows a presentation of the magnetic field analysis methods in nonlinear
media. As an example, the study of the magnetization characteristic evaluation for
ferromagnetic bodies will be given.

The chapter ends with conclusions and a large number of references in the non-
destructive testing and electromagnetic field computation.
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2 Non-destructive Measurement Devices

2.1 Description of the Main Devices Utilized
for Characterization of the Magnetic Materials

Presently, the utilization of the magnetic materials covers essential domains such as
energy distribution and conversion, information transmission and storage, in aero-
nautics. This fact gives an important reason to demand the measurement of magnetic
propertieswith very high accuracy. Regarding the development ofmagneticmaterials
for research and industry use, one of the significantworldwide concern ismaintaining
the high standard of measurements [38].

At present, many laboratories are using awide range of characterization devices to
determine the magnetic materials properties. The most common devices are Epstein
frame, Single Sheet Tester (SST), magneto-optic devices, and Vibrating Sample
Magnetometer (VSM).

In [38, 39], the authors analyzed the most extensively used pieces of equipment
and methods to determine the characteristics of magnetic materials. There are indus-
trial and laboratory devices presented, accompanied by measurements performed to
test their functioning and offer a solution for the complex characterization of soft
magnetic material. There are essential aspects regarding the primary devices, and
measuring procedures presented in [38–47].

2.2 Epstein Frame

Epstein frame is utilized to determine the electrical steel sheets and strips magnetic
properties. The Epstein frame (Fig. 1) consists of four strips placed such that to form
a square, with a standard width of 30 mm and length between 280 and 305 mm.

The measurement of electrical steel sheets magnetic properties using the Epstein
frame demands the determination of the magnetic flux density (induction) B and the
magnetic field strength (intensity) H.

The secondary coil of the frame measures the magnetic induction B.
Whereas the variation is sinusoidal, the induced electromotive force in the

secondary coil is proportional to the magnetic induction.
Also, the magnetic computation of H requires measuring the value of the magne-

tization current (primary), followed by the application of Ampere’s Theorem along
the mean fiber of the Epstein frame’s magnetic circuit [39, 40].

Because of its high reproducibility degree, the method of measuring the magnetic
materials properties using the Epstein frame represents a widely accepted standard
in the industry [11, 13].
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Fig. 1 Epstein frame

2.3 Single Sheet Tester (SST)

Since the Epstein method does not always give the best results, the Single Sheet
Tester (SST) which allows the determination of the magnetic field. Several types of
SST are used:

– horizontal tester with one frame;

Since the Epstein method does not always give the best results, the Single Sheet
Tester (SST) which allows the determination of the magnetic field. There are several
SST in use:

– horizontal tester with one frame;
– horizontal tester with two symmetrical frames;
– vertical tester with one frame;
– vertical tester with two symmetrical frames.

A characteristic of the SSTmethod is the fact that there is only onemagnetic sheet
sample introduced in the space between the two windings: outer primary utilized
for magnetization and secondary, which is inner and used to measure the magnetic
induction.

For double frames horizontal SST, the frame assembly required the overlapping
of metal sheets made from FeSi, with oriented crystals (GO), having a height of
0.1 m [41, 42].

The frame symmetry provokes a systematic error in the measurements because
of the eddy currents, which appear in the lamination plane. The eddy currents are
the results of the magnetic flux generated by the primary winding, which leaves the
measured sample and enters the frame.
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For single vertical frame SST, there is a constant error [11, 17–19, 38, 39], called
end error when the sample is longer than the frame.

The end error can be eliminated by using symmetrical frames horizontal or vertical
and by placing the sample between the two identical frames. If the target is the correct
measurement of the tangential component of the magnetic field, which varies with
distance, x at the sheet’s surface, then two field coils are used. The measurement
of the laminated sheets magnetic properties and the determination of the effective
value ofH, eliminating the approximation made regarding the length of the magnetic
circuit, is done using the field coil method.

2.4 Magneto-optic Investigation Methods of the Magnetic
Domain Structures

Due to this fact, the domain whose magnetizations are oriented differently, deter-
mine the different rotation of the reflected or transmitted light polarization plane
[39, 43–45].

The measuring method based on the Kerr effect consists of directing a rectilinear
polarized light fascicle using a Nicol prism. The reflected fascicle is going through an
analyzer, which is, in fact, another Nicol prism. The transmission plane is practically
in a right angle with the polarizer, ensuring, therefore, the extinction for a given
magnetic state. The apparition of alternating bands, dark or bright when the prism
rotates until it reaches an adequate position, underlines the existence of the domains.
The contrast is optimum when the rectilinear incident vibration is almost parallel
(t) or normal (n) to the plane of incidence, and the experience fully confirmed the
theory [46].

The Kerr method requires special treatment of the sample surface but it applies
to a vast range of temperatures and excitation field values.

2.5 Vibrating Sample Magnetometer (VSM)

Vibrating Sample Magnetometer (VSM) consists of a magnetized sample. VSM
performs an oscillationmovement inside a system of coils, such that inside, it induces
an electromotive force (EMF) proportional to the sample’smagneticmoment. If there
is a magnetic dipole Q1z which vibrates along the z-axis with amplitude δz, and the
angular frequency of the vibration is ω, the dipole’s position function of time is
z = δz(cosωt). Such a scenario may be equivalent to the situation of a stationary
quadrupole.

In his case, a system of coils system, sensitive to the quadrupole’s vibrations
can produce, a field with homogenous gradient ∂Hz/∂z with the assumption that an
electric current is flowing through its windings. Inside the domain of homogeneity
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for the gradient ∂Hz/∂z, the sensitivity of coils with respect to the dipole’s movement
does not depend on the position of the volume of the dipole [41, 47].

The pair of coils, placed inside of the air-cored solenoid, may generate a magnetic
field. The dipolar moment is equal to zero, being independent on the variations of the
applied homogenous field. When the second-order derivative of the outer magnetic
field has a significant value, then the detection coils can measure an induced EMF,
leading to measurement errors. This fact recommends the introduction of an extra
pair of coils able to cancel the induced EMF.

The connection of the outer coils is “series-opposition” having a big quadripolar
moment to cancel the quadripolar moment from the central coils. A voltage divider
was able to balance the system.

3 Numerical Assessment of Electromagnetic Energy
and Forces

3.1 Electromagnetic Field Energy Theorem

The presentation of this theorem starts with two remarks [48]:

1. The first one refers to the importance of this theorem, importance that consists
in the fact that it underlines the electromagnetic fieldcapacity to accumulate and
transfer energy.

2. The second one refers to the hypothesis used to prove this theorem, more
precisely: the bodies are at rest, and the media are linear, isotropic, and without
permanent electric polarization and permanent magnetization. At the end of the
proof, we have made observations regarding the influence of the adoption of
these hypotheses upon the generality degree of the theorem.

Let us consider a closed surface (�) that bounds a domain (V�) in which coexist
the energetic interaction between the bodies (i.e., forms ofmatter,material substance)
and the electromagnetic field. For the assumptions made above, the local forms of
electromagnetic induction law, respectively magnetic circuit law for domains with
continuity, show that in any point from domain (V�) and for any instance of time, t
there are the following relations in place:

curl E = −∂B

∂ t

curl H = J + ∂D

∂ t
.

(1)

Combining the two relations (1) results:
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−
(

E · ∂D

∂ t
+ H · ∂B

∂ t

)

= E · J + div
(
E × H

)
. (2)

For linear media, isotropic and without permanent electric polarization or perma-
nentmagnetization, of absolute permittivity ε and absolute permeabilityμ, the consti-
tutive laws have the forms D = ε · E and, respectively, B = μ · H , whereas the
processing of the terms E · ∂D

∂ t and H · ∂B
∂ t gives:

− ∂

∂ t

(
D · E
2

+ B · H
2

)

= E · J + div
(
E × H

)
. (3)

Furthermore, to obtain global information concerning the electromagnetic
phenomena from the domain (V�), one can proceed as follows:

Computation of the space integral results into:

− ∂

∂ t

∫

(V�)

(
D · E
2

+ B · H
2

)

· dv = P +
∫

(�)

(
E × H

) · d Aext . (4)

Analyzing the above relation from a dimensional perspective and remarking that
only one integral term contains the quantities defining the electromagnetic field, one
can conclude that the surface integral

P� =
∫

(�)

(
E × H

) · d Aext (5)

has the significance of a power, i.e., the power transferred by that the electromagnetic
fieldthrough the boundary (�), while the volume integral

W =
∫

(V�)

(
D · E
2

+ B · H
2

)

· dv (6)

has the significance of an energy, i.e., the electromagnetic fieldenergy from the
domain (V�).

The identity

−∂W

∂t
= P + P� (7)

defines an equation referring to the power balance. It represents the mathematical
expression of the electromagnetic energy theorem, which states: The time variation
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of the electromagnetic fieldenergy Wfrom domain (V�)is equal to the sum between
the power Ptransferred from the field to the bodies within the domain (V�)during
the electric conduction process, and the power P� transferred by the field to the
domain’s exterior through the boundary (�).

In the power balance equation, the quantity W is positively defined, whereas the
quantities P and P� can be either positive or negative depending on the problem
under scrutiny. For the computation of term P� , the vectorized area element d A
points towards the exterior of the closed surface (�).

Meanwhile, the signs in front of the scalars P, P� and ∂W
∂t show the real directions

of the energy transfer, as follows:

(1) P > 0: the electromagnetic field transfers power from the domain (V�) to the
bodies from the domain (V�) during the electric conduction process

(2) P < 0: the bodies from domain (V�) transfer power to the electromagnetic
field during the electric conduction process

(3) P� > 0: the electromagnetic field transfers power through the boundary (�)

(4) P� < 0: the electromagnetic field receives power through the boundary (�)

(5)
(− ∂W

∂t

)
> 0: the energy of the electromagnetic field from the domain (V�)

decreases in time
(6)

(− ∂W
∂t

)
< 0: then the energy of the electromagnetic field from the domain (V�)

increases in time.

Figure 2 illustrates the case: P > 0, P� > 0.
According to the energy localization principle, the quantity:

w = D · E
2

+ B · H
2

(8)

represents the volumetric density of the electromagnetic field energy from the domain
(V�) and it has two components:

Fig. 2 Qualitative
illustration of the
electromagnetic field
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(a) The volumetric density of electric energy:

we = D · E
2

(9)

(b) The volumetric density of the magnetic energy

wm = B · H
2

. (10)

Consequently, the next identity results from a volume integration covering the
domain (V�):

W =
∫

(V�)

(
D · E
2

+ B · H
2

)

· dv =
∫

(V�)

we · dv +
∫

(V�)

wm · dv = We + Wm ,

(11)

Relation (11) demonstrates that the energy W of the electromagnetic field is the
sum between the energy We of the electric field (12) and the and energy Wm of the
magnetic field (13).

We =
∫

(V�)

we · dv (12)

Wm =
∫

(V�)

wm · dv. (13)

The quantity

S = (
E × H

)
(14)

is called Poynting vector and has as the significance of the electromagnetic power flux
density through the boundary (�), respectively the “flow” speed of electromagnetic
energy through this surface:

P� =
∫

(�)

S · d Aext =
∫

(�)

(
S · n) · d A . (15)

The vector S has the form

S
′ = (

E × H
) + S

′′
(16)
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with S
′′
a zero-divergence vector.

3.2 Electromagnetic Field Energy and Coenergy
for Nonlinear Media

Let us consider again a closed surface (�) that bounds a domain (V�) in which
coexist bodies and electromagnetic field in energetic interaction. From the set of
adopted hypotheses required to prove the electromagnetic energy theorem, one must
eliminate the assumption referring to the linear character of media.

However, the hysteresis of media does not play any role this time (i.e., media
without hysteresis).

As shown previously, the immobility of the bodies and the inexistence of the
hysteresis indicates that Pm = Ph = 0 and subsequently, the first principle of
thermodynamics has the form:

−∂W

∂t
= P + P� . (17)

The relationship (18)

−
(

E · ∂D

∂ t
+ H · ∂B

∂ t

)

= E · J + div
(
E × H

)
(18)

was proved in the above paragraph using the local forms of the electromagnetic
induction law and magnetic circuit law and, consequently, stays valid for any type
of media, including the nonlinear ones.

From (19)

−dW = (P + P�) · dt (19)

and (20)

−
∫

(V�)

(
E · dD + H · dB) · dv = (P + P�) · dt (20)

results the expression of variation dW of electromagnetic field energy during that
transformation (21):

dW =
∫

(V�)

(
E · dD + H · dB) · dv . (21)
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Using again the principle of energy localization (22)

dW =
∫

(V�)

dw · dv , (22)

results the variation dw of the volumetric density of electromagnetic field energy as:

dw = E · dD + H · dB (23)

The two components of dw are:

– variation dwe of the volumetric density of electric energy

dwe = E · dD (24)

– variation dwm of the volume density of magnetic energy

dwm = H · dB (25)

If the media does not have permanent electric polarization, nor permanent magne-
tization, then the volumetric densities of electric energywe, respectively of the
magnetic energy wm corresponding to an arbitrary state characterized by the pair
values

(
E, D

)
respectively,

(
H , B

)
result from integrations (26) and (27) while the

reference state assumes all of the electromagnetic field state quantities equal to zero:

we =
D∫

0

E · dD =
D∫

0

E · dD (26)

respectively:

wm =
B∫

0

H · dB =
B∫

0

H · dB (27)

The volumetric density w of electromagnetic field energy is:

w = we + wm . (28)

The volumetric density of electric coenergy is:
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w∗
e =

D∫

0

E · dD =
D∫

0

E · dD (29)

with the volume density of magnetic coenergy:

w∗
m =

B∫

0

H · dB =
B∫

0

H · dB (30)

and the volume density w∗ of electromagnetic field coenergy is

w∗ = w∗
e + w∗

m . (31)

Figure 3 contains two nonlinear dependencies, one in terms of the electric field
(see Fig. 3a) and one in terms of the magnetic field (see Fig. 3b) are qualitatively
depicted. The geometric interpretation comes immediately:

– The volumetric density of electric energy we, corresponding to electric field state,
and characterized by the pair of values (E, D), is represented by the horizontally
hatched area bordered by the nonlinear curve D = D(E), OD axis and the
horizontal line D = constant,

– The volumetric density of electric coenergyw∗
e , corresponding to electric field

state characterized by the pair of values (E, D), is represented by the vertically
hatched area included between the nonlinear curve that gives the dependence
D = D(E), OE axis and the vertical line E = constant.

– The volumetric density wm of the magnetic energy, corresponding to magnetic
field state characterized by the pair of values (H, B), is represented by the horizon-
tally hatched area bounded between the nonlinear curve that gives the dependence
B = B(H), OB axis and the horizontal line B = constant,

Fig. 3 Generic (qualitative) nonlinear dependencies D = D(E) and B = B(H)
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– The volumetric densityw∗
m ofmagnetic coenergy, corresponding tomagnetic field

state characterized by the pair of values (H, B), is represented by the vertically
hatched area bounded between the nonlinear curve that gives the dependence
B = B(H), OH axis and the vertical line H = constant.

These interpretations prove that:

we + w∗
e = D · E = D · E (32)

wm + w∗
m = B · H = B · H , (33)

Relations (32) and (33) in the particular case of linear media become:

we = w∗
e = D · E

2
(34)

wm = w∗
m = B · H

2
. (35)

In this, way we found again the expressions obtained for volume densities of
electric energy and, respectively, magnetic energy, this time for linear media.

3.3 Warburg Theorem

The purpose of this theorem is to evaluate a specific experimental finding in terms of
quantity. According to the specific experiments, one found that in nonlinear media
with hysteresis, the electromagnetic field transfers power to the bodies during the
hysteresis cycle. Let us consider again a closed surface (�) that bounds a domain
(V�) in which coexist bodies (i.e., material) and electromagnetic field in energetic
interaction. The end of Sect. 1 shown that the electromagnetic field energy variation
(V�) obeys the first principle of thermodynamics, mathematically reflected by the
relation:

−∂W

∂t
= P + Pm + Ph + P� , (36)

For immobile bodies (Pm = 0) has the particular form:

−∂W

∂t
= P + Ph + P� . (37)

In this power balance equation, Ph represents the power transferred by the elec-
tromagnetic field to the bodies from the domain (V�) through hysteresis. However,
the expression of the electromagnetic field energy W is unknown.
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The relation

−
∫

(V�)

(

E · ∂D

∂ t
+ H · ∂B

∂ t

)

· dv =P + P� (38)

proven in Sect. 1 using the local forms of electromagnetic induction law andmagnetic
circuit law. Consequently, it is also valid for media with hysteresis.

Carrying out an elementary transformation results:

−dW = (P + P�) · dt + Ph · dt (39)

and, respectively,

−
∫

(V�)

(
E · dD + H · dB) · dv = (P + P�) · dt (40)

whereas subtracting member by member:

−dW +
∫

(V�)

(
E · dD + H · dB) · dv = Ph · dt (41)

From the principle of energy localization and, respectively, of the power, the
variation of electromagnetic field energy volumetric density dw in the domain (V�):

dW =
∫

(V�)

dw · dv (42)

The volumetric density ph of power transferred by the field to the bodies from
the domain (V�) by hysteresis:

Ph =
∫

(V�)

ph · dv . (43)

Then Eq. (41) becomes, assuming the immobile bodies:
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−
∫

(V�)

dw · dv +
∫

(V�)

(
E · dD + H · dB) · dv =

=
⎛

⎜
⎝

∫

(V�)

ph · dv
⎞

⎟
⎠ · dt =

∫

V�

(ph · dt) · dv
(44)

The equality (41) is true whichever the domain (V�) is, such that the integral
equality implies the equality of the integrands:

−dw + (
E · dD + H · dB) = ph · dt (45)

To avoid the complication of finding the instantaneous transfer of power in the
hysteresis process,we consider a very frequently casemet in practice, namely the case
of the electromagnetic fields with periodic time variations (called alternating fields).
Let T be the period necessary to traverse an electric hysteresis cycle D = D

(
E

)

and, respectively, a magnetic one, B = B
(
H

)
. Integrating with respect to the time

variable, one can obtain:

−
T∫

0

dw +
T∫

0

(
E · dD + H · dB) =

T∫

0

ph · dt, (46)

in which the integral

T∫

0

ph · dt = wh,cycle (47)

represents the volumetric densitywh,cycle of the energy transferred by the electromag-
netic field to bodies during a full hysteresis cycle, electric and magnetic. Because
both, the electromagnetic energy W and the volumetric energy density w (whose
expression is unknown) are state functions, it results that:

T∫

0

dw = w(T ) − w(0) = 0 . (48)

Moreover,

T∫

0

(
E · dD + H · dB) =

T∫

0

(E · dD + H · dB) (49)
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Fig. 4 Hysteresis cycles

the time integration can be interpreted as a space integration for the closed contours
(�el) and

(
�mg

)
corresponding to the two hysteresis cycles electric and, respectively,

magnetic one (see Fig. 4).
With these assumptions, the volumetric density of the electromagnetic energy for

a hysteresis cycle is:

wh,cycle =
T∫

0

E · dD +
T∫

0

H · dB =
∫

(�el )

E · dD +
∫

(�mg)

H · dB = wh,el + wh,mg .

(50)

Relation (50) emphasizes the Warburg theorem: The two components of the volu-
metric energy density irreversibly transferred by the electromagnetic fieldto bodies
during the two-hysteresiscycles are:

wh,el =
∫

(�e)

E · dD = Ael (51)

wh,mg =
∫

(�m )

H · dB = Amg (52)

The terms of relations (51), (52) and have the significations of the areas Ael and
Amg of the cycles. This energy transfer leads to the heating of heating ferroelectric and
ferromagnetic bodies by transforming the electromagnetic energy in caloric energy.
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3.4 The Generalized Forces Theorem in the Electromagnetic
Field

The bodies placed inside the electromagnetic field are subjects to ponderomotive
actions: forces, torques, superficial tensions, pressures. This fact inspired the scien-
tists to introduce and utilize the concepts of generalized coordinate and generalized
force. The body exposure to ponderomotive actions can results in the modification
of its state due to translations, rotations, or deformations caused by the mechanical
work involved. Let us consider again a closed surface (�) that bounds a domain
(V�) in which coexist bodies (i.e., material) and electromagnetic field in energetic
interaction. Moreover, the term: system of bodies with n degrees of freedom desig-
nates a system completely described by a number of n scalar independent variables.
The variables are defined as generalized coordinates and denoted by x1, x2, . . . , xn .
If one of the bodies from the system modifies its position, for example, one of its
coordinates, xk may encounter one elementary variation dxk . This fact signifies an
elementary mechanical work dLk .

The elementary variations dLk and dxk are linearly linked (53)

dLk = Xk · dxk (53)

by the proportionality coefficient Xk , called the generalized force. It becomes a
force (in the current acceptance of the notion) whereas xk is a length, a torque when
xk is an angle, a superficial tensionwhen xk is an area, a pressure when xk is a volume.
Furthermore (54) expressed the energy variation in terms of power:

−∂W

∂t
= P + Pm + P� (54)

and

−
∫

(V�)

(

E · ∂D

∂ t
+ H · ∂B

∂ t

)

· dv =P + P� . (55)

Subtracting member by member the relation (54) and (55) one obtains:

−∂W

∂t
+

∫

(V�)

(

E · ∂D

∂ t
+ H · ∂B

∂ t

)

· dv = Pm . (56)

Theory proven in the past that the elementary mechanical work

dLk = Pm · dt (57)
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depends on the elementary performed transformation performed, while the gener-
alized forces do not depend on it. Therefore, one can choose, the elementary trans-
formation meant to simplify most of the computations, without diminishing the
generality of the conclusions. This elementary transformations refer to the electric
fluxes �S�

and magnetic fluxes �S�
, which are time-invariant, through any surface

S� . The cancellation of the time derivatives of these fluxes leads to:

∂�S�

∂t
= ∂

∂t

∫

(S�)

D · d A =
∫

(S�)

∂D

∂t
· d A = 0 (58)

and, respectively,

∂�S�

∂t
= ∂

∂t

∫

(S�)

B · d A =
∫

(S�)

∂B

∂t
· d A = 0 . (59)

Consequently, using the previous equations, results:

−∂W

∂t
= Pm , (60)

conditions in which, for an elementary transformation, the power balance equation:

−dW = Pm · dt = dLk = Xk · dxk (61)

demonstrates that the elementary mechanical work dLk is realized exclusively on
the decrease of the electromagnetic field energy.

The relation:

Xk = −
(

∂W

∂ xk

)∣∣∣∣
�,�=ct

(62)

represents the mathematical form of the generalized forces theorem in electro-
magnetic field. This theorem has the following statement: “The generalized force
Xkexerted along the generalized coordinate xkis equal to the negative of the partial
derivative of the electromagnetic field energy W, function of the generalized coor-
dinate xk, in conditions of time-invariant electric and magnetic fluxes through any
surface.”

As

W = We + Wm (63)
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it results that

Xk = −
(

∂W

∂ xk

)∣∣
∣∣
�,�=ct

= −
(

∂We

∂ xk

)∣∣
∣∣
�=ct

−
(

∂Wm

∂ xk

)∣∣
∣∣
�=ct

, (64)

followed by the particular relations defining the generalized forces theorem in the
electric field:

Xk = −
(

∂We

∂xk

)∣∣∣
∣
�=ct

(65)

respectively the generalized forces theorem in the magnetic field:

Xk = −
(

∂Wm

∂xk

)∣
∣∣∣
�=ct

(66)

There are few observations valid:

• Xk is a scalar component (affected by sign) of the vector component Xk repre-
senting the generalized force X with respect to the direction of the generalized
coordinate xk

• The sign of the scalar Xk gives the information regarding the direction of the
vector component Xk from generalized force X : if Xk > 0, then the component
Xk is oriented in the increasing direction of the generalized coordinate xk , and
if Xk < 0, then the component Xk is oriented in the decreasing direction of the
generalized coordinate xk

• To compute the generalized force Xk , there is necessary to determine the system
degrees of freedom (i.e., their number), to express the electromagnetic field energy
W as a function of fluxes and the generalized coordinate xk and then perform a
derivation of the energy expression with respect to xk , assuming as the electric
and the magnetic fluxes are time-invariant.

4 Case of Study

Nowadays, the existing devices and procedures, for determining the ferromagnetic
materials’ B-H relationship, use samples from the studied material. The geometry
is imposed by the installation [38, 39]. The excitation current is a time variable.
For instance, the Epstein frame measure B-H relationships for sheets of precise
dimensions, which constitute the 4 branches of themagnetic circuit. Themetal sheets
interleaving at the frame’s corners reduce the reluctance of the air gap between the
branches.

Along the magnetic circuit, it is assumed that the magnetic field strength and the
magnetic flux density are constant and as a consequence, the value of the current
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which power the excitation coils is proportional H, and B is proportional to the
voltage’s time integral across the coil which measures the time-varying magnetic
flux.

Single Sheet Tester (SST) is a device where the sample consists of a single sheet,
which makes the yokes reluctance almost negligible. The magnetic field strength
is achieved by measuring the excitation current. In this case, a Rogowski coil is
utilized along with the sheet. In this way, the magnetic voltage drops from the yokes
are canceled. The magnetic field must be a time-variable.

The devices presented above have some drawbacks, among which we can list:

– they need individual geometry samples (with dimensions which must be well-
defined);

– the magnetic field is non-uniform, and the flux leakage is not null;
– the excitation current is time variable to produce a voltage at the terminals of the

coil used for measurement;
– a higher voltage value at the terminals of the measuring coil involves a faster time

change of the magnetic field, which can lead to the occurrence of eddy currents,
thus inducing measurement errors.

One proposes an innovative measuring device [38] for assessing theB-H relation-
ship of ferromagneticmaterials, using a procedure accurate enough to obtain efficient
results. The proposed device has two constructive shapes: one shape for samples,
wherematerials of precise dimensions and geometric shapes are used, respectively, an
in-situ shape, which can be used to assess a material of any dimensions or geometric
shape.

The proposed device consists of a magnetic circuit (1, 2, 3, 4) like in Figs. 5 or 6,
where one of the exterior branches contains the piece/sample (4) whoseB-H relation-
ship one wants to assess. The materials of the other branches of the magnetic circuit
(1, 2, 3) have known B-H relationships, with an excellent static relative magnetic
permeability. In the center, there is a median yoke (2, 3) interrupted by a small air
gap. In the magnetic circuit windows, are placed the coils (5, 6), and excited by
the currents i1 and i2. One energizes coil 2 with the current i2, whereas its value is
increasing in steps. For each value of i2, one searches the value of current i1 from
coil 1 for which the magnetic flux through the median yoke (2, 3) is null (=0).

In the median yoke air gap, along the air gap, there are several Hall probes (7)
placed in point equally distributed, such that the sum of the transversal components
of themagnetic flux densities measured by these probes to allow us to decide whether
the magnetic flux in the median yoke is zero (=0).

In Table 1 are described the components fromwhich themeasuring device is built.
Following the measurements presented above, one obtains a string of pairs (i (k)1 ,

i (k)2 ), representing the currents from coils 1 and 2, for which the magnetic flux in the
medianyoke is zero.Theprocedure involved in the calculationof theB-H relationship
for the piece (sample) is the following:

(1) For the first pair (i (1)1 , i (1)2 ) one computes themagnetic field (B,H). The following
equations are verified:
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Fig. 5 In-situ measuring device

∇ × H = J, (67)

∇ · B = 0, (68)

H = B

μ0
, in air, (69)

H = F(B), in the magnetic material of the device, (70)

where J is the current density imposed by the currents i (1)1 , i (1)2 circulating through
the two coils. For the studied sample, one assumes that the B-H relationship starts
linearly from the origin, with a slopeμ(i.e., considering the samplematerial isotropic
and homogenous):

H = B

μ
(71)

(2) Then one determines the flux φ0 and searches the value μ(1) for which φ0 = 0,
then calculates the maximum value B(1) from the sample. For B ∈ [0, B(1)], the
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Fig. 6 Sample measuring device

Table 1 Components of the
measuring device

Crt. no Constitutive element

1 Device magnetic circuit—lateral and transversal yokes

2 Left median yoke

3 Right median yoke

4 Piece/sample

5 Coil_2

6 Coil_1

7 Hall probes

B-H relationship is described by the line of slope μ(1):

H = B

μ(1)
. (72)

To determine the value of μ(1), the secant method can be used.

(3) Next, for the pair (i (2)1 , i (2)2 ) one determines the magnetic field which verifies
the Eqs. (67)–(70). For the studied sample, one searches the linear extension of
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the B-H relationship over the value B(1) and then searches for the slope μ(2) for
which φ0 = 0. This slope is valid for B ∈ [B(1), B(2)], where B(2) represents
the newly sample’s maximum value of the magnetic flux density. The extension
of the B-H relationship becomes:

H =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

B
μ(1) , pt. B ∈ [0, B(1)]

H − H (1) = B − B(1)

μ(2)
, pt. B ∈ [B(1), B(2)]

...

H − H (n) = B − B(n)

μ(n+1)
, pt. B ∈ [B(n), B(n+1)]

(73)

(4) The application of the method/algorithm continues in the same way, eventually
obtaining the piecewise linear B-H relationship of the sample. The piecewise
linear approximation is as smoother as we choose a smaller step 	i2.

This device has the following advantages:

• One has to measure only two currents of the coils under the conditions of zero
value of the magnetic flux through the median yoke (φ0 = 0).

• The measurement of the magnetic flux through the median yoke is not necessary;
one just needs to ensure that it has a zero value (like Wheatstone bridge).

• When computing the magnetic field, the material and the form of the median yoke
can be randomly adopted.

• The measuring procedure is not conditioned by the time variation of the currents
through the coils.

The algorithmused to reconstruct theB-H relationship is based on a FEMprogram
coupled with the polarization of the fixed-point method (PFPM) to solve a stationary
magnetic field problem.

The program has two components: the magnetic field direct problem (used to
determine the pairs of currents (i1, i2) forwhich themagnetic flux through themedian
yoke is null), and the field inverse problem (the reconstruction of theB-H relationship
using the currents obtained in the direct problem).

4.1 The Magnetic Field Direct Problem—The Determination
of Currents (i1, i2)

The magnetic circuit of the device is made of a zero-remanence ferromagnetic mate-
rial. For the studied sample, one had taken into consideration two arbitrary mate-
rials with a known dependence: 1018 Steel, respectively 455 Steel. The three B-H
dependencies are shown in Fig. 7.
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Fig. 7 B-H relationships of the device magnetic material and of the sample

Table 2 Currents (i1, i2) and
the values of the maximum
magnetic flux density for
1018 Steel sample, obtained
from the direct problem

i1 (A) i2 (A) Bmax (T)

0.003 0.0989 0.1396

0.0057 0.1973 0.2751

0.009 0.296 0.4119

0.012 0.394 0.5496

0.0148 0.493 0.6872

0.018 0.593 0.82

0.0217 0.692 0.9461

0.0266 0.7915 1.0641

0.0336 0.8911 1.1754

0.0421 0.9914 1.2813

0.055 1.0916 1.3819

0.078 1.1925 1.4968

0.1144 1.294 1.6061

0.1764 1.3966 1.6645

0.2568 1.5032 1.7061

0.3712 1.6351 1.7494

0.5982 1.8948 1.8161

0.9892 2.3339 1.8934

1.752 3.0192 1.9922
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Table 3 Currents (i1, i2) and
the values of the maximum
magnetic flux density of the
455 Steel sample, obtained
from the direct problem

i1 (A) i2 (A) Bmax (T)

0.00860945 0.0989 0.1328

0.0128367 0.1973 0.2678

0.0163371 0.296 0.4025

0.0194525 0.394 0.5382

0.0226214 0.493 0.6736

0.0261479 0.593 0.8035

0.0302432 0.692 0.9311

0.0375819 0.7915 1.0384

0.0535341 0.8911 1.1457

0.0774609 0.9914 1.2579

0.124701 1.0916 1.38

0.284154 1.1925 1.5039

0.481376 1.294 1.62277

Tables 2 and 3 contain the pairs of currents (i1, i2) obtained by computing the
magnetic field direct problem, respectively the samples’ values of the maximum
magnetic flux densities.

Figures 8 and 9 show the i2(i1) dependencies.
Figures 10 and 11 show the magnetic flux density lines and spectre corresponding

to the first pair of currents (i1, i2) from Tables 2 and 3. One can observe that the
magnetic field is null in the median yoke.

Fig. 8 Current dependency for 1018 Steel sample
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Fig. 9 Current dependency for 455 Steel sample

Fig. 10 Magnetic flux
density lines for (i1, i2) =
(0.003, 0.0989) A—1018
Steel
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Fig. 11 Magnetic flux
density lines for (i1, i2) =
(0.00860945, 0.0989)
A—455 Steel

4.2 The Magnetic Field Inverse Problem—The
Reconstruction of the B-H Relationship Using Currents
(i1, i2)

Using the values of currents (i1, i2) from Tables 2 and 3, one reconstructs the B-
H relationship of the two samples, by solving the magnetic field inverse problem.
The results are shown in Figs. 12 and 13, noticing that the computed relationship is
perfectly overlapped on the original one, given by the manufacturer. This proves the
correctness of the proposed algorithm and device.

The device described above allows the determination of the B-H relationship
by measuring the currents from two coils placed on the device columns. In the
proposed procedure, one chooses a value for one of the currents. Then it searches the
second one such that the value of the magnetic flux through the median yoke is zero.
As a consequence, one must control the null value of the flux, a method similar to
measuring resistances with theWheatstone bridge. The values of the imposed current
are ascending, also resulting in growing values for the second current. Thus, one can
obtain the first magnetization curve, avoiding secondary hysteresis cycles. Then, one
searches for the piecewise linear B-H relationship, by successively determining each
segment of it. In the inverse problem, a segment obtained at an individual iteration
describes the B-H relationship between the starting point (i.e., the maximum value
of the magnetic flux density obtained in the sample for the previous pair of currents)
and the ending point (i.e., the maximum magnetic flux density value obtained in
the sample at the current iteration). Every magnetic flux computation presumes the
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Fig. 12 Original and computed B-H relationship for 1018 Steel sample

Fig. 13 Original and computed B-H relationship for 455 Steel sample
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solving of a stationary magnetic field problem. The non-linearity of the B-H relation-
ship is treated by using the iterative polarization fixed point method, and themagnetic
field computation at each iteration had been made through a FEM program.

5 Conclusions

This chapter introduces the non-destructive testing field by highlighting its impor-
tance regarding safety. Non-destructive testing does not affect the integrity of the
body under test, becoming therefore very important for the quality control process,
subjecting the product in use or scheduled to be. The specialists in this domain
have created and implemented methods and devices to characterize the materials or
to detect, localize and measure the flaws (defects) with the purpose of preventing
events with a high-impact such as plane crashes, nuclear power plant explosions,
trains’ derailment and other events which are dangerous but not very visible. The
researches in NDT in the electromagnetic field look in two directions: flaw detec-
tion and flaw reconstruction. If the flaw is a crack, then the use of eddy currents
testing is the most suitable procedure. For the ferromagnetic pieces, eddy currents
testing has a significant disadvantage: due to the high permeability, the penetration
depth is minimal, the fact which allows only surface defects detection. The best
procedure of flaws detection in ferromagnetic bodies is to use the difference static
magnetic field. We have a magnetic field problem in steady-state, but we must deal
with the nonlinearity of the medium. Because flaw reconstruction implies a consider-
able computation time for the direct problem, one of the main objectives is to obtain
procedures for the rapid computation of the electromagnetic field in linear/nonlinear
media. Many papers in literature recommend the finite element method (FEM) or
hybrid method (Finite—Boundary Element Method (FEM–BEM)).

The modification of the B-H characteristic, in aged areas, suggests the possibility
of elaborating some electromagnetic detection and reconstruction procedures. The
computation of the difference static magnetic field seems to be the best procedure.
Because the change of the B-H characteristic is minimal, it is necessary to obtain
a high accuracy computation of the magnetic field in the measurement points. This
chapter falls within the field of non-destructive assessment methods by determining
the B-H characteristic of ferromagnetic bodies, by using, for example, a device and a
procedure for measuring the first magnetization characteristic. The main objective of
this chapter is the electromagnetic field analysis, together with techniques for deter-
mining the corresponding relations. There several numerical methods available, as
well asmethods used to treat for the nonlinearity of themagnetization characteristics.
However, only those methods able to deliver results in minimal time, with minimally
allocated resources present interest. Therefore, there are presented the primary non-
destructive measurement devices, in correlation with related applications. Special
attention was granted to those devices used to characterize the magnetic materials
widely used in energy generation, distribution and conversion, in telecommunica-
tion, aeronautics. The followed a presentation of the magnetic field analysis methods
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in nonlinear media. As given an example, there is the study of the magnetization
characteristic evaluation for ferromagnetic bodies. The device described in Sect. 4,
allows the determination of the B-H relationship by measuring the currents from two
coils placed on the device columns. The chapter ends with conclusions and many
references in the non-destructive testing and electromagnetic field computation.
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Optimal Integration of Electric Vehicles
in Smart Grid Energy Flow

Sorin Deleanu, Marilena Stanculescu, Dragos Niculae, Paul Cristian Andrei,
Lavinia Bobaru, and Horia Andrei

Abstract This chapter provides an insight into the rapidly growing domain repre-
sented by the plug-in electric vehicles (PEV) in connection with the smart grid power
system (SGPS) and bi-directional power flow. The chapter starts with an introductive
Sect. 1, followed by Sect. 2, containing a review of themain aspects, which define and
characterize the interaction between the EVs and the SGPS. The analysis regarding
the integration of the EVs into the SGPS under the vehicle to grid (V2G) considered
the three main directions: SGPS efficiency improvement, cost-effectiveness, and the
reduction in greenhouse gases. After a presentation of the SGPS structure, Sect. 2
includes a brief description of the primary power produced by the wind turbine as
well as the one produced by the photovoltaic panels. Both represent input powers
to the SGPS, fact which classifies these two elements of SGPS as power sources,
although with an intermittent character. Following Sect. 3 dedicated to the charging
stations, the chapter continues with Sect. 4 allocated to modeling, simulation, and
results. Firstly, this section contains detailed models dedicated to the analysis of
battery charging and battery discharging, with applications to individual vehicles
and considering the presence of renewable energy sources. The models expanded
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to multiple vehicles, scenarios, and simulations, including the discussions accompa-
nying the results. In the last Sect. 5, the authors present the conclusions. The chapter
concludes with an up to date section of references.

Keywords Electric vehicles · Smart grid power system · Charging stations ·
Energy flow

Nomenclature

A. Acronyms
PEV Plug in Electric Vehicle
EV Electric Vehicle
SGPS Smart Grid Power System
RES Renewable Energy Sources
V2G Vehicle to Grid
PSS Power System Stabilizer
SOC State of Charge
SC Solar Cells
ASC Area of the Solar Cells
PV Photovoltaic Panels
EENC Expected Energy Not Charged
CS Charging Subsystem
ESS Energy Storage System
EPDS Electric Power Distribution Subsystem
AES Auxiliary Energy Subsystem

B. Symbols/Parameters
P Power
Prated Rated power
Pwind Power delivered by the wind turbine
ε Albert Betz constant
ρ Air density
A Area cleared by the wind turbine
V Speed
vrated,w Rated speed of the wind turbine
vmin,w Minimum wind speed to allow the wind energy production
vmax,w Maximum wind speed allowed for wind turbine safe operation
PSC(t) Output power of the solar cells
ASC Area of the solar cells
ηSC Efficiency of the solar cells
PPV (t) Output power of the photovoltaic panels
APV Area of the photovoltaic panels
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ηPV Efficiency of the photovoltaic panels
μ(t) Solar insolation
V int,rec Rectified (DC) voltage
VR Voltage across the equivalent resistor of the charger
Vcap Voltage across the equivalent capacitor of the battery
Vout Voltage at the output of the charger operating as rectifier
i1 Current at the input to the charger
i2 Current at the output of the charger
ηC Efficiency of the charging station operating as rectifier (charging)
R Resistor
C Capacitor
Vin, Vout Input, respectively output voltage
iin, iout Input, respectively output current
Pin, Pout Input, respectively output power
TC Charging time constant
Tmax Duration necessary for battery to fully charge from zero power
Pmax Maximum power at the battery
t1 Initial moment of the charging process
P(t1) Battery power level at the beginning of the charging
P(t′1) Battery power level at the beginning of the discharging
PBPEV Instantaneous power level of plug in electric vehicle battery
PBPEV,max Maximum power level of plug in electric vehicle battery
PBPEV,dem Instantaneous power demand of plug in electric vehicle battery
α,αi Charging constant of the plug in electric vehicle battery
PBPEV,max Maximum power level of plug in electric vehicle battery
PBPEV,dem Instantaneous power demand of plug in electric vehicle battery
EBPEV Energy necessary for the plug in electric battery to fully charge
Δti, i = 1…4 Time interval
ΔTFault Duration of the fault interval faced by the PEV battery during

charging
γ dis, γ disk Discharging constant of the plug in electric vehicle battery
nPEV Number of electrical vehicles in charging/discharging process
Nst Number of charging stations
PBPEV,inj Power injected into the supply by the batteries of the PEV fleet
ηi Efficiency of the charging station converter operating as inverter

(V2G)
PBPEV,dis Power level of the plug in electric vehicle battery following

discharging
PLim Lower level specified for the plug in electric vehicle battery power
PBPEV,net Net power exchanged between the supply by the batteries of the PEV

fleet
PRenewables Power injected into the SGPS by RES at the point of common

coupling with the charging station
GPower Power gain at the connection point between the parking lot and power

supply
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GEn Energy gain at the connection point between the parking lot and
power supply

1 Introduction

All the EVutilizing rotationalmotors for producing the tractive effort, display similar
configurations of their power systems responsible for torque production and its
conversion into the traction force applied at the wheel. Such systems consist of
a primary energy source, converter(s), and rotational electric motors, eventually a
gearbox and traction wheels. In the latest applications, one can observe a trend
to integrate the assembly motor–traction wheel in a subcomponent eliminating the
need for the differential gearbox. The autonomous electric vehicles, presented in the
first section of this chapter, operate based on a primary source of energy, including
a system of rechargeable batteries. Their connection to the power grid generally
occurs during their parking time. Purely electric vehicles rely on batteries exclu-
sively, whereas plug-in hybrid vehicles (PHEV) contain a fossil fuel-based primary
energy source as well.

The implementation in the last decade of newly restrictive norms regarding
the pollution reduction and climate change mitigation, targeting agglomerated
metropoles from several developed countries, determined a significant increase in
the percentage of EV from the total number of vehicles on the road.

Consequently, the autonomous EV fleet became a direct and essential player
regarding the processes of energy conversion, transfer and distribution, working
within SGPS which includes renewable energy sources (RES) as well. Ignoring the
interaction between the electric vehicles and the SGPS became practically impos-
sible, given the bi-directional character of the energy transfer. The electric energy
flows from the grid to the vehicles during the battery recharging process, and
conversely from the vehicles to the grid, mostly during the hours of highly local
power demand. In the last case the electric vehicles, having their batteries charged
enough, act as generators whereas the grid absorbs the electrical energy.

Section 2 of this chapter provides details regarding the bi-directional transfer of
electric energy. The inherent involvement of the power electronic converters in the
process of the electric energy transmission, nomatter their location, inside the grid or
belonging to the electric vehicles, may result in the generation of current harmonics.
These harmonics can circulate through the power system, influencing the operation
of its components through the production of further losses, heating, and determining
an overall efficiency decrease. Some components of the SGPS may become victims
of this phenomenon, which overall affects the power quality of the system. This
section includes details regarding the classification of components interacting within
an SGPS. It delivers insight regarding the ancillary services provided by the EVs, and
their implications in terms of battery lifespan. There is a presentation of standards and
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norms concerning both the EVs and SGPS reflecting the complexity of the interaction
level, including economical aspect as well as energy management.

Section 3 focuses on the charger’s classification and performances, as well as
on solutions regarding the charging stations and the correlation between the driving
habits and the status of the battery.

The main objective of Sect. 4 is the analysis of the optimal integration of electric
vehicles into the smart grid. Such a problem is very complex presenting significant
considerations related to the distribution of the parking areas and their types of
charging stations, the locations assigned to the power regulators and power system
stabilizers (PSS) and the performances of such devices, the types of vehicles in the
system, the demand in recharging power at the moment or conversely the power
delivered by the vehicles and consumed by the grid, the minimization of the losses
and costs required by the bi-directional energy transfer through the ongoing efficiency
maximization. The case of study and the adjacent simulations performed utilizing
the well-known MATLAB program answers to the requirements highlighted above.

The final section contains the conclusions of this work, and the chapter ends with
numerous and consistent list of up-to-date bibliographical references.

2 Electric Vehicles, Smart Grid Power System
and Bi-directional Energy Flow

The understanding of EV integration into SGPS, nowadays, requires familiarity with
the vehicle to grid (V2G) concept, firstly introduced by Kempton [1], in 1997, which
proposes the utilization of EVs as sources for the SGPS. An SGPS includes RES,
storage units, and eventually, classical energy sources, based on fossil fuel (see Fig. 1)
[2]. The structure of an SGPS, according to the National Institute of Standards and
Technology (US) contains the following divisions [3]:

• Generation
• Transmission
• Distribution
• Service Providers
• Consumers (customers)
• Energy Market
• Operations

At this point, there is no direct reference to the terms such as V2G, aggregator,
whereas the customers are not candidates for energy storage, suitable for involvement
in V2G action.

The storage units can include or be exclusively EVs, whereas small scale appli-
cations may not contain classical sources. Continuously increasing EV fleet around
the globe comes with the drawback of the massive charging demand, which strongly
impacts the power grid components such as generators, transformers, distribution
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Fig. 1 One smart grid configuration

cables. Interconnection between the local power system, RES and charging stations
may represent the critical solution for the mitigation of the drawbacks mentioned
above.Moreover, it can lead to a decrease in the amount of greenhouse gases released
into the atmosphere and in the EVs charging cost, as well [2–6].
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Assuming substantial scale participation ofRES, onemust account for their signif-
icant dependenceonweather conditions, generally resulting in either surplus or deficit
of delivered energy and, consequently, hardship concerning dispatching it. Partici-
pation of the EVs considered working under the V2G technology, can significantly
improve the overall SGPS stability by smoothing the power and voltage profiles
versus the time, whereas playing the character of storage system for the energy
delivered by RES or being an intelligent consumer through an intelligently planned
and coordinated EVs battery charging process.

The interaction between the SGPS, RES, and EVs follows three distinct directions
[2]:

• SGPS efficiency improvement, utilizing the EVs batteries as energy buffers; EVs
charging takes place when the RES energy is in excess to the grid absorption
availability, whereas EVs batteries deliver electric power to the supply when an
SGPS experiences power deficit.

• Cost-effectiveness, results in preoccupation for minimization of electricity gener-
ation, charging and operation and maximization of the provider’s profit.

• Reduction in greenhouse gas emissions.

The main difference between EVs and the vehicles utilizing engines with internal
combustion resides in the nature of the engine itself. The autonomous EVs primary’s
source is either a power generator (e.g., diesel-electric or gas-turbine based loco-
motives, in which cases the prime mover of the generator is an internal combustion
engine) or a storage system existing on-board, mostly batteries. Most of the current
EV employs the last type of source. There are two main categories of EVs [2]:

Battery Electric Vehicles: The power plant of EVs compatible to V2G technology
consists of a rechargeable battery storage system, an electric motor (permanent
magnet synchronous, induction or switched reluctance), and a four-quadrant fully-
controlled power converter (i.e. composed from two fully-controlled rectifiers, the
one ‘s positive output rail being the negative for the other, and conversely).

Plug-in Hybrid Electric Vehicles: Relying on a battery storage system and a fuel
tank as well, the power plant contains two motors for a combined propulsion system,
one electric and another one with internal combustion, although they don’t operate
simultaneously. With the vehicle in the charge depleting mode, the electric motor
drives the vehicle, getting its input electric power from the batteries, until the battery
reaches the lowest charge threshold. At this point, the control system switches the
traction responsibility to the internal combustion motor, which carries the extra
responsibility of charging the battery system to the highest state of charge threshold
limit, giving the possibility to the controller to switch back to the electric motor. Such
an operation is called parallel-hybrid [2]. Lithium-ion batteries, the main elements
fulfilling the energy storage function of the duality SGPS–EVs, possess a high density
of energy, long life span, and minimal environmental impact. However, they require
special attention from the control systems apropos the charging/discharging process,
improper voltage/current variations resulting in battery damage. RES is the main
component of an SGPS, and the most known types are the wind energy and solar
energy, yet both are highly weather dependent.



586 S. Deleanu et al.

2.1 Wind Energy Based RES

The appropriate placement of wind farms improves the efficiency of energy conver-
sion from wind to electrical and increases the output of electrical energy. The wind
speed determines the amount and the quality of wind energy, and there are several
proposed methods for the evaluation of the wind speed and power summarized in
[2], using the approach of Peterson and Hennessey:

(
v
/
vr

) = (
h
/
hr

)a
(1)

In (1), v is the wind speed at height h, whereas the wind speed vr is known for the
reference height hr , and the coefficient a belongs to the interval 0.1–0.4.

The amount of wind energy with the potential of conversion into electrical energy,
for the wind speed (1), strongly depends on atmospheric conditions such as wind
speed and air density [2]:

P = 0.5ερAv3 (2)

The coefficient α designates the constant of Albert Betz, ρ (kg/m3) is the air
density, A (m2) is the cleared area by the wind turbine, whereas v (m/s) is the wind
speed. The employment of several available expressions may correlate the wind
power to the wind generator rated value, as in (3a–3c) [2]:

Pwind = 0, if v < vmin,w or v > vmax,w (3a)

Pwind = Prated

(
v3 − v3min,w

v3rated,w − v3min,w

)

, if vmin,w < v < vrated,w (3b)

Pwind = Prated , if vrated,w < v < vmax,w (3c)

In (3a–3c), v is the wind speed, vmin,w represents the minimum speed of the wind
for which the wind turbine is capable to produce electric power, vmax,w the maximum
wind speed at the wind turbine can safely operate, Pwind is the wind power, Prated is
the rated power of the wind generator, vrated,w is the rated wind speed.

2.2 Solar Energy Based RES

Representing the primary energy for the other principal RES, solar energy conversion
into electrical energy occurs directly through photovoltaic panels (PV) or indirectly
from solar to thermal, then into electrical. In the second case, specialized installa-
tions, utilizing mirrors and lenses to focus sunlight, target water tanks placed on tall
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reinforced mechanical structures. By concentrating the solar power on the radiation
absorbent surface of the water tank, the water is transformed into steam, reaching the
appropriate parameters for driving a steam turbine as a prime mover for a generator.

PVs are constructed with solar cells (SC), and display an efficiency which slightly
varies with the temperature, practically decreasing with 0.2–0.5% for every 10 °C
increase [2].

In addition to the SC efficiency ηSC , the electrical power output PSC for an aggre-
gated area of SC depends on the surface of its area ASC (m2), respectively by the
solar irradiation s (W/m2) (4), which is practically the only variable parameter [2]:

PSC (s) = ηSCs ASC (4)

The output electric power of a PV solar panel depends on its area APV (m2), its
efficiency ηPV , respectively on its solar insolation μ(t) [2] (5):

PPV (t) = ηPVμ(t)APV (5)

Modeling of wind and solar energy to improve the quality of feasibility studies
regarding this RES placement, integration, and utilization, required linear, nonlinear
and artificial intelligence to predict the wind and solar energy in specific locations
[2–6]. The integration of the EVs into the SGPS occurs under the surveillance of a
third party, called aggregator. Even though the main feature of the V2G technology
is the bi-directional power flow between EVs and SGPS, meaning that the EVs
are electrical energy buffers utilized to compensate for the RES intermittency and
weather determined irregularities in energy delivery, shaving the peaks and leveling
the load “seen” by SGPS, there are ancillary services requested from EVs [4]:

• Power regulation, which means the frequency regulation, matching the energy
generation with the load demand.

• Warm or Spinning reserve, representing the short term (less than 10 min) fast
response additional generation capacity to act in case of outage rapidly.

• Reactive power compensation, utilizing the reactive power delivered by the
capacitor present in the DC link of the fully controlled four-quadrant drive.

The owners of the EVs integrated into the SGPS must have the acknowledgment
for the battery lifespan reduction due to a continuously variable charging-discharging
cycle, in the form of proper compensation. The integration of EVs into SGPS has
a multitude of impacts on the SGPS. Many authors agree [3, 7–28] on the EVs
presence impacting the operation of the distribution systems, system’s equipment,
load capacity, power quality, economy, social life and nevertheless, the environment.

The impact of the EVs penetration on distribution system reliability, presented
in [11] assumes different levels of EVs penetration in the SGPS, in the presence of
V2G technology.

The factor named Expected EnergyNot Charged (EENC), measures the reliability
of the system from the viewpoint of EVs integrated with the SGPS, and requires the
addition of the energy loss during charging to the energy loss because of unscheduled
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V2G. The authors signal better reliability of the SGPS with distributed generation in
the presence of EVs.

For example, whereas applying a stochastic model of the EVs energy needs and
starting from a load flow study, Anastasiadis et al. [12] concluded that the voltage
levels at the nodes where EVs are present fluctuate in a prescribed range, with the
application of a smart charging strategy within V2G.

In [13], there is an assessment of the transformers aging due to the penetration of
the EVs, using a stochastic method modeling of the transformer’s life consumption.
Here, the load model applied to EVs, originated from an analytical solution used for
predicting a cluster of EV chargers. The authors disclosed results that show a severe
44.1 h of the loss of life for every 24 h of operation, during the summer and with
an EV penetration of 50%, whereas a penetration of 10% or less does not decrease
transformer’s life. However, the transformer’s life loss depends on the load level and
its temperature at each moment. High EVs penetration level unfavorably impacts the
power transformer lifespan, following a study involving the calculation and analysis
of the dielectric oil deterioration [14], showing consistency with [13].

Furthermore, there are economic and social aspects of the EVs integration debated
in [15–18]. For example, in [15], a study targeting EV users in Germany concluded
the presence of substantial concern, especially for highmileage drivers, regarding the
range decreasing and loss of availability to drive the vehicle during the long hours
of connection to the SGPS. The authors found that a promising remuneration for
participating in V2G couldn’t mitigate the concern. The costs regarding infrastruc-
ture, electricity sale by the vehicles and the battery degradation appeared the most
important factors regarding the feasibility of the V2G implementation, to obtain
income from the energy supplied to a commercial building [16].

The cost of EVs operation, together with the rules governing the energy market,
have an influence on the participation of the EVs into a centralized V2G system [17].
This study indicates a profitable grid (here called virtual power plant), a system oper-
ator with fulfilled services and EVs being on the money-losing side. Cost elements
face the revenue element in a study focused on determining the critical economic
factors of theV2G technology implementation [18]. The factors considered in the cost
side are the battery lifespan reduction and replacement, the V2G capable power
electronic converters (i.e., many vehicles need retrofitting and installation of such
converters), the infrastructure of charging stations, nonresidential and residential, the
hardware equipment and its specialized software required for communication and
the aggregator as network manager. An aggregator has proven to be costly (i.e., may
necessitate up to 50% revenue for covering its expenses and obtaining some profit)
as well, directly associated to its main tasks of EVs control, networking services,
contractmanagement with EVowners, activity on energymarkets and availability for
unexpected services. The elements offering potential revenues are the pool of aggre-
gated EVs, daily number plug-in hours, the power availability (kW) for transfer
from EV fleet to SGPS, the level of available energy (kWh) for specific conditions
of demand and price.
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One can perceive the EVs as receptive loads, whereas integrated into SGPS
provide ancillary services and reserve power under proper scheduling from the aggre-
gator, responding to the energy and reserve requirements. Such scheduling positively
influences the load profile by flattening it through charging/discharging time allo-
cation [19]. However, in [20] the authors extrapolate the aggregator’s role from the
business controller into the highly bonded interface between the EVs and SGPS,
meant to implement and monitor the EVs function of providing ancillary services.

The EVs integration into SGPS displays not only potential benefits but very many
challenges, as well. The overall interaction between the EVS and SGPS under the
V2G technology requires proper scheduling mechanisms, to address the challenges,
fact which turns the need for optimal scheduling into a priority [21–28]. There are
many objective functions possible to define and undertaken by scientists, very much
trying to answer to individual objectives, associated with real applications. In [21,
22], the authors raise the problem of dimensioning and placement for a distributed
generation system, built with small power units, issues followed by the bi-directional
power flow investigation. In [21], the debated problem has the first stage, while
the clear objectives are the power loss minimization and voltage regulation. In the
second stage, the objective function represents the amount ofRES, including theEVs,
followed by the optimization of the rate of charge. Consequently, to the application of
a genetic algorithm to a system with 30 buses, the authors found the optimum power
ratings of the distributed generators as 450 kW and 550 kW, respectively. Moreover,
the minimization of the power loss indicated the placement for EV chargers.

In [22], there is an inclusion of RES (i.e., 10 wind turbines and 117 photovoltaic
panels) in a distributed generation system, which becomes capable of sophisticated
control of the EV batteries charging and discharging, minimizing the power loss and
regulating the voltage as well. Intelligent scheduling considering the EV batteries
charging and discharging process in conditions of energy price constrains, initiated
a study focused on maximum profit demanded by the EV owners through a proper
charging/discharging time rate [23].

Although the applications from [21–23] addressed common parking lot facilities
for EVs, in [24], the authors proposed a study aiming to solve the optimal control of
smart buildings with EV charging capabilities, with the objectives of minimizing the
power loss and maximizing the comfort for customers. The optimizing technique is a
combination between the particle swarm algorithm and the multi-agent technology.
Then, a carried-out simulation employed an extended system with 500 wind genera-
tors and 400 photovoltaic panels in a time frame of 24 h. Simulation has proven the
possibility to acquire a high level of comfort, even during periods with energy deficit
recorded for isolated buildings.

A solution to the energy concern in a small-scale system, including aggregated
EVs and working within V2G technology, exists in the form of a robust optimization
model based on linear programming [25]. In such a model, the authors suggest an
assessment of the V2G impact on the system’s energy management. In the case of
EVs presence in large numbers, there is a demand for coordination between the EV
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fleets given their role as renewable sources as well as storage units within the bi-
directional power flow under V2G technology. Simulation results from [26], recom-
mend an optimal scheduling power flow inside the SGPS, whereas the EV fleets
are stationary. Frequency regulation is one of the primary ancillary services poten-
tially provided by EVs, together with their role as load leveling and on-waiting (i.e.,
instant readiness) reserves. However, SGPS frequency regulation may result in Li-
ion battery degradation [27]. The mitigation of such a drawback became possible
with the application of a smart algorithm pointing to the maximization of the battery
life span. More precisely, the battery of an EV connected to the grid can deliver
energy only if it is fading, evaluated through a proper forecast model about reaching
its lowest acceptable level. If did, the respective battery can only receive electrical
energy from the supply.

Frequency regulationwith the participation ofEVs is themain topic in [28] aswell.
This time the deciding factor being the battery state-of-charge (SOC), assessed by
calculating the owner’s driving demandwith a specially designatedmodule. Financial
aspects of the EVs integration into SGPS are essential for the EV owners, willing to
allow their cars to provide auxiliary services to the grid, aswell as a stand-by reserve to
the grid. However, two studies from 2016, [29, 30] recognized that the revenues from
aggregators are by far insufficient to make the V2G technology attractive (i.e., from
20 times less to 27,500 less) under the present-day market and regulations in place.
The EV battery in V2G is facing a permanent cycle of charging-discharging if stays
connected to the power system, and consequently, its life span shortens, and there is no
mechanism inplace to encourage the owners to participate inV2Gother thanpotential
government subsidies. Moreover, the relatively reduced number of EVs didn’t assure
the stand by (aka fast) firm reserve for more than a few hours. The most optimistic
prediction regarding V2G cost-effectiveness mentions the year 2030. Consequently,
onemust address the amount of annual profit to satisfy all, the aggregator and the EVs
owners into a joint venture towards V2G. The integration of EVs into SGPS, under
several business models, resulting in contracts between the SGPS owners and the
aggregators,must consider the EVs battery charging stations, containing data centers,
as essential participants in SGPS regulations [3]. TheNational Institute for Standards
and Technology (NIST, US) decides the standardization direction for security and
reliability on the smart grid. For example, the guidelines for SGPS cybersecurity
have its place into NISTIR 7628. To be feasible, an actual SGPS must fulfill many
conditions, such as [3]:

(1) Participation of RES with possibility of increasing it
(2) High power quality
(3) High resilience to disruptive events
(4) Increased operational efficiency of its components and overall
(5) Robustness to disturbances and self-healing
(6) Capability to accommodate drive storage units
(7) High level of cyber security and capability of ongoing improving it
(8) Flexibility in terms of consumer’s selections
(9) Smart revenue metering
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(10) Reduced amount of greenhouse gases by encouraging the progressively larger
participation of EVs, actively working under V2G technology: bi-directional
electric power flow.

Subsequently, understanding the actual standards applicable to EV and SGPS
becomes vital. Whereas Table 1 presents the standards for EVs elaborated by the
Society of Automation Engineers (SAEJ), in the Table 2 (IEC), respectively Table 3
(IEEE) one can find themost critical standards in place, referring SGPS, from all over

Table 1 Most important SAEJ standards for EV, US [3]

SAEJ standard Domain

1772 Defines the functions of the of the vehicle supply equipment as: coupler,
rectification and voltage regulation

2293 Addresses the EV requirements and the off-board equipment used for EV
charging

2836 Communication requirements for integrating the vehicle in a V2G technology,
specifically to assure the existence of the functions of energy transfer and or
energy storage

2847 Communication between the EV and the fast, high power DC off-board charger

2894 Off-board charging practices

Table 2 Most important IEC
standards for SGPS [3]

IEC standard Domain

61000-4-30 Power quality

618500 Communications

14908-3 Power line communication

618500-7-420 Communications including reference to
microgrids

61968-9 Advanced/Automated metering

62351 Protection of smart grid

61970 Communication and metering data
exchange

62056 Communication and metering data
exchange

61968 Communication in distribution

11518-2 Communication between smart grid
networks

TC57-WG13 Cybersecurity and reliability in smart grids

60870 Inter-control center protocol

62056 Metering, load control an tariff

14543 Home electronic system architecture

61400-25 Operation of the wind power plants
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Table 3 Most important IEEE standards for SGPS [3]

IEEE standard Domain

P2030 Interoperability requirements

C37.118.1-2011 Security

1588 Smart grid interoperability and control

2030-2011 Smart grid interoperability and control,
communication infrastructure

1377 Advanced/Automated metering

1547.4 Micro grid

1547.6 Distributed networks

1451 Smart sensors

145.1 Wireless sensor network

1646 M2M communication

802.16 M2M communication

61499 Control in smart grid

ZigBee 802.15.4b (wireless, V2G, dedicated for
installation at client)

Communication frequency: 2.4 GHz
(anywhere in the world)
Distance covered: 10–100 m

Wi-Fi 802.11 g (wireless, V2G) Communication frequency: 5.85–5.95 GHz
Distance covered: 0.5–1 km

Bluetooth 802.15.1a (wireless, V2G) Communication frequency: 2.4 GHz
Distance covered: 1–100 m

WiMAX 802.16 (wireless, V2G) Metropolitan area network
Frequency: 2–6 GHz
Distance covered: 2–5 km

6loWPAN 802.15.4 Communication

WRAN 802.22 Communication

901 Power line communication

802.3ah Optic fiber communication

802.3 Ethernet

1701 Metering devices

1702 Metering devices

theworld [3], and their development responded in essence to six directions: operation,
power quality, metering, communication, protection & control, and cybersecurity.
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3 Requirements for PEV Charging Stations and Smart
Grid Power System

A station used for charging EVs is a system consisting on four main subsystems (see
Fig. 2), namely:

• Charging subsystem (CS)
• Energy Storage System (ESS)
• Electric Power Distribution subsystem (EPDS)
• Auxiliary Energy subsystem (AES)

The duty cycle of a charging station for EVs can have a duration of 24 h. Such a
duty cycle strongly depends on the user’s daily schedules, with the highest demand
recorded during the daytime because of the heavy traffic. Consequently, themodeling
of the EV charging process considers three periods:

– Model 1, called of high energy consumption, with a duration denoted with Tr
between 7.00 am and 3.00 pm

– Model 2, called of medium energy consumption, with a duration Tm, between
3.00 pm and 11.00 pm

– Model 3, called of low energy consumption, with a duration Ts, between 11.00 pm
and 7.00 am next day

Using the previous notations becomes obvious that Tr + Tm + Ts = 24 h. The
demand for efficiency in conditions of lowest possible electrical energy market price
encouraged the EVs users to proceed for battery charging only during night time,
between 11.00 pm and 7.00 am. There are several charging possibilities available
for EV users, whereas the Standard IEC 61851 defines four charging modes [3]:

Charging mode 1. In this mode, the charging location represents a standard outlet,
generally used for domestic appliances at 120 or 230 V AC.

Whereas the EV is in charging mode 2, the electrical connection of the EV battery
to an AC outlet for general-purpose requires a standard cable that incorporates a
control device, capable of interacting with the outlet. Such a control device keeps
the battery charging current below its maximum threshold, monitoring the outlet
quality as well, more precisely the voltage drop level as a good indicator for an over
temperature condition. Automatically, the battery charger turns-off in case of a fault.

In the charging mode, 3 the outlet comes connected to a specially designated
circuit; this fact assures the real-time communication between the EV and the electric
installation. There is a need for the installation of a specialized electronic device at
the location.

Fig. 2 The structure of a
station used for charging EV EV Charging 

Station

CS ESS EPDS AES
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Charging Mode 4 refers to the fast charge using a DC outlet, utilizing an external
charger which includes the charging cable as well. The DC charger delivers the
charging voltage itself. Characteristics of such a charging type are the elevated values
for the voltage and current. Whereas the DC charging is in place, the connection
cable doesn’t separate from the charger itself and, consequently doesn’t exist any
connection to the battery terminals. One can find this type of outlet only on the
fast charging terminals. Such an assembly must comply with the world standard
CHAdeMO.

The AC charging of type E matches the domestic outlets becoming suitable for
charging modes 1 and 2. The so-called plugs of type 1 or type 2 have a clear desig-
nation for EVs and belong to the charging stations or the domestic chargers such
as Walbox. The domestic or “at home” charging comprises 95% of the total EV
battery charging. For single-family homes, the whole process becomes quite simple
and relatively easy to monitor. However, not every EV user lives in such a home, a
fact which complicates the charging issue.

Moreover, for certain EVbrands, theWalboxMode 3 is amust, as their connection
to the standard outlet is not possible, excluding the charging Mode 1 as an option.
TheWalbox, operating in charging Mode 3, comes highly recommended by its secu-
rity features, yet financial reasons make many users reluctant to it. Several hours of
charging, absorbing 8–10 A of current can potentially overheat the electric cables
existing on and involved in the process. Consequently, the whole charging process
requires careful monitoring and control. Walbox Mode 3 presents the advantage of
the highly safe operation, practically eliminating any electric hazard and providing
elevated protection to people and livelihood. For such a solution, the internal micro-
processor can permanently control the voltage, current, the charge duration, and its
cost, data that becomes accessible to users due to the communication with the EV.

The regular charging outlets from public spaces assure 1–3 h of charging,
depending on their power rating and the type of EV as well. Furthermore, the DC
fast charging outlets impress the direct current into the batteries, through their recti-
fiers. TheDCcharger communicates the same essential information (current, voltage,
power, and cost) to the EV through the charging cable.

One classifies the DC outlets as intelligent due to their ability to communicate
directly with the EV, delivering data regarding the energy consumed for charging,
optimally, and safely. First-generation EV batteries allow the recharging to 80%
state of charge from a DC charger in about 20–30 min. Nowadays, the lithium-ion
technology made possible manufacturing new batteries with a reduced charging time
of 5–15 min to the same 80% state of charge. A typical DC charger can deliver a
voltage of 400–500 V, a current of 100–250 A, for a total power of approx. 50 kW.
Battery replacement gains terrain at the level of small EV, after proven effective for
electric buses used for public transportation. The replacement process takes place in
about 3 min (i.e., duration similar to the filling of a full tank) inside of special fully
automated dedicated stations. According to SAEJ1772, each type of chargers has
three levels, whereas fulfilling the recommended following specifications [3]:
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• The AC type charger, Level 1 has single phase voltage, rated at 120 V, current
ratings of 12A or 16A and consequently the power ratings of 1.4 kW, respectively
1.9 kW. The charging time assigned for the EV is 17 h and for PHEV 7 h.

• The AC type charger, Level 2 has either single phase or three-phase voltage rated
at 240 V, a current rating of 80 A, and consequently the power rating of 19.2 kW.
The charging time assigned for the EV is 7 h and for PHEV 3 h.

• The AC charger, Level 3 must assure more than 20 kW, without specifying any
other characteristics for the present day.

• The DC type charger Level 1 comes with a voltage rating between 200 and 500 V,
a current rating less than 80 A, a power rated at 40 kW, a three phase supply
connected to the input of the rectifier. The charging time assigned for the EV is
72 min and for PHEV 22 min.

• The DC type charger Level 2 comes with a voltage rating between 200 and 500 V,
a current rating less than 200 A, a power rated at 100 kW, a three-phase supply
connected to the input of the rectifier. The charging time assigned for the EV is
20 min and for PHEV 10 min.

• The DC type charger Level 3 comes with a voltage rating between 200 and 600 V,
a current rating less than 400 A, and a power rated at 240 kW. There are no other
specifications for the present time.

Wireless charging requires the presence of two coils. The first one, called the
emitter, installed in a box fixed at the ground level and connected to a power supply,
produces a magnetic field. The magnetic coupling between the emitter and second
coil called receiver placed below the EV allows the magnetic field to induce a voltage
across the second coil. The output of the receiver which is directly connected to the
input of a rectifier, converts the induced voltage into DC voltage. Furthermore, a filter
flattens the voltage shape, which is then applied to the battery terminals, charging
it. High losses and low efficiency of about 20%, maintain this charging mode at the
level of work in progress, necessitating future research work.

Presently the EV user especially counts on public charging stations, whereas most
of the owners depend on home chargers, fast-charging stations or battery replace-
ment stations. Nowadays, there are not enough fast-charging stations nor battery
replacement stations: the public charging infrastructure satisfies only 75% of the
“100 km/day” EV users. This lack of enough fast charging and or replacement facil-
ities, forces the EV users towards home charging solutions, triggering a significant
impact on the energy market. Such a standpoint makes the charging stations to look
like completion to home charging outlets. However, current limitation makes the fast
charging impossible at home level.

For home charging, one can count formaximum1/3 of battery charging capacity in
three hours; if this is not enough, then highly demanded public fast-charging stations
can bring the EV batteries to full charging state in less than 1 h. Although, the large-
scale deployment of solar cells, integrated into SGPS under continuous development,
may result in the opportunity to provide homes with solar panels enhancing perfor-
mances of the home chargers. The power and energy densities are the two critical
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factors concerning the battery fabrication technologies which face rapid develop-
ment. One can expect an increase in these two factors predicting an upturn in the EV
autonomy, as well.

The integrated power stations represent a new concept, and the construction of
such a station must fulfill specific rules, for risk mitigation. Integrated charging
stations may be candidates for “safe distance” like requirements, presently applied
to infrastructure adjacent to gas stations.

In one suggestive example, one affirms that the safe distance between the charging
equipment and the electric power station must be at least 18 m. Moreover, the elec-
trodes from inside the lithium-ion batteries according to their fabrication material
belong either to class C (i.e., solid combustible) or class D. In this way the battery
represents a synthesis of different materials, possibly assessed as depletion of class
C materials.

In another example, one aims the safe distance between the supplied equipment
and the warehousing area for batteries: such a distance should be more than 15 m.
Following numerous standards and experiences, one can choose the appropriate
placement of the charging stations for EVs, mitigating the risks associated with tech-
nologies of operation when integrating the chargers into gas stations. A safe distance
of 18 m between the gasoline tank and charger’s equipment allows the addition of
chargers to the gas station, as shown in Fig. 3.

There are two solutions regarding battery charging management, suitable for inte-
grated charging stations:

(1) The first solution requires the battery charging to take place inside the charging
stations, with the following advantages and drawbacks:

(1a) one can replace the fading batteries at the right time; there can be an
improvement in the EV battery utilization

Fig. 3 Gasoline station with integrated chargers for EVs
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(1b) integrated charging stations demand a more performant energy distribu-
tion capability, to assure enough energy for battery charging

(1c) more electric equipment in operation during the battery charging process
requires a higher level of safety

(2) The second solution considers the battery charging done inside of special
stations built with this purpose in mind, followed by the battery distribution to
integrated stations in need. This solution has some advantages and drawbacks,
such as:

(2a) requires a distribution system
(2b) both special and integrated stations require a larger battery depositing

space, a fact which results in improperly low utilization of space
(2c) the delay of battery replacement requires more batteries available for

exchange to satisfy EVs necessities.

4 Case Study: Modelling Individual and Compounded V2G

This section contains a study regarding the integration of the EVs into the SGPS,
addressing the processes of PEV battery charging and discharging.

4.1 Battery Charging Modelling

In the model representing the charging process, the location of the battery is always
at the output of the power electronic converter which operates as a rectifier [11,
31]. The battery described by an equivalent capacitor C (see Fig. 4) represents a
fair alternative regarding the analysis of the charging and discharging processes.

Fig. 4 Bi-directional power flow battery charger (V2G): equivalent circuit
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However, the charging circuit is not a 100% efficient one, fact which explains the
presence of a resistor R that characterizes the losses accounted for the charger. The
rectifier, being the intermediate circuit between the charger’s power supply and its
output is stiff enough to provide a constant DC (rectified voltage) V int,rec voltage. The
switch meant to close the battery charging circuit turns on at the instant t1, triggering
the appearance of the charging current i1(t).

Vint,rec = VR(t) + Vout (t) (6a)

Vint,rec = Ri1(t) + ηCVCap(t) = ηC
1

C

t∫

t1

i2(τ )dτ (6b)

The definition of the charger’s efficiency in per-unit involves the ratio between
the charger’s output power to its input one (7).

ηC = Pout
Pin

= Vout iout
Viniin

(7)

One can express the Eq. (6b) in terms of currents following a time derivation,
with the charging time constant TC = RC:

R
di2(t)

dt
+ ηC

C
i2(t) = dVint,rec

dt
= 0 ⇒ TC

ηC

di2(t)

dt
+ i2(t) = 0 (8)

The solution for differential equation (8) comes the easiest whereas performing
an intermediate Laplace conversion:

TC
ηC

[s I2(s) − I2(0)] + I2(s) = 0 ⇒ I2(s) =
TC
ηC
I2(0)

(
s + TC

ηC

) (9)

The initial value of the charging current is equal to I2(0) = V int,rec/R, fact which
leads to the current [31]:

i2(t) = Vint,rec

R
exp(−ηCt/TC) (10)

Introducing (10) into (6a and 6b), one can express the instantaneous voltage across
the battery, considering the battery voltage at the beginning of the charging process
being equal to Vout(t1):

vout (t) = Vint,rec
[
1 − exp(−ηCt/TC)

] + Vout (t1) (11)
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The battery status in terms of power requires the multiplication of each term of
the Eq. (11) with the current expressed according to (10). It results the expression
(12) which links the instantaneous power to the maximum power value and to the
initial power as well.

Pout (t) = V 2
int,rec

R

[
1 − exp(−ηCt/TC)

]
exp(−ηCt/TC) + · · ·

Vout (t1)
Vint,rec

R
exp(−ηCt/TC) (12)

Whereas defining the maximum power at the battery as Pmax (13a), respectively
the initial power as P(t1) (13b) [11, 31]:

Pmax = V 2
int,rec

R
exp(−ηCt/TC) (13a)

P(t1) = Vout (t1)
Vint,rec

R
exp(−ηCt/TC) (13b)

One can express the instantaneous charging power as in (14).

Pout (t) = Pmax
[
1 − exp(−ηCt/TC)

] + P(t1) (14)

Considering the case of a PEV batteries during the charging process (power
demand), the instantaneous power of the battery is [11, 31]:

PBPEV (t) = PBPEV,max
[
1 − exp(−αηCt/Tmax)

] + P(t1) (15)

The relation (16) presents the link between the efficiency of the charger ηC ,
charging constant of the battery α, charging time constant TC , respectively the
maximum time Tmax. However, relation (15) lasts until the battery charging level
reaches its fully charged required value t1 ≤ t ≤ tchar . Tmax represents the duration
of battery to fully charge from zero power.

TC =
(ηC

α

)
Tmax (16)

The initial PEV battery power level determines the duration of the charging
process, if the battery reaches its prescribed maximum power value. In such a way,
one can find the duration necessary for full charging as (17):

tchar =
⎧
⎨

⎩

0 P(t1) = PBPEV,max
T P(t1) = 0
tchar 0 < P(t1) < PBPEV,max

(17)
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Combining the relations (15)–(17) and imposing PBEV (tchar ) = PBEV,max , one
can express the charging time as following (18):

PBPEV (tchar ) = PBPEV,max

PBPEV,max = PBPEV,max
[
1 − exp(−αηCtchar/Tmax)

] + P(t1)

PBPEV,max exp(−αηCtchar/Tmax) = P(t1)

αηCtchar/Tmax = − ln

(
P(t1)

PBPEV,max

)
⇒ tchar = −Tmax

αηC
ln

(
P(t1)

PBPEV,max

)

(18)

The PEV power battery level, expressed for all the conditions is (19):

PBPEV (t) =
{
PBPEV,max

[
1 − exp(−αηCt/Tmax)

] + P(t1) t1 < t < tchar
PBPEV,max t ≥ tchar

(19)

One can estimate the total power demanded by the PEV battery for a full charge,
starting from its initial status P(t1) as (20):

PBPEV,dem(t) = PBPEV,max − PBPEV (t) (20)

The expression (20) detailed for the full charging interval becomes (21a, 21b):

PBPEV,dem(t) = PBPEV,max − PBPEV,max exp(−αηCt/Tmax), t1 < t < tchar
(21a)

PBPEV,dem(t) = 0, t ≥ tchar (21b)

Several scenarios in place lead to the evaluation of the battery charging in normal
conditions and/or in presence of faults. For instance, if the PEV battery charging
started at t1 is scheduled for a duration	t1 until the full charging completion, usually
measured in hours [11]. A fault occurrence may stop the charging process prior to
the full battery charge, let’s say after an interval	t2. The battery power level in such
a case is (22):

PBPEV,dem(t1 + 	t2) = PBPEV,max exp(−αηC	t2/Tmax) − P(t1),	t2 < 	t1
(22)

If the fault occurs after the time scheduled for the PEV battery to reach its
maximum charging level, then:

PBPEV,dem(t1 + 	t2) = PBPEV,max,	t2 > 	t1 (23)
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Whereas the fault is restored at the time t1 + 	t3, assuming no battery discharge
during the time of fault occurrence and the time of operation restoration, one can
assume a new initial power status for the battery power level (24):

PBPEV,dem(t1 + 	t3) = PBPEV,max(t1 + 	t2),	t3 > 	t2 (24)

Finally, the maximum battery power level appears after t1 + Δt3 + Δt1 − Δt2.
One can calculate the overall energy required for the vehicle battery to fully charge,
whereas the charger is unavailable because of a fault which lasts a certain time δTFault

= Δt3 − Δt2 in terms of power and time (25).

EBPEV =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

t1+	t2∫

t1

PBPEV,dem(τ )dτ 	t2 < 	t1, t1 < τ < t1 + 	t2

0 t1 + 	t2 < τ < t1 + 	t3
t1+	t3+	t1−	t2∫

t1+	t3

PBPEV,dem(τ )dτ t1 + 	t3 < τ < t1 + 	t3 + 	t1 − 	t2

(25)

In a parking lot with identical chargers (i.e., the same efficiency for each charger),
whereas assuming the same level of maximum power, yet different charging rates αi

and different charging durations tchari, one can express the total instantaneous power
demand as [31] as a function of the total number of the PEVs.

PBPEV,dem(t) = nPEV,C PBPEV,max − PBPEV,max

nPEV,C∑

i=1

exp(−αiηCtchari/Tmax)

(26)

4.2 Vehicle to Grid Modelling

The battery of a single PEV connected to the SGPS delivers power into the grid
through the power electronic converter which operates in the inverter mode, with an
efficiency ηinv. The battery discharge rate is γ dis. If the process of power delivery
into the grid starts at t′1, with the initial battery power level P (t′1), then the power
discharging level at an instant t′ is equal to:

PBPEV,dis

(
t

′) = P
(
t

′
1

)
exp

(
−γdisηi t

′
/Tmax

)
− PBPEV,Lim (27)

The power limit levelPBPEV ,Lim represents the PEVbattery power threshold neces-
sary for starting the PEVengine, or driving it in electricalmode. In the latest situation,
the battery cannot start the engine, yet the charger must do it, whereas the battery
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must sustain the EV driving [31]. The power injected into the grid in equal to:

PBPEV,in j

(
t

′) = P
(
t

′
1

)
− PBPEV,dis

(
t

′)
(28)

Consequently, introducing (28) into (27), one can express the power injected by
the battery of a single PEV into the grid as (29).

PBPEV,in j

(
t

′) = P
(
t

′
1

)[
1 − exp

(
−γdisηi t

′
/Tmax

)]
(29)

The duration of the power injection into the grid strongly depends on the battery
discharging constant γ dis as well as well as the limit power PLim. At the end of the
allowed discharging time t′dis, the PEV battery discharging level is equal to zero.

PBPEV,dis

(
t

′
dis ′

)
= 0 = P

(
t

′
1

)
exp

(
−γdisηi t

′
dis/Tmax

)
− PBPEV,Lim ⇒

t
′
dis = −Tmax

γdis
ln

[
PBPEV,Lim

P
(
t

′
1

)

]

, PBPEV,Lim ≤ P
(
t

′
1

)
(30)

If the power is injected into the grid for a duration equal to Δt′, in complete
fulfillment of condition (27), then the energy impressed into the grid is:

EBPEV,in j =
t
′+	t

′
∫

t ′

P
(
t

′)[
1 − exp

(
−γdisηi t

′
/Tmax

)]
dt; t ′ ≤ t

′
dis (31)

If instead of one PEV there are nPEV PEVs, injecting power to the grid for the
durations tsup,k , having the discharging constants of the batteries γ dis,k and the initial
powers Pk(t′1), one can evaluate the total power impressed into the grid at the instant
t′ as (32):

PBPEV,in j

(
t

′) =
nPEV,D∑

k=1

Pk
(
t

′
1

)[
1 − exp

(−γdis,kηi tsup,k/Tmax
)]

(32)

However, the presence of the overall V2G interaction has a dynamic character,
there are PEV with batteries under charging, vehicles which retrieve energy into the
SGPS, and their number is in continuous change. The authors of [31] assembled
a model of a sized parking lot, suitable for estimating the net value of the power
submitted or received from the SGPS, as well as the net energy impressed to the
SGPS, whereas the vehicles are parked and connected. Using probabilistic calcu-
lations, the modeling study continues with the inclusion of the influx, respectively
outgoing vehicles, the service duration allocated to vehicles, and the approximation
of the battery initial charging level. The approach to the PEV diversity relies on the
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differences in charging and discharging coefficients. Finally, the addition of some
renewables to the PEV parking lot offer a more complete picture.

4.3 Modelling of the EV Parking Lot Operation

The resultant (net) power exchange between the PEVfleet and the grid (33) represents
the difference between the injected power and the power demanded by the vehicles
for charging (26), (32):

PBPEV,net =
nPEV,D∑

k=1

Pk
(
t

′
1

)[
1 − exp

(−γdis,kηi tsup,k/Tmax
)]

− PBPEV,max

[

nPEV,C −
nPEV,C∑

i=1

exp(−αiηCtchari/Tmax)

]

(33)

The net energy injection into the grid results from the integration of (33) over a
certain amount of time of interest. Moreover, imposing the non-existence of charging
over a 24 h time span, one can estimate the energy retrieved into a storage facility
and obtain important data to design such a facility [31]. Such an energy expression
displays the form:

EBPEV,net =
nPEV,D∑

k=1

Pk
(
t
′
1

){
tsup,k − Tmax

ηi tsup,k

[
1 − exp

(−γdis,kηi tsup,k/Tmax
)]}

− PBPEV,max
Tmax
ηC

nPEV,C∑

i=1

{
ηC tchari
Tmax

−
[
1 − exp(−αiηC tchari/Tmax)

]

αi

}

(34)

The power, respectively the energy gain factors are defined by dividing the power,
respectively the energy inserted into the supply, respectively by the product of the
number of charging stations to the maximum power of a station.

GPower =
∑nPEV,D

k=1 Pk
(
t ′1

)[
1 − exp

(−γdis,kηi tsup,k/Tmax
)]

Nst Pmax
(35)

GEn =
∑nPEV,D

k=1 Pk
(
t ′1

){
tsup,k − Tmax

ηi tsup,k

[
1 − exp

(−γdis,kηi tsup,k/Tmax
)]}

Nst Pmax
(36)

The renewable energy presence generally comes through arrays of photovoltaic
panels (PV), wind farms. However, due to the irregularities in energy delivery
recorded by renewables, the aggregators strongly recommend the access to a power



604 S. Deleanu et al.

system containing stable power sources from thermal and nuclear power plants,
hydroelectric plants and so on. In presence of renewables the net power is (37).

PBPEV,net =
nPEV,D∑

k=1

Pk
(
t

′
1

)[
1 − exp

(−γdis,kηi tsup,k/Tmax
)]

− PBPEV,max

[

nPEV,C −
nPEV,C∑

i=1

exp(−αiηCtchari/Tmax)

]

+ Prenewables

(37)

5 Case Study: Simulations, Results and Discussion

In the case of individual vehicles, simulations targeted the battery power status of two
different plug in electric vehicles during the power demand (charging), respectively
power supply to the grid (discharging). The hypothetical PEVs under scrutiny have
the characteristics of interest displayed in Table 4.

This assessment procedure applied to the PEVs battery charging and discharging
processes relies on a methodology derived from the one proposed in [31] and
continued in [11]. At the first step of simulations, one subjected the batteries of
both PEVs to a full charge from 0 to 100% power. The charge efficiency values
(i.e., operating in this case as rectifier), are: 50, 70, 90% and the ideal of 100%. The
advantage of a faster charging process at high efficiency comes with the drawback of
increased power demand from the supply, according to Fig. 5. For the same efficiency
value, the battery charging performance, according to (15) and (19) is an intrinsic
characteristic of an individual PEV.

In a similar manner, simulations regarding the PEV battery discharging during
the time allocated for energy supply to the grid, regards the higher converter effi-
ciency (i.e., inverter operation of the charger) due a faster discharge process (see
Figs. 6 and 7), according to (29), which means a faster response to the grid demand.
Although, faster charging/discharging processes, even benefiting the PEV operation,
respectively the grid may result in severe shortening of the battery lifespan.

Table 4 Characteristics of
plug-in electrical vehicles
under study

Characteristic PEV1 PEV2

Battery power at full charge (kW) 150 75

Maximum charge duration Tmax (h) 4 8

Charging coefficient αC1 9.75 8.25

Charging coefficient αC2 6.75 4.75

Discharging coefficient γdis1 10.15 8.75

Discharging coefficient γdis2 5.00 4.0
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Fig. 5 Time dependency of the power demand for PEV1 (a) and PEV2 (b) influenced by the battery
charger efficiency

Fig. 6 Time dependency of the power discharge (a) and power injected into the grid (b) for PEV1
influenced by the inverter efficiency

Fig. 7 Time dependency of the power discharge (a) and power injected into the grid (b) for PEV2
influenced by the inverter efficiency percent value
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Fig. 8 Time dependency of the power demand for PEV1 in presence of renewable energy sources,
for a battery charging coefficient αC = 9.75

Conisdering the presence of the renewable energy sources, the power demand,
reflected at the level of individual PEVs appears in Figs. 8, 9, 10 and 11. A time
alternating function of approximatively 2 cycles per hour mimics the presence of
wind generators. In such a scenario, the SGPS doesn’t have a connection to storage
units like stationary battery arrays ormain power systemwhich includes classical (i.e.
fossil fuel based) energy sources. The presence of renewables leads to approximate
power ripples of 15% for PEV1, respectively 30% for PEV2. One can observe the
fact that charging coefficients play a role as well: the higher value of the charging
coefficient, the faster the process is (Figs. 9 and 10).

Taming the intermittency and randomness from the existing power-time profile of
renewables (see Figs. 12 and 13), requires the presence of fast compensation function
at the point of common coupling between the PEV, SGPs, stationary power storage
batteries and eventually main power supply.

In a similar assumption of present renewable energy sources, the PEVs deliver
power to the grid, having a profile, reflected at the level of individual PEVs appearing
in Figs. 14, 15, 16 and 17. Renewable sources are identical to the ones present in the
simulations regarding individual battery charging. The presence of renewables leads
to approximate power ripples of 15% for PEV1, respectively 30% for PEV2, as well.
One can observe the fact that discharging coefficients play a role as well: the higher
value of the discharging coefficient, the faster the process is (Figs. 14 and 16).

Charging process regarding a parking lot requires scenarios in which the involve-
ment of multiple vehicles requires certain assumptions made regarding the initial
level of battery charging, respectively the durations necessary to reach certain levels
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Fig. 9 Time dependency of the power demand for PEV1 in presence of renewable energy sources,
for a battery charging coefficient αC = 6.75

Fig. 10 Time dependency of the power demand for PEV2 in presence of renewable energy sources,
for a battery charging coefficient αC = 8.25

of battery charging. For the multiple vehicles charging scenario, we’ve assumed the
presence of 30 PEVs: 15 PEV1s and 15PEV2s. The efficiency of the charger, oper-
ating as rectifier is 95%, whereas the upper limit of the battery power charging is
90% of the maximum power for both types of PEVs using Level 2 chargers:

• 5 PEV1s at 0% initial power level before starting charging, 6 PEV1s at 20% initial
power level, respectively 4 at 40% power level.

• 8 PEV2s at 0% initial power level before starting charging, 5 PEV1s at 30% initial
power level, respectively 2 at 50% power level.
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Fig. 11 Time dependency of the power demand for PEV2 in presence of renewable energy sources,
for a battery charging coefficient αC = 4.75

Fig. 12 Time dependency of the power demand for PEV1 in presence of compensated renewable
energy sources, for a battery charging efficiency αC = 9.75 (a), respectively αC = 6.75 (b)

• For PEV1 is necessary 3/4 of the maximum charging time to reach 90% level
from 0% initial power level, 1/2 of the maximum charging time to reach 90%
level from 20% initial power level, respectively 1/4 of the maximum charging
time to reach 90% level from 40% initial power level.

• For PEV2 is necessary 4/5 of the maximum charging time to reach 90% level
from 0% initial power level, 1/2 of the maximum charging time to reach 90%
level from 30% initial power level, respectively 1/4 of the maximum charging
time to reach 90% level from 50% initial power level.

• The maximum charging durations of PEV1 and PEV2 appear in Table 4.
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Fig. 13 Time dependency of the power demand for PEV2 in presence of renewable energy sources,
for a battery charging efficiency αC = 8.25 (a), respectively αC = 4.75 (b)

Fig. 14 Time dependency of the power injected into the grid from PEV1 in presence of renewable
energy sources, for a battery discharging coefficient γdis = 10.15

• The application of (26) in the circumstances from above resulted in the following
values of the charging coefficients: for PEV1 αC1, PEV1 = 3.2317, αC2, PEV1 =
2.5347, αC3, PEV1 = 3.29185, αC1, PEV2 = 3.0297, αC1, PEV2 = 1.929, αC1, PEV1 =
2.1508.

Following simulations involving charging the batteries of multiple vehicles from
the sameparking lot,without (see Fig. 18) and in presence of renewables (see Fig. 19),
one can extract the power–time profile for charging, with a variation within 8 MW
during the considered duration. Multiple scenarios can result in significant data, suit-
able for interpretation, stochastic calculations and finally in optimization functions.
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Fig. 15 Time dependency of the power injected into the grid from PEV1 in presence of renewable
energy sources, for a battery charging coefficient γdis = 5.0

Fig. 16 Time dependency of
the power injected into the
grid from PEV2 in presence
of renewable energy sources,
for a battery charging
coefficient γdis = 8.75

Although most of optimization functions cover domains like driving scheduling,
emissions mitigation and revenues/taxes, the input from PEVs battery charging
process characteristics, the interaction with SGPS, with and/or without compensated
renewables proven very useful when commissioning elements of SGPS.

Power supply to the grid from a compound of vehicles from a parking lot, during
the V2G operation, relies on discharging the batteries of these vehicles. Discharging
process is faster than charging one [11], whereas the discharging process must
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Fig. 17 Time dependency of the power injected into the grid from PEV2 in presence of renewable
energy sources, for a battery charging coefficient γdis = 4.0

Fig. 18 Time dependency of the power demanded from the grid by the compounded PEV1 and
PEV2 consumers from the parking lot, without involving renewable energy

encounter the low power threshold limit. Such a limit largely varies with respect
to the type of vehicle and the next outcome of the PEV after providing energy to the
SGPS during the power demand intervals (i.e., whether would live the parking lot
for a drive or will stay for charging when available and for how long, and so for).

In this simulation regarding the battery discharging there were considered 10
PEV1s and 10PEV2s, retrieving energy into SGPS through the sameLevel 2 chargers
working as inverters.

• All 10 PEV1s and all 10PEV2s are fully charged when starting to supply the
SGPS.
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Fig. 19 Time dependency of the power demanded from the grid by the compounded PEV1
and PEV2 consumers from the parking lot, involving the presence of the fluctuating renewable
energy sources

• The power level of the PEV1s battery drops from 100 to 5% (95% discharge) in
1/3 of its maximum charging time (see Table 4).

• The power level of the PEV2s battery drops from 100 to 10% (90% discharge) in
1/4 of its maximum charging time (see Table 4).

• The low power limit of the PEV1s is 4 kW, whereas for PEV2s is 2 kW.
• The application of (29) in the frame of the assumptions from above, results into

the following discharging coefficients: γdis,PEV1 = 8.11, respectively γdis,PEV2 =
8.70.

• Because the battery discharging process is much faster than the charging one,
we’ve considered four identical batches of vehicles performing V2G for a total
duration equal to the maximum charging time of PEV2.

For this case of simulation, the intrinsic variability of the nature of the V2G
model (Fig. 20) covers about 2 MW and has a cyclical nature. In a parking lot of
vehicles demanding power and those who supply the SGPS coexist. To simulate such
a regime, one superimposed the previous two scenarios, charging and discharging.
The battery discharging is much faster, fact that explains the power-time profile is
modulated by the profile of power demand, whereas presents a ripple following the
cyclical character of the power-time profile recorded for V2G operation. Following
the alternative character of the renewables of “wind generation” type, one can obtain
a net power–time profile in presence of renewables (37), according to Fig. 21, or
after compensating the renewables intermittency (33), according to Fig. 22.
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Fig. 20 Time dependency of the power injected into the grid by the compounded PEV1 and PEV2
suppliers from the parking lot, without involving renewable energy

Fig. 21 Time dependency of the net power exchanged with the grid by the compounded PEV1 and
PEV2 suppliers from the parking lot, involving the presence of fluctuating renewable energy
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Fig. 22 Time dependency of the net power exchanged with the grid by the compounded PEV1 and
PEV2 suppliers from the parking lot, involving the presence of compensated renewable energy

Although is highly unlikely to have a positive net power for long durations, the
impact of the PEVs operation in V2G is beneficial for diminishing the overall energy
consumption. The gain factors (35) and (36) became objective functions which can
lead to optimization of parking lot power flow as function of time and provide infor-
mation as input for two directions: the PEVs traffic schedules and revenue increase.
Each of this direction operates in terms of own family of optimization functions,
which can be minimized/maximized for optimal results [31].

Another study involves a system in a configuration similar the one fromFig. 1. The
example originates from an application presented on the MATLAB/Simulink portal
[32], treating a V2G system performing one of its ancillary duties: frequency regula-
tion on a relatively small SGPS. All the SGPS components operate at a three-phase
power supply rated for 25 kV. The connection to the SGPS for both, thewind farm and
the photovoltaic required the presence of a standard step-up transformer following the
output inverters, considered sinusoidal. There is no reference to harmonics in this
section. A step-down transformer brings the voltage level to the EV, respectively,
residential consumers. For simplification reasons, one can ignore the necessity of
another intermediate step-down transformer to the residential consumers. The V2G
participants are:

(a) One fossil-fuel-based (Diesel) generator with the nameplate data: Sn = 30 MW,
Vn = 25 kV, f n = 60 Hz, driven by a 30 MW Diesel Engine

(b) OneWindFarm rated for:SWF =6MW,nominalwind speed12.5m/s,maximum
wind speed 15 m/s
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(c) One Photovoltaic Farm rated for SPV = 9 MW, efficiency 11%, radiant surface
70,000 m2

(d) Three Phase transformer rated for ST = 50 MVA, V1/V2 = 25/0.46 kV
(e) The community has 1200 homes, with a ratio of 1:10 eV owners/(total house-

holds). The load contains a residential type of consumers as well as a low power
induction machine, has a consumption profile and a given power factor. The
induction machine, as the largest single consumer has the following data:
Pn = 200 kW, Vn = 600 V, f n = 6 Hz, RS = 0.0278 pu, XlS (LlS) = 0.1091 pu,
Xm (Lm) = 2.974 pu, Rr = 0.0328 pu, Xlr(Llr) = 0.1997 pu.

(f) 120 New EVs, with a nominal power PEV = 150 kW each, and a charger
efficiency of 95%.

The EVs operate under the V2G technology, and their batteries are in the charging
mode when the power from SGPS is in excess, respectively in discharging mode
when there is a deficit of power from SGPS. The interval under study comprised a
full 24 h interval, whereas the profiles proposed in [32] by MathWorks and adopted
here include all possible states for an EV. The profiles are:

• Profile #1(42 cars): Going to work and charge the battery car there
• Profile #2(25 cars): Going towork and charge the battery car after amore extended

trip
• Profile #3(15 cars): Going to work and charge the battery car after the arrival at

home
• Profile #4(25 cars): Stay at home
• Profile #5(12 cars): Working night shift

The simulation covers 24 h. The solar radiance follows a normal distribution
function with the maximum in the middle of the day, with partial shading at noon,
whereas the wind has a very irregular profile, respectively one trip due to excessive
speed at 10.00 pm. After running the simulation, the power distribution functions
appear in Figs. 5, 6, 7 and 8. The shape of power indicates the effectiveness of the
voltage regulation process (Figs. 23, 24 and 25).

The renewable energy sources have a cumulated installed power of 15MW, equal
to 50% of the nominal power of the diesel generator. The total power of the PEVs is

Fig. 23 Real Power at the load during an interval of 24 h (expressed in seconds)
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Fig. 24 Total Real Power during an interval of 24 h (expressed in seconds)

Fig. 25 Total real power delivered by the diesel generator during an interval of 24 h (expressed in
seconds)

equal to 18 MW. However, the renewable energy harvested from both solar panels
and wing generators is intermittent (see Fig. 26), whereas the nature of interaction
between the PEVs and SGPS follows the profiles 1 through 5. All the consumers and
generators determine a load power–time profile presented in (24), with all groups
having an important participation to the total power, with respect to the principal
power source, the Diesel generator.

Fig. 26 Total real power delivered by the solar panels array and wind generators during an interval
of 24 h (expressed in seconds)
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6 Conclusion

The EVs, due to the V2G capability of bi-directional power transfer, can play the
role of the consumer as one of the producers as well, capable of smoothening the
power irregularities from wind and solar power sources. Besides the advantage of
being the energy beneficiary, and the merit of being present when the SGPS needs,
the EV battery plays the ancillary roles of power regulation, spinning reserves, and
compensator for reactive power. Challenges faced by SGPS due to the presence of
the power electronic converters involved in the EV charging/discharging process
accompany the drawback of the life span shortening suffered by the EV batteries.
The models presented in this chapter address the charging and discharging processes
subjecting individual and multiple PEVs, through simulations, with and without
the impact of the intermittent character of renewables. The primary outcome of the
simulation regards the power–time profile in conditions of battery charging, supply
to the grid, and mixed. The impact of the intermittent renewable sources reflects an
increased power variability, indicating the need for compensation using stationary
storage systems or accepting classical, fossil fuel-based energy sources at the point of
common coupling. The latter are stable sources which smoothen the overall power–
time profile. The net power determined through simulations becomes a candidate
for “objective function” status, and its maximization becomes possible. The power
or energy gain factors, derived from the net energy appear suitable as objective
functions, and both include revenue elements. However, the construction procedure
targeting all these objective functionsmust include stochastic algorithms for accuracy
purposes. The last simulation, built-up derived from a MATLAB/Simulink existing
application and could offer information about the electric power profile over 24 h
and in different points of the integrated system. There are several treatments for
the shortcomings regarding the EVs integration, and optimal scheduling for driving
and charging are amongst them. However, the main reasons which make the V2G
impractical for now are the reduced number of vehicles, unattractive compensation
for the participating EV owners as well as the anxiety of losing the driving range
whereas the EVs participate in V2G joint venture. However, many models indicated
profitability for the distributor and aggregator. There are two distinct groups of stan-
dards following the subject of application: EV and SGPS, both addressing similar
topics, yet from different referential.
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Numerical Approaches of Biomass Plants
Efficiency

Emil Diaconu, Alexandru Enescu, Horia Andrei, and Sorin Deleanu

Abstract Considering the ongoing process of diversification of the types of energy
production, especially those from renewable sources, one of the goals of sustainable
development has become the cleanest energy production, and the monitoring and
modeling of the operating parameters is a topic of great interest for researchers in the
field. Thus it became an imperative condition to promote the production of electricity
from renewable sources in order to support the environmental protection movement
but also to obtain an energy independence. The cogeneration process is one of the
solutions for obtaining energy from renewable sources because it efficiently ener-
gizes the production system by obtaining thermal and electrical energy using the
same quantity of fuel. Given that biomass is the primary energy source, it is clear
that it is a clean energy source. This chapter presents a factory for the production
of electricity and heat in Romania, which was put into operation in 2014. Its anal-
ysis will be done by mathematical modeling of the energy consumption (biomass
and biogas) necessary for the operation. Also, the most important of a biomass-based
power plant, precisely the electrical output of energy, the technological usage, and the
electrical energy supplied to the national distribution grid are analyzed. The result
consists of and an approximation model linking factors like the biogas consump-
tion to the electrical energy output. In Sects. 2, 3 and 4 of this chapter, the authors
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describe the structure of a cogeneration power plant (CPP) and introduce an example
through a case of study of the data acquisition system for the CPP’s parameters and
propose some numerical approaches for the evaluation of the CPP efficiency. The
CPP analyzed in this chapter is in Suceava County, Romania, and when it first started
production, in 2014, it was the biggest running on biomass cogeneration plant in the
country. The chapter includes a description of the three distinct phases of the techno-
logical process of obtaining energy from biogas, starting with the type and quantities
of the rawmaterials used and howmuch energy the CPP can produce. The data acqui-
sition system is part of a sophisticated automated system called “DIANE,” which
permanently monitors, coordinates, and controls all the operations in the cogener-
ation power plant. Following the measurement of many parameters, the analysis
focuses on electrical energy production due to each generator, biogas consumption
of motors, domestic electricity consumption, and the power consumption required to
operate the biogas station. The acquisition of the operating parameters from the last
three years continued with the application of a numerical method of interpolation,
based on the PYTHON software environment. Consequently, the authors obtained
the relationship between the electrical energy output and the consumed biomass
input parameters in the form of polynomial functions. The chapter ends with conclu-
sions and many references on the topic of numerical approaches to the biomass plant
technological process and overall efficiency.

Keywords Cogeneration power plant · Biomass · Biogas · Cogeneration engine ·
Efficiency · Numerical approaches model

Nomenclatures

Acronyms

CPP cogeneration power plant
NPV Net present value
IRR Internal rate of return
PBP Payback period
E Engine
NPS National Power System

1 Introduction

The commissioning of the first commercial electrical power plant in 1882, owned by
Thomas Edison, alsomeant the emergence of the first cogeneration plant [1], because
this facility supplied electricity to the grid but also used the secondary thermal energy
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produced to deliver steam to the local businesses.However, it was not until 1978when
the United States of America Congress recognized the efficiency of the cogeneration
plants and started encouraging utility companies to buy energy from such producers.
Years later, The EuropeanUnion has incorporated cogeneration into its energy policy
through the Cogeneration Directive 2004/08/EC [2], a directive that aims to support
cogeneration and establishes a method for calculating cogeneration capacities for
each country. During and after Hurricane Sandy, cogeneration systems have played
a key role in enabling hospitals, universities, schools and residential buildings to
continue operations when the power grid in the worst-affected areas has fallen—
proving that cogeneration plants are a viable and efficient choice when we want to
make our energy infrastructuremore resilient to extremeweather events. To highlight
the role of the cogeneration systems, we can take into consideration the following
example: every year, in the USA, energy is lost in the conventional power plants in
the form of waste heat. The losses are higher than Japan’s total energy consumption.
The principle of cogeneration reduces this amount of wasted energy by almost half.
A cogeneration plant generates electricity and heat at the same time: the residual
heat produced at the generation of electricity finds an efficient utilization in heating
systems and those for the preparation of household water. In this way, primary energy
is used efficiently based on the principle of cogeneration.

Energy efficiency and global efficiency increase—inmany cases, even over 100%.
Therefore, a cogeneration plant can save 50% or more primary energy compared to
a conventional heating solution without electricity generation. This fact also reduces
CO2 emissions and contributes to environmental protection. Many researchers
approached the cogeneration subject and done many studies on it: Ramadan Hefny
Ali et al. [3], Eduardo JoseCidade et al. [4], PhairatUsubharatana andHarnponPhun-
grassami [5], Jorge Islas et al. [6] or Joao Cardoso, Valter Silva and Daniela Eusebio
[7] who presented an economic model based on NPV, IRR and PBP developed over
the 25 years lifetime of the analyzed powerplant.

The objective of this chapter is to obtain mathematical models of polynomial type
with high accuracy of the dependency between the input (consumed biomass) and the
output (electrical energy). So, to prevent the purchase and use of excess biomass, thus
increasing the efficiency of the CPP, we have to determine an accurate mathematical
relationship between the energy produced and the biomass consumption.

The chapter has the following structure: Sect. 2 presents the structure of the
biomass plants. In Sect. 3 the data acquisition system of the cogeneration power
plant is presented. A mathematical approach to the CPP efficiency is presented in
Sect. 4, where we determined an accurate mathematical relationship between the
energy produced and the biomass consumption. Conclusions are drawn in Sect. 5,
followed at the end of the chapter by the list of references.
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2 Structure of Biomass Plants

Nowadays, it became an imperative condition to promote the production of electricity
from renewable sources in order to support the environmental protection movement
but also to obtain an energy independence.

The first clear act of legislation was The Directive 2001/77/EC of the European
Parliament and the European Council [8] regarding the promotion of electricity
produced from renewable energy sources in the internal market.

This act represents the first definite step of the European Union tomeet the obliga-
tions to reduce greenhouse gas emissions to which they hired by ratifying the Kyoto
Protocol.

Romania was among the first candidate countries to the European Union, which
transposed the provisions of Directive 2001/77/EC into its legislation (GD no.
443/2003 [9], as amended fromGD958/2005 [10]). Subsequently, the Law 220/2008
was enacted to establish the system for promoting the production of energy from
renewable energy sources, with subsequent amendments and completions, which
established the level of national targets for the share of electricity produced from
renewable energy sources in the final gross consumption of energy, for the years
2015 and 2020 of 35%, respectively 38%.

In this regard, the Romanian Government has implemented the provisions of
European Directive 2001/77/EC on promoting the production of electricity from
renewable energy sources, adapting in this respect the Romanian Energy Policy.
Thus, Law 220/2008 [11] was adoptedwith the subsequent amendments and comple-
tions, regarding the promotion of renewable energy sources by applying the support
scheme by granting Green Certificates. This scheme supports the implementation of
electricity generation projects based on renewable energy sources, granting Green
Certificates to electricity producers depending on the technology used to produce
electricity from renewable sources.

Given the above, a Romanian company proposed the realization of such a
project—the biomass cogeneration plant with an installed power of 2,974 MW el.
The biogas resulted from the fermentation of the biomass. Biogas is the fuel used by
the two internal combustion thermal engines, which equip the plant.

The technological process of cogeneration (producing energy with biogas
generated from mixed crops and manure) can be described in 3 distinct parts:

• acquisition, storage, and preparation of the specific raw material utilized in the
process of biomass production: the primary energy source (corn and animal
manure) is obtained through a long term contract (15 years) with local farmers;

• obtaining the biogas from anaerobic fermentation process—takes place in two
primary fermenters and a secondary fermenter, and the biogas is stored in a tank
with the capacity of 5000 Nm3;

• production process for both electrical and thermal energy represented by the
biogas combustion in the cogeneration units.
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Fig. 1 Block diagram of the cogeneration plant

The biomass plant described and analyzed in this chapter is the largest biomass
cogeneration plant put into operation in Romania [12]. The total investment was
approximately 6.3 million Euros, financed from own funds combined with bank
loans.

The technical solution adopted, for the production of electricity and heat in
high-efficiency cogeneration from renewable sources, is based on the use of biogas
obtained from the fermentation of biomass by two thermal engines of the JMS type
420 GS—B.LC having a power an installed electricity of 1,487 MW and an installed
thermal power of 1,472 MW.

As shown in Fig. 1, the cogeneration power plant (CPP) structure consists of
two main components: two high-efficiency cogeneration engines (modules) and the
biogas plant.

High efficiency Cogeneration Engines (Modules)
This cogeneration plant has the advantage of producing thermal energy without
additional costs.

The equipment from plant equipment includes two cogeneration modules, which
utilize the biogas supplied by the fermentation of biomass (i.e., energy crops) as
fuel has the advantage of producing thermal energy without additional costs. In this
respect, CPP uses the residual energy from the production of electricity from the
cooling circuits of the engines, thus producing both electrical and thermal energy
simultaneously, fulfilling the conditions of high-efficiency cogeneration.

The technical features of the cogeneration modules appear highlighted in Table 1.
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Table 1 Technical specification of cogeneration modules

Thermal engine type JMS 420 GS-B.L v. B 25

Electrical energy output 1415 kW

Recoverable thermal output (180o C) 1413 kW

Fuel consumption based on a LHV of 5 kWh/Nm3 675 Nm3/h

Electrical energy efficiency 41.9 %

Thermal energy efficiency 42.4 %

Total energy efficiency 84.3 %

Generator voltage 0.4 kV

Frequency 50 Hz

Fuel-gas pressure 120–180 mbar

Forward temperature 90 °C

Return temperature 70 °C

Engine noise level 97 dB at 1 m

Redundancy required the choice of equipment configuration with two smaller
cogenerationmodules instead of a single larger one: to ensure the supply of electricity
and heat in case of stopping an engine for repairs or scheduled maintenance.

The life expectancy for the engines is of 60,000 operating hours (~7–8 years),
after that capital repairs become necessary. Following the repair, the engine’s life
expectancy doubles to 120,000 operating hours.

The biogas plant
The equipment components of the biogas station consist of the following essential
components, which described below:

(a) The central part of the installation consists of two fermentation reactors. Inside,
there are two fermenters installed, heated and thermally insulated each with a
volume of approx. 3,393 m3 and a post-fermentation basin with a capacity of
approx. 3,393 m3. Above the fermenters, a membrane roof is mounted, with one
single foil for all 3 tanks. There is a total of nine electric mixers fitted, and in
each fermenter/digester, with one solid fuel supply screw-mounted laterally.

(b) There are two basins, each with a volume of approx. 6,000 m3.
(c) An earlier basin with a volume of approx. 49 m3, covered with a rolling floor

made of reinforced concrete, equipped with a pump for liquid animal waste
(centrifugal pump).

(d) One separator.
(e) One collection basin for liquid waste from tanks (under construction).
(f) Two feeders of solid-fuel, each with a volume of approx. 65 m3.
(g) Two buildings for technical equipment (made container type with technical

equipment).
(h) One external gas storage tank.
(i) One gas burner.
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(j) One gas cooler.

For supplying the biogas production station with solid fuels (corn silage and
bovine manure), a solid fuel feeder exists with a capacity of approx.—65 m3. The
feeder intake comes twice a day by the company staff using a wheeled charger. The
weighting cells, with on-site display, facilitate the optimum filling with substrate
material, quantitatively and qualitatively.

The transport choke shape is as a tubular screw, submersible at the level of the
substrate material in the fermenter. Such a solution ensures minimal loss of gas in the
screw area, during the operation of the biogas plant operation. The control system
of the cogeneration plant automatically takes over the feeding system, to ensure the
optimum amount of substrate material permanently in the digester. The same amount
of substrate as the fed one goes pumped through the distributor, reaching industrial
building at the post-fermenter and then to the separator.

The substrate material from the basins comes extracted with the help of an
evacuation station, transported by tankers and spread on agricultural surfaces.

To accelerate the production of biogas, control the dosage, and avoid the floating
layers, the stirring of material takes place in both the digester and the post fermenter
by using electric mixers at pre-established time intervals.

Both digesters and post-fermenters are gas-tight. The digesters and the post-
fermenter are insulated and equipped with a stainless steel heating system, located
inside, to control and obtain the desired temperature for the fermentation process. The
cover of the digester tanks and the post-fermenter contains a membranous roof, resis-
tant to the wind. The gas drives through the pipeline routes to ensure the mixing (and
homogeneity) in the tanks. The membranous roofs and the external tank uniformed
the oscillations in the production of gas and store the reserve for the cases of damage
for a defined period. The biogas flows through a gas pipeline to the consuming
units—the cogeneration modules. The digesters and the post-fermenter are heated
and thermally insulated.

The biochemical fermentation process takes place in digesters and post-fermenters
that are heated to approx. 40 °C. Different strains of bacteria gradually decompose
the organic elements, and in the last phase of decomposition produce the biogas.
The tanks are monolithic, made of reinforced concrete with a membrane roof. The
temporary storage of resulting material in lagoons gets consideration for future use
in agriculture. The captured residual biogas is then introduced into the gas network.

To obtain the required process temperature of 40 °C in digesters, thermal pipe
circuits are mounted on the sidewall of the digesters and at the post-fermenter wall
(V4A, DN 100). The heating of the tanks is done using the thermal energy in the
form of the hot water produced in the cogeneration system by the thermal motors
that constitute the cogeneration plant.
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Transportation of collected liquids through pumping (water, water resulting from
seepage into reservoirs.) in the retention tank on the spot continues with the transfer
into a distribution node, in the connector structure at the top of the digesters.

The lighter organic mass relative to the water begins to decompose and sinks at
the bottom. The unfermented material remains in the upper area of the digester. The
heavy material arrives into the post-fermenter whereas pumped through a central
station. There, the decomposition process begins again, with the difference that there
are not fresh materials introduced in the post-fermenter. The same pumping process
used in the digesters takes place in the post-fermenter.

From the separator, the collected material flows through the distributor in lagoons
(basins). The decomposed material from lagoons, taken up with a pumping system
is filling the tankers. The tankers ensure the transport of these fermentation wastes,
used as agricultural fertilizer, into some agricultural regions. The decomposition
proportion of the organic mass in digesters reaches 70–75%, to obtain the quality of
the biogas required for the operations of the cogeneration plant under conditions of
maximum efficiency. The total fermentation period is about 60 days. The necessity
of a large biomass production imposes contact between bacteria and the substrate
material, which is generally achieved by the potent mixture inside the reactor.

For biogas desulfurization, one utilizes a blower that circulatesmetered air through
a network of pipes, first in the digesters and then in the post-fermenter as well as in
the secondary fermenter.

The prescription regarding the dosage of the air quantity depends on the oxygen
content of the biogas. Measuring the oxygen content of the respective tank requires a
process analysis system. Then open the magnetic valves and send the gas directly to
the tank. The amount of air is regulated so that it carries a volumetric flow of biogas
of 4% (maximum 6%), produced during the same period.

The biogas plant operates continuously, stopping the process being possible only
in exceptional conditions. Yet the cogeneration plant only works 16 h/day, during
the daytime hours, due to economic reasons.

3 Data Acquisition System of Cogeneration Power Plants

There are continuous monitoring and coordination of the cogeneration power plant
engines, executed by a dedicated control system [13]. The parameters measured by
the data acquisition system are, for example, electricity produced by each engine,
biogas consumption, internal electricity consumption (of the cogeneration and the
biogas production plants), power consumption of the biogas station.

The monthly operating hours are referring to engine 1 and 2 (E1 and E2) appear
in Figs. 2, 3, and 4.

Figures 5, 6 and 7 contain the illustration of the electricity monthly output [MWh]
for each engine, respectively overall output, for each year taken into consideration.
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Fig. 2 Monthly operating hours for each engine, for year 2016

Fig. 3 Monthly operating hours for each engine, for year 2017

Figures 8, 9 and 10 display graphics represent the monthly electric energy output
for the plant (E1 and E2 cumulated) for each year, and also the monthly electric
energy supplied into the National Power System (NPS).
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Fig. 4 Monthly operating hours for each engine, for year 2018

Fig. 5 Electrical Energy produced by E1 and E2 and the total electrical energy produced in 2016

The difference between the overall electric energy output of the engines and the
electric energy supplied into the NPS counts for the technological consumption and
the network losses, presented in Figs. 11, 12 and 13.
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Fig. 6 Electrical energy produced by E1and E2 and the total electrical energy produced in 2017

Fig. 7 Electrical energy produced by E1and E2 and the total electrical energy produced in 2018

For the production of the electricity mentioned above, the plant uses biogas
obtained in its biogas plant. There are different raw materials available for biogas
production, such as. One can give examples of plants from various energy crops and
organic household or livestockmanure. However, only the plant managers can decide
to use forage maize and sugar beet or rye noodles, more comfortable to obtain and
manipulate. An industrial weight scale measures the amount of biomass feeding the
biogas plant.
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Fig. 8 Electrical energy produced and delivered into NPS in 2016

Fig. 9 Electrical energy produced and delivered into NPS in 2017
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Fig. 10 Electrical energy produced and delivered into NPS in 2018

Fig. 11 Technological consumption of energy and network energy losses in 2016
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Fig. 12 Technological consumption of energy and network energy losses in 2017

Fig. 13 Technological consumption of energy and network energy losses—2018

Figures 14, 15, and 16 display the biomass consumption of the plant for the three
years of production analyzed.

When purchasing the raw material needed for biogas production, analyses are
necessary to determine the calorific power of each type of fuel.Oneused the following
relation to determine the energy contained in the raw material:

Etotal rawmaterial = Calori f ic powerrawmaterial 1 ∗ Quanti t yrawmaterial 1+
Calori f ic powerrawmaterial 2 ∗ Quanti t yrawmaterial 2 (1)
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Fig. 14 Biomass consumption of the plant in 2016

Fig. 15 Biomass consumption of the plant in 2017

For example, inMay 2018, the Calorific power for the forge maize was, according
to the analysis bulletin, 3.232 MWh/t and for the rye noodles 0.099 MWh/t. this way
results
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Fig. 16 Biomass consumption of the plant in 2018

Etotal raw material = 3.232MWh/t ∗ 3399.172 t + 0.099MWh/t ∗ 1103.9 t = 11095.40MWh
(2)

Taken this into consideration, the total energy from rawmaterials used in the three
years in the biomass cogeneration plant studied, is shown in Figs. 17, 18, and 19.

Fig. 17 Total energy from raw materials and total electric energy output, for year 2016
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Fig. 18 Total energy from raw materials and total electric energy output, for year 2017

Fig. 19 Total energy from raw materials and total electric energy output, for year 2018
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4 Numerical Approaches of CPP Efficiency

Analyzing the performance of the cogeneration plant, we observe that the engines
operate at the parameters for which they were designed, except the stopping time,
necessary for corrective or preventive maintenance. Thus, the only way we can
improve the economic efficiency of the plant is by optimizing the fuel used for
its operation.

Approaches of CPP efficiency by the quantity of biomass
Thus, to prevent the purchase anduse of excess biomass, ThePyCHARMCommunity
2019.1 program [14–16]was used to determine an accuratemathematical relationship
between the energy produced and the biomass consumption [17].

The use of the data from above reproduced in Figs. 17, 18 and 19 and processed
with the source code specially developed for their interpretation, resulted in a
mathematical dependence presented in Fig. 20.

The best mathematical correlation between the real, respectively, the numerical
model of the biomass consumption and the electrical energy generated in the boiler
represents a 6th-degree polynomial function. The square error, in this case, is large
with R2 = 0.3705, away from the ideal value R2 = 1.

Trying to improve the accuracy of the approximation function, we have divided
the year into 4 quarters. Doing this, and willing to obtain a function which better
approximates the quantity of biomass needed for each quarter, we could also order the
values in increasing order of the amount of biomass used in each trimester (quarter).

Fig. 20 The mathematical dependency between the consumption of biomass and the energy
produced, 2016–2018
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Table 2 Polynomial function order 1–7 for trim. 1

Whereas applying the same interpolation algorithm, one obtained the results shown
in Tables 2, 3 and 4, and respectively 5, and the graphics represented in Figs. 21, 22,
23, and 24.

Approaches of CPP efficiency by the quality of biomass
The quality of the biomass given in this particular case, by the calorific power of
the raw materials, indicates the energy contained by the energy cultures used for
powering the cogeneration engines.

To determine a mathematical link between the electricity produced in the cogen-
eration plant and the energy contained in the rawmaterial, we have developed similar
source code and used the same PyCHARM Community 2019.1 software.
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Table 3 Polynomial function order 1–7 for trim. 2

Themathematical functions obtained this way appear successively in the Tables 6,
7, 8 and 9, and the graphs for the most accurate functions (the highlighted ones) are
shown in Figs. 25, 26, 27, and 28.

5 Conclusion

Unlike the solar and wind sources of renewable energy that are intermittent and
unpredictable because they depend on geographical and atmospheric conditions, the
cogeneration plants utilize biomass as fuel and produce constant and efficient green
energy. Cogeneration plants yield simultaneous electricity and heat using the same
amount of biomass; in this way, there is an increase in the total efficiency of such a
plant. In this regard, the analysis of the dependency between the amount of biomass as
input and the electric and thermal energy parameters as the output of a cogeneration
plant is a significant concern for users and researchers.
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Table 4 Polynomial function order 1–7 for trim. 3

Thereby based on annual on-line data acquisition, one elaborated a numerical
method of interpolation, finally implemented in Python environmental software and
used to determine the dependency between the input of consumed biomass and the
electrical energy output. The data separation into four periods has the justification
of obtaining approximation functions of the polynomial type, having the highest
accuracy. The data represents the most common biomass characteristics for every
single year of study.
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Table 5 Polynomial function order 1–7 for trim. 4

Fig. 21 Energy (MWh) versus Biomass (t) for the first quarter



Numerical Approaches of Biomass Plants Efficiency 643

Fig. 22 Energy (MWh) versus Biomass (t) for the second quarter

Fig. 23 Energy (MWh) versus Biomass (t) for the third quarter
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Fig. 24 Energy (MWh) versus Biomass (t) for the fourth quarter

Table 6 Polynomial function order 1–7 for the entire period
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Table 7 Polynomial function order 1–6 for 2016

Table 8 Polynomial function order 1–6 for 2017

Table 9 Polynomial function order 1–6 for 2018
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Fig. 25 The total electric energy output versus the energy contained in the raw material for 2016–
2018

Fig. 26 The total electric energy output versus the energy contained in the raw material for 2016
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Fig. 27 The total electric energy output versus the energy contained in the raw material for 2017

Fig. 28 The total electric energy output versus the energy contained in the raw material for 2018
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Power and Energy Flow
in Cvasi-Stationary Electric
and Magnetic Circuits

Horia Andrei, Mihai Iordache, Paul Cristian Andrei, Marilena Stanculescu,
Sorin Deleanu, and Lavinia Bobaru

Abstract Answering the question “what is the state in which conservative systems
consume less power or energy?” is fundamental. Therefore, multitudinous works
were dedicated to formulate the cvasi-stationary state of many domains such as
physical sciences (mechanics, thermodynamics, electromagnetic), chemistry, life
science (hydrology, meteorology, global climate) in power or energy terms. Based
on the variational principles in this chapter specific functionals expressed in terms of
power or energy for electric respectively magnetic circuits in cvasi-stationary state
are defined. The matrix equations of electro-magnetic circuits formulated in terms
of electric and magnetic potentials of nodes were used to calculate the power and
energy functionals. Further used advanced numerical methods the existence of func-
tional’s minimum were demonstrated and by imposing the minimization conditions
are obtained the first Kirchhoff’s law for electric currents respectively magnetic flux.
Several examples prove the theoretically and practically importance of the principles
of minimum consumed power and energy mainly for understanding of the power and
energy flow in electromagnetic systems.
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Keywords Variational principles · Functionals · Quasi-stationary state · Electric
and magnetic circuits · Active and reactive power · Principles of minimum
consumed power and energy

Nomenclature

A. Acronyms
DOF Degrees of Freedom
KCL Kirchhoff Current Law
KVL Kirchhoff Voltage Law
DC Direct Current
AC Alternating Current
NM Nodal Method
PMP Principle of Minimum Consumed Power
RLC Resistor Inductance Capacitance
PMARP Principle of Minimum Active and Reactive Power
ECAP Electric Circuit Analysis Program
KMVL Kirchhoff’s Magnetic Voltage Law
KMFL Kirchhoff Magnetic Flux Law
PMEM Principle of Minimum Consumed Energy for Magnetic

Circuits

B. Symbols/Parameters
pJ(r,t) The volume density of the instantaneous electromagnetic

power
E The vector of electric field strength
J The vector of electric conduction current density
dWem The variation of the electromagnetic field energy
PδΩdt The energy transferred through the domain boundary
dt The time interval
Wm The magnetic energy
We The electric energy
D The vector of electric flux density
B The vector of magnetic flux density
ε The absolute permittivity of the medium
μ The absolute permeability of the medium
S The Poynting vector
A The magnetic potential vector
σ The conductivity of conductors
� The magnetic flux
� The real set
H The Hessian matrix
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C1 The continuous functions of class one
�v The vector of branch voltages
i The vector of branch currents
u The vector of voltages at the branch resistances terminals
e The vector of voltage sources
Vi The potential of node i
V The reduced vector of the nodes potentials
C The reduced branch-to-node incidence matrix
G The branch conductance diagonal matrix
�(V) The power functional
Pcons The power consumed by all the resistances
2-D Two-dimensionales
�V k The k-branch complex voltage
Y The diagonal admittance matrix
Gk The conductance of k-branch
Bk The susceptance of k-branch functionals
�P The active power functional
� Q The reactive power functional
S The complex power
V i The complex potential of node i
Φ The fascicular flux through circuit branch
Rm The reluctance of the magnetic circuit branch
l The length of magnetic material
A The cross section area of magnetic material
Λ The permeance
θ The magnetomotive force
Vm The vector of the magnetic potential of circuit nodes
dim The dimension of matrix or vector
� The branch permeance diagonal matrix
�(Vm) The magnetic energy functional
Wm The consumed magnetic energy
nR The number of resistances
N The number of nodes
K The number of branches
PR(I) The power-current characteristic
E1; R1, R2;C2; L3;ω The number and values of AC circuit parameters (complex

voltage source, resistances, capacitance, inductance, angular
velocity)

M The number of turns
δ The air-gap of magnetic circuit
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1 Introduction

For many conservative systems as in thermodynamics, mechanics, hydrology, mete-
orology, electromagnetics is used the variational principle to formulate their quasi-
stationary state or equilibrium regime in energy and power parameters [1–3]. In this
respect specific power and energy functionals are defined and numerical methods are
used to find their extremum points.

For example in the classical mechanics two categories of principle are employed:
differential principles and variational (integral) principles [4]. First one as well as
d’Alembert and Gauss principles inspect the mechanical parameters at a given time,
whilst the variational principle like Maupertuis and Hamilton principles examine the
mechanical parameters within a finite time interval and space in order to determine
the parameters values that achieve particular integrals stationary.

In the classical thermodynamics specific thermodynamic potential are defined
in order to analyze the equilibrium state and to measure the properties of materials
[5, 6]. Pressure, temperature, volume and entropy are the thermodynamic parameters
that can be studied using the thermodynamic potentials. If the entropy and volume of
a closed system are kept constant, then the internal energy decreases to its minimum
value at steady-state. Such being the case the second principle of thermodynamics
is defined as the minimum energy principle.

In the case of intricate Earth system processes as hydrology, meteorology, global
climate, the principles of minimum and maximum entropy production have been
formulated to analyze the planetary energy balance [7, 8]. For linear system with
permanent boundary conditions and which has several degrees of freedom (DOF) the
minimum entropy principle is applied, to analyze the cases in which the disturbances
of the system are far from its equilibrium state. Instead for non-linear systems with
several degrees of freedom the maximum entropy principle is applied. In this case,
many steady states can take place, and it is feasible to choose one of the steady state
with maximum entropy production.

In the electromagnetic theory, if it is consider a domain � where exists electro-
magnetic field its energy can be turn into mechanical work, heat or other forms of
energy. This energy is, on the one hand, transformed into other forms of energy, and
the rest can leave the domain through its boundary. The energy conversion from the
electromagnetic form in other forms of energy and vice versa is established at every
point in domain by the conduction process law [9, 10]:

pJ = E · J (1)

where pJ(r,t) represents the volume density of the instantaneous electromagnetic
power a scalar function of position and time, E and J are the vector of electric field
strength respectively of electric conduction current density. In the domain � the
following equality between energies is true:
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∫

�

E · Jdvdt + dWem + P∂�dt = 0 (2)

where dWemis the variation of the electromagnetic field energy, and PδΩdt is the
energy transferred through the domain boundary. In the time interval dt, relation (2)
yields:

−
∫

�

E · Jdv = dWem

dt
+ P∂� (3)

The theoremof electromagnetic energy based onMaxwell’s equations and relation
(3) demonstrates the following relations [11]:

Wem =
∫

�

D2

2ε
dv +

∫

�

B2

2μ
dv = We + Wm (4)

We =
∫

�

D2

2ε
dv =

∫

�

DE
2

dv =
∫

�

εE2

2
dv (5)

Wm =
∫

�

B2

2μ
dv =

∫

�

BH
2μ

dv =
∫

�

μH2

2
dv (6)

whereWm andWe represents themagnetic respectively electric energy as component
of the electromagnetic field energy,D and B represents the vectors of electric respec-
tively magnetic flux density, ε andμ represents the absolute permittivity respectively
permeability of the medium. Another conclusion of the above mentioned theorem
states that the electromagnetic power transferred to the surroundings through domain
boundary is given by:

P∂� =
∮

�

(E × H)ndS =
∮

�

SndS (7)

where the vector S = E x H is named the Poynting vector.
In previous works, the authors have chosen the potentials of nodes as variables

whereas utilizing the matrix equation of the circuits. Further by imposing the mini-
mization conditions of the power functionals is obtained the Kirchhoff Current Law
(KCL).

In the second section, advanced numerical analysis is proposed to find the extreme
point of power or energy functionals for electric and magnetic circuits in the quasi-
stationary state. Lagrangemultipliers and thevariationalmethod inHilbert spacehave
demonstrated the existence of the minimum of the functionals. The third section of
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this chapter discusses the power flow in equilibrium conditions when the DC and
AC circuit consumes minimum power, considering all classical powers (active and
reactive).

Several examples implemented in PSPICE prove the theoretical principles of
minimum consumed power statute in the previous section. It also shows that the
transient regime of an electric circuit represents its passage between two quasi-
stationary states with minimum power consumption and the co-existence of the
fundamental theorem of maximum power transfer and the principles of minimum
consumed power.

Based on the equivalence between the linear magnetic and electric networks, in
section four, the minimum principle of consumed energy for magnetic circuits in the
cvasi-stationary state is presented. Several examples prove the theoretical principle
formulates by authors and put in evidence the applicability of this principle to the
calculation of the energy and forces in electromagnetic types of equipment.

In conclusion, theoretically it can be stated that the proposed principles together
with the Kirchhoff Voltage Law (KVL) determine an equivalent equations system to
the classical one consisting of the KCL and KVL equations for DC and AC circuits.
An analogous statement can also be concluded for the magnetic circuits in the cvasi-
stationary state. On the other hand, from a practical point of view, the principles of
minimum consumed power are very useful for the understanding of the power and
energy flow in electromagnetic systems.

The chapter ends with a broad up-to-date list of references.

2 Advanced Numerical Analysis Applied to Determination
of Power and Energy Functionals Extreme

2.1 Variational Method

In the classical analysis of electromagnetic field the variational equivalent formula-
tion in the Hilbert space is used. Starting from a differential mathematical model the
variational method establish a set of differential equations of the model complying
with the cvasi-stationary conditions as indicated in Chap. 1 of Part I of this book.

Generally speaking the functional associated of the phenomenon depict by the
scalar parameter V(x, y, z) is defined as [12]

� =
˚

�

f

(
x, y, z, V,

∂V

∂x
,
∂V

∂y
,
∂V

∂z

)
dxdydz +

¨



g(x, y, z)dS (8)

where f is a function specified by the know differential model of the phenomenon,
∂V/∂x, ∂V/∂y and ∂V/∂z are the partial derivatives of the state quantity and g is
a determined function on the boundary  of the domain �. The main idea of the
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variational method associated to a phenomenon take into consideration the mini-
mization of the expression (7) admitting that the differential equations of the model
are verifying by the state parameters and its limit conditions.

For example in case of one-dimensional problem (1-D), the state parameter V
depends only one coordinate, is defined in the domain [x1, x2] and satisfies the limit
conditionsV (x1)=V 1, V (x2)=V 2, and the second integral of the relation (8) doesn’t
exist, then the functional associated of the phenomenon is expressed as:

� =
∫

�

f (x, V,
dV

dx
)dx (9)

If it is consider Ṽ (x) the approximate solution and is noted with δV(x) the
infinitesimal variation of the exact solution δV(x) then the relation is true:

Ṽ (x) = V (x) + δV (x) (10)

By imposed the stationarity condition and the minimum value of the functional
(9) it is obtained for the functional variation δ � the relation:

δ� =
x2∫

x1

δ f · dx =
x2∫

x1

(
∂ f

∂x
δx + ∂ f

∂V
δV + ∂ f

∂V ′ δV
′
)
dx

=
x2∫

x1

(
∂ f

∂V
δV + ∂ f

∂V ′ δV
′
)
dx =0 (11)

where V ′ = dV
dx represents the derivative of V. Due to for the variation δf for a

given value of the variable x in relation (10) is δx = 0, and then by using the parts
integrating the last term of relation (11), results:

x2∫

x1

∂ f

∂V ′ δV
′dx =

x2∫

x1

∂ f

∂V ′ δ
(
dV

dx

)
dx =

x2∫

x1

∂ f

∂V ′
d

dx
(∂V )dx =

[
∂ f

∂V ′ δV
]x2

x1

−
x2∫

x1

d

dx

(
∂ f

∂V ′

)
dx (12)

The expression (11) becomes:

δ� =
x2∫

x1

[
∂ f

∂V
− d

dx

(
∂ f

∂V

)]
δVdx+

[
∂ f

∂V ′ δV
]x2

x1

= 0 (13)
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Considering the variation δV as an arbitrary one, than each term of relation (13)
must be null, so:

∂ f

∂V
− d

dx

(
∂ f

∂V

)
= 0 (14)

and
[

∂ f

∂V ′ δV
]x2

x1

= 0 (15)

If the values of the state parameter V(x) at the two limits x1 and x2 of the domain
are defined or, in other words, the Dirichlet conditions (forced limit conditions) are
accomplished i.e.

δV (x1) = 0 and δV (x2) = 0 (16)

and then relation (15) is fulfilled. Otherwise in case of the state parameter doesn’t
satisfy Dirichlet forced limit conditions, then the following condition, named natural
limit conditions, must be satisfied [13]:

[
∂ f

∂V ′

]
x1

=
[

∂ f

∂V ′

]
x2

= 0 (17)

The relation (15) is achieved also in the case in which the differential model
implies at the two limits different conditions, namely at one natural limit condition
and at the other one forced limit condition.

In the classical theory of the electromagnetic field the following functional of
associated to the domain � and the volume bounded is defined as:

� =
∫

�

[( E∫

0

D · E−
B∫

0

H · B) + (J · A − ρvV

)]
dxdydz (18)

where A is the magnetic potential vector ∇ × A = B and V is the electric potential
E = −∇V . Theminimization of the functional (18) implies theMaxwell’s equations
of the electromagnetic field, the physical properties of media, and the uniqueness
conditions of the solution.

Thus the functional associated of the one-dimensional (1-D) electrostatic field is
defined as:

�(V ) =
∫

�

ε

2

[(
∂V

∂x

)2

− ρvV

]
dx (19)
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The cvasi-stationary electric field the associated functional is defined as

�(V ) =
∫

�

σ

2

[(
∂V

∂x

)2
]
dx (20)

and the particular set of Maxwell ‘s equations available for linear, isotropic and
homogenous media is

∇ × E = 0 (21)

∇ · J = 0 (22)

J = σE (23)

where σ is the conductivity of the conductors.
The cvasi-stationary magnetic field is governed by the particular set of Maxwell’s

equations

∇ × H = J (24)

∇ · B = 0 (25)

B = μH (26)

and is admit the associated functional

�(�) =
∫

�

μ

2

[(
∂�

∂x

)2
]
dx (27)

where � is the magnetic flux.
The functionals defined above (19), and (20), respectively (27) represent the power

functionals for linear electric circuits, respectively energetic functional for linear
magnetic circuits in cvasi-stationary state. In all these variationalmethods the electric
and magnetic potentials of nodes are considered as variables in the algorithm of
functionals minimization as will be further described in the following sections.
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2.2 Lagrange’s Method

Also the Lagrange method could be used in order to find the minimum or maximum
of the function that defines the electric power and magnetic energy viewed from
the perspective of an “objective-function” [14, 15]. If it is considered the objective-
function

f (x,y) :U → �,U ⊂ �2n (27)

of class C1 and if it is assume that, between the scalars x = (x1,x2, . . . ,xn), and
y = (y1,y2, . . . ,yn), exist m links

g1(x,y) = 0, . . . ,gm(x,y) = 0, gi : U → �, 1 ≤ i ≤ m (28)

then in order to compute the minimum or maximum points M(x0, y0) of function f
the numerical method of Lagrange multipliers can be applied. Thereby the following
function is defined

F = f (x,y) +
m∑
i=1

λi gi (x,y) (29)

where λ1,λ2, . . . ,λm are introduced as the Lagrange multipliers. In these conditions
the extreme points M(x0,y0) of function f represent the solutions of the non-linear
system

∂F

∂x j
= 0,

∂F

∂yk
= 0, gi = 0, 1 ≤ j, k ≤ n, 1 ≤ i ≤ m (30)

where the total number of unknown x, y, λ is 2n + m. The sign of the square
value (second order derivative)d2 f

∣∣
M
decides the maximum or minimum nature of

the extreme points M(x0, y0). Practically a numerical procedure of the eigenvalues
computation of f associate Hessian matrix i.e.

H =
[

∂2 f

∂x j∂yk
(x0,y0)

]
1≤ j,k≤n

(31)

yield information about the sign of square values: if the all the eigenvalues of
Hessian matrix are positive or negative then the square value is positively or nega-
tively defined, and implicitly the function f has a minimum or maximum at the
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point M(xo,yo). Because the matrix H is symmetrical, thus is has only real eigen-
values, consequently a critical point M(xo,yo) it can’t be a local extreme point for
function f .

Let us examine a DC circuit (stationary state), with N nodes and L branches. For
nR variables (resistances), the consumed power (the objective function) f (R,I ) :
�2nR → �+, is defined as

f (R,I ) =
nR∑
i=1

Ri I
2
i (32)

where the resistances and the currents of branches R = (R1,R2, . . . ,RnR ),I =
(I1,I2, . . . ,InR ) are scalars and verify L Kirchhoff’s current and voltage complete set
of relations (links)

g1 =
∑
lk∈N1

Ik = 0, . . . , gN−1 =
∑

lk∈NN−1

Ik = 0, . . . ,

gN =
∑
lk∈B1

Rk Ik − Ek = 0, . . . , gL =
∑

lk∈BL−N+1

Rk Ik − Ek = 0 (33)

There gj : �2nR → �, j = 1,..,L, and BL-N+1 = L-N + 1 are the independent
loops of the circuit. In these assumptions it defines the function

F = f (R,I ) +
L∑
j=1

λ j g j (R,I ) =
nR∑
i=1

Ri I
2
i +

L∑
j=1

λ j g j (R,I ) (34)

where λ1, λ2, . . . , λL are the unknown Lagrange’s multipliers. The unique solution
of the nonlinear system with 2nR + L unknown

∂F

∂Ri
= 0,

∂F

∂ Ii
= 0, gj = 0,i = 1, . . . ,nR; j = 1, . . . ,L (35)

coincides with an extreme point M(xo,yo) of consumed power function (32) if the
eigenvalues of the Hessian matrix are, in this point, real values and the same sign. If
the sign is positively f has a maximum, otherwise the function f has a minimum.

This numerical procedure to determine the extreme point of function f is rather
difficult because requires a lot of computing time and occupies a large memory
space. This statement is explained by the fact that the method needs to calculate the
m differentials of links relations, to solve a large nonlinear system, and to determine
the square value of function f.
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3 Equilibrium State of DC and AC Circuits and Minimum
Power Flow. Examples

In classical theory of electric circuits of “content and co-content”, the Hilbert space
properties for solving the electromagnetic field and the theorem of the minimum
power in the resistances for DC circuits are introduced [16–19].

Hereinafter the natural connection between the equilibrium state of DC and AC
circuits and the minimum power flow is demonstrated in terms of appropriate power
functionals defined for each category of circuit and the variational method is applied
to examine the extreme point of functionals.

3.1 Principle of Minimum Consumed Power for DC Circuits
and Variational Method

For a linear DC circuit that comprisesN nodes andK branches, with general structure
shown in Fig. 1, theK-dimensional vectors in�K of branch voltages�v and currents
i, the voltages at the resistances terminals u, and respectively the voltage sources e
are defined as [20, 21].

�v =

⎡
⎢⎢⎢⎢⎢⎢⎣

�V1

�V2

.

.

�VK

⎤
⎥⎥⎥⎥⎥⎥⎦

;i =

⎡
⎢⎢⎢⎢⎢⎢⎣

I1
I2
.

.

IK

⎤
⎥⎥⎥⎥⎥⎥⎦

;u =

⎡
⎢⎢⎢⎢⎢⎢⎣

U1

U2

.

.

UK

⎤
⎥⎥⎥⎥⎥⎥⎦

;e =

⎡
⎢⎢⎢⎢⎢⎢⎣

E1

E2

.

.

EK

⎤
⎥⎥⎥⎥⎥⎥⎦

(36)

The matrix relation

�v = C · V (37)

Fig. 1 General structure of a
DC circuit branch
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represents for k-branch the relation �Vk = Vi − Vj , where Vi and Vj are the

potentials of nodes i and j where the branch k is connected, V =

⎡
⎢⎢⎢⎢⎢⎢⎣

V1

V2

.

.

VN−1

⎤
⎥⎥⎥⎥⎥⎥⎦

is the

reduced N-1, vector of the nodes’ potential (there an arbitrary node is chosen with
zero potential VN = 0), and C = [cl,n] is the reduced K x (N-1) branch-to-node
incidence matrix. According to KVL it is obtain

i = Gu = G(� v + e) = G(CV + e) (38)

where G = diag(G1,G2, . . . ,GK ) is the branch conductance K x K- dimensional
diagonal matrix. In the Hilbert space the power functional �(V) : �N−1 → � is
defined, by considering as variables N-1 potentials of nodes, as

�(V) = uTi = Pcons (39)

where the superindex T indicates the transposition. As is presented in Fig. 1 the
same reference sense of the branch current and voltage the power functional (39) is
equivalent with the definition of power consumed (Pcons) by all the resistances of the
DC circuit. Taking into account relations (37) and (38) the power functional (39) can
be expressed as

�(V) = uTi = (�v + e)TG(�v + e) = (CV + e)TG(CV + e)

=
∑

k=1,K
i, j=1,N−1
i 
= j

Gk(Vk,i − Vk, j + Ek)
2 (40)

From relation (40) results that always power functional is a quadratic form
i.e.�(V)〉0 and, consequently in the interval (0,∞), �(V) has a minimum. After-
wards this minimum point corresponds to the solution of the system ∂�/∂ V = 0.
The first power functional derivative dependent on potential Vi can be written as

∂�
∂Vi

= ∂

∂Vi
(CV + e)TG(CV + e) = 2

∑
lk∈ni

clk ,ni Gk(Vi − Vj + Ek) = 0 (41)

where k = 1,…,K, i, j = 1,…,N-1, i 
= j. The last equality in relation (41) represents
even the formula of the nodal method (NM) expressed in node ni
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Fig. 2 DC circuit with three
branches and two nodes

∑
lk∈ni

clk ,ni Gk(Vi − Vj + Ek) = 0 (42)

and, by using (38), we’ll get

∑
lk∈ni

clk ,ni Ik = 0, i = 1, . . . , N − 1 (43)

that means even KCL for N-1 nodes of the circuit.
As a conclusion of the functional defined by (39) and from results obtained in

(42) and (43) the Principle of Minimum Consumed Power for DC Circuits (PMP)
can be stated in two equivalent forms: “In resistive DC circuits the condition of
minimum consumed power in the resistances is consistent with the NM and KCL”
or “In resistive DC circuit the branch currents and voltages have unique values such
that the consumed power in all the resistances of the circuit is minimum” [22].

Example 1 For the DC circuit presented in Fig. 2, with K = 3, and N = 2, the
structure is defined by the values R1 = 10�, R2 = 20�, R3 = 50�, E1 = 40 V
and E3 = 20 V. The vectors of currents and voltages at the resistance terminals
expressed in dependence with the potentials V 1 and V 2 of the nodes are written as.

i =
⎡
⎢⎣
I1
I2
I3

⎤
⎥⎦; u =

⎡
⎣V2 − V1 + E1

V1 − V2

V1 − V2 + E1

⎤
⎦; v =

[
V1

V2

]
. For this DC circuit the

branch-to-node incidence matrix is C =
[

−1 1 1

1−1−1

]
and the power functional

(power consumed by resistances) constructed according to (40), is �(V1,V2) =
Pcons(V1,V2) = G1(V2 − V1 + E1)

2 + G2(V1 − V2)
2 + G3(V1 − V2 − E3)

2. By
imposed the minimum of power functional results ∂�

∂v = C i = 0 and thus imply
KCL at each node n1 and n2:
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∂�
∂V1

=−G1(V 2−V 1 + E1) + G2(V 1−V 2) + G3(V 1−V 2−E3) = 0, involve KCL
in n1: −I1 + I2 + I3 = 0;

∂�
∂V2

= G1(V 2−V 1 + E1)−G2(V 1−V 2)-G3(V 1-V 2-E3) = 0, involve KCL in n2: I1
−I2 −I3 = 0.

Using the MAPLE software are obtained numerical values: V1 = 21.1765 V,
V2 = 0.0 V and �min = Pcons,min = 91.7647 W[23]. The 2-D dependence of power
functionals of potentials of nodes is illustrated inFig. 3. It is observe that theminimum
point is (21.1765 V; 0.0 V; 91.7647 W).

For this DC circuit, a SCAP - Symbolic Circuit Analysis Program and MAPLE
programs can be used to demonstrate that the functioning point of each resistance of
the circuit does not represent the maximum absorbed power point [24, 25]. Based on
the Thèvenin’s theorem, the variations of the absorbed powers in each resistances of
the circuit P1, P2, P3 depending on the currents I1, I2, I3 are calculated. The steps
of the SCAP algorithm are the following:

(i) Calculation of branch currents (I1, I2, I3) and voltages (Ub1, Ub2, Ub3),
respectively the voltages at the resistances terminals in full symbolic form are:

I1 =
E3 R2 + E1 R3 + E1 R2

R3 R2 + R1 R3 + R1 R2
I2 : = E1 R3 − 1.E3 R1

R3 R2 + R1 R3 + R1 R2

I3 =
E1 R2 + E3 R2 + E3 R1

R3 R2 + R1 R3 + R1 R2

Ub1 =
1.(E1 R3 - 1.E3 R1)R2

R3 R2 + R1 R3 + R1 R2
Ub2 : = 1.(E1 R3 - 1.E3 R1)R2

R3 R2 + R1 R3 + R1 R2

Ub3 =
(E1 R3 + 1.E3 R1)R2

R3 R2 + R1 R3 + R1 R2

UR1 =
R1(E3 R2 + E1 R3 + E1 R2)

R3 R2 + R1 R3 + R1 R2
UR2 : = (E1 R3 - 1.E3 R1)R2

R3 R2 + R1 R3 + R1 R2

Fig. 3 2-D dependence of
power functionals
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UR3 =
R3(E1 R2 + E3 R2 + E3 R2)

R3 R2 + R1 R3 + R1 R2

(ii) Calculation of open voltages URk0, k = 1, 2, 3 are computed by using the
relation URk0 = lim

Rk→∞ (URk) and it results:

UR10 =
E3 R2 + E1 R3 + E1 R2

R3 R2
UR20 : =E1 R3 − 1.E3 R1

R3 R1

UR30 =
E1 R2 + E3 R2 + E3 R1

R2 R1

(iii) Calculation of short-circuit currents Iksc, k = 1, 2, 3, are computed by formula
Iksc = Ik(Rk = 0), and results:

I1sc =
E3 R2 + E1 R3 + E1 R2

R3 R2
I2sc =

E1 R3 − 1.E3 R1

R1 R3

I3sc =
E1 R2 + E3 R2 + E3 R1

R1 R2

(iv) Calculation of equivalent resistance at the nodes of each branch R0_k , k = 1,
2, 3, is calculated as R0_k = URk0/Iksc. Then it is results:

R0_ 1 : =
R2 R3

R3 + R2
R0_ 2 : =

R1 R3

R3 + R1
R0_ 3 : =

R2 R1

R2 + R1

(v) Based on the Thèvenin’s theorem the dependence between the consumed
powers and the branch currents has the general formula

PThev_k = (URk0 − R0_k Ik)Ik, k = 1, 2, 3

For for each branch the symbolic expressions are obtained:

PThev_ 1 : = (E1 R2 + E1 R3 + E3 R2 - R2 R3 I1)I1

R2 + R3

PThev_ 2 : = (E1 R3 − 1.E3 R1 − 1.R1 R3 I1)I2

R1 + R3

PThev_ 3 : = (E1 R2 + E3 R1 + E3 R2 - R2 R1 I3)I3

R1 + R2

(vi) Used the theorem of maximum power transfer the powers delivered in the
three resistors are:

Pmax_ 1 : =0.25000000(E1 R2 + E1 R3 + E3 R2)2

(R2 + R3)R2 R3
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Pmax_ 2 : =0.25000000(E1 R3 − 1.E3 R1)2

(R1 + R3)R1 R3

Pmax_ 3 : =0.25000000(E1 R2 + E3 R1 + E3 R2)2

(R1 + R2)R2 R1

(vii) According to the Thévenin theorem the current is calculated as IIk_n =
URk0/(R0_k + Rk) and for each branch have the expression:

I1_ n : = E1 R2 + E1 R3 + E3 R3

R1 R2 + R1 R3 + R2 R3

I2_ n : = E1 R3 − 1.E3 R1

R1 R2 + R1 R3 + R2 R3
I3_ n : = E1 R2 + E3 R1 + E3 R2

R1 R2 + R1 R3 + R2 R3

For the above numerical values of circuit’s parameters by using a MAPLE
application it results:

I1_n: = 1.883 A
I2_n: = 1.053 A
I3_n: = 0.8253 A

P1_n: = 35.44 W
P2_n: = 22.42 W
P3_n: = 33.90 W

I1sc: 3.2000 A
I2sc: = 3.600 A
I3sc: = 7.000 A

I1_max: 1.600 A
I2_max: 1.800 A
I3_max: 3.500 A

PR_max: 36.78 W
PR_max: 27.01 W
PR_max: 81.66 W

The power-currentPR(I) characteristics are shown in Figs. 4, 5, and 6. It is remark-
able to observe that the real consumed power in each resistance has a value lower
than the maximum value.

P1_n = 35.44 W < PR1_ max = 36.58 W;

P2_n = 22.42 W < PR2_ max = 27.01 W;

P3_n = 33.90 W < PR3_ max = 81.66 W.

Fig. 4 The variation of PR1
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Fig. 5 The variation of PR2
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Fig. 6 The variation of PR3
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By used the ECAP - Electric Circuit Analysis Program software have been
obtained the same values of voltage and current branches, and of consumed and
generated power. The program is presented below:

Input file ex1_cap24.nln.
3
2
2 1 R1E1 r = 10,0 e = 40,0
1 2 R2 r = 20.0
1 2 R3E3 r = 50.0 e = 20.0
UNKNOWNS V1
EQUATION SYSTEM
+ (+G1 + G2 + G3)*V1 = + E1*G1-E3*G3
NODE POTENTIALS
V1 = 21.176471 V
V2 = 0 V
BRANCH CURENTS AND VOLTAGES
U1 = -21.176471 VI1 = 1.882353 A
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Fig. 7 Structure of AC
branch

U2 = 21.176471 VI2 = 1.058824 A
U3 = 21.176471 VI3 = 0.823529 A
BALANCE OF THE POWERS
Generated power: = 91.764706 W
Consumed power: = 91.764706 W

3.2 Principle of Minimum Consumed Power for AC Circuits
and Variational Method

A linear AC circuit in cvasi-stationary state, which includes N nodes and K branches
whose general structure shown in Fig. 7 it contains in its structure passive RLC
admittances and voltage sources. By analogy with the relation (36) the same quanti-
ties expressed as K-dimensional vectors in complex set CK are described below [26,
27]

�v =

⎡
⎢⎢⎢⎢⎢⎢⎣

�V 1

�V 2

.

.

�V K

⎤
⎥⎥⎥⎥⎥⎥⎦

;i =

⎡
⎢⎢⎢⎢⎢⎢⎣

I 1
I 2
.

.

I K

⎤
⎥⎥⎥⎥⎥⎥⎦

;u =

⎡
⎢⎢⎢⎢⎢⎢⎣

U 1

U 2

.

.

UK

⎤
⎥⎥⎥⎥⎥⎥⎦

;e =

⎡
⎢⎢⎢⎢⎢⎢⎣

E1

E2

.

.

EK

⎤
⎥⎥⎥⎥⎥⎥⎦

(44)

where the k-branch complex voltage is �V k = V i − V j .
Based on the interconnection properties of AC circuits branches the following

matrix relations are true

�v = C · V (45)

and KVL

i = Yu = Y(�v + e) = Y(CV + e) (46)

where the diagonal admittance matrix Y = diag
(
Y 1,Y 2, . . . ,Y K

)
, each Yk = Gk −

j Bk , k = 1,K. Fort inductive branch the sign of susceptance Bk it is considered
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positive respectively for capacitive branch it is negative. Under these conditions two
functionals are defined: the active power �P : �2(N−1) → �, and the reactive power
� Q: �2(N−1) → �, expressed as

�P = Re[uTi∗] = Pcons (47)

�Q = Im[uTi∗] = Qcons(gen) (48)

where the superindex * denotes the conjugate complex operator. Taking into account
the reference sense adopted for the AC circuit branch of Fig. 7 and the definition
of complex power S = uT i∗ = P + j Q, then the power functional (47) represents
the active power consummated by all the resistances of the circuit, while the power
functional (49) represents the reactive power consummated (or generated), by all the
reactive elements of the circuit.

Let’s suppose that theN-1 potentials of nodes are variables and the voltage sources
are constant, and for node i respectively for k-branch are expressed as

V i = Re[V i ] + jIm[V i ] = xi + j yi , i = 1, . . . , N − 1 (49)

Ek = Re[Ek] + jIm[Ek] = ak + jbk, k = 1, . . . , K (50)

Then the functionals (47) and (48) can be expressed as

�P(x, y) = Re[uTi∗] = Re[(�v + e)TY∗(�v + e)∗]
= Re[(CV + e)TY∗(CV + e)∗]
=

∑
k=1,K
i, j=1,N−1
i 
= j

Gk[(xi − x j + ak)
2 + (yi − y j + bk)

2] (51)

�Q(x, y) = Im[uTi∗] = Im[(�v + e)TY∗(�v + e)∗]
= Im[(CV + e)TY∗(CV + e)∗]
=

∑
k=1,K
i, j=1,N−1
i 
= j

Bk[(xi − x j + ak)
2 + (yi − y j + bk)

2]. (52)

From relation (51) results that because always Gk〉0, then �P is always strictly
positive (quadratic form)�P(x, y)〉0. Therefore the active power functional �P has a
minimum in the definition set (0,∞), and, consequently, the resistances of the circuit
consume minimum active power. The minimum point of active power functional is
fixed by the fulfillment of the conditions ∂�P /∂ xi = 0 and ∂�P /∂ yi = 0, for i =
1, … N−1, which can be expressed synthetically in relation to V i in the following
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form

∂�P

∂xi
= ∂

∂xi
Re[(CV + e)TY∗(CV + e)∗] = 2

∑
lk∈ni

clk ,ni Gk(xi − x j + ak) = 0

(53)

∂�P

∂yi
= ∂

∂yi
Re[(CV + e)TY∗(CV + e)∗] = 2

∑
lk∈ni

clk ,ni Gk(yi − y j + bk) = 0

(54)

for k = 1, …, K, i, j = 1, …, N−1, i 
= j, and where clk,ni are the coefficients of
reduced branch-to-node incidence matrix.

Afterwards analyzing relation (52) the value of � Q might be: (i) � Q > 0 (� Q is a
quadratic form) if all the branches of AC circuit are inductive, then the extreme point
of � Q is a minimum, and, consequently, the reactive power consumed is minimum;
(ii) � Q < 0 (−� Q is a quadratic form) if all the branches of AC circuit are capacitive.
In this case, by multiplication with (−1), the sign of the reactive power functional
has changed into a positive and can be formulated as the reactive power produced
(generated) has a minimum; (iii) � Q = 0 represents the particular case of resonance
condition, in which the AC circuit provides a null contribution to the consumed or
generated reactive power.

The first derivative of reactive power functional in terms on real and imaginary
part of potential V i can be written as

∂�Q

∂xi
= ∂

∂xi
Im[(CV + e)TY∗(CV + e)∗] = 2

∑
lk∈ni

clk ,ni Bk(xi − x j + ak) = 0

(55)

∂�Q

∂yi
= ∂

∂yi
Im[(CV + e)TY∗(CV + e)∗] = 2

∑
lk∈ni

clk ,ni Bk(yi − y j + bk) = 0

(56)

for k = 1, …, K, i, j = 1, …, N-1, i 
= j. The minimum of active and reactive power
functionals results from the system of 4(N−1) equations formed by relations (53),
(54), (55), and (56) as follows

∂�P

∂xi
=

∑
lk∈ni

clk ,ni Gk(xi − x j + ak) = 0; ∂�P

∂yi
=

∑
lk∈ni

clk ,ni Gk(yi − y j + bk) = 0

∂�Q

∂xi
=

∑
lk∈ni

clk ,ni Bk(xi − x j + ak) = 0; ∂�Q

∂yi
=

∑
lk∈ni

clk ,ni Bk(yi − y j + bk) = 0

(57)
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where k = 1, …, K, i, j = 1, …, N−1, and i 
= j. If in the equations system (57) the
relations ∂�P /∂ yi = 0 and ∂ � Q/∂ xi = 0 multiplied by j respectively –j are added
up, then results

∑
lk∈ni

clk ,ni Y k(V i − V j + Ek) = 0 (58)

that means, for i = 1, …, N−1, the equations of nodal method (NM) for all the N-1
circuit’ nodes. By using (46) relation (58) becomes

∑
lk∈ni

clk ,ni I k = 0 (59)

that represents the KCL equations.
Consequently, the Principle of Minimum Active and Reactive Power (PMARP)

can be stated in two equivalent forms: “In linear AC circuits the conditions of
minimum active consumed power and minimum reactive consumed (or produced)
power are consistent with the NM and KCL” or “In linear AC circuit the branch
currents and voltages have unique values such that the consumed active power and
the consumed (or produced) reactive power in all the admittances of the circuit is
minimum” [22].

Example 2 For the AC circuit shown in Fig. 8, with K = 3, and N = 4, the branches
contain passive linear elements (resistor, capacitor and inductance) and a voltage
source. The circuit parameters have the numeric values: E1 = 100.0; R1 = 10.0 �;
R2 = 20.0 �; C2 = 1.0e−04 F; L3 = 2.0e−04 H and ω = 314.0 rad/s. Let be the
AC circuit presented in Fig. 8 has K = 3, and N = 4. The real and imaginary parts
of potentials of nodes are considered as variables, and can be expressed as V1 = x1
+ jy1, V2 = x2 + jy2, respectively V3 = x3 + jy3.

The branches currents, the admittances’ voltages, and the potential of nodes are
described by the vectors:

Fig. 8 The AC circuit
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I =

⎡
⎢⎢⎣
I 1
I 2
I 3
I 4

⎤
⎥⎥⎦,u =

⎡
⎢⎢⎣
V 2 − V 1 + E1

V 1 − V 2

V 1 − V 3

V 3 − V 2

⎤
⎥⎥⎦;V =

⎡
⎣ x1 + j y1
x2 + j y2
x3 + j y3

⎤
⎦.

For this AC circuit the matrices C and Y are expressed as:

C =
⎡
⎣−1 1 1 0

1 −1 0 −1
0 0 −1 1

⎤
⎦,Y =

⎡
⎢⎢⎣
G1 0 0 0
0 jωC2 0 0
0 0 − j

ωL3
0

0 0 0 0

⎤
⎥⎥⎦.

By using relations (45) and (46) and assuming that E1 = a+ jb, where a, b are real
constants, then the complex power functional attached to overall complex consumed
power by the passive elements of circuit is defines as

�S = Scons = uT · I∗ = 1

R1
(−x1 + x2 + a + j(−y1 + y2 + b))2

+ jωC3(x1 − x2 + j(y1 − y2))
2 + j

ωL3
(x1 − x3 + j(y1 − y3))

2

+ 1

R3
(−x2 + x3 + j(−y2 + y3))

2.

The active power consumed by the resistors is expressed by the functional below:

Fr := − (ω2C2R1L3R3x1y1 − 2ω2C2R1L3R3x1y2 − 2C2R1L3R3x2y1

+ 2ω2C2R1L3R3x2y2 + 2ωL3R3x2x1 − 2ωL3R3x2a

+ 2ωL3R3x1a + ωL3R3y2y1 + 2ωL3R3y2b − 2ωL3R3y1b

+ 2R1ωL3x3x2 + 2R1ωL3y3y2 + ωL3R3b2 − R1ωL3x32

− R1ωL3x22 + R1ωL3y32 + R1ωL3y22 − 2R1R3x1y1 + 2R1R3x1y3

+ 2R1R3x3y1 − 2R1R3x3y3 − ωL3R3x22 − ωL3R3x12 − ωL3R3a2

+ ωL3R3y22 + ωL3R3y12)/(2R1ωL3R3)

Afterwards the reactive power consumed (or generated) is expressed by the
functional below:

Fi := − (ω2C2R1L3R3x12 + ω2C2R1L3R3x22 − ω22C2R1L3R3y12

− ω22C2R1L3R3y22 − 2ω2C2R1L3R3x2x2 + 2ω2C2R1L3R3y2y1

− 2ωL3R3ay1 − 2ωL3R3x1b + ωL3R3x2b − 2ωL3R3x1y2

+ 2ωL3R3x2y2 − 2ωL3y3x2y1 + 2ωL3R3ay2 + 2ωL3R3x1y1

+ 2ωL3R3ab + 2R1ωL3x3y3 − 2R1ωL3x3y2 − 2R1ωL3x2y3
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+ 2R1ωL3x2y2 + R1R3y32 − R1R3x12 + R1R3y12 − R1R3x32

+ 2R1R3x1x3 − 2R1R3y1y3)/(2R1ωL3R3)

To determine the minimum points of the active and reactive power functionals
the solutions of the system which contains 4 × 3 = 12 equations are computed, and
results:

∂FR

∂x1
= 0,

∂FR

∂y1
= 0,

∂FR

∂x2
= 0,

∂FR

∂y2
= 0,

∂FR

∂x3
= 0,

∂FR

∂y3
= 0,

∂Fi
∂x1

= 0,
∂Fi
∂y1

= 0,
∂Fi
∂x2

= 0,
∂Fi
∂y2

= 0,
∂Fi
∂x3

= 0,
∂Fi
∂y3

= 0

which, for the numerical values of theAC circuit shown in Fig. 8 have the solution:

Soluation :=
{x1 = 0.021099770, x2 = 63.860285 + x3, x3 = 0., y1 = 0.10026065 + y3, y2 = 13.439344, y3 = 0.}

Then: V1_min = 0.0211 + j0.10026 and V2_min = −63.8603 + j13.4393, and for
these values of potentials of nodes theminimumactive and reactive power are defined
as consumed.

4 Equilibrium State of Linear Magnetic and Minimum
Energy Flow. Example

The basic strategy of variational method applied to linear electric DC andAC circuits
exposed above can be extended to linear magnetic circuit in quasi-stationary state.
This is possible because between magnetic and electric circuits exists a well-known
analogy, which makes the construction of the functional and the analysis of its
minimum to be done in a similar way.

dl

H

B

dA
um

Cφ

θ

i M

Vm,i
Vm,j

Δum

Fig. 9 Structure of magnetic branch
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For magnetic circuit branch presented in Fig. 9 a magnetic field generator is
considered withM turns crossed by the current i. Themagnetic voltage�um between
the terminals i and j can be calculated by using the Ampėre’s theorem [11, 28].

�um = Rmϕ − θ = ϕ/� − θ (60)

where ϕ is the fascicular flux through circuit branch; Rm = l/μA is the reluctance
of the magnetic circuit branch depending on the magnetic material properties: l the
length, A the cross section area andμ the permeability of the linear and homogenous
medium, then always Rm > 0; Λ = 1/Rm is the permeance defined as the inverse of
the reluctance; θ = Mi is the magnetomotive force. The relation (60) is also called
Kirchhoff’s Magnetic Voltage Law (KMVL) by analogy with KVL. Thereby the
analogous magnetic circuit branch defined by Eq. (60) is shown in Fig. 10.

Likewise to the matrices defined in the two previous sections for a linear magnetic
circuit in cvasi-stationary state with K branches and N nodes, the branch magnetic
voltages of branches �um = Vm,i − Vm, j defined as the difference between the
magnetic potentials of branches’ nodes, the fascicular fluxes, the magnetic voltages
of reluctances, and the magnetomotive forces are defined as K-dimensional vectors
in real set [29]

�um =

⎡
⎢⎢⎢⎢⎢⎣

�um,1

�m,2

.

.

�um,K

⎤
⎥⎥⎥⎥⎥⎦

; ϕ =

⎡
⎢⎢⎢⎢⎢⎣

ϕ1

ϕ2

.

.

ϕK

⎤
⎥⎥⎥⎥⎥⎦

;um =

⎡
⎢⎢⎢⎢⎢⎣

um,1

um,2

.

.

um,K

⎤
⎥⎥⎥⎥⎥⎦

; θ =

⎡
⎢⎢⎢⎢⎢⎣

θ1

θ2

.

.

θK

⎤
⎥⎥⎥⎥⎥⎦

(61)

By using the matrixC= [cl,n] that is theK x (N−1)-dimensional reduced branch-
to-node incidence matrix and if an arbitrary magnetic potential of circuit’s nodes is
chosen as null Vm,N = 0, then it can be written that �um = C ·Vm , where Vm is the
vector of the magnetic potential of circuit nodes, with dimVm = N−1.

The matrix equation expressing dependence between the fascicular fluxes of
branches and magnetic potentials of nodes has the following expression

ϕ = �um = �(�um + θ) = �(CVm + θ) (62)

Fig. 10 The analogous
magnetic circuit branch

Vm,i 

φ Rm 

um

∆um 

Vm,j

θ
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where the branch permeance matrix is � = diag(�1,�2, . . . , �K ), Vm is the
(N−1)-vector of the magnetic potential of circuit nodes (Vm,N = 0), and Ohm’s Law
for magnetic circuits is �um = C · Vm .

The functional �(Vm) : �N−1 → � expressed as [30]

�(Vm) = 1

2
uT
mϕ (63)

represents the magnetic energy consumed by the reluctances of the magnetic circuit
in cvasi-stationary state. If the−1magnetic potentials of circuit nodes are considered
as variables, the energetic functional can be expressed as

�(Vm) = 1

2
uTmϕ = 1

2
(�um + θ)T�(�um + θ) = 1

2

∑
k=1,K
i, j=1,N−1
i 
= j

�k(Vm,i − Vm, j + θk)
2

(64)

From (64) results that �(Vm)〉0 (i.e.�(Vm) is a quadratic form for any value of
the magnetic potentials of the nodes Vm). As consequently the extreme point of the
energetic functional �(Vm) is obtained by imposing the condition ∂�/∂ Vm= 0. It is
results

∂�
∂Vm,i

= ∂

∂Vm,i

1

2
(CVm + θ)T�(CVm + θ) = ∂

∂Vm,i

1

2

∑
k=1,K
i, j=1,N−1
i 
= j

�k(Vm,i − Vm, j + θk)
2

=
∑
lk∈ni

clk ,ni �k(Vm,i − Vm, j + θk) = 0 (65)

where k = 1, …, K, i, j = 1, …, N−1, i 
= j, and Vm,N = 0. The last equality of (65)
represents exactly the equations of NM for magnetic circuit’s i.e.

∑
lk∈ni

clk ,ni �k(Vm,i − Vm, j + θk) = 0 (66)

Similarly to the electric circuits, if it is rewrite (66) by using (62), we’ll get

∑
lk∈ni

clk ,ni ϕk = 0, i = 1, . . . , N − 1 (67)

so these equations mean the Kirchhoff Magnetic Flux Law (KMFL).
Considering the definition (64) and the relations (66) and (67) the Principle of

MinimumConsumedEnergy forMagnetic Circuits (PMEM) in cvasi-stationary state
can be stated in two equivalent forms: “In linear magnetic circuit the circumstance of
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minimum consumed energy in the branches reluctances (permeances) is equivalent
with the NM and KMFL” or “In linear magnetic circuits the branch fascicular fluxes
and magnetic voltages have unique values such that the consumed energy in the
reluctances (permeances) is minimum” [22].

Example 3 Let us consider the electrical transformer excited by currents i1 and i2,
which is presented in Fig. 11a. It is assumed that the transversal area A it is the same
everywhere, the ferromagnetic material is linear with the relative permeability μr ,
the two excitation coils hasM1 andM2 turns, and the width of the air-gap is δ. From
the geometrical dimensions indicated in Fig. 11a the permeances �1, �2 and �3 of
the magnetic circuit can be calculated. The analogous magnetic circuit with K = 3
branches and N = 2 nodes of this electrical transformer in cvasi-stationary state is
illustrated in Fig. 11b.

B

a

a

F E D

?
1

??
2

N
2

i
2

1

a c a ac

F E D

φ1

φ3φ2

M2

i2i1

M1

a c a ac

b

A C

δ

(a)

RmAB RmBC

RmBE

RmEF RmED

RmAF RmCD 

θ2 

φ1 

φ2 

φ3

Vm1 

Vm2 

θ1 

(b)

Fig. 11 a The electrical transformer excited by two currents; b Analogous magnetic circuit of the
electrical transformer
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By considering the magnetic potential Vm,1 as variable and Vm,2 = 0, then the
energetic functional equivalent to the magnetic energyWm consumed by the circuit’s
permeances becomes

�(Vm,1) = Wm(Vm,1) = 1

2

[
�1

(−Vm,1 + θ1
)2 + �2

(
Vm,1 + θ2

)2 + �3
(
Vm,1

)2]

where the magnetomotive forces are θ1 = M1i1 respectively θ2 = M2i2.
By imposing the conditions (65) is obtained

∂�
∂Vm,1

= ∂

∂Vm,1

1

2

[
�1

(−Vm,1 + θ1
)2 + �2

(
Vm,1 + θ2

)2 + �3
(
Vm,1

)2]

= −�1
(−Vm,1 + θ1

) + �2
(
Vm,1 + θ2

) + �3
(
Vm,1

) = 0

where the last equality represents the NM expressed in node 1 of the analogous
magnetic circuit. Afterwards results KMFL in node 1:

−ϕ1 + ϕ2 + ϕ3 = 0.

5 Conclusion

The variational properties are applied to compute the extreme points of power and
energy functionals for electric andmagnetic circuits in stationary and cvasi-stationary
state. Advanced numerical methods prove that the power and energy functionals have
aminimumpoint thus the consumed power and energy by passive elements of electric
and magnetic circuits is minimum. The matrix expressions of minimum conditions
for power and energy functionals together with KVL for electric circuit and KMVL
for magnetic circuit imply, concurrent, the equations of NM and of KCL respectively
KMFL. Also the electric and magnetic potential of nodes were chosen as variables,
because only the currents, magnetic fluxes, voltages and magnetic voltages of the
branches are uniquely determined. The presented examples demonstrate each of
theoretical principles PMP, PMARP and PMEM enunciated.

References

1. Dewar RC (2003) Information theory explanation of the fluctuation theorem, maximum
entropy production, and self-organization criticality in non-equilibrium stationary states. J
Phys A36:631–641

2. Ozawa H, Ohmura A, Lorenz RD, Pujol T (2003) The second law of thermodynamics and the
global climate system—a review of the maximum entropy production principle. Rev Geophys
41:1018



Power and Energy Flow in Cvasi-Stationary Electric and Magnetic Circuits 677

3. Rodriguez-Iturbe I, Rinaldo A (1994) Fractal river basins: chance and self-organization.
Cambridge University Press, New York, USA

4. Lanczos C (1970) The variational principles of mechanics, 4th edn. Dover Publication, New
York, USA

5. Kleidon A, Fraedrich K, Kunz T, Lunkeit F (2003) The atmospheric circulation and states of
maximum entropy production. Geophys Res Lett 30:2223

6. KleidonA,LorenzRD (2004)Non-equilibrium thermodynamics and the production of entropy:
life, Earth, and beyond; Heidelberg. Springer Verlag, GE

7. KleidonA (2002) Testing the effect of life on earth’s functioning: howgaian is the earth system?
Clim Change 52:383–389

8. Bejan A (2000) Shape and structure, from engineering to nature. Cambridge University Press,
Cambridge, UK

9. ChuaLO (1969) Introduction to nonlinear network theory. Part I.McGrawHill BookCompany,
New York, USA

10. Vasiliu M, Hantila IF (2006) Electromagnetics, bucharest. Editura Electra, Romania
11. ClerkMaxwell J (1954)A treatise on electricity andmagnetism, 3rd ed., vol 1. over Publication,

Inc. New York
12. Clemente-Gallardo J, Scherpen JMA (2003) Relating lagrangian and hamiltonian formalism

of LC circuits. IEEE Trans Circuits Syst 50(10):1359–1363
13. Desoer CA, Kuh ES (1969) Basic circuit theory. Mc Graw-Hill, New York
14. Kalman D (2009) Leveling with Lagrange: an alternate view of constrained optimization. Math

Mag 82(3):186–196
15. Andrei H, Spinei F, Andrei P, Rohde U, Silaghi M, Silaghi H (2009) Evaluation of hilbert

space techniques and lagrange’s method for the analysis of dissipated power in DC circuits.
In: Proceedings of IEEE -ECCTD’09, Antalya, pp 862–865

16. Penfield P, Spence R, Duinker S (1970) Tellegen’s theorem and electrical networks. Research
monograph no. 58. Massachusetts. M.I.T. Press, USA

17. Ionescu V (1958) Hilbert space applications to distorted waveform analysis (in Romanian:
Aplicatii ale spatiilor Hilbert la studiul regimului deformant). Electrotehnica 6:280–286

18. MocanuCI (1979)Electric circuits theory (inRomanian: teoria circuitelor electrice), Bucharest.
Editura Didactica si Pedagogica, Romania

19. Fireteanu V, PopaM, Tudorache T, Levacher L, Paya B, Neau Y (2004) Maximum of energetic
efficiency in induction through-heating processes. In: Proceedings of HES symposium, Padua,
Italy, pp 80–86

20. Stern TE (1996)On the equations of nonlinear networks. IEEETransCircuits TheoryCT-13(1),
74–81

21. Andrei H, Andrei PC (2013) Matrix formulations of minimum dissipated power principles and
nodal method of circuits analysis, IEEE-advanced topics in electrical engineering—ATEE,
23–25 May. Bucharest, Romania

22. Andrei H, Chicco G, Spinei F (2011) Minimum dissipated power and energy—two general
principles of the linear electric and magnetic circuits in quasi-stationary regime, pp 130–205,
chapter 5 of the book Advances in energy research: distributed generations systems integrating
renewable energy resources, Nova Science Publishers, New York, 2011

23. https://www.maplesoft.com
24. IordacheM (2015) Symbolic, numeric—symbolic and numeric simulation of analog circuits—

user guides. MATRIX ROM, Bucharest
25. Iordache M, Dumitriu L (2014) Computer-aided simulation of analoque circuits—algorithms

and computational techniques, vol I and II. Editura POLITEHNICA Press, Bucharest
26. Bellevitch V (1968) Classical network theory. Holden-Day
27. Andrei H, Andrei PC, Oprea G, Botea B (2014) Basic equations of linear electric and magnetic

circuits in quasi-stationary state based on principle of minimum absorbed power and energy.
In: Proceedings IEEE-ISFEE. Bucharest, 28–29 Nov 2014, pp 1–6

https://www.maplesoft.com


678 H. Andrei et al.

28. Andrei H, Andrei PC, Mantescu G (2014) Matrix formulation of minimum absorbed energy
principle and nodal method of magnetic circuits analysis. In: Procedings of IEEE-14th inter-
national conference on optimization of electrical and electronic equipment–OPTIM. Brasov,
22–24 May 2014

29. Andrei H, Spinei F (2007) An extension of the minimum energy principle in stationary regime
for electric andmagnetic circuits. RevRoumSci Tech Ser Electrotech Energ, Tome 52:419–427

30. Lafontaine J (2015) An introduction to differential manifolds. Springer



Numerical Methods for Analysis
of Energy Consumption in Drying
Process of Wood

Livia Bandici, Simina Coman, and Teodor Leuca

Abstract This chapter presents general aspects regarding the electromagnetic field
in radio frequency and microwaves, the thermal field, mass problems in radio
frequency drying, and the authors’ contributions to the numerical analysis of high
frequency drying. Thematerial used in numerical simulations is wood.Wood temper-
ature control is very important due to cracks and loss of mechanical properties during
drying. The properties of dielectric materials are very important when studying
the interaction that takes place between the electromagnetic field energy and the
material. The need to process and obtain products that meet market demands has
led to the development of process modeling software that are aimed at simulating
processes and physical phenomena as precisely and realistically as possible. In the
research center (Center for Research and Technological Engineering in Electromag-
netic Energy Conversion—CCITCEE) a Fortran software complex that couples elec-
tric, thermal, and mass and motion problems called FEM-BEM.3D-RF was devel-
oped. In the present study the drying process of wood was numerical simulated using
FEM-BEM.3D-RF in radio frequency field and Comsol Multiphysics in microwave
field.
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Nomenclatures

A. Acronyms
FEM Finite Element Method
BEM Boundary Element Method
RF Radiofrequency
MW Microwaves
CCITCEE Center for Research and Technological Engineering in Electromagnetic

Energy Conversion

B. Symbols/Parameters
ε∗ Complex Dielectric Constant
ε′ Dielectric Constant
ε′′ Dielectric Loss Factor
tgσ Loss Angle Tangent
U Moisture Content of Wood
mwater Quantity of Water in the Wood
mwood Quantity of Dried Wood
mwet Initial Mass of the Wood
mdried Mass of the Wood after Drying
UA Anode Voltage
TE10 Electric Transverse Mode
Cp Specific Heat
P Density
k Wave Factor

1 Introduction

The interaction of the electromagnetic field with dielectric materials at high frequen-
cies allows the development of a large range of scientific, industrial and medical
applications [1].

The part that describes the interaction among the electromagnetic field and loads
is critical when we want to design high frequency applicators, because the dielectric
properties of the processed material will become an important part in the applicator’s
functioning [2, 3].

Various installations or devices such as microwave ovens, medical therapeutical
applicators, industrial microwave sensors, RF or MW plasma applicators, and many
more falls into this general category.

RF and MW heating are limited to a set of frequencies reserved for scientific,
medical and industrial purposes. In addition to these permitted frequencies, it is
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necessary to consider the possibility of interfering with other radio waves that may
affect the economic efficiency of the electro thermal installations used [4].

This chapter presents issues concerning RF and MW heating of wood. The first
part of the chapter describes theoretical terms about phenomena that stand at the
base of the processing and description of dielectric properties of wood. The second
part consists of a general description of RF and MW installations used for experi-
mental determinations. The final part of the chapter includes results of the numerical
modeling using a program in which the electromagnetic field is coupled with the
thermal field and mass problems. The results of the simulation with the Comsol
program are also presented.

1.1 The Current State of Dielectric Processing
in the Radiofrequency Field

In the case of RF heating/drying, the temperature and moisture gradient increases in
the material starting from the inside to the outside. The thermal energy is created by
the electromagnetic field that will penetrate the material to be processed.

With the development ofMWtechnologies, RF technologies have also been devel-
oped, but these have remained anonymous due to the microwave oven that has drawn
attention to microwaves [5, 6].

Although the large public does not know radio frequency processing very well,
it has been widely used in the industry since the 1950s, with a lot of electro thermal
equipment for the processing of dielectric materials being developed.

In Japan, in 1952, the company founded by Denki Kogyo—DKK, first develops
a vacuum tube oscillator, necessary for RF generators, and three years later after
research and experience it begins to produce and market RF equipment [7].

After the 1990s, the domain of the dielectric processing in a radio frequency field
developed further, so that today RF technologies are extremely numerous, and from
the existing companies on the market we can mention: PSC Company, The Nemeth
Group Incorporated, High Frequency Electronics Ltd etc. [8, 9].

Most RF processing technologies can be found in various industrial applications
of heating/drying ceramics, glass fiber, textile fibers, wood etc.

1.2 The Current State of Dielectric Processing
in the Microwave Field

The benefits of microwaves are renowned, starting with the fact that the dielectric
materials are immediately penetrated by the electric field by diffusing thermal energy
into the dielectric subjected to heating. There are heating methods that depend on
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the transfer of thermal energy from the surface to the interior of the load, which
negatively influences the quality of the finished product [10, 11].

Raytheon Company and General Electric Company were the first American
companies to studyMWheating, Raytheon Company developing andmanufacturing
equipment at a frequency of 2.45GHz, andGeneral Electric Companymaking equip-
ment at a frequency of 915 MHz. In 1968, Midea Company held a monopoly in high
frequency field installation manufacturing in China [12].

Since the 2000s, the development of equipment for processing in MW field has
developed more and more, especially for industrial applications.

2 General Aspects of Processing of Dielectrics in a High
Frequency Field

High-frequency technologies are often used as alternatives to heat transfer in dielec-
tricmaterials by convection, conduction, and radiationmethods. Themajor advantage
of high frequency field processing is that the material is heated in the whole volume
because of the fact that the energy is absorbed into the load and transferred by a
contact surface [13].

2.1 Radiofrequency Heating

This type of heating is characterized by the phenomenon of potential diffusion of
the thermal field in the dielectric material and is used in cases where the conven-
tional methods of heating do not meet the conditions imposed by the speed and the
uniformity of the temperature in the material.

In the case of a heating device that uses RF field the generator is going to create
an alternative electric field between two electrodes. The dielectric is located inside
the applicator, where the alternative electrical energy determines a continuous reori-
entation of the polar molecules in the material subjected to heating, and, because of
the friction, the material is heated throughout the volume [6].

This heating can be explained by the movement of the electrical charges under
the action of the energy dissipated in the material molecule (electronic polarization)
and at the boundaries between two heterogeneous media (ion polarization).

Under the action of the electric field, the material molecule having positive and
negative charges tends to deform. As the polarity of the electrodes is reversed, the
charges of the molecules are attracted in opposite directions and by the successive
changes of the directions the phenomenon of heating appears.



Numerical Methods for Analysis of Energy Consumption … 683

2.2 Microwave Heating

MW heating is, basically, similar to radio frequency heating and consists of the
absorption of the electromagnetic wave by the material undergoing processing.

The distribution of energy in the material corresponds to the stationary wave
regime, which can cause heterogeneous heating (it can be avoided by causing a
brazing in the heat sources), but in some situations with this disadvantage, heating
in the microwave field is the only one that can be taken into consideration.

By MW heating inverse thermal gradients are created in the dielectric material,
the temperature advancing from the inside to the outside of the material, compared to
the classical methods whose disadvantages are reflected in the non-uniform heating
and in the long period of time required to reach the imposed temperatures [14].

This heating effect occurs, on the one hand, due to the polarization of the charged
particles of the material by the electric field (losses through hysteresis), and, on the
other hand, due to the free charge conduction.

2.3 Dielectric Properties. Complex Dielectric Constant

Dielectric materials are characterized by their ability to stock energy. When the
intensity of the electric field increases beyond certain limits, dielectric materials lose
their insulating qualities.

The mechanism of moving electrons under the action of an external electric field
is named polarization. Four fundamental classes of polarization [15, 16] are known:
electronic, atomic, orientation, and heterogeneous polarization. The orientation and
heterogeneous polarization contribute to high frequency processing to which the
complex dielectric constant is added. The behavior of a dielectric material under the
action of the high frequency field is described by the complex dielectric constant ε∗,
expressed by its real and imaginary components [15]:

ε∗ = ε′ − jε′′ (1)

The loss factor includes all dissipative effects due to dielectric losses and the Joule
effect. The relation of the loss factor is [15, 17]:

tgσ = ε′′

ε′ . (2)
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2.4 Material Parameters of Wood

High frequency electromagnetic field processing is influenced by frequency, temper-
ature, moisture and density [17].

The dielectric properties that characterize the dielectric material under the action
of a high frequency electromagnetic field are the complex dielectric constant ε∗,
which defines the propagation speed of the electromagnetic wave through a dielectric
material as well as its ability to accumulate energy and the tgσ , which characterizes
the ability of the load to accumulate thermal energy [18, 19]. The ratio of the tgσ to
the ε∗ describes the capability of the load to transform electromagnetic energy from
the outside and dissipate it throughout the volume in the form of heat [19, 20].

Because the wood is very important in the industry, the physical and thermal
properties in high frequency field processing were studied, as to get superior quality
finished products [17, 21–24].

From the literature studied: [3, 25–29] the following parameters that influence the
dielectric properties of the wood can be described: moisture, temperature, frequency,
density, thermal conductivity, specific heat, and penetration depth [17].

2.4.1 Moisture Content of Wood

The humidity of the wood represents actually the amount of water contained in wood
when it is to be processed. The moisture content of wood U can be expressed by the
ratio of the mass of water in the wood to the mass of the dried wood [29]:

U = mwater

mwood
· 100 [%] (3)

where: mwater is the quantity of water in the wood and mwood is the quantity of the
dried wood.

For a given piece ofwood, themoisture content can be calculatedwith the relation:

U = mwet − mdried

mdried
· 100 [%] (4)

where: mwet is the initial mass of the wood and mdried is the mass of the wood after
drying.

The density of wood ρ is an important aspect that must be taken into account when
determining its dielectric properties, as this parameter can cause significant variations
of the properties. The thermal conductivity of the wood is directly influenced by the
density, moisture, and temperature at which the heat transfer is made. Temperature
and moisture strongly influence the specific heat values of the wood, which increase
with the increase of each of the respective parameters [30–32].
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2.5 Radiofrequency Electrothermal Installations

In general, a radio frequency field dielectric material processing installation has
three basic components: the RF generator, the impedance adapter, and the applicator
(Fig. 1).

Radiofrequency generators are divided into two main categories:

– radiofrequency generators controlled by power amplifiers (with self-excitation);
– power generators in which the dielectric material is part of the resonant circuit.

Radiofrequency applicators are mechanical devices that ensure optimal transfer
of high frequency electromagnetic energy from the generator to the material being
processed. From the point of view of industrial use there are three major types of RF
applicators:

a. Through-field applicators are most often used in the continuous processing
of dielectrics. They consist of conveyor belts with negligible dielectric losses
passing through the electrodes (Fig. 2).

b. Stray-field applicators are mainly used for processing thin materials, such as
paper and fabrics. The intensity of electric field at the surface of the material
can be easily adjusted by the distance between the electrodes and the dielectric
material (Fig. 3).

c. Staggered through-field applicators are used for processing large and flat prod-
ucts. Examples of such products are baking cereal cookies and cakes, drying or
gluing wood etc (Fig. 4).

Fig. 1 Block chart of a
radiofrequency heating
device

Fig. 2 Through-field
applicator [37]

Fig. 3 Stray-field applicator
type [37]
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Fig. 4 Staggered through-field applicator [37]

In the CCITCEE there is an RF staggered through-field type laboratory installa-
tion, presented in Fig. 5.

This installation is equipped with a 13.56 MHz RF generator, which can be used
at anode voltages up to 2000 V according to Table 1, and the total power of the
installation is 1.5 Kw [17].

The characteristics of the installation are presented below:

– The installation is equipped with two pentode power tubes.

Fig. 5 RF staggered through-field installation [34]

Table 1 The values of the anode voltages of the 13.56 MHz RF installation [17, 22]

Values of the anode voltage UA [V]

1150 1240 1340 1380 1490 1550 1610 1690 1820
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– The RF generator is serviced by the filament supply block represented by two
transformers: the low voltage transformer (220–12 V) and the high voltage
transformer (over 220 V).

– The RF voltage that can appear on the filament is switched off, as the case may
be, by the two capacitors or by the four shock coils on the installation. Once the
rectification and filtration have taken place, the voltage can reach 2000 V due to
the filter block.

– The connection between the generator and the applicator is made with a 50 � RF
cable.

– Using C1 and C2 switches up to nine stages of anode voltage can be obtained,
presented in Table 1.

The operation of the installation firstly establishes the desired anode voltage level
through switches C1 and C2, and then, after placing switch C3 in the first position,
the installation is supplied with a voltage of 220 ± 5% and at a frequency of 50 Hz.

2.6 Microwave Electrothermal Installations

A microwave heating system, from a functional point of view, has three basic
components: the microwave generator, the waveguide, and the applicator.

At one end, the microwave generator generates the electromagnetic wave at a
fixed or variable level of power, and at the other end, the applicator is so constructed
that it achieves the connection between the most efficient electromagnetic energy,
often referred to as a charger.

Between the generator and the applicator, there must be components that enhance
the transmission and protect the generator from reflected waves. Figure 6 presents
the block diagram of a microwave installation.

Microwave generators can be composed of a simple oscillator coupled to the
measuring line, and the most complex ones allow the application of a calibrated and
adjustable variable frequency signal.

The microwave applicator is the assembly where the heating process is happening
through the interaction of the microwave energy with the dielectric material. If the
heating is concentrated in a small loading area, thenmuchmore energywill be needed
to heat the entire product to the demanded temperature than if the heating system is
uniform.

Fig. 6 Block diagram of the microwave electrothermal installation
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Fig. 7 Single mode applicator for drying dielectrics [34]

The most important categories of applicators are single mode resonant cavities
and multimode applicators.

In the CCITCEE, there is a singlemode applicator, this microwave installation
operates at a voltage of 220 ± 5%, a frequency of 50 Hz, and has the following
main components: a generator with adjustable power up to 800 W, the waveguide,
the applicator, the circulator, the directional coupler, and the impedance device.

The stand presented in Fig. 7 has the following characteristics:

– The directional coupler has the role of protecting the magnetron by determining
the energy direction towards the dielectric material;

– Through the variation of the three plungers of the impedance adapter the shape
of the field and the load impedance are being adjusted so that the enclosure is
resonant;

– The applicator is the single mode resonant cavity operating in the TE10 electric
transverse mode;

– The generator frequency is 2450MHz, and can produce a variable power between
0 and 800 W.

3 Numerical Modeling of Dielectric Heating in RF
and MW Field

Computer simulation has become an essential part of science and engineering. The
purpose of choosing a simulation program is to be able to simulate models that
describe the real processes as accurately as possible.
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Due to the relationship between the theoretical and practical engineering aspects,
the numericalmethods of analysis havedeveloped somuchover time that the differen-
tial equation thatmathematically reflects a certain phenomenon has been transformed
into a system of algebraic equations, easily to be determined using the computer [14].

3.1 3D Calculation Programs for Numerical Analysis
of the Drying Process Using Electromagnetic Field
Coupling—Thermal Field—Mass Problems—Movement
Problems

Based on the 2D calculation programs that use the FEMmethod and the FEM-BEM
hybrid method, developed by other researchers from the CCITCEE was developed
a 3D numerical computing software package written in Fortran.

The 3D numerical computing software package is based on the equations of the
FEM-BEMhybridmethod and is composed of a program that can simulate the drying
process in the RF field when the dielectric is stationary, FEM-BEM.3D-RF, and a
program with which the drying process in the radio frequency field can be simulated
when the dielectric material is moving, FEM-BEM.3D-RF.

These programs consist of a main program that calls for several subroutines, in
which were defined, one at a time, the data that refer to the applicator, the dielectric
material, the FEM equations inside the dielectric material, the BEM equations on the
(outer) borders of the dielectric material, and the thermal field equations, realizing
the joint of the electromagnetic and the thermal field, with mass and movement
problems.

The electromagnetic field in anamagnetic regime inside thewoodpiece is analyzed
using FEM.

The diffusion of the thermal field is given by FEM, using the same mesh as in
the electric field problem, while the time discretization has been done using the
trapezoidal method [24].

The developed 3D software package has the following algorithm:

– reads the data of the applicator and of the dielectric material;
– reads the mesh of the electrodes and the mesh of the dielectric material, indicating

the nodes on the border, calculating the volume of the tetrahedrons on the border
of the dielectric and the surfaces on the borders of the electrodes;

– builds the matrix equation between the potentials of the nodes on the dielectric
boundary and the derivatives after the normal on the sides of the dielectric;

– calculates the FEM submatrices of the electromagnetic and thermal problems
associated with the nodes on the border;

– calculates the FEM-BEM matrix on the border of the dielectric material,
considering the initial values of the properties defined for the dielectric material;

– calculates the losses produced by the electromagnetic field and the values
associated with the nodes of these losses;
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– calculates the material parameters during drying and the FEM matrix of the
thermal problem, including the null elements, corresponding to the stationary
regime term;

– calculates the submatrix corresponding to the nodes on the border in the thermal
problem, including the null elements and the FEMmatrix of the thermal diffusion,
the time discretization being done by the trapezoidal method.

3.1.1 Numerical Results Obtained for Drying Immobile Dielectric
Materials

The3Dprograms, defined above,were used to simulate the dryingof oakwoodhaving
the electrical and thermal properties taken from specialized literature [17, 20, 29].

The structure, for which the FEM-BEM.3D-RF program was used to simulate
drying in the RF field when the dielectric is stationary, considers a staggered through-
field applicator with 5 electrode pairs (the dimensions are according to [33]). The
geometry of the structure for which drying in the radiofrequency field and the thermal
field was simulated is presented below.

Figure 8 presents the geometry and the discretization network of the considered
structure. Figure 9 shows the temperature distribution in the dielectric at 1150 [V]
[17].

Simulations with the developed FEM-BEM. 3D-RF for program have been made
for all the anode voltages at which the RF laboratory installation can operate. The
program FEM-BEM.3D-RF. for calculates the maximum values of the temperature
having an ambient temperature of 25 [°C]. The variations of the maximum and
average temperatures in the dielectric with respect to the drying time for different
anode voltages, as well as the variations of moisture during the drying process are
shown in Figs. 10, 11, and 12.

Fig. 8 The geometry and
network discretization of the
considered model
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Fig. 9 Temperature distribution in the volume of the dielectric at an anode voltage of 1150 V

Fig. 10 Temperature variation in volume of the dielectric at different anode voltages

By analyzing the results obtained, it is found that, at high voltage values, the
moisture of the dielectric decreases faster, respectively the drying time decreases.
For all the analyzed cases the temperature does not exceed 80 [°C], and the moisture
of the wood reaches 10 [%].
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Fig. 11 Average temperature variation in volume of the dielectric at different anode voltages

Fig. 12 Moisture variation in volume of the dielectric at different anode voltages

3.1.2 Numerical Results Obtained for Drying Dielectric Materials
in Motion

Simulations of drying in the radiofrequency field of the oak wood and with the
FEM-BEM.3D-RFmove.for program were performed for the situation in which the
dielectric is in motion, having as its applicator the previously used structure and the
same parameters [17, 20, 29].

Next are presented the geometry of the applicator and of the dielectric, for
each position that the dielectric has in the applicator during drying, as well as the
temperature of the dielectric, for each position of the dielectric in the applicator [17].

Figures 13, 15, 17, 19 and 21 show the geometry of the applicator and the different
positions of the dielectric for which the temperature values were tracked and noted.
Figures 14, 16, 18, 20 and 22 present the temperature distribution depending on the
position of the dielectric inside the applicator.
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Fig. 13 Geometry and
discretization network at the
entrance of the dielectric into
the applicator

Fig. 14 Distribution of the
temperature of the dielectric
when entering the applicator

Fig. 15 Geometry and
discretization network when
the dielectric enters the first
half of the applicator
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Fig. 16 Temperature
distribution when the
dielectric enters the first half
of the applicator

Fig. 17 Geometry and
discretization network when
the dielectric is inside the
applicator

Fig. 18 Temperature
distribution when the
dielectric is inside the
applicator
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Fig. 19 Geometry and
discretization network when
the dielectric is in the second
half of the applicator

Fig. 20 Temperature
distribution when the
dielectric is in the second
half of the applicator

Fig. 21 Geometry and
discretization network when
the dielectric is at the exit of
the applicator
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Fig. 22 Temperature distribution when the dielectric is at the exit of the applicator

When the dielectric is inmotion, the distribution of the thermal field is not uniform
on its surface. So it is recommended to use an external heat source. This method will
reduce the heating time and obtain a better distribution of the thermal field on the
dielectric surface.

The variation of the maximum and average temperatures in dielectric with respect
to the drying time for different anode voltages, as well as the variation of moisture
during drying when the dielectric is in motion are presented in Figs. 23, 24, and 25.

Figure 23 shows the variation of the maximum dielectric temperature in motion
for different voltage values. By analyzing the graph we find values of the maximum
temperature of almost 100 [ºC] at a voltage of 1820 [V] and a time of 4000 [s].
For lower values of the anodic voltage the maximum temperature recorded values
between 60 and 80 [ºC]. The variation of the average temperature recorded values up
to 70 [ºC] at a voltage of 1820 [V], for the other values of the voltage remaining at
values between 35 and 50 [ºC]. As can be seen in Fig. 25 the moisture value recorded

Fig. 23 Temperature variation in volume of the dielectric in motion at different anode voltages
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Fig. 24 Average temperature variation in volume of the dielectric in motion at different anode
voltages

Fig. 25 Moisture variation in volume of the dielectric in motion at different anode voltages

the fastest decrease to 10 [%] when using the voltage of 1820 [V] and the time of
4000 [s]. For voltage values of 1490 [V] a time of 6000 [s] was necessary to reach
the moisture value of 10 [%], while for a voltage value of 1150 [V] a processing time
of over 8000 [s] was required.

Therefore, by analyzing the results obtained, as it was found previously, for high
voltage values, the moisture of the dielectric decreases faster, respectively the drying
time decreases.

Comparing the results obtained from the numerical analysis for the situations
where the dielectric is stationary or in motion, it is found that the values of moisture
and temperature of oak wood are slightly different [17].

The results obtained from the simulation of the drying process of the oak wood in
the RF field, in either case, show an increase in the temperature of the dielectric and
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a decrease in time required for the moisture to drop from 45 [%]–10 [%] (moisture
at which wood is considered dried), due to the increase in anode voltage [17].

The results obtained from the simulation show an increase in time required to dry
the wood when the dielectric is in motion compared to the stationary one, at the same
values of the anode voltage.

3.2 Numerical Modeling of Heating in the Electromagnetic
Field Using the Comsol Multiphysics Software

Comsol is one of those complex numerical modeling programs with a friendly inter-
face that allows modeling of all the important physical aspects of their design. It uses
numerical analysis with the method of finite elements, offering simulation software
and a solver for a large scale of applications in the field of engineering and physics,
in particular allowing the simulation of coupled phenomena.

For the numerical simulation of heating the fir wood was used the microwave
drying installation from the CCITCEE [34, 35]. The purpose of the model is to
determine the temperature in the dielectric material, the absorbed power and the
electric field distribution according to the input data [17].

Input data refers to different values of microwave power and processing time, the
other data remaining constant. Numerical simulationswere performed using different
values of processing time:

– 600 [s] with values of the microwave power of 10, 20, 30 40, 50, 60, 70, 80, 90,
and 100 [W];

– 1200 [s] with values of the microwave power of 5, 10, 15, 20, 25, 30, 35, 40, 45,
and 50 [W];

During the numerical simulations it was assumed that the dielectric is in a static
state.

Three domains have been defined to perform the numerical simulation, having
the dimensions according to [17, 36].

Once the geometry was completed the dielectric properties were defined for
each of the previously described domain: for the cavity and waveguide domain the
interior was defined as Air and the exterior boundaries as Copper. The dielectric
was characterized by the following dielectric properties related to fir wood having
humidity of approx. 62%: ε′ = 5, ε′′ = 1.4, Cp = 2500 [J/kgK], density ρ = 760
[kg/m3], k = 0.21 [W/mK] [11, 36].

The discretization of the geometry was achieved as follows: Extremely Fine
mesh—very refined—was used for the field called dielectric and type mesh Normal
for the domains defined as cavity and waveguide, as can be seen in Fig. 26.

Figure 27 presents the electric field in the geometry, highlighting the minimum
andmaximum points specific to the propagationmode TE10, realizing 5 sections with
deformation effect along the XY axis [23]. In Fig. 28 the electric field distribution
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Fig. 26 Geometry and network discretization

Fig. 27 Electric field throughout the geometry

through all geometry, cavity, and dielectric, using the Transparency setting from
Comsol can be seen.

In order to highlight the electric field distribution through the cavity, guide, and
load, the Slice setting was used, so in Fig. 29, the electric field distribution in the
geometry through 30 sections along the ZX axis is presented [17, 23].

In Fig. 30, using the Arrow Volume setting, the power flow direction is presented,
and its absorption can be observed near the dielectric.
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Fig. 28 Electric field in the geometry and dielectric

Fig. 29 Distribution of the electric field through sections along theZXaxis throughout the geometry
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Fig. 30 Power flow through the applicator

3.2.1 Numerical Results of the Simulation of Microwave Field Heating
Using the Comsol Multiphysics Software

During the numerical simulations, the following output data were followed:

• maximum temperature [°C]—represents temperature calculated in the dielectric
at the end of the processing time [17];

• power absorbed [W]—presents the absorbed power in the material.

The variation in time of the temperature throughout the dielectric volume at
different powers and processing time of 600 [s] is shown in Figs. 31 and 32.

Fig. 31 Temperature variation in the whole volume of the dielectric material in 600 [s]
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Fig. 32 Temperature variation in the whole volume of the dielectric material in 600 [s]

Figures 33 and 34 present the variation of temperature in dielectric for a processing
time of 1200 [s] at power levels P1 and P2 (P1 < P2) [17].

By analyzing the results obtained, it is found that, with the increase of the power,
the temperature increases to sufficiently high values that can cause dielectric degra-
dation. For this reason, it is necessary to limit the power down to values at which
the temperature does not exceed 80 °C, because above this value the dielectric is
destroyed. According to Lambert’s law, the power absorbed in the microwave field
decreases exponentially in the sample.

The advantage of using the FEM-BEM.3D-RF and Comsol numerical modeling
programs determines the field sizes in points of the domain, that are useful for the
quantitative evaluation of the heating process.

Fig. 33 Temperature variation in dielectric at P1 power
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Fig. 34 Temperature variation in dielectric at P2 power

4 Conclusions

In this chapter, we presented the numerical analysis of the drying process of wood
in the radio frequency field, using its own software that combines the analysis of the
electric field with the thermal one, with the mass and movement problem of some
dielectrics.

Using the facilities of the Comsol Multiphysics commercial software, the numer-
ical analysis of the electric field coupled with the thermal one was done when
heating/drying the wood in the microwave field. As it is known, any numerical
analysis of processes using IT modeling/simulation techniques provides important
and more complete information than analytical calculations, useful in analyzing the
process.

Within this study, a hybrid FEM-BEMmethodwas developed to solve the problem
of anamagnetic quasi-stationary electromagnetic field in 3D structures, for stationary
and moving dielectrics. The main advantage of the method, compared to the FEM
method, offered by most commercial programs, is that it separates the FEM compo-
nent, applied to the dielectric, with an unchanged mesh during movement, from the
BEM component, which defines the boundary condition of the FEM problem, but
which implies the change of some matrices during the movement of the load. Due to
the complexity of the problem, a high importance was devoted to creating techniques
for reducing computation time, with many original solutions being proposed.

By radio frequencyheating/drying of dielectricmaterials of large size,with regular
and repetitive shapes, it has been confirmed that, especially in the wood industry,
this technique always remains a topical solution due to the advantages it offers.
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Design and Energy Analysis for Fuel Cell
Hybrid Electric Vehicle

Mircea Raceanu, Nicu Bizon, Adriana Marinoiu, and Mihai Varlam

Abstract The environmental issues impose major changes in actual technologies
for vehiclemanufacturers. Nowadays, further research is focused on the development
technologies for the vehicles of the future. Among these technologies, the fuel cell
hybrid electric vehicle (FCHEV) has an important role due to the potential to improve
significantly the fuel economy. FCHEVs can be more efficient than conventional
internal combustion engines being an efficient and promising perspective. The lately
research was focused on different configurations of FCHEVs, especially concerning
the desired hybridization level involving the specific FC and batteries rules for their
interconnection. Proton exchange membrane fuel cells (PEMFCs) is regarded as
promising candidates for vehicle applications, mainly due to the mature technology,
which can provide electrical power with high efficiency, less noise, compactness,
lightness, low operating temperature, and very low emissions comparedwith conven-
tional internal combustion engines. The electric efficiency usually represents 40–60%
while the output power can be changed to meet quickly demanded load. The design
of the power source in the FCHEVs is extremely attractive for transport applica-
tions. The FCHEV combines the advantage offered by PEMFC with the backup
system using the efficient energy management assigned by the Battery. The LiPo
rechargeable battery assures a quick transfer of energy during transient responses
and continuous power during the absence of reactants. In this chapter, we provide a
design and energy efficiency analysis for FCHEV implemented in ICSI ENERGY
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Department, ICSI Rm Valcea, Romania. To ensure the required power, an energy
management strategy (EMS) has been proposed. The FCHEV performance obtained
in simulation using standardized load cycles is validated by taking into account a
real experimental speed profile and numerical analysis of the acquired data. This
EMS is focused on rule-based fuzzy logic control and state machine control. The
developed FCHEV is mainly composed of PEMFC stack, LiPo rechargeable battery,
and DC/AC inverter. The LiPo rechargeable battery is the main energy source, while
the PEMFC plays the role of the support system. The feeding of the electric motor
is assigned by the inverter which can convert the direct current (DC) in alternate
current (AC). The PEMFC supplies the stationary/slow variable load, operating close
to the maximum efficiency, and the battery supplies the load transients. Moreover,
the PEMFC recharges the battery when is necessary, by considering the available
extra energy. In order to validate the mentioned strategy, we analyzed the efficiency
obtained by using the FCHEV in comparisonwith the efficiency using an only battery
(electric vehicle). The results indicated more than 90% efficiency in the first case
in comparison to 75% in the second case, respectively. The reliability of our model
was tested and evaluated firstly taking into consideration various results by using of
Matlab/Simulink environment. The experimental study was carried out by consid-
ering a specific protocol for the extra-urban driving cycle (EUDC). Therefore, this
chapter takes into account an energy management strategy in order to analyze the
efficiency obtained by using the FCHEV in comparison with efficiency by using only
a battery (electric vehicle).

Keywords Fuel cell hybrid electric vehicle · Electric vehicle · Extra urban driving
cycle · Energy efficiency · Numerical analysis

Abbreviation and Acronyms

FCHEV Fuel Cell Hybrid Electric Vehicle
FCHPS Fuel Cell Hybrid Power System
PEMFC Proton Exchange Membrane Fuel cell
FCS Fuel Cell System
EMS Energy Management Strategy
ESS Energy Storage System
EUDC Extra-Urban driving cycle
GES Global Extremum Seeking
ADVISOR Advanced Vehicle Simulator
Batt Battery
UC Ultracapacitor
PWM Pulse with Modulation
BMS Battery Management System
SoC State of Charge
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DC/DC Converter Direct Current
DC/AC Inverter Alternative Current

1 Introduction

A promising solution to provide electricity with zero local emissions in automo-
tive and stationary applications is the fuel cell system (FCS). The most commonly
used FCS in hybrid power systems is the proton exchange membrane fuel cell
(PEMFC) due to the high-power density, low volume, and low weight compared
to other FCs [1, 2]. Meanwhile, a lot of research teams are working on new routes
for obtaining hydrogen that uses renewable electricity such as water electrolysis or
various processes of biomass gasification to produce clean electricity [3, 4]. In prac-
tice, due to sudden changes in the loadduring the vehicle acceleration phase, improper
administration of water management and starvation phenomena with reactant due to
the slow response of PEMFC, leading to loss of performance and cutting down
of cycle life [5–7]. Consequently, to eliminate these disadvantages of the PEMFC
mainly due to the slowdynamics, FCs are connected to other power sources (batteries,
ultracapacitors) to meet the fast dynamics of the vehicle’s electric motor [8, 9]. Since
power is distributed among several sources, it is necessary to establish an energy
management strategy (EMS) [10–12].

There are three types of electric vehicles namely: electric vehicles with
batteries (BEV), electric vehicles with fuel cells (FCEV) and hybrid electric vehi-
cles with fuel cells (FCHEV), the last uses FC as the main power source and
batteries/ultracapacitors as the auxiliary power source. Fuel cell systems and battery
packs have proven to be effective when working together to improve vehicle effi-
ciency. The main challenge in developing FCHEV is finding an optimal power of
FC/Batt/UC for which the efficiency is maximum, as well as establishing of power
management algorithms that have as objectives: reducing hydrogen consumption,
protecting FC from sudden loads and increasing the lifetime of FC. In this respect is
preferable to operate the FC under the most stable conditions and as close as possible
to the maximum efficiency point of the FC for a partial charge, while the battery can
operate at a high current to remove the FC’sweak points [13, 14]. There are numerous
recent studies in the literature for the successful integration of FC into vehicles [11,
15–18]. Unlike pure electric vehicles, the battery system in FCHEV can be reduced
in capacity, leading to weight loss and lower prices [19, 20].

PEMFCs are ideal for automotive applications. The most commonly used catalyst
in PEMFC is platinum on carbon due to its good catalytic activity, in-creased dura-
bility, and corrosion resistance. Platinum is an expensive and rare metal, which is
why the PEMFC price is high. However, the high cost of platinum has led researchers
to find alternative solutions to reduce the platinum con-tent by using non-metals [21–
23], gold nanocatalysts [24–26] and platinum decorated on graphene [26–29]. The
specific power of PEMFC used in automotive applications has decreased from 1 to
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0.65 kW/kg [30]. Fuel cell systems have an efficiency of up to 60% and are capable
of providing a lifetime of 5000 h, performing 240 000 km, as well as large manufac-
turing volume, which indicates a cost of $30/kW calculated in the last 3 years [31].
A fuel cell is twice as efficient as an internal combustion engine, and depending on
the capacity of the hydrogen tank it can have a range of up to 500 km [32, 33].

The energy storage system (ESS) is an important component of an FCHEV. The
electric performance of the vehicle depends on the design, storage capacity, and type
of storage used by ESS. So, depending on the type of vehicle (EVs, HEVs, and
FCHEVs) the storage system capacity differs, as follows. Normally, EVs must have
a higher storage capacity (34.5–140 Wh/kg), while the storage capacity for HEV
is lower (26.3–77 Wh/kg) [34], and for FCHEV is between 8.06 and 18.45 Wh/kg.
The ESS capacity for FCHEV must be carefully chosen to meet the starting at low
temperatures, variations in energy demands and energy recovery from the braking
of the vehicle. Thus, choosing the size of storage capacity and ESS hybridization
is a challenge for FCHEV producers. Generally, the most used are the Li-ion and
ultracapacitor batteries that are used either combinedor separately.Another challenge
of ESS is performance and robustness [35, 36].

Hydrogen has the lowest density and is very difficult to produce and store in a
vehicle, due to the complexity of the production facility, which could be by reforming
methane gas or by electrolysis of water. Usually, hydrogen is stored in high-pressure
tanks, up to 700 bar. Its capacity ensures increased autonomy for an FCHEV. Toyota
Mirai has a hydrogen mass of approx. 5 kg in two tanks [32, 33]. The power-on
of FCHEV needs a battery system that starts the FC system because FC has a low
power density and needs to be helpedwith a surplus of power from outside in the limit
situations. The battery is a very expensive electrochemical device and if it is used
improperly its life will be reduced, thus the ultracapacitors are often used for very fast
charge variations [37]. The supply of the electric motor with electric power from an
FCHEV is carried out by using a power mix provided by FC/Batt/UC and requires a
reliable power management system. In Ref. [38], two EMS strategies are proposed in
which PEMFC operates under stationary conditions, the battery is protected by depth
of discharge, and UC is used in two modes: (1) high-pass filter of the charge/load
at which the battery operates in a smooth manner or (2) UC functions as the power
source, and the battery operates at constant power. The disadvantage of EMS is that it
does not take into account the operation of PEMFC for several power levels. In Refs.
[17, 39], the authors designed a hybrid power system composed of FC/Batt/UC, with
the possibility of its application in automotive and stationary applications. The EMS
system takes into account the slow dynamics of PEMFC that it compensates with
ESS. EMS algorithms are implemented in a dSPACE controller and are focused in
particular on increasing the lifetime of PEMFC.

In Ref. [40], a comparison between an FCHEV and an internal combustion vehicle
is shown. FCHEV is a prototype (FC/Batt/UC). The efficiency of the FC converter
is about 96% of the nominal power, and the voltage on the DC bus is regulated
very precisely at 400 Vdc. This control is achieved by using PWM techniques that
control the three-phase current of the traction motor. In the paper [41], a real-time
control strategy for an FCHPS is analyzed, with the objectives of reducing hydrogen
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consumption and increasing the electrical efficiency of the system. The strategy
is based on a sensitivity analysis of critical parameters, using a Global Extremum
Seeking (GES) search algorithm, 100 Hz sinusoidal dither, for which an electric
efficiency increases of 7.83% was obtained compared to a classical strategy.

This chapter is organized as follows. Section 1 presents a short introduction of
different configurations of fuel cell hybrid electric vehicleswith a focus on identifying
the advantages of an attractive challenge for future transport applications. Section 2
presents: (a) modelling of PEMFC; (b) modelling of LiPo rechargeable battery; (c)
modelling of DC/DC converter and DC/AC inverter. Section 3 outlines the energy
management strategy followed by the describing of the system efficiencies. Section 4
involves the experimental tests on amentioned componentwhich have beenmodelled
in the previous section and their validation. Section 5 presents a detailed analysis of
experimental results in respect to electrical vehicle efficiency, all these to demonstrate
the strategies ability to ensure the required power by involving some improvements
for hydrogen consumption and fuel efficiency. Section 6 presents the conclusions.

2 Description and Modelling of the Components of a Fuel
Cell Hybrid Electric Vehicle

2.1 Proton Exchange Membrane Fuel Cell

PEM fuel cells are widely used in automotive applications. PEMFC is constructed
of two electrodes (anode and cathode) separated by a Nafion membrane which is
fixed by a bipolar plate. Electrodes are coated with a thin layer of the platinum
catalyst. PEMFC is an electrochemical device that produces electricity, heat and
water. PEMFCcan operate continuously as long as it is fedwith hydrogen and oxygen
through the bipolar plate channels. The theoretical voltage produced by PEMFC is
1.23 V, due to the activation losses, the ohmic losses and the mass losses the voltage
will be approximately 1 V. The optimum voltage at which PEMFC operates is in the
range of 0.55–0.8 V. The voltage and current are inversely proportional. The reaction
of electricity production of a proton exchanger fuel cell is shown in Eq. (1):

H2(g) + 1

2
O2(g)

Pt→ H2O (1)

Fuel cells normally operate in the ohmic region and their operation in the mass
transport region is avoided. For this reason, ignoring the loss of concentration due
to the overpotential of concentration, in a constant state, the terminal voltage of the
fuel cell, Vt, is presented in Eq. (2):

VFC = EN − Vact − Vohmic − Vcon (2)
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where EN , Vact , Vohmic and Vcon represents, the Nernst voltage and the losses of
activation, ohmic and diffusion.

The Nernst voltage is described according to the fuel cell temperature and is
shown in Eq. (3):

En =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1.299 + (T − 298)
−44.43

2F
+ RT

2F
ln

(
PH2 P

1/2
O2

)
when T ≤ 100 ◦C

1.299 + (T − 298)
−44.43

2F
+ RT

2F
ln

(
PH2 P

1/2
O2

PH2O

)

when T > 100 ◦C

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(3)

where R is the ideal gas constant, T is the operating temperature of the PEMFC
(Kelvin), F is the Faraday constant (96,485A s/mol), PH2 is the partial pressure of
the reactant (atm.) and PO2 is the partial pressure of the oxidant (atm.).

The ohmic overpotential is presented in Eq. (4):

Vohmic = RFC · iFC (4)

where RFC is the FC resistance, and iFC is the FC current.
Activation losses are the necessary energy for which the chemical reaction begins,

these are observed in zone 1 of the polarization curve and are nonlinear. Because the
kinetics reaction of the oxygen reduction is much slower than the hydrogen oxidation
reaction, it is considered a single reaction. Then the voltage loss due to the activation
polarization can be expressed by the Tafel equation:

Vact = A · ln
(
iFC
i0

)

(5)

where A is the slope of the Tafel curve, i0 is the exchange current.

Vconv = m · e(niFC ) + b · ln
(
PO2

a

)

(6)

Diffusion losses can be described as follows, Eq. (7):

Vcon = m · e(n·i f c) + b · ln
(
PO2

a

)

(7)

where a, b, n and m are empirical coefficients that are determined experimentally
from the polarization curve.

The rate of hydrogen consumption for the operation under stationary conditions
of the PEMFC is according to the flow current and is calculated in Eq. (8):

CH2 = iFC · N
2F

(8)
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where N is the number of cells.
The theoretical efficiency of PEMFC is calculated as a ratio between the electrical

energy produced and the enthalpy of hydrogen. The theoretical efficiency of PEMFC
can be expressed by Eq. (9):

η = �G

�ςFC
(9)

where �G is the energy input and �ςFC is the useful produced energy.
The PEMFC efficiency is inversely proportional to the temperature and can reach

a maximum value of 80% for a temperature of 25 °C [42, 43]. The calculation of the
PEMFC efficiency is based on the enthalpy calculation, which is difficult to calculate
in the actual operation of the PEMFC. For this reason, in [44] a simplified approach
for calculating PEMFC efficiency is proposed. This is approximated according to
the measured voltage and a coefficient of fuel use. This is expressed below:

ηFC_ ν=μF
VFC

Eth
(10)

whereμF is the fuel utilization speed (close to 0.95), Eth is the thermoneutral potential
and is equal to 1.462 V for HHV and 1.254 V for LLV. The experimental tests were
performed on a fuel cell system (FCS) produced by Hydrogenics. FCS is composed
from 120 cells and has a nominal electrical power of 30 kW.

The PEMFC stack was conditioned and tested to calculate the power capacity
installed in order to vehicle applications. The total test time was about 4 h. The
stack was connected to a hydrogen tank, the air was supplied by a blower supplied
from the output terminals of the stack. A water/water cooling exchanger has been
designed to ensure the optimum operating temperature of the stack. To begin with,
the hydrogen line from anode was purged with nitrogen. The load was emulated with
a programmable electronic load feed was programmed at a constant current at a rate
of 10 A/s. The maximum stopping current was 500 A. The tests were performed
up and down, and repeated several times to observe the response of the additional
equipment.

Figure 1 shows the voltage/current and power/current characteristic over the entire
current range. The experimental tests were performed under steady-state condi-
tions, at a working temperature of about 50–55 °C, the pressure and flow rate
were monitored and recorded. From the graph it is observed that the voltage/power
decreased/increases with the increase of the current, representing a normal func-
tioning for the PEM fuel cells. The open-circuit voltage was 107 V and decreased to
a minimum voltage of 65.9 V (approx. 0.55 V per cell). The voltage/current curve
obtained is almost linear. The voltage losses through activation are visible in the
domainof very lowcurrents. Theohmic losses are clearly visible and increasewith the
current. The losses through concentration are very little visible due to the limitation
of the equipment and the protection of PEMFC to the starvation phenomenon.
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Fig. 1 I/V and I/P characteristics various the stack current

In Fig. 2, the overall efficiency of the fuel cell system was determined experi-
mentally. From the graph it is observed that the efficiency of the system is over 50%
in the current range within the range 30–270 A and this decreases slowly with the
increase of the current. From the graph it is also observed that at a very low current,
below 25 A, the system is extremely inefficient and operation in this menu should
be avoided.

Fig. 2 Overall system efficiency a function of stack current
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2.2 Battery

The battery is a storage device to store electricity in the form of chemical energy.
Batteries are of two types: (1) primary batteries that are not rechargeable and (2)
secondary batteries that can be recharged. Rechargeable batteries are most often
used in automotive applications. The main parameters of the batteries are the storage
capacity, the stored energy and the charging state. Depending on the type of battery, it
works in certain domains of SoC to extend the battery life cycle. Currently, batteries
are classified into five groups accessible for automotive applications, such as lead-
acid, nickel, zebra, lithium and air-metallic [45].

The most commonly used types of batteries on the market commonly used in
electric vehicles are Li-ion and NMC batteries. On the one hand, lithium-based
batteries are the lightest, most compact and have a high energy storage capacity. On
the other hand, NMC batteries are environmentally friendly, have high reliability and
are cheaper [19]. The integration of the batteries in the FCHEV is necessary because
it provides the power source to cold start the vehicle, and it ensures the storage of
energy produced by the regenerative braking of the traction motor. However, the use
of the battery in hybrid power sources needs to be analyzed in detail, as the battery
is highly dependent on the discharge depth and the SoC.

The battery management system (BMS) deals with the sustainable use of batteries
in power applications. BMS formanaging lead batteries is relatively simple. The state
of charge is calculated according to the voltage/current polarization curve. BMS has
the role of regulating the value of the charge/discharge current supported by the
battery and of balancing the voltages in the charging mode.

The “Rint” model available in ADVISOR is used to model the battery. The model
is simple and has been tested and validated in [46]. The model is built from a voltage
source in series with a resistor. The battery voltage and resistance are calculated
according to the SoC for the required power, according to [47].

P = Vt · I (11)

where Vt (V) is the voltage measured at the battery terminals and I(A) is the battery
current. Vt is the difference between the open-circuit voltage and the voltage drop
on the internal resistance R(�), according to Eq. (12):

Vt = VOC − I · R (12)

where VOC is calculated according to the SoC of the battery pack, and the SoC
is experimentally determined by integrating the current extracted from the battery.
From Eqs. (11) and (12) the battery current is calculated.

I =
VOC −

√

V 2
OC − 4R · P
2R

(13)
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For a more achievable calculation, the term under radical is neglected. Knowing
the yield, the voltage measured at the battery terminals can be calculated using
Eq. (12). But this approach does not take into account the dynamic behavior of the
battery, which is influenced by the charge transfer resistance and capacitive effects
between the battery plates. Thevenin model is used to take this behavior into account.
Thus, a simple and precise battery model is obtained.

Due to the low budget, the battery system used in the design of the vehicle’s
propulsion train used lead-acid batteries. The battery pack is built from 32 at 12 V/20
Ah, C20, ST 150 VRLA batteries fromACEDIS, connected in series, with a nominal
voltage of 408 V. The battery pack was charged with a constant current of 10 A (0.5
C) until the 441 V (2.3 V per cell) voltage was reached, then the current was lowered
to 1 A and charging continued to the voltage at 464 V. In the last stage of charging,
a constant voltage of 461 V was maintained over 30 min. In finally, it is considered
that the battery pack is fully charged.

The most important parameter of the batteries is the open-circuit voltage, this
parameter cannot be measured experimentally in real-time. To determine an empir-
ical relationship between Voc and SoC, a fully charged battery discharge test was
performed at a constant current of 8 A and certain intervals the battery was discon-
nected from the load and after 10 min of quiet, the voltage at the battery terminals
was read, this represents the open-circuit voltage (Fig. 3). The charging/discharge
tests were performed under the same conditions and the coulombic efficiency of the
battery pack was calculated, as the ratio of the amount of current inserted/drawn
from the battery was 92%.

Fig. 3 Battery OCV versus state of charge
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Fig. 4 Voltage response to a variation of current, data recorded at a sampling rate of 1 Hz

The Voc voltage decreases linearly with SoC over the entire field, as seen in Fig. 3.
The relationship between Voc voltage and SoC was fitted using the least-squares
method. This is presented in the following equation:

Voc = 0.5SoC + 362.3 (14)

The internal resistance of the battery pack varies considerably with increasing
current. To determine the value of this resistance performance tests are performed
under transient load conditions, the experimental data are presented in Fig. 4.

The test started from a Voc voltage of 401.1 V, the amount of current removed
from the battery was 0.45 A/h, which represents 2.25% of the total battery capacity,
and at finally the open circuit voltage was 398.4 V. The internal resistance of the
battery every second was calculated by Eq. (12). The value of the internal resistance
was calculated to 0.062 � for a SoC of approximately 75%, which is constant for
the SoC range between 25 and 90%, below the value of 25%, the battery resistance
increases nonlinearly up to 0.1 �. For this reason, experimental and simulation tests
are not characterized below this value.

2.3 Ultracapacitor

The ultracapacitor (UC) is an electrochemical capacitor constructed of two layers that
have a high energy storage capacity for automotive applications. UCs have a higher
power density and amuch longer service life than batteries. However, UC has several
disadvantages, including very low energy density and a larger volume than batteries.
Operating UC to meet power variations in automotive applications results in a large
amount of heat produced inside the UC. The UC model must accurately predict the
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electrical and thermal components in order to optimize the thermal management
system in automotive applications.

UCs are widely used in hybrid electric vehicles powered by PEM fuel cells
(FCHEV), where UC provides maximum power during acceleration and stores the
energy recovered during braking. FCHEV simulation is a dynamic process that
involves technical knowledge from several fields, the models must be accurate and
robust.

The proposed UC model is based on the equivalent RC circuit developed in two-
stage ladder model. The first stage imitates the internal construction of a single
UC network and the performances are tested experimentally in a wide range of
frequencies. In step 2 analytical or numerical solutions are found for different loads.
Models can be easily combined (series/parallel) to form an ultracapacitor bench.
The purpose of the model is to determine the SoC value and the working voltage
depending on the open-circuit voltage and the current at which UC runs. The state
of charge of UC is estimated by integrating the current over time, as presented in the
equations below;

SoC = SoC0 −
∫ t

0
ηc I/Qdt (15)

where SoC0 is the initial value of the state of charge, ηc is the average efficiency
(charge/discharge) of the UC, Q is electrical quantity.

The voltage measured at the UC terminals is calculated using the equation below:

Ut = Uc − I · Rs (16)

where Ut is working voltage, Uc is open circuit voltage, I is demand current, Rs is
equivalent series resistance.

The open-circuit voltage can be written according to the initial value of the open-
circuit voltage for which the electric potential of the ultracapacitor is decreased.

Uc = UC0 −
∫ τ

0

I

C
dt (17)

From Eqs. (16) and (17) the working voltage of the ultracapacitor, presented in
Eq. (18) is calculated.

Ut = UC0 −
∫ τ

0

I

C
dt − I · Rs (18)

FromEq. (18) it is observed that theworking voltage is linear with the open-circuit
voltage and SoC and is expressed explicitly in Eq. (19).

Ut = f (SoC) − I · Rs (19)
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Fig. 5 Current profile for an ECE15 profile and UC voltage response

To validate the UC model, dynamic tests chosen to evaluate the UC performance
are performed. The modelled working voltage is compared with the experimental
results obtained. The ultracapacitor pack consists of 72 cells connected in series,
with a maximum working voltage of 194.4 V and a capacity of 41.7 F. The test
bench includes a data acquisition system, an electronic load and a two-way power
supply. which emulates the current profile.

Figure 5 shows the comparison between the simulatedmodel and the experimental
results for an ECE15 driving cycle. The maximum error between simulation and
experiment of the working voltage is of maximum 0.75%.

2.4 DC/DC Converter

Most DC/DC converters that are available on the market for use are suitable for
fuel cell applications, usually the control interface is included in the converter. The
DC/DC converter is the device that controls the current supplied by the fuel cell. The
DC/DC converter is used to convert the fluctuating voltage of the fuel cell to a stable
voltage on the DC bus. The converter must have a wide voltage range at the input
and be sized for 120% of the rated power of the fuel cell system.

The converters are internally controlledwith a current control loop so as to provide
the systemwith security for limiting large currents and to obtain satisfactory working
dynamics.

The system is provided with two DC/DC converters, one unidirectional that
connects FCS to the DC bus and one bidirectional that controls the current of the
battery system, the ultra-capacitive system is connected directly to the DC bus to
work very fast at the power transitions.
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The control of the two converters is controlled by the references I fc and Ibatt . In
this way, the equations are presented as follows:

i f c = i REF
f c = Pf c

V f c
= PREF

f c

V f c
(20)

ibatt = i REF
batt = Pbatt

Vbatt
= PREF

batt

Vbatt
(21)

where PREF
f c and PREF

batt represent the power references of the FC and the battery,
respectively.

A current limiter is used to provide power limitation as follows:

0 ≤ i f c(t) ≤ i f cmax(t) (22)

ibattmin(t) ≤ ibatt (t) ≤ ibattmax(t) (23)

3 EMS Control Strategies

EMS algorithms are used to control the operation of FC, Batt and UC, so that the
energy demand is met under any vehicle operating conditions. The EMSmust estab-
lish the reference power of the FC so intact to satisfy the load demand, the FC must
operate between the minimum and maximum power and as close to the maximum
efficiency point. The required power difference must be provided quickly by the UC
and the battery. EMSmust ensure voltage stability on the DC bus and reduce voltage
fluctuations, thanks to the battery connected directly to the DC bus.

Another EMS objective is to find references for the fuel cell and battery system
to provide the vehicle’s traction engine power, as defined in Eq. (24).

Pdemand = Pf c + Pbatt + PUC (24)

Because battery is directly connected to the DC bus, the battery power cannot
be directly controlled. EMS is limited to finding references for FC and UC (System
shown in Fig. 6).

The control system inputs that are processed by the fuzzy controller are the
following: the power required by the power train (Pload); power of the fuel cell
at the output of the unidirectional DC/DC converter (P_FC); vehicle speed (Speed);
vehicle acceleration (Acc.); the state of charge of the UC (SoC_UC) and the state of
charge of the battery (SoC_Batt).
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Fig. 6 Fuel cell hybrid electrical vehicle simulation model

The outputs of the control system are the following: the reference current at the
FCS output (ctr_FC) and the reference current for discharging and charging the
ultracapacitor bank (ctrDisch_UC and ctCh_UC).

Figure 7 shows all the signals that are monitored by four oscilloscopes. The data
is saved in the Excel file at a frequency of 10 Hz for analysis and interpretation.

The fuzzy controller system manages the entire power management in FCHEV.
As a result, the controller controls the complete operation of the fuel cell (including
hydrogen and air flows) and UC SoC. The controller must protect its deep-charge
battery system, including overcharging.

Figure 8 shows the FCS (Fuzzy Controller System) for the FCHEV control struc-
ture with PI control loop and the limitations imposed for the correct functioning of
the components.

FCS is designed from membership functions that are based on IF-THEN rules,
which establish certain critical operating situations and conditions that allow the
operation of several energy sources at the same time. FCS design requires different
processes of fuzzification, rule base and defuzzification. FCS is reliable and capable
of achieving maximum efficiency based on reduced fuel consumption.

The shapes of the member functions are triangular in the interior area and trape-
zoidal on the outside, which are simple to describe due to practical experience in
fuel cell testing. In the design it was taken into account that the member functions
intersect at a single point, having a degree of membership of 0.5. Figure 9 shows the
input functions of the FCS. Figure 10 shows the output functions of the FCS.
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Fig. 7 Monitoring panel

The rules specified in the FLC respect the following order of priority: The fuel
cell should operate as consistently as possible in the field; The UC state of charge
must be included in the range 50–90%; The minimum power of FC is 0.5 kW and
maximum of 30 kW; the battery state of charge of should be over 70% and the voltage
on the bus will be about 400 Vdc.

The inference rules based on the Mamdani method are shown in Fig. 11, for the
load power of 2.5 kW, the power difference between the load and the fuel cell is −
2.03 kW, the UC state of charge of 86.2, and the acceleration is zero, all these rules
suggest that the FC power reference is 7.36 kW.

Figure 12 shows the control surfaces for the power reference of the fuel cell related
to the power required by the vehicle, the power availability of the ultracapacitor and
the acceleration of the vehicle. It can be observed that, due to the centroid fuzzing
method, the control surface is smooth and does not show a sharp increase in the FC
power reference, the output varies linearly at 25 kW (maximum). This maximum is
obtained when the power of the traction motor exceeds 25 kW and the difference
PL-Pfc is greater than 20 kW. The control surfaces are very suggestive.

The simulations are done using the Matlab/Simulink environment. The simulated
FCHEV has a total mass of 1500 kg, the equivalent frontal area of the vehicle is
2.05 m2, and the aerodynamic traction coefficient is 0.28 when considering the air
density of 1.2 kg/m3, and the air speed was considered zero. In the simulation, an
extra-urban cycle (EUDC) of 400 s was used, as shown in Fig. 13. The maximum
power of the vehicle was about 37 kW for amaximum speed of 120 km/h. The battery
is connected to the DC bus took over all the sudden variations of the motor. Due to
the control design, it was observed that the voltage at the battery terminals is in the
optimum operating range. The UC was controlled so that when the battery voltage
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Fig. 8 The fuzzy controller system for FCEV

drops below 400 V it compensates very quickly for the power difference so that the
voltage is stable at 400 Vdc.

Figure 14 shows the variation of the fuel cell system operating parameters.
The voltage was maintained between the optimal operating parameters. Hydrogen
consumption was recorded throughout the driving cycle and was 71 g. The rate of
increase of the current was controlled at a maximum of 10 A/s and the efficiency of
the fuel cell fluctuated between 50 and 62%. The reference power at the output of
the fuel cell has a small ripple and this remains in the considered references.

Figure 15 shows the variation of the voltage, current and state of charge of the
UC. The SoC is controlled between 50 and 92% values. UC is controlled to maintain
on the DC bus a voltage as constant as 400 Vdc. It also has the role of keeping FC
under semi steady sate conditions.
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a) Pload b) Pfc* = Pload - Pfc 

c) Acceleration d) UC_SoC 

Fig. 9 Input membership functions of FCS

Fig. 10 Output membership functions of FCS

Figure 16 shows all the parameters that vary in the battery system. The battery
voltage varies depending on the variation of the battery power, this is most evident
in the acceleration or braking phases. SoC battery is kept within the limits and does
not very much, because the use of this energy source is limited. In principle, SoC
decreases only when the vehicle speed increases, as you have noticed.
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Fig. 11 Rule viewer

4 Experimental Validation

The configuration of the experimental installation for the validation of the EMS algo-
rithms is shown in Fig. 17. To verify the real-time feasibility of the fuzzy control
system, several experiment tests were performed. The proposed algorithm is imple-
mented in a NI cRIO-9035 rapid prototyping system. Power sources consist of a
Hydrogenics fuel cell system, a battery system and an ultracapacitor bank. FCS and
UC bank are connected to the DC bus via two Brusa converters. The battery system is
connected directly to the bus. The load conditions are emulated by a programmable
electronic load.

EMS based on fuzzy logic was evaluated for a power profile of Fig. 18 which
is an extra-urban driving profile (EUDC) and the power evolution of FC, Battery
and UC are reported in Fig. 18. The experimental results provided show as the algo-
rithm proposed by EMS allows the complementary operation of all power sources.
Figure 19 shows the evolution of the voltages and the load state of the sources.
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Fig. 12 Control surfaces for the power reference of the fuel cell

Fig. 13 Balance of power sources, voltage on DC bus and vehicle speed for the EUDC driving
cycle
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Fig. 14 Variation of fuel cell system parameters for an EUDC driving cycle

Fig. 15 Variation of ultracapacitor bank parameters for an EUDC driving cycle

Fig. 16 Variation of battery system parameters for an EUDC driving cycle
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Fig. 17 Experimental installation for FCHEV testing

5 Analysis of Experimental Results in Respect to Electrical
Vehicle Efficiency

Beyond the advantage that FCHEV has almost zero greenhouse gas emissions, the
use of fuel cells in hybrid vehicles needs to be improved in terms of efficiency
of hydrogen consumption and increased component life. The electric efficiency
of FCHEV was calculated experimentally and was 51% more than the efficiency
reported in [48]. From the experimental tests, it was observed that the FC opera-
tion was more constant, for example in Fig. 18 it is observed that during the time
interval 50–450 FC it operated at a constant power of 4.4 kW although the load
power fluctuated according to profile required. The difference in power produced
by the FC was injected into the battery and the ultracapacitor. For the high-speed
range (120 km/h) the FC power increased with the 180 W/s growth rate controlled
by EMS. This increase is imposed by the controller to keep the voltage on the DC
bus as stable as possible, thus increasing the battery life.
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Fig. 18 LabVIEW capture for variation of the FC (red), battery (blue) and ultracapacitor (green)
powers for an EUDC driving cycle (real experimental tests)

6 Conclusion

In this chapter, a hybrid electric vehicle powered by fuel cells was analysed, as the
main source of power. The auxiliary power source was composed of an ultraca-
pacitor bank and a battery system connected directly to the DC bus. FC and UC
were connected to the bus via DC/DC converters. The components were described
and found mathematical models as accurate as possible to capture all the power
transitions.

The energy management strategy was implemented using a fuzzy controller. The
EMS design aimed to find the optimal power references for FC and UC for which
they must reduce hydrogen consumption and believe that the electrical efficiency of
the system. The electrical efficiency of the system was increased to 51%, and the
hydrogen consumption was 1.75 kg per 100 km. As a perspective of this chapter,
further research is planned to install and test the FC system on a commercial vehicle.
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Fig. 19 Experimental results: FC, UC and battery voltage response; battery and UC state of charge
response (capture LabVIEW)
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Finite Element Solutions for Magnetic
Shielding Power Applications

Dumitru Cazacu, Elena Otilia Virjoghe, Valeriu Manuel Ionescu,
and Stefan Castravete

Abstract In this chapter are presented some aspects concerning the finite element
analysis of magnetic shielding for power applications. The investigation describes
the physical mechanisms of magnetic shielding the magnetic field in a cylindrical
shield using magnetic scalar potential and magnetic vector potential. A variational
and a Galerkin finite element formulation are described. The mitigation of an OHTL
magnetic field inside a shielded building placed near it is evaluated in the case study
of this chapter.
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MSP Vm Magnetic scalar potential Vm

MVP A Magnetic potential vector A
δ Skin depth
ω = 2π f Angular frequency
μ0 Vacuum magnetic absolute permeability
μr Relative magnetic permeability
σ Electric conductivity
H Magnetic field strength
E Electric field strength
k Propagation constant
B Magnetic flux density
J Current density
SLF Super low frequency
PDE Partial Differential Equation
Ni Shape functions

1 Introduction

The electromagnetic pollution progressed a lot in the last century. The diversity of
the electric and electronic systems has evolved in a tremendous way. Those devices
operate in different frequency ranges, concentrated on specialized spectral domains.

Some of the most common sources of low frequency magnetic fields are the
overhead transmission lines (OHTL), underground transmission cables (UGTC),
medium voltage/low voltage (MV/LV) substations and building’s electrical distri-
bution systems. Their magnetic fields can generate electromagnetic compatibility
problems caused the interference that affects technical features of the electrical and
electronic devices and also can represent potential hazards for the human health.

In order to evaluate the possibilities of mitigating the magnetic field of these
equipments and to compare the results with the reference values proposed by the
international scientific institutions some methods were proposed.

In [1] certain intrinsic and extrinsic methods are described. The first category
is referring to modifying the geometrical and electrical parameters of the magnetic
field source: layout and compaction, distance management, phase splitting and phase
cancellation. The second one comprises passive and active techniques depending on
the way in which they attenuate the magnetic field.

The passive solutions refer to the attenuation systems that are located near the
source of the magnetic field or in the neighborhood of the protected region.

Passive solutions include conductive and/or ferromagnetic shields and passive
loops.

Active solutions use external devices that generates magnetic field that attenuate
the incident magnetic field, having the same magnitude, phase and frequency. They
are used in so called active loops. These are complex and expensive devices that
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monitors and adjust the necessary current in order to obtain the proper counterpart
magnetic field [2].

In order to design and evaluate the effectiveness of the attenuation solution
generally computer aided engineering (CAE) software tools are used [3, 4].

Analytical solutions exist only for simple geometries and homogenous media.
Those programs use different numerical techniques in order to solve the specific

forms of Maxwell equations that describe the operating of the considered systems.
The most used methods are the finite difference method, the finite element method,
the boundary element method and the transmission line matrix method.

One of the most versatile numerical methods used to simulate electromagnetic
fields is the finite element method.

Modeling and simulation of the magnetic shields for power applications by the
finite element method is widely described in the literature.

In [5] a precise shielding factor computation, based on the Finite Element Method
(FEM) combined with the Jiles-Atherton model is presented, considering random
disturbances. In paper [6] the 3D magnetic field of the reactor is computed by the
method of edge-node finite element coupling.

In [7, 8] some numerical problems for magnetostatic and time harmonic 3D
magnetic shields are presented in [9] different types of magnetic potentials are used
for computing 3D magnetostatic shields effectiveness.

The effectiveness of the multilayer magneto static and time harmonic shields is
evaluated using finite element method in [10, 11].

In [12] one and two shells magneto static cylindrical shields were considered.
Applying the interface conditions at the discontinuity surfaces between themedia, the
symbolic algebraic systems of equations for those configurations were obtained and
solved. Structure of the system’s matrices were analyzed and their sparsity patterns
were visualized. Analytical and numerical transversal effectiveness of the cylindrical
shields were computed for different lengths.

Some numerical and experimental aspects concerning the electromagnetic
shielding in microwave range are presented in [13, 14].

Measured values of the electrical field for an open type air substation are compared
with numerical results obtained by finite element program Ansys in [15].

One of the new trends in computational electromagnetics is using the multicore
machines in order to improve the execution time. Aspects concerning this topic
applied for Comsol Multiphysics on a 3D magnetostatic problem are available in
[16–17].

In [18] analytic and numerical comparison between the magnetic stored energy
in cylindrical and toroidal coils considering the steady state superconducting state is
considered.

Numerical shielding solutions concerning the underground power cables, using
FEMM finite element software, are described in [19, 20]. In [21] a combination
of theoretical analysis and numerical simulations with the finite element method is
used to analyze the shielding properties of a passive and active shield developed for
a SERF co-magnetometer application.



738 D. Cazacu et al.

The progresses in the development of CAE programs that use finite element
method are presented in many scientific papers.

In [22] certain recent trends in computational electromagnetics for defense appli-
cations are presented. Numerical aspects referring to an a posteriori error estimate of
weak Galerkin (WG) finite element methods that can be applied to polygonal meshes
and to an ill-posed elliptic Cauchy problems are described in [23, 24].

In this chapter recent trends of using finite element method for the modeling
and simulation of passive shielding for low frequency field considering power
applications are described.

The structure of the chapter is as follows.
In Sect. 1 is the introduction. Section 2 is entitled Time harmonicmagnetic shields.

It has two sub sections: Basics magnetic shielding mechanisms and the factors that
determine the shielding effectiveness (SE) are described in Sect. 2.1. Solutions of
the transversal time harmonic magnetic field in cylindrical shields are obtained in
Sects. 2.2.1 and 2.2.2 using the magnetic scalar potential (MSP) and the magnetic
potential vector (MVP), respectively. In both cases the shielding effectiveness (SE)
was computed and analyzed.

The finite element method is described in Sect. 3, using two formulations.
A variational approach is presented for the magneto static field in Sect. 3.1 and

the Galerkin approach is used for the time harmonic magnetic field in Sect. 3.2.
In Sect. 4 a case study that evaluates de magnetic protection of a partially shielded

building to the magnetic field produced by an OHTL is presented, using the Ansys
finite element software.

The distribution of the magnetic shield inside the building, with and without the
shield is described and the maximum values are compared with the reference values
indicated by the international commissions.

2 Time Harmonic Magnetic Shields

2.1 Basics of Magnetic Shielding Mechanisms

This type of shields is used to protect some volumes against time variable magnetic
fields.

There are shields with closed and open geometries. The first type includes those
shields that separate completely the source field and the protected region: the infinite
extended plane, the infinite extended cylindrical and the spherical shields [2, 25–26].
For this type the magnetic field occurs in the shielded region by penetration.

For opened geometries (finite length plane shields and finite length cylindrical
shields) out of the penetration mechanism appears also the flux leakage.

Two different mechanisms are present in the shielding of low frequency magnetic
fields: magnetic flux shunting and magnetic flux attenuation by eddy currents.

The first mechanism is used also for dc magnetic fields [27].
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The magnetic flux flows mainly through high permeability magnetic materials,
that attract and shunt the flux lines. As a consequence, the magnetic flux lines are
concentrated in the shield and avoid the protected region. The shield behaves like a
magnetic field concentrator. The shielding effectiveness (SE) depends on thematerial
magnetic permeability, on the geometry (ratio of the thickness over the external
diameter multiplied with the magnetic relative permeability), on the shape of the
shield and on the thickness of it [25–26, 28, 29].

In the second case the shielding effect is based on the generation of eddy currents
in the metallic shells of the enclosure. Eddy currents are induced only in electrically
conducting materials. The eddy currents create magnetic fluxes that oppose to the
variation of the incident magnetic fluxes. As a consequence, the incident magnetic
field is rejected in the neighborhood of the shield [25, 30, 29]. This phenomenon is
encountered only in ac magnetic field.

The mechanism is valid no matter what is the value of the magnetic permeability.
Anyway, for materials that have high magnetic permeability the shielding is very

efficient. The level of shielding depends on the material permeability and conduc-
tivity, on the geometry (ratio of the thickness over the external diameter multiplied
with the magnetic relative permeability), on the thickness of the shield and on the
frequency of the field source [27].

The eddy current density depends on the frequency of the incident field and on
the electric conductivity of the material.

In Fig. 1 the distribution of the magnetic field lines is compared considering two
types of magnetic shields: a magneto static cylindrical ferromagnetic shield and a
time harmonic magnetic cylindrical shield. The thickness of the shield is 3 mm and
the external diameter is 56 mm. The relative magnetic permeability is μr = 1000
the electric conductivity σ σ = 1.45 · 106 S/m and is 50 Hz.

For electromagnetic shields there is an important parameter, called skin depth,
which influences the effectiveness of the shield. The expression of it is:

δ =
√

2

ωμ0μrσ
(1)

where ω is the angular frequency, μr and μ0 are the relative and absolute magnetic
permeability respectively and σ is the electric conductivity of the shield material.

The magnetic field decays in the shield over a distance of few skin depth lengths.
For the shield effectiveness is important the ratio between the thickness and the

skin depth g/δ.
If g �= δ high values of shield effectiveness could be obtained. If g = δ the eddy

currents have a uniform distribution in the shield thickness and the effectiveness of
the shield is less than in the previous case.

For the shields that attenuate the incident field by the mechanism of the eddy
current a good effectiveness can be obtained by increasing the maximum dimension,
such as the diameter, for a constant thickness.

For the flux shunting mechanism, the increasing of the diameter decreases the SE.
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Fig. 1 a Magneto static
shield as a magnetic field
concentrator. b Rejection of
the magnetic flux lines

a) 

b)

In order to increase the SE of the magnetic shields at low frequencies mate-
rials with high permeability should be used. But they are expensive and heavy. Mu-
Metal and Permalloy are examples of alloys with permeability of up to 100,000, by
comparison with ordinary steel that has only few thousands.

A solution to avoid the drawbacks of using those materials is to use a multi-
layer geometry, composed of combination of ferromagnetic and non ferromagnetic
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materials separated by a layer of air. The thickness of the air influences directly
the shield effectiveness. Also, two layer shields composed of steel-copper are very
efficient against variable magnetic fields. The copper, having high electric conduc-
tivity, generates high reflexivity and eddy currents. The steel having high magnetic
permeability is proper for low frequencies [21, 31, 32].

One of the new trends for shieldingmaterials is the usage ofmaterialswith noncon-
ventional electromagnetic properties, e.g. epsilon-, mu- and index-near-zero meta-
materials. They are artificialmaterialswith properties that are not found in nature, e.g.
negative permeability. Those materials are manufactured from repetitive structures
composed of composite materials such as metals and plastics. In [32] a longitudinal
mu-near-zero metamaterial is used to shield quasi-stationary magnetic fields.

2.2 The Cylindrical Shield in Transversal Time Harmonic
Magnetic Field

Solutions of the magnetic field equations in the cylindrical shield structure can be
obtained using magnetic scalar potential (MSP) or magnetic vector potential(MVP).
Both approaches will be presented in the next paragraphs.

2.2.1 Solution Using Magnetic Scalar Potential

The cylindrical and planar shields are mainly used to attenuate the SLF (super low
frequency) magnetic field.

In this section a cylindrical shield subjected to a transversal time harmonic
magnetic field is analyzed.

In Fig. 2 the cylindrical shield has an external diameter 2re, an inner diameter 2ri
and the thickness of the shell is g = rext − rint. The incident transversal magnetic
field is Hext = Hext j , oriented in the Oy direction. The shield is considered to be
very long and the end effects are neglected.

From the magnetic point of view there are three domains of interest: outside the
shield (region 1), inside the shield wall (region 2) and in the interior of the shield
(region 3).

(a) The electromagnetic field equations in domain 1 r > re

In this domain there are no current densities. The magnetic field strength can be
expressed using the MSP [25–26, 33–34]:

rot H = 0 (2)

H = −grad Vm (3)
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Fig. 2 Cylindrical shield subjected to a transverse time harmonic magnetic field

where Vm is the magnetic scalar potential.
Because div H = 0 it follows that:

div (grad Vm) = �Vm = 0 (4)

In cylindrical coordinates, neglecting the end effects, expression (4) becomes:

�Vm = ∂2Vm

∂r2
+ 1

r
· ∂Vm

∂r
+ 1

r2
· ∂2Vm

∂ϕ2
= 0 (5)

In order to solve Eq. 5 the method of separation of variables is used [30, 33–34]:

Vm(r, ϕ) = R(r) · φ(ϕ) (6)

The solutions obtained for R and φ are:

R(r) = C1 · rm + C2 · r−m (7)

φ(ϕ) = B1 · cos(mϕ) + B2 · sin(mϕ) (8)

and the general expression of the magnetic scalar potential is:

Vm(r, ϕ) =
∞∑

m=1

(
C1 · rm + C2 · r−m

)
(B1 cos(mϕ) + B2 sin(mϕ)) (9)

After considering the behaviour of the magnetic field far away from the shield,
the MSP expression (8) in the domain 1 becomes:
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Vm1 = −(
Hextr + C2r

−1
)
sin ϕ (10)

The magnetic field strength H has the following components:

Hr = −∂Vm

∂r
=

(
Hext − C2

r2

)
sin ϕ (11)

Hϕ = −1

r
· ∂Vm

∂ϕ
=

(
He + C2

r2

)
cosϕ (12)

(b) The electromagnetic field equations in domain 2 rint < r < rext

In this domain with electrical conductivity the electromagnetic Helmholtz
equationdescribes the field [30, 26, 33–35]:

�E − k2E = 0; k2 = jωμσ (13)

where k is the propagation constant for metals.
Because the electric field and the current density are oriented in the 0 z direction

we rewrite Eq. 13 in cylindrical coordinates, without vectorial notations:

∂2E

∂r2
+ 1

r

∂E

∂r
+ 1

r

∂2E

∂ϕ2
= k2E (14)

Using the separation of the variables the following equations are obtained:

d2E

dr2
+ 1

r

dE

dr
−

(
k2 + n2

r2

)
E = 0 (15)

d2E

dϕ2
+ n2E = 0 (16)

Their solutions are:

E(r) = D1 In(kr) + D2Kn(kr) (17)

E(ϕ) = D3 cos(nϕ) + D4 sin(nϕ) (18)

We obtain the general solution of (13) as follows:

E(r, ϕ) =
∞∑
n=1

(D1 In(kr) + D2Kn(kr))(D3 cos(nϕ) + D4 sin(nϕ)) (19)
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This solution comprises the modified Bessel functions, of order n, In(kr) and
Kn(kr).

This solution is proper when the thickness of the shield g = r2 − r1 is significant
by comparation with the radius rext .

For practical shields, the thickness verifies g << ri .
If the condition n2/r2 <<

∣∣k2∣∣ is fulfilled, then Eq. 15 becomes [30]:

d2E

dr2
+ 1

r

dE

dr
− k2E = 0 (20)

and have the solution:

E(r) = M1e
kr + M2e

−kr ; k = √
jωμσ (21)

The solution of electric field in the shield wall is:

E(r, ϕ) = (
M1e

kr + M2e
−kr

)
cosϕ (22)

(c) The electromagnetic field equations in domain 3

In this domain the magnetic field is described by similar equations similar with
(11) and (12) but without the terms C2/r2, because when r → 0 the magnetic field
goes to infinite [30, 26, 35, 36].

The expressions of the magnetic field components are:

Hr = Hext sin ϕ (23)

Hϕ = Hext cosϕ (24)

The shielding factor
In order to compute the shielding factor the interface conditions among those

three domains are used. The shielding factor SF is a complex number and is defined
by the ratio:

SF = Hint/Hext (25)

Interface conditions
At the border between the first and the second domains, for r = rext , the normal

component of themagnetic flux density and the tangential component of themagnetic
field strength are preserved.

As a consequence the following expressions are obtained:

Hext − C2

r2ext
= 1

jωμ0rm

(
M1e

krext + M2e
−krext

)
(26)
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Hext + C2

r2ext
= k

jωμ

(
M1e

kext r − M2e
−krext

)
(27)

At the boundary between the second and the third domain, for r = rint, from the
same conditions the next expressions follows:

H int = 1

jωμ0rm

(
M1e

krint + M2e
−krint

)
(28)

H int = k

jωμ

(
M1e

krint − M2e
−krint

)
(29)

From relations (26) to (29) the following unknowns C2, M1, M2, Hint are
obtained. After the calculation, the expression of the shielding factor is obtained:

Fe = Hint

Hext

= 1

cosh kg + 1
2

(
D + 1

D

)
sinh kg

(30)

where k is the propagation constant in metals:

k = √
jωσμ = 1 + j

δ
(31)

and D is:

D = krm
μr

(32)

and g = re − ri is the thickness of the shield.
Because g << ri the following approximation have been used: re ≈ ri = rm The

SE can be computed using the following expression:

SE =
∣∣∣∣ 1

SF

∣∣∣∣ =
√
Re2

(
1/Fe

) + Im2
(
1/Fe

)
(33)

The shield effectiveness SE increases with the thickness of the shield wall and
with the frequency of the incident field. Ferromagnetic cylindrical shields have higher
SE values, at the same thickness, magnetic permeability and frequency than those
manufactured from non ferromagnetic materials.

2.2.2 Solution Using Magnetic Potential Vector

The same problem can be solved in terms of the magnetic vector potential A in
a cylindrical reference coordinate system. The geometry is symmetrical and the
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magnetic vector potential is oriented in the z direction and it is independent of the z
coordinate. In domains 1 and 3 of the cylindrical shield, themagnetic vector potential
verifies theLaplace equation and in domain 3 the shield verifies the diffusion equation
[2, 30, 34]:

∇2Az = 0, r ≥ rext (34)

∇2Az − k2Az = 0, rint < r < rext (35)

∇2Az = 0, r ≤ rint (36)

where

∇2Az = (
∂2

∂r2
+ 1

r

∂

∂r
+ 1

r2
∂2

∂ϕ2
)Az (37)

The current density is proportional to a cosϕ factor so the magnetic field potential
AZ is expressed as a product of a radial function and cosϕ [2, 36]. The following
expressions are obtained [2, 36]:

A1
z (r, ϕ) = μ0Hext cosϕ(r − c1

r
), r ≥ rext , (38)

A2
z (r, ϕ) = μ0Hext cosϕ[c2 I1(kr) + c3K1(kr)], rint < r < rext , (39)

A3
z (r, ϕ) = μ0Hext c4r cosϕ, r ≤ rint, (40)

where I1(·) and K1(·) are the first-order modified Bessel functions of the first and
second kind, respectively. The unknown coefficients c1, c2, c3 and c4 can be deter-
mined using the boundary conditionsat the interface of the cylindrical shells, in a
similar way as for the MSP. After solving the obtained algebraic linear system of
equations, the unknown coefficients are determined. Using them the expressions of
the magnetic vector potential in all of the three regions of interest can be obtained.

The shield effectiveness has the following expression [2]:

SE =
∣∣∣∣∣∣

rint
2rextμr

{[μrK1(krint ) − krintK
′
1(krint )]

[
μrI1(krext ) + krext I

′
1(krext )

]
−

[μrI1(krint ) − krint I
′
1(krint )][μrK1(krext ) + krextK

′
1(krext )]}

∣∣∣∣∣∣
(41)

where I
′
1(·) and K

′
1(·) are the first derivative of the first-order modified Bessel

functions of the first and second kind, respectively.
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The Eq. 41 has certain simpler forms for different conditions.
Considering the case when the radii of the shield are large compared to the skin

depth (i.e. rint , rext = δ) a much simpler expression is obtained:

SE =

∣∣∣∣∣∣∣
√
rint

8μr krext
√
rext

[k(rext + 8μr rint + 8μr g) cosh(kg)+(
kg + 4k2r2int + krint + 4k2rint g + 4μ2

r

)
sinh(kg)]

∣∣∣∣∣∣∣ (42)

For the case of a magnetic conducting thin shield, the following expression is
obtained:

SE;
∣∣∣∣cosh(kg) + 1

2

(
krm
μr

+ μr

krm

)
sinh(kg)

∣∣∣∣ (43)

Considering the low-frequency approximation case, for the case of power
applications (|kg| = 1) in (43), then the next expression is obtained:

SE; |1 + μr

2rm
g + rm

2μr
gk2| (44)

Considering the thick-shield approximation for the magnetic conducting cylin-
drical shell a different expression is derived, using the following approximations:

(|kg| = 1, rm = δ and rext ; rint = r0)

SE; | rmk
4μr

ekg| = rm

2
√
2μrδ

eg/δ (45)

3 Finite Element Formulations for Magneto Static
and Time Harmonic Magnetic Field

Problems of analysis of macroscopic electromagnetic field accept, out of the
differential formulation, an equivalent variational approach.

In order to create the mathematical variational model of the electromagnetic field
a variational principle (Lagrangian or Hemiltonian type) must be set. It must allow
generating from a stationary condition of a certain functional (generally with a signif-
icance of electromagnetic energy) the fundamental equations of the electromagnetic
field in material media [36, 37].

Numerical techniques convert the partial differential equations of the electro-
magnetic field in linear or non linear systems of algebraic equations. The solu-
tion of those systems generates an approximate solution of the electromagnetic
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field in a discrete number of points of the field domain called nodes. Different
approaches convert the PDEs that describe the field into a system of algebraic equa-
tions having as unknowns the values of the electric or magnetic potential. There
different discretization techniques: finite difference method, finite element method,
finite volume method, boundary element method.

The finite element method is recognized as a powerful and versatile method that
can be used to a large class of engineering and mathematical problems, including
those from electromagnetics.

The operation that named the method consists of discretization (mesh) of the 1D,
2Dor 3Dfield domain into some 1D elements (line segments), 2D elements (triangles
or quadrilaterals) and 3D elements (tetrahedrons, hexahedrons (bricks), as seen in
Fig. 3a–d.

a) b) 

c) d) 

Fig. 3 Finite element discretizations a 2D structured mesh with squares b 2D unstructured mesh
with triangle, c 3D non structured mesh with tetrahedrons, d 3D structured mesh with hexahedrons
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Meshing with triangles and tetrahedron is called unstructured mesh. When
quadrilaterals and hexahedrons (bricks) are used we are talking about structured
mesh.

Then the unknown electromagnetic potentials at an elemental level are expressed
as combinations of their values in the nodes of the mesh and a set of known functions
called shape functions [36–38].

There are cases when the energy functional is very difficult to obtain or doesn’t
exist (generally for non-self adjointpartial differential equations PDEs). In those
cases other techniques are used: the Ritz-Rayleigh and the Galerkin method.

They are not related with the minimization of a functional and can be used to
solve directly the PDEs with boundary conditions.

Themain computational steps that should be performed in order to solve a problem
by the finite element method are:

– Discretizing the solution region into small sub domains called finite elements
– Obtaining the governing equation for a certain element (obtaining the element

coefficient matrix)
– Assembling of all elements in the solution region (assembling all the elementary

matrix into a global matrix, named stiffness matrix)
– Solving the resulting system of equations
– Post processing the results.

3.1 Finite Element Analysis of Magneto Static Field Using
a Variational Formulation

We consider a plane-parallelmagnetostatic field, described by a Laplace equation, in
2D domain, having Dirichlet boundary conditionson the frontier 
2 [33–34, 36–39],
(Fig. 4):

Fig. 4 Electromagnetic field
domain
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∇2Az = 0 (46)

where AZ is the z component of the magnetic vector potential A, for this type of
field.

SolvingEq. (46) is equivalentwith obtaining the solution for a variational problem.
It consists in finding theminimumof a certain functional, that represents themagnetic
energy from the domain. This means that the distribution of the magnetic potential
that satisfies the Laplace equation minimizes the magnetostatic energy from the
domain.

The energy functional that corresponds to Eq. 46 has the following expression:

F(A) =
∫
V

1

2μ
∇2 AzdV (47)

This equation presents the energyof themagnetic field from the respective domain.
Solving the equation is simpler for plane-parallel or axisymmetricfields.

If we consider a parallel plane magnetic field in magnetostatic and assuming that
the depth is in the Oz direction, the perpendicular on the field plane, equal with the
unit, the functional. Using Eq. 47 can be written as a surface integral:

F(A) =
∫
S
2

1

2μ
∇2 AdS (47′)

Being applied for each element, this transformation decreases the computational
costs.

The application of the variational approach will be described as follows, consid-
ering a general electromagnetic media, described by parameters ε, σ and μ with
magnetization domain M and current sourcesJ (Fig. 4).

In the first step, the domain �2 is split in smaller sub domains, called finite
elements, with triangular shapes (Fig. 4). These elements can have different sizes,
depending on the domain configuration, with the mesh density increasing where the
field variation rate is higher. Let m be the total number of finite elements and n the
total number of resulting nodes. By dividing the domain in a finite element mesh the
functional Eq. 47 can be rewritten as the sum of the functionals corresponding to the
m finite elements [34, 36]:

� =
m∑
e=1

1

2μe

∫
Se

(∇Aze)
2ds (48)

Expression (48) indicates that the method can be used to solve the magnetic field
problems in heterogeneous domains that occur in practical situations.

Different finite elements can have different permeabilities (μre), the magnetic
medium in a single element being homogenous. Also relation (48) indicates that, for
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a linear media, the sum of the magnetostatic field energy from every finite element
equals the whole magnetostatic field energy from domain �2.

On the other hand, the use of the Eq. (48) instead of (47) should assume the
fulfilling of specific interface conditions for the magnetostatic field at the interface
between the adjacent finite elements.

For themagnetostatic field this means the continuity of themagnetic vector poten-
tialA and the preservation of the normal components of the magnetic flux density at
the interface between medium 1 and 2:

(Bn)|μr1 = (Bn)|μr2 (49)

Usually polynomial approximations are used (Lagrange, Hermite).
Considering the finite elements small enough it could be considered that the

magnetic vector potential (MVP) A(x, y) has a linear variation with x and y, and can
be described by a first degree algebraic polynom.

In Fig. 5 a current triangular finite element e, described by the nodes i, j, k with the
coordinates Pi (xi , yi ), Pj

(
x j , y j

)
and Pk(xk, yk) is presented. For a point P inside

the element (e), the MVP Az(x, y) can be written as follows [33, 40, 36]:

Aze = α1 + α2 · x + α3 · y (50)

or as a matrix:

Aze = [
1 x y

] ·
⎡
⎣α1

α2

α3

⎤
⎦ (51)

For each element three coefficients should be computed.
Because the aim of the computing is to obtain the values of the magnetic potential

in the nodes of the mesh then MVP Aze should be expressed as a function of the
magnetic potentials Azi , Azj , Azk from the nodes i, j, k of the finite element “e”, in

Fig. 5 First order triangular
finite element

y 

x 

(e) 

i 

j 

k 
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the following form:

Aze = Nei Azi + Nej Azj + Nek Azk (52)

or in a matrix form:

Aze = [
Nei Nej Nek

] ·
⎡
⎣ Ai

A j

Ak

⎤
⎦ = [N ] · [A] (53)

where the coefficients Nei , Nej , Nek are linear functions of x and y, called shape
functions. If the point P is in the node i the corresponding shape function has the
value 1 and in the other is 0

(
Nej = Nek = 0

)
.

This property can be described as Ni (xk, yk) = δik , where δik is the symbol of
Kronecker.

For two adjacent elements the value of the magnetic potential in the common
nodes is equal. In order to improve the precision, higher degree polynomials can be
used.

For example in Fig. 6, for each side another node has been added in a second
order polynomials approach. The magnetic potential has the following expression:

Ae = α1 + α2x + α3y + α4x
2 + α5xy + α6y

2 (54)

respectively:

Ae = Nei Ai + Nej A j + Nek Ak + Nea Aa + Neb Ab + Nec Ac (55)

For each element six coefficients should be computed. The precision is higher,
but the execution time increases.

Fig. 6 Second order
triangular finite element
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x 

(e) 

a 

b 

c 

i 

j 
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In order to increase the accuracy of the finite element solution usually three
strategies are used.

The first one is the h-version of the finite element that uses low polynomial degree
(i.e. p = 1, 2) and increases the mesh density. With this approach the approximation
error decreases algebraically versus the number of the unknowns.

The second technique is to maintain the mesh density and to increase the degree p
of the approximation polynomial. This is the p version of the finite element method.
For simpler cases, when the solution is smooth, this approach has an exponential
convergence versus the number of unknowns. For the practical cases the convergence
rate is algebraic. The exponential convergence can be reached again using the hp-
version of the finite element method.

The shape functions will be determined for a linear approximation. Writing the
Eq. 51 for nodes i, j, k the following matrix expression is obtained:

[A] =
⎡
⎣1 xi yi
1 x j y j
1 xk yk

⎤
⎦ ·

⎡
⎣α1

α2

α3

⎤
⎦ (56)

Solving the system in Eq. 56 we obtain the coefficients α1, α2, α3

⎡
⎣α1

α2

α3

⎤
⎦ =

⎡
⎣1 xi yi
1 x j y j
1 xk yk

⎤
⎦

−1

·
⎡
⎣ Azi

Azj

Azk

⎤
⎦ (57)

The vector of the shape functions is then:

[Ne] = [
1 x y

] ·
⎡
⎣1 xi yi
1 x j y j
1 xk yk

⎤
⎦

−1

(58)

The determinant of the second matrix from the r.h.s. is equal with 2Se where Se is
the area of the triangle e. The following relations for the shape functions are obtained
[33, 40]:

Nei = 1

2Se

(
x j yk − xk y j

) + (
y j − yk

)
x + (

xk − x j
)
y

Nej = 1

2Se
(xk yi − xi yk) + (yk − yi )x + (xi − xk)y

Nek = 1

2Se

(
xi y j − x j yi

) + (
yi − y j

)
x + (

x j − xi
)
y

(59)

After doing the calculation the following expression for the gradientof the
magnetic potential is obtained:
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grad Aze = i
∂Aze

∂x
+ j

∂Aze

∂y
= i

∂

∂x

(
Nei Azi + Nej Azj + Nek Azk

)+
j

∂

∂y

(
Nei Azi + Nej Azj + Nek Azk

) (60)

If we take into account Eq. 59 then Eq. 60 becomes:

grad Aze = i
1

2Se

[(
y j − yk

)
Azi + (yk − yi )Azj + (

yi − y j
)
Azk

]+
j
1

2Se

[(
xk − x j

)
Azi + (xi − xk)Azj + (

x j − xi
)
Azk

] (61)

Considering for each element that |grad V | = const then the functional Eq. 48
becomes [33]:

� =
m∑
e=1

μeSe
2

· (∇Aze)
2 (62)

and it be can be rewritten as:

� =
m∑
e=1

μe

8Se

{ [(
y j − yk

)
Azi + (yk − yi )Azj + (

yi − y j
)
Azk

]2
+[(

xk − x j
)
Azi + (xi − xk)Azj + (

x j − xi
)
Azk

]2
}

(63)

The functional Eq. 62 has been transformed into a function that has as variables
the magnetic potentials in the n nodes of the field domain.

Minimization of it is obtained imposing in each nodal point i that the derivative
in relation to Azi to be 0:

∂�
∂Azi

= 0, i = 1, 2, . . . , n (64)

and a systemwith n algebraic equations that has n unknowns, the magnetic potentials
in nodes i, is obtained:

[C][A] = [b] (65)

If the boundary conditions are of Dirichlet type, given the potentials in the nodes
of the domain frontier, the total number of variables is less than n, but even in this
case it is equal to the number of equations.

In many engineering applications matrix C, the stiffness matrix, is symmetrical
and sparse and band structured. The equation system is numerically solved, giving
the potential values for the nodes. For 2D problems direct solvers are used and for
3D problems iterative solvers are indicated.
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In the postprocessor module, for each finite element we can compute (grad Azλ)

as well as the field vector.
The finite element method is a discretization method for field computing, as is

the finite differences method, which is suitable to be compared with. While the finite
differencesmethod is basedon equation approximationwith partial derivates byusing
finite differences equations, the finite element method approximates the potential
function for a finite element. Both methods, as well as the boundary element method,
lead to an algebraic system of equations where the unknowns are the potentials of
the nodes. In the case of boundary elements method the resulting matrix is fully
populated.

The finite elementmethod has advantages in certain situations. Thus, it can be used
for complex geometrical configurations, for linear and non linear PDEs, for coupled
problems (electro-thermal, magneto-structuraland electromagnetic field electric
circuits), varying materials and boundary conditions and anisotropicmaterials.

3.2 Finite Element Galerk in Formulation a Time Harmonic
Magnetic Field

The time magnetic dependent field problems are also referred as eddy current
problems. They occur in the cases of the electromagnetic shields.

There are many situations that require solutions of the time harmonic problems,
such as: AC electric machines, electromagnetic shields, transformers, magnetic
brakes. In the quasi stationary regime, the density of the displacement current is
neglected in relation to density of the conduction current JD = ∂D

∂t = J = σ E .
The equation of the quasi stationary electromagnetic field for the magnetic vector

potentials [35, 38, 41] is the following:

∇ · 1

μ
∇A = σ

∂A

∂t
+ JS (66)

where JS is the excitation current and for the linear media:

�A = μσ
∂A

∂t
+ μJS (67)

For 2D problems the MVP A has only one component AZ that satisfies the
Coulomb gauge and the Eq. (66) becomes:

∇ · 1

μ
∇Az = σ

∂Az

∂t
+ Jsz (68)
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For the time harmonic steady state regime the complex representation of theMVP
A can be obtained using the exponential form:

A = Ae jωt (69)

where ω is the angular frequency and j is the imaginary unit.
If we substitute Eq. (69) in Eq. (67), we obtain [40, 34, 36–38]:

∇ · 1

μ
∇A − jσωA = JS (70)

The solution of Eq. 70 is defined into a finite domain D, subjected to boundary
conditions on the frontier 
. The most encountered boundary conditions require
either the normal or the tangential magnetic flux density to be zero respectively.

In terms of MVPA they are equivalent with the following homogenous boundary
conditions:

∂A

∂n
= 0 (71)

A = 0 (72)

We’ll apply the weighted residual methodto Eq. 70. In order to satisfy the compat-
ibility condition at the interface at two adjacent finite elements we’ll consider shape
functions with C0 continuity. After applying the first Green identity the following
relation is obtained [40, 36, 38]:

−
∫

�

∇wi
1

μ
∇Ad� +

∫



wi
∂A

∂n
d
 −

∫
�

wi ( jωσ A + JS)d� = 0 (73)

Using the basis functions, the magnetic vector potential can be expressed at
elemental level as follows:

A =
∑

Ni Ai (74)

where for triangular linear elements the shape functionsNi are:

Ni = ai + bi x + ci y

2A
(75)

where A is the area of an element with the nodes i, j and k.
If we set the shape functions to be the weighted functionswi = Ni , then the

weighted residual method becomes the Galerkin method. The discretized form of
Eq. 73, at elemental level, becomes:
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elem

1

μ

(
∂Ni

∂x

∂N j

∂x
+ ∂Ni

∂y

∂N j

∂y

)
dxdy − j

∫
elem

σωNi N jdxdy

]
· [Ai ] =[∫

elem
Ni JSdxdy

] (76)

The latter equation can be written in the form of an algebraic system of equations:

[
k
] · [

A
] = [

Q
]

(77)

For the linear triangular finite element elements, the coefficients matrix ki j can
be represented as [40]:

ki j = pi j + jqi j (78)

The real part pi j is described by:

pij = 1

4Aμ

(
bibj + cicj

)
(79)

and using the Holland- Bell formula [35–37]:

∫ Na
1 N

b
2 N

c
3d� = 2A

a!b!c!
(a + b + c + 2)! (80)

we obtain for qi j the following expression:

qij = −σμ

∫
elem

Ni N jdxdy = Aσω

12

⎡
⎣2 1 1
1 2 2
1 1 2

⎤
⎦ (81)

where A is the area of the triangular element.
In order to obtain the global matrix, the elemental matrices must be assembled.
The matrix from Eq. 77 is symmetric and the coefficients are complex. The extra

time needed to solve an eddy current problem by comparison with magnetostatics
case is due to the required time to perform the computations using complex numbers.

The Galerkin method is one of the most versatile methods used for the numerical
solution of the PDEs.
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4 Case Study: Determination of the Magnetic Field
Produced by a High Voltage Electrical Overhead Line
Near a Shielded Building Using Finite Element Method

The influence of overhead transmission lines represents a thematic of real interest
in the domain of transport of power because it is possible to have an impact on the
human body. This application proposes a calculation model of the magnetic field
in harmonic regime produced by the high voltage conductors of the transmission
systems of electricity using the finite element method. The numerical computation
of magnetic field in the vicinity of a high voltage 220 kV electrical overhead line
is analyzed. To calculate the magnetic field strength and the magnetic flux density
near the overhead power line and the shielded building, the ANSYS Multiphysics
software package is used.

The magnetic field strength at ground level depends on the distance to the line and
the currents intensity, which flows in the phase conductors. Unlike voltage, the inten-
sity of the electric current can vary very quickly during a day and depending on the
season. The intensity of this field depends also on the height and spatial distribution
of the conductors. There are other sources (on a small scale) that contribute to the
intensity of the magnetic field: currents from the neutral conductor, currents induced
in the protective conductors of overhead line, currents in the adjacent ground, in
the telecommunications circuits, in pipes or other metallic structures, which it was
parallel to the overhead line.

In the literature there are some studies containing an analytical calculation of
the magnetic field caused by high voltage power lines. Different techniques can be
applied for the calculation of the magnetic field produced by the electrical lines
supported by poles of unequal height, unequal distances between poles and or poles
whose arrangement is not linear [42]. In another paper, the authors set out to develop
a method of calculating the magnetic field generated by conductors arranged in
different geometries for single and double circuit electrical lines. For example, in
[43], a method of calculating the magnetic field in the vicinity of an electric line
called complex double numbers is developed for the following configurations: flat
and vertical power lines, lines with polygonal symmetry, delta power line, lines in
hexagonal arrangement. The attenuation of the magnetic field created by a double
circuit electrical line can also be achieved through an optimization of the arrangement
of the phase conductors that feed a railway station and a distribution station [44].

The numerical integration of the Biot-Savart law in differentiated form represents
the main analytical method for calculating the density of the magnetic flux [45]. The
magnetic field produced by electric power lines is usually calculated numerically
with the use of a computer. In [46] specific calculations of the magnetic field for an
110 kV overhead line are presented. In [47] the effect of harmonic components at
different electromagnetic frequencies is also taken into account. In [48] historical
load databases are used to take into account the relations between magnetic field and
electrical load patterns. In [49], 50 the magnetic field distribution is calculated and
measured in high voltage substations. To reduce the low-frequency magnetic field in
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a building near a high-voltage power line the building is screened with materials that
modify its distribution. The shielding factor depends on the permeability, geometry,
and thickness of the material [51, 52].

In this application, the magnetic field is calculated using finite elements method
(FEM) generated by the conductors of a high voltage electrical line in an area near a
building, located in the electric station. The six conductors of a 220 kV transposed
high voltage transmission line with double circuit are considered. Consider a system
consisting of 6 conductors (double circuit) with 3 conductors on each circuit. The
conductors are located at a height of 15 m from earth. Each conductor has a diameter
of 30mm and is located at a distance of 3.6m and 5m (central conductors) of the pole
of power line. The building is made of concrete with magnetic permeability 1, with
a length of 10 m and a height of 6 m, located at a distance of 15 m from the central
axis of the conductors. At the top of the building there is a steel screen. Two types
of steel with different magnetic permeability of 1000, 4000 and 10,000 respectively
were considered. The screen has a length of 11 m and a thickness of 5 mm. Figure 7
shows the physical model consisting of the six conductors and the shielded building
and in Fig. 8 is presented a detail that includes the shielded building. The building
is surrounded on the outside with a screen with a thickness of 3 mm and in addition
to the floor of the building there is a screen of 3 mm. Between the two screens in the
floor there is a 4 mm air gap.

The power lines are the conductors of Aluminum Conductor Steel Reinforced
(ACSR) type, having the magnetic permeability μr = 300 [53, 54]. The conductors
are crossed by currents of 375 A, phase shifted by 120° on the three phases. The
simulation was done in harmonic mode.

After creating the physical model and define materials, the next step in the prepro-
cessor phase is mesh generation and load applying upon the elements. The finite
element mesh of the system with six conductors is shown in Fig. 9. We used a mesh
with 314,548 nodes and 628,593 triangular elements. In Fig. 10 is presented the
discretization mesh for the shielded building. The boundary conditions and loads to

Fig. 7 The physical model
subjected to modeling
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Fig. 8 The physical model
comprising the shielded
building

Fig. 9 Finite element mesh

a 2D harmonic magnetic field analysis are applied, both on the plane model (key
points, lines, and areas) and on the finite element model (nodes and elements) [55].
The solution of magnetic field problems is commonly obtained using potential func-
tions. Depending on the problem to be solved, one of the two types of potential
functions, the MVPor the MSP, is used.

Figure 11 shows the distribution of the magnetic field around the six conductors
and shielded building. Themaximum value of themagnetic field intensity is obtained
around the conductors. In this region, the magnetic field intensity has a maximum
of 3403.14 A/m. Inside the building, the intensity of the magnetic field has values
between 8.35 and 3.25 A/m for the steel shielded building with magnetic perme-
ability 1000 and between 7.25 and 2.7 A/m for the steel shielded building with the
permeability 4000. These values are obtained at a distance of 1.8 m from the ground.
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Fig. 10 Finite element mesh (detail building shielded)

Fig. 11 Distribution of the magnetic field around the conductors and shielded building

Ata distance of 4.8 m from the ground, the maximum values of the magnetic field
intensity are 9.37 A/m for the shielded building, with 1000 magnetic permeability
steel and 9.06 A/m for the shielded building with 4000 magnetic permeability steel.

The distribution of magnetic flux density all over the surface is shown in Fig. 12
and the distribution of magnetic flux density around the conductor is presented in
Fig. 13. The two reference distances were chosen for the evaluation of the magnetic
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Fig. 12 The distribution of magnetic flux density around the conductors and shielded building

Fig. 13 The distribution of magnetic flux density around the conductor

sizes of 1.8 m and 4.8 m respectively, which means the distance at the head level for
the persons on the ground floor and respectively on the floor.

The magnetic induction has values between 9.23 and 2.19 μT for the screen
with the magnetic permeability 1000 and 3.64 and 1.09 μT for the screen with the
magnetic permeability 4000. These values were obtained on the contour drawn at a
distance of 1.8 from the ground.
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At a distance of 4.8 m were recorded values between 9.62 and 4.16μT in the case
of the screen with magnetic permeability 1000 and 4.74 and 2.12 μT in the case of
the screen with magnetic permeability 4000.

The maximum value of the magnetic flux density is obtained around the conduc-
tors. In this region, the magnetic flux density has a maximum of 1.282 T for the
conductors traversed by a current of 375 A.

In ANSYS there is a graphical program that displays the resulting fields in the
form of contour and density plots. The path for the displayed charts is chosen on a
contour consisting of two points placed symmetrical from the shielding building.

Figure 14 and Fig. 15 show the chart of the magnetic flux density inside the
building, at 1.8 m and 4.8 m above the ground, respectively. Screening is more
efficient when using a material with higher magnetic permeability. In Figs. 16 and
17 represented the values of the magnetic induction in the case of shielding with
ferromagnetic steel with magnetic permeability 10,000. It was considered the case

Fig. 14 Chart of magnetic flux density inside the building, at a distance of 1.8 m

Fig. 15 Chart of magnetic flux density inside the building, at a distance of 4.8 m
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Fig. 16 Chart of magnetic flux density inside the building, at a distance of 1.8 m

Fig. 17 Chart of magnetic flux density inside the building, at a distance of 4.8 m

of the screen only in the floor of the building (with screen Fe 10,000) but also the
complete screen outside the building and in the floor (with all screen Fe 10,000), for
those two distances. It is found that the screen only of the floor is not efficient, the
values of the magnetic field in this case being comparable with those existing in the
absence of the screen. The obtained values are within the limits imposed by ICNIRP
standards [56].

5 Conclusions

In this paper, we presented the calculation of the magnetic field produced by a
high voltage electrical overhead line in a nearby building located in the electrical
station. Screening is efficient when using multi-layer screens made of materials with
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the highest magnetic permeability. In the case of complete shielding with 10,000
ferromagnetic steel with magnetic permeability, magnetic induction values below 2
μT were obtained.

Differentmaterials andmulti-layer passive shieldswill be considered in the future.
Also, active shields will be considered.

The presented method can be useful in the design of a transmission power lines
for insulation distance estimation. Finite element numerical simulation approach can
be used to predict the magnetic field generated by high voltage overhead power lines.
It can also be used for evaluation of the shielding techniques used for SLF magnetic
flux mitigation.
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Regression Analysis-Based Load
Modelling for Electric Distribution
Networks

Gheorghe Grigoras and Bogdan Constantin Neagu

Abstract The decision making in the electric distribution systems is based on
data collected from consumers and the various measurement points located in the
network (transformer substations, supply points, branchpoints, etc.). The information
obtained from a 100% integration of the smart metering to consumers comes to fill
the data acquired through the Supervisory Control and Data Acquisition (SCADA)
system, so that the DistributionNetworkOperator (DNO) can accurately estimate the
state of the supervised system. However, the implementation of smart metering is in
various implementation stages in different countries of the world, so that today it can
be stated that there is no complete integration. The same aspect should be emphasized
in the case of the SCADA system at the level of distribution networks, which is not
100% integrated in the low/medium voltage electric substations. In these conditions,
the DNO should apply the mathematical tools that take into account the similarities
between the consumers’ behaviour and respectively the structure of the load supplied
from the electric substations. The regression analysis-based approaches for the load
modelling from the nodes of electricity distribution networks were treated in the
chapter. The approaches refer to the estimation of the required powers in the supply
points with a mixt structure of the load (i.e. residential, commercial, and industrial)
at the hour when the maximum value of the load is recorded and the demand of resi-
dential consumers which represent the highest percentage from the load structure fed
from the electric substations. The proposed approaches were tested in real operation
conditions of the distribution networks from Romania.
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Abbreviation and Acronyms

SCADA Supervisory Control and Data Acquisition
DNO Distribution Network Operator
LV Low Voltage
MV Medium Voltage
HV High Voltage
LR Linear Regression
PR Parabolic Regression
HR Hyperbolic Regression
ER Exponential Regression

1 Introduction

The loads from the nodes of electricity distribution systems (represented by the
Medium Voltage/Low Voltage (MV/LV) electric substations) vary in time and have
particular characteristics in each consumption point. Therefore, to solve the problems
regarding the optimal network planning and operation, the demand management and
the correct billing of consumers, the Distribution Network Operators (DNOs) need
to know the dynamic behaviour of the loads in their networks [1–3]. On the other
hand, the load variations are influenced by several factors, such as consumer type,
time factor, climatic factors, other electrical loads correlated with the analysed load,
historical values, and consumption profile [4–6].

The modelling of electricity consumptions is made using the records from the
databaseswhich describe the evolution of individual and aggregated loads. These data
are recorded and processed systematically using appropriate methods. The following
input information is frequently used in an analysis: the daily maximum value of load,
the hourly power consumption, the daily/weekly electricity amount. For a better
accuracy in the modelling process, a large database should be used, including the
electricity consumptions for a long-time interval and, if possible, the evolution of
demographic, climatic and economic activity indices for the geographical area and
time interval of interest [5, 6].

Also, there are some restrictions which the Decision Makers must consider them
in their analyses [7, 8]:

• The power flows must satisfy the fundamental laws of electrotechnics (Kirchhoff
laws);

• Thebalance between the obtained loads in the estimationprocess and themeasured
values.

• The load does not depend by the structure of network.

The randomly selected working sample from the database must be subjected to a
detailed analysis to identity the outliers, then following the correlation process to find
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the relationships between the variables represented by the power/energy consumption
and the climatic and weather factors [9, 10].

In the chapter, various approaches for the load modelling from the nodes of elec-
tric distribution networks, based on the correlation and regression analysis will be
proposed. The support of the proposed approaches is represented by the processing
process of the load profiles belonging to the MV/LV electric substations or LV
consumers recorded with the help of smart meters using the statistical tools. The
structure of chapter is divided in two parts: a short review about the correlation and
regression analysis is made in the first part, and in the second part the regression
analysis based-approaches are presented regarding the estimation of the powers in
the MV/LV electric substations (at the hour when the maximum value of the load
from the system is recorded) and the demands of the residential consumers.

2 Correlation and Regression Analysis

To understand the operation of electric distribution systems, it is necessary to be
studied the relationships between the state variables that characterize them (voltages,
currents, powers, etc.). For these variables, the relationships can be analysed using
the regression and correlation methods.

The regression methods allow the measurement and study of the relation between
two or more variables, as well as the discovery of the connection laws between these.
A mathematical expression can be obtained with the aim to estimate the values of
one independent variable according to the values of other variables [11, 12].

Correlation analysis measures the intensity of the relationship between one or
more variables. Depending on the regression model, the correlation can be treated
as a single or multiple correlation [13, 14].

The following issues must be solved in a study which is based on the regression
and correlation analysis [12]:

• Identify the existence of the relationship between variables. Solution: A logical
analysis of the possibility of a relationship between the variables can be applied.

• Establishing the meaning and form of the relationship. Solution: Regression
analysis methods can be used.

• Determining the intensity degree of relationship. Correlation analysis methods
can be used.

2.1 Correlation Methods

2.1.1 Interdependent Parallel Statistical Series-Based Method

The analysis of statistical relationships takes into account the estimation of a regres-
sion model and measuring the intensity of the relationship between variables. The
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Table 1 Cross-correlation
matrix
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analysis of the statistical relationship compares the terms of two interdependent
parallel series x (independent variable) and y (dependent variable). For example,
when two time series are compared, their elements are chronologically sorted, such
that the existence and direction of the relationship can be easy identified. Thus, if
both variables have a variation in the same direction, there is a direct relationship. If
the variation is different, an inverse correlation is obtained. If the two time series vary
independently, or one varies and the other remains constant, there is no relationship
[8].

The method can be used for the time series with few variables, when there is a
relationship between the pairs of variables (xi, yi, i = 1, …, N).

2.1.2 Cross-Correlation Matrix Based Method

The principle of method is based on the grouping the elements of a data set using
simultaneously both correlated variables (x and y). Equal intervals and an identical
number of groups for both variables are recommended to be used. Thus, in thematrix,
the existence, direction and intensity of the relationship can be appreciated using the
distribution model of frequencies nij, as it can be seen in Table 1.

If the frequencies nij are scattered relatively uniformly inside the matrix, there
is no relationship between the variables considered. But, if they are concentrated
around the diagonals, a stronger correlation can be identified between the variables
x and y.

2.1.3 Graphical Method

Themethod involves the graphical representation of the pairs of values corresponding
to the variables in a coordinate system, such that the existence, meaning, form and
intensity of the correlation can be easy identified. The graph corresponds to the case
where a relationship is defined in concordance with interdependent statistical parallel
series-based method.
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2.1.4 Analytical Methods

The analytical models allow determination of the mathematical relations and the
numerical measurement of the intensity between variables. The regression models
aim to represent the distribution type of correlated variables. The regression curves
indicate the correspondence between the pairs (xi, yi). The following steps should be
performed to establish and analyse a regression model:

• Building the correlation graph.
• Establishing the theoretical regression model of the relationship (based on the

correlation graph adjustment) and identification of the equation corresponding to
the chosen regression model.

• Determining the coefficients of the regression equation (with the least squares
method) and interpreting the regression according to their sign and value.

2.1.5 Regression Models with Two Variables

The relationship between two variables x and y can be expressed by a regression
equation:

yx = f (x) + e (1)

where f (x) represents a function which is dependent on the variable x, and e is the
approximation error.

If the size of the database will grow, the approximation error e will decrease.
Thus, a higher number of observations can lead at a stronger relationship. Function
f (x) can have different models depending by the data scatter.

Linear regression (LR) model

The LR model is most used in the practice. The relationship can be expressed using
the following equation:

yx = a + bx + e (2)

The Eq. (2) can be plotted using a line. The variable e represents a random error
given by:

e = yi − yxi ; i = 1, . . . , N (3)

where a and b are unknown coefficients, their values being determined using the
least squares method.

The coefficient b from the expression (2) can have different signs which charac-
terize the direction of the relationship between variables: “+”, positive relationship;
“null”, no relationship, and “−”, negative relationship.
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The value of coefficient b shows the dependence degree between variables, namely
how much the variable y increases or decreases when the variable x increases or
decreases with one unit.

Parabolic regression (PR) model

In order to express this model, the second degree polynomial is usually used:

yx = a + bx + cx2 + e (4)

where coefficients a, b and c are determined using the least squares method.

Hyperbolic regression (HR) model

yx = a + b

x
+ e (5)

Exponential regression (ER) model

In order to express this model, the following equation is used:

yx = abx + e (6)

For each sample, rel. (6) can be linearized by logarithm:

log yx = log a + x log b (7)

2.2 Intensity of the Relationship Between Two Variables

The intensity of the relationship, if there is between two variables (x, y), indicates a
concentration degree of or scattering of the values y around the regression model yx.
The intensity of the relationship can be measured based on the correlation coefficient
and the correlation ratio.

2.2.1 Correlation Coefficient

The correlation coefficient is used to appreciate the intensity of relationship between
the analysed variables. The calculation of this coefficient can be made using the
relation:

ρ(x, y) = C(x, y)

σx · σy
=

∑

i
(xi − xm)(yi − ym)

n · σx · σy
, i = 1 , . . . , N (8)
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where:C(x, y)—the covariance between analysed variables; xm, ym—themean values
of the variable; N—number of pairs of values; σ x and σ y—the standard deviation of
variables x and y.

Between the regression coefficient b from relation (2) and the correlation
coefficient, ρ (x, y), there is the following relationship:

ρ = b · σx

σy
(9)

The analysis of the relation (9) highlights that the sign of the correlation coefficient
is identicallywith the sign of the regression coefficient, becauseσ x andσ y are positive
or equal with zero. The value of the correlation coefficient is in the range [−1, 1].
These two extreme values represent a perfect linear relationship between the two
variables (“positive” or “negative”). The missing of a relationship between the two
variables can be recorded if ρ = 0.

2.2.2 Correlation Ratio

The correlation ratio η is defined by the relation:

η =
√

σ 2
yx

σ 2
y

(10)

where

σ 2
y =

∑
(yi − ȳ)2

n
; σ 2

yx =
∑(

yxi − ȳ
)2

n
(11)

The correlation ratio have the values into the range [0, 1]. The value 1 indicates
the existence of a relationship, namely the variation of the variable y depends only
on by the variation of variable x.

3 Case Studies in the Electric Distribution Networks

3.1 Power Correlation Problem

The quality and efficiency of complex problem-solving process regarding the optimal
operation and planning of the electric distribution networks are largely determined by
the accuracy of the load estimation methods. The estimation of the power demand
and the electricity consumption is made starting from the historical data on the
evolutionof consumption,which is recorded systematically, processedby appropriate
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methods. The main factors which can be taken into account are: daily peak load,
hourly electricity consumption, and daily or weekly electricity [15, 16]. In order to
have the most accurate estimation, a large-size database should be used including
the hourly electricity consumptions for a sufficiently long period (minimum 1 year),
the evolution of demographic and climatic factors, and economic indexes in the
analysed areas [4–6]. These information must be subjected to a pre-processing stage
to eliminate systematic, gross, and random errors, and then if it possible to find a
relationship between variables represented by the electricity consumption and the
climatic and weather factors [7, 8, 14, 17].

The practice applications have concluded that the success of an estimationmethod
is based on the achievement of some appropriate conditions, such as: an accurate
selection of estimation period, the applied method, the confidence of the initial data,
the flexibility, and taking into account the climatic and weather factors. In the load
estimation process (including the peak load), there are more mathematical methods
developed in the literature. The most of the proposed approaches use the dependence
between the maximum value of the load (peak load) and the annually/monthly/daily
electricity consumption [7, 8].

Today, themostDistributionNetworkOperators (DNOs) from theEuropean coun-
tries are in full process of implementing the smart metering system in the MV/LV
electric substations and at the end consumers. The problem is that this process is slow
and there are enough electric substations forwhichDNOs do not have yet information
on their loading and the peak load to estimate the operation regime of the electric
network. In this case, the loads, generally, and the peak load, particularly, can be
estimated based on correlation studies, as will be shown in the following [6–8, 18].

If a simple linear regression model is used for the relationship between the mean
values of the variables P and Q, then the following relations can be accepted (see
Fig. 1):

Q = ρPQ · σQ

σP
· P + kPQ (12)

ρPQ = CPQ

σP · σQ
(13)

CPQ = P · Q − P · Q (14)

Fig. 1 The correlation
between P and Q (direct
variation)
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Fig. 2 The correlation
between P and Q (opposite
variation)

σ 2
P = P2 − P

2
(15)

σ 2
Q = Q2 − Q

2
(16)

where: P—the active power [kW],Q—the reactive power [kVAr], ρQP—the correla-
tion coefficient between P and Q; CPQ—covariance between P and Q; σ P, σQ—the
standard deviation of P and Q.

The overline indicates the mean value, and the coefficient kQP is determined for
each particular case, based on the correlation studies [7].

But, there are cases where the powers P andQ have an opposite variation. In these
cases, a “variation belt” should introduced (see Fig. 2).

3.2 Peak Load Estimation Using Power Correlation

3.2.1 Solution Description

The estimation of the loads from the MV/LV electric substations at the hour when
the maximum value (peak load) in the electric distribution system was recorded, will
be made in this paragraph using a power correlation-based method.

In the initial step, a statistical analysis of the load profiles regarding to the active
power from a database belonging a DNO in the MV/LV electric substations without
the installed smart meters is performed. Different time frames can be used in this
analyse, depending on the technical and load characteristics of the network. The
length of the time frames (Lh with h = 7 or 24) could be chosen from the following:
L24 frame, L7 frames (hPL ± 3 h), (hPL − 4 h; hPL + 2 h) and (hPL − 5 h; hPL + 1 h),
where hPL is the hour when the maximum value of load (peak load) from the system
was recorded.

Using the LR model, the steps of the estimation method are the following:

1. Consideration of a main variable in relation to which the correlation analysis will
be performed. Themain variable can be chosen as the HV/MV electric substation
because the hourly powers P and Q are recorded all along using smart meters.

2. Determining the peak load and the hourwhen is recorded for the reference electric
substation.
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3. Calculation of the correlation coefficients between the profiles of the powers
P and Q, recorded in each MV/LV electric substation, and the profile for the
power P, recorded in the HV/MV electric substation chosen as reference. Also,
the standard deviation of the powers P and Q recorded in the MV/LV electric
substation will be calculated.

4. Determination of the values for the coefficients bPi
Pr
, bQi

Pr
, aPi , and aQ1 with the

relations:

bPi
Pr

= ρPr Pi · σPi

σPr

; i = 1, . . . , N (17)

bQi
Pr

= ρPr Qi · σQi

σPr

; i = 1, . . . , N (18)

aPi =
h∑

j=1

(Pi j − bPi
Pr

· Pr j )/Lh; i = 1, . . . , N (19)

aQi =
h∑

j=1

(Qi j − bQi
Pr

· Pr j )/Lh; i = 1, . . . , N (20)

where:Pr—the active power corresponding to theHV/MVelectric substation chosen
as reference; Pi,Qi—the active and reactive powers from theMV/LV electric substa-
tion i; N—the number of MV/LV electric substations from the analysed network;
Lh—the length of time frame (h = 7 or 24).

5. Estimation of the powers P and Q from the MV/LV electric substations at the
hour when the maximum value of load in the system was recorded can be made
using the following LR models:

Pi = bPi
Pr

· Pr max + aPi (21)

Qi = bQi
Pr

· Pr max + aQi (22)

where: Pr max—the peak load corresponding to the reference; Pi, Qi—the estimated
powers in the MV/LV electric substation i = 1, …, N.

3.2.2 Testing the Solution

This paragraph presents testing the proposed method based on database belonging
an electric MV distribution system (20 kV) with 34MV/LV electric substations. The
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Table 2 The estimated active powers in the MV/LV electric substations

No. Pm (kW) Frame L24 Frame L7 (hPL −
4 h; hPL+ 2 h)

Frame L7 (hPL −
3 h; hPL+ 3 h)

Frame L7 (hPL −
5 h; hPL+ 1 h)

Pe (kW) ErP (%) Pe (kW) ErP (%) Pe (kW) ErP (%) Pe (kW) ErP (%)

1 240.5 239.87 −0.205 241.24 0.31 242.91 1.00 239.18 −0.54

2 216.3 224.75 3.90 220.51 1.95 221.72 2.50 214.72 −0.73

3 311.1 346.66 11.43 321.91 3.47 325.90 4.75 315.86 1.53

4 436 397.62 −8.80 442.13 1.40 448.77 2.92 430.6 −1.23

5 410.7 381.8 −7.03 414.33 0.88 404.67 −1.46 422.27 2.81

6 420.3 422.38 0.49 411.41 −2.11 415.96 −1.03 407.03 −3.15

7 600.6 614.11 2.24 604.11 0.58 597.28 −0.55 610.54 1.65

8 617.7 609.06 −1.39 611.49 −1.00 605.77 −1.93 622.15 0.72

9 561.2 560.48 −0.12 561.27 0.01 553.07 −1.44 567.94 1.20

10 208.7 213.18 2.15 205.07 −1.73 211.44 1.31 200.76 −3.8

11 617 607.32 −1.56 612.51 −0.72 598.1 −3.06 626.26 1.50

12 588.1 562.06 −4.42 588.08 −0.00 593.15 0.86 586.35 −0.29

13 404.9 408.13 0.79 389.69 −3.75 378.81 −6.44 406.06 0.28

14 357.2 397.83 11.37 360.54 0.93 362.83 1.57 359.61 0.67

15 360.4 384.7 6.74 356.33 −1.12 354.75 −1.56 363.06 0.73

(continued)

peak load in this system is recorded at the hour 15. Following the steps of method,
the LR models for different time frames were used in the analysis. The values of the
active powers at the hour when the load peak was recorded in the analysed system,
for the time frames L24 and L7, are presented in Table 2.

The RL models obtained for all considered time frames in the case of a MV/LV
electric substation (no. 28) from the analysed system are represented in Figs. 3, 4, 5
and 6 to observe the estimation accuracy for some time frame.

The errors were calculated with the relation:

Erp = Pe − Pm
Pm

100 [%] (23)

where: Pe—estimated active power; Pm—measured active power.
It can be observed that the errors are smaller in the case of the time frame 7 h

(hPL − 5 h; hPL + 1 h) than in the others frames, the average error being 1.48%.
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Table 2 (continued)

No. Pm (kW) Frame L24 Frame L7 (hPL −
4 h; hPL+ 2 h)

Frame L7 (hPL −
3 h; hPL+ 3 h)

Frame L7 (hPL −
5 h; hPL+ 1 h)

Pe (kW) ErP (%) Pe (kW) ErP (%) Pe (kW) ErP (%) Pe (kW) ErP (%)

16 365.6 371.42 1.59 376.21 2.90 388.43 6.24 356.33 −2.53

17 545.7 596.06 9.22 577.8 5.88 596.63 9.33 543.04 −0.48

18 254.9 257.03 0.83 258.62 1.46 257.09 0.86 260.77 2.30

19 191.3 213.61 11.66 196.52 2.73 202.63 5.92 191.78 0.25

20 168.1 196.46 16.87 175.47 4.38 183.60 9.22 162.46 −3.35

21 667.5 622.26 −6.77 633.51 −5.09 618.86 −7.28 662.08 −0.81

22 421.4 409.54 −2.81 423.75 0.55 414.28 −1.68 428.87 1.77

23 440.4 388.9 −11.69 419.91 −4.65 411.62 −6.53 436.36 −0.91

24 637 642.21 0.81 620.27 −2.62 633.43 −0.56 619.42 −2.75

25 452.3 444.02 −1.82 453.28 0.21 459.63 1.62 448.10 −0.92

26 623.7 534.84 −14.24 622.70 −0.16 615.64 −1.29 616.91 −1.08

27 402.2 392.49 −2.41 403.55 0.33 394.5 −1.91 408.35 1.53

28 671.8 677.4 0.83 682.12 1.53 686.71 2.21 679.72 1.18

29 634.1 643.68 1.51 638.69 0.72 640.00 0.93 628.87 −0.82

30 594.2 569.71 −4.12 606.74 2.11 613.92 3.32 594.83 0.10

31 388.1 437.63 12.76 392.07 1.02 386.38 -0.44 399.55 2.95

32 329.8 341.49 3.54 333.66 1.17 332.31 0.76 330.87 0.32

33 571 568.94 −0.36 551.65 −3.38 563.85 −1.25 549.30 −3.80

34 635.4 667.39 5.03 637.9 0.39 630.39 −0.78 655.06 3.09

Fig. 3 Linear regression model P28 = 0.0556 · Pr − 175.5 (Time Frame L24)
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Fig. 4 Linear regression model P28 = 0.0543 · Pr − 146.1 (Time Frame L7 (hPL ± 3 h)

Fig. 5 Linear regression model P28 = 0.0609 · Pr − 251.7 (Time Frame L7 (hPL − 4 h; hPL +
2 h))

3.3 Residential Load Estimation Using
a Regression—Correlation-Based Method

3.3.1 Solution Description

Load estimation has seen in the latest decades an increase in importance, complexity
and need of accuracy. Before 1970, the electricity demand was relatively predictable,
and a good forecast required simple mathematical models, limited to trend extrapo-
lation. Also, the “7% rule” was used, which stated the doubling of electricity demand
in each 10 years [19]. The load estimation studies are influenced by more factors,
which can be grouped as follows [1]:
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Fig. 6 Linear regression model P28 = 0.0602 · Pr − 244.03 (Time Frame L7 (hPL − 5 h; hPL +
1 h))

• Economic: for long and medium time period. These factors aren’t responsible for
hourly load variations and aren’t considered in short term forecasts.

• Temporal—seasons, daily and weekly cycles, holidays, daylight intervals.
• Weather: temperature, humidity, wind speed and direction, clouds, rain.
• Casual: holidays, worker strikes, public events.

Practical studies have shown that the demand variation in time or according to
other considered parameters has fourmain components [17]: season S(t); cyclicC(t);
trend T (t), and randomR(t). The demand can bewritten as the sum of the four factors,
using the following equation:

W (t) = S(t) + C(t) + T (t) + R(t) (24)

Themathematical function used in the estimation process is determined by succes-
sive steps, taking into account the consumption history and a qualitative and quanti-
tative analysis of the technical and economic factors which influence in time over the
consumer demand. In order to obtain a model for the demand of a consumer group
or a geographical area requires the testing of several approximation approaches. For
electrical load estimation, the optimal approximation functions are obtained using
specialized software tools, which choose the best variant among a wide range of
options.

The accuracy of the selected estimation model is assessed by computing indices
which give the spread of the initial data (earlier demand values) with regard to the
considered trend. Usually, a low spread indicates a good approximation which can be
expressed by the quality indices (Ik). The mathematical expressions of these indices
are given below:

• the mean absolute values of deviations:
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I1 = 1

n
·

n∑

i=1

∣
∣ŷi − yi

∣
∣ (25)

• the mean absolute percentage values of deviations:

I2 = 1

n
·

n∑

i=1

∣
∣
∣
∣
ŷi − yi

yi

∣
∣
∣
∣ · 100 (26)

• the mean absolute deviation:

I3 = 1

n
·

n∑

i=1

∣
∣ŷi − ȳ

∣
∣ (27)

• the dispersion:

I4 = σ 2 = 1

n − m − 1
·

n∑

i=1

(
yi − ŷi

)2
. (28)

but the value is different with the total variance of y:

σ 2
t = 1

n
·

n∑

i=1

(yi − ȳi )
2 (29)

• the mean square deviation of the selection

I5 = σ (30)

• the variation coefficient:

I6 = v = σ

x
(31)

• the correlation coefficient from (8) in a particular form:
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I7 = ρ =

n∑

i=1
(xi − x̄) · (yi − ȳ)

±
√

n∑

i=1
(xi − x̄)2 ·

n∑

i=1
(yi − ȳ)2

(32)

• the particular form of (10) of correlation ratio will be:

I8 = η =

√
√
√
√
√
√
√

n∑

i=1

(
ŷi − ȳ

)2

n∑

i=1
(yi − ȳ)2

(33)

where ŷi—the estimated value, yi—the real demand, ȳ—themean value of the histor-
ical consumption, m—the degree of the polynomial used for trend approximation.

In order to compute the trend, as recommended in the literature, continuous func-
tions were used, which can be represented as continuous growth curves and limited
growth curves. Their coefficient was determined using time series regression, with
normal and modified methods using the sum squared error criterion. This approach
is frequently used for residential load estimation.

The load estimation in theMV/LV electric substations ismore difficult, because of
the lack of historical demand data from consumers. Moreover, load estimation at the
level of each DNO is possible with much better accuracy, using load data recorded
through the continuous monitoring in the HV/MV electric substations and applying
the global estimation methods [17].

Thus, for a year j from the estimation interval Pm+j, the load estimation can be
obtained based on a mathematical model which uses historical load data:

Pn+ j =

m−1∑

k=0

n− j−k∑

i=1

Pi+ j+k

Pi

m−1∑

k=0
(n − j − k)

(34)

where: n—the previous years for which recordings exist;m—the previous years used
as forecast base; j—forecast year; k—base year.

Previous studies have shown that ambient temperature has a significant influence
on demand [4]. The load estimation with the temperature (computed for several
consecutive years) can be:



Regression Analysis-Based Load Modelling … 785

Ppr = Pr
1 + a

b�θ
(35)

where Pr—the real load, measured in a given year; �θ—the difference between the
real and average temperature recorded for several years, over a given time interval;
a—regression coefficient with the temperature θ ; b—the average load ratio for years
j and j − 1.

Accounting for the (load-temperature) correlation, which differs monthly, and
sometimes is greater at the night hours than at the day hours, if temperature fore-
casts are known for the next year, then the load estimation for the next year can be
computed:

P(n+1),θ = Pn,θn (b + a · �θ) (36)

where�θ—the difference between the next year temperature forecast and the multi-
year temperature; Pn,θn—the load from the last year; a—regression coefficient with
the temperature θ ; b—the average load ratio for years j and j − 1.

Using statistical methods [2, 3, 20] the peak load level growth for individual
residential consumers can be computed with:

Smax = Smax + λ · σ (37)

where Smax—the mean value of the peak load for the residential consumer:

Smax =
n∑

i=1

Smaxi (38)

σ—mean square deviation, computed as a particular form:

σ =
√

σ 2 =
√
1

n

(
Smaxi − Smax

) 2
(39)

n—number of residential consumers with the available measurements;
λ—rated deviation of the normal distribution.
For the estimation of the monthly load, the profile of the warm season

(December—month 12) and the profile of the cold season (June, month 6) can be
used in any month l:

Pt,l = Pt,12 + Pt,6
2

+ Pt,12 − Pt,6
2

cos
π · l
2

(40)

where: Pt,l—the active power at hour t = 1, …, 24, in month l; Pt,6 , Pi,12—the active
power at hour t = 1, …, 24, in month 6 (June) and month 12 (December).
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If the yearly load growth is considered, (40) can be rewritten as:

Pt,l = α · Pt,12 + 1+α
2 · Pt,6

2
+ α · Pt,12 − 1+α

2 · Pt,6
2

· cos π · l
2

(41)

where α is the yearly load growth coefficient.
The estimation model or function is chosen according to the least squares’ crite-

rion, which seeks the minimization of the sum S of the squared differences between
the computed and the real energy consumption values, written as:

S =
n∑

k=1

d2
k =

n∑

k=1

[yk − f (xk, a0, a1, . . . , an)]
2 (42)

If the obtained values have different variances, then the measured values were
obtained with measurement devices having different precision classes (42) can be
rewritten as:

S =
n∑

k=1

d2
k =

n∑

k=1

{
[yk − f (xk, a0, a1, . . . , an)]

2 · ωk
}

(43)

whereωk areweights inversely proportionalwith the variance of themeasured values,
respectively:

ω1 = 1

σ 2
1

; ω2 = 1

σ 2
2

; . . . ωn = 1

σ 2
n

(44)

The values a0, a1, …, an, are obtained by minimizing S (a0, a1, …, an):

∂S

∂a0
= 0; ∂S

∂a1
= 0; . . .

∂S

∂an
= 0 (45)

By solving (45), the best regression coefficients are determined for a function
family y = f(x). The direct extrapolation procedure used for determination the best
regression coefficients for the load estimation is illustrated in the following for the
logistic and power functions. The logistic function used for the estimation of the
trend term in time series has the following expression:

y = a

1 + b · e−c·x (46)

where a is the limit value of y in time, and can be frequently assessed with non-
statistical means.

In order to find a, b and c in (46), a possible approach is to empirically choose three
values (y1, y2, y3) which correspond to the (x1, x2, x3) equidistant points illustrated in
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Fig. 7 Representing Y
values using equidistant X
values

x2 xn-1 X

Y

y2

yn-1

Fig. 7. For simplifying the computation effort, the following notations can be used:

x1 = 0; x2 = θ; x3 = 2θ (47)

Thus, the logistic function (47) can be written:

a − y

y
= b · e−c·x (48)

If x = x1 = 0, then b can be computed with:

b = a − y1
y1

(49)

Using the natural logarithm transformation, (48) becomes

ln b − c · x = ln

(
a − y1
y1

)

(50)

Similarly, if x = x2 = θ and x = x3 = 2 θ ,

ln b − cθ = ln

(
a − y2
y2

)

; ln b − 2cθ = ln

(
a − y3
y3

)

(51)

By using (50), multiplying the first equation by (−2) and adding it with the second
equation from (51), we obtain

a − y1
y1

=
(
a − y2
y2

)2

· y3
a − y3

(52)

Using (52), a can be written as:
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a = 2y1 · y2 · y3 − y22 (y1 + y3)

y1 · y3 − y22
(53)

Once a from the logistic function (46) is computed using (53), b can be determined
with (49), and c with (50), follows using:

cθ = ln b − ln

(
a − y2
y2

)

= a − y1
y1

− ln

(
a − y2
y2

)

(54)

or

cθ = ln
a − y1y2
a − y2y1

; c = 1

θ
· 2.3026 · log y2(a − y1)

y1(a − y2)
(55)

Knowing a, b and c, the logistic function can be computed for any each value of
the variable x.

As presented in the literature [21–23], the logistic function can be used for yearly
estimations only for longer intervals (8–10 years), especially for consumer categories
with similar appliances and demand profiles. As for the use of the power function in
load extrapolation, its initial expression is

y = a · xb (56)

By using the transformation of natural logarithm, we get

y = ln(A) + B ln(x) (57)

and by substituting Y = ln y; a = ln A; X = ln x; B = b, a linear function is obtained:

Y = b · X + a (58)

The best regression curve fulfils the least mean square criterion:

S =
l∑

k=1

(Yk − b · Xk − a)2 → min (59)

To find the minimum value of S, it’s the first order derivatives in report with a
and b must be set to zero (∂S/∂a = 0 ; ∂S/∂b = 0), which gives the following
equations system:

⎧
⎪⎪⎨

⎪⎪⎩

b ·
l∑

i=1
ln xi + m · a =

l∑

i=1
ln yi

b ·
l∑

i=1
(ln xi )

2 + m · a ·
l∑

i=1
ln xi =

l∑

i=1
ln xi · ln yi

(60)
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By solving the linear equations system (60), the power function coefficients are
obtained:

a =

l∑

i=1
ln yi ·

l∑

i=1
(ln xi )

2 −
l∑

i=1
ln xi ·

l∑

i=1
ln xi · ln yi

m ·
l∑

i=1
(ln xi )

2 −
(

l∑

i=1
ln xi

)2 (61)

b =
m ·

l∑

i=1
ln xi · ln yi −

l∑

i=1
ln xi ·

l∑

i=1
ln yi

m ·
l∑

i=1
(ln xi )

2 −
(

l∑

i=1
ln xi

)2 (62)

The Romanian standards recommends the use a power function for residential
load estimation:

P(t) = A · tb = P(t) · tb (63)

If it is considered the 2000–2030 interval, the signification of terms from (63) is
the following: P(t)—the estimated load for year t; t—a year from the range [2000,
2020], (t = 1 for year 2000); A = P(t)—the demand in the first year (2000), used as
base value; b—regression coefficient, based on historical data, whose value differs
for each consumer category.

The estimation functions for the demand evolution in urban areas, considered
as power required by MV/LV electric substations, maximum and minimum value,
are given in [24] for the 2000–2035 interval. It should also be noted that for the
estimation of the demand for the apartments found in crowded areas or in individual
buildings more than 4 levels, the following supplemental values should be added:
for staircase lighting—0.2 kW/store (4/6 apartments); elevators—10 kW/drive; fire
hose enclosure lighting:—2 kW/entrance.

The choice between the maximum and the minimum value should be made in the
design stage, taking into account the geographical area, the economic environment,
consumer density etc. [5, 6].

3.3.2 Testing the Solution

Using the capabilities of the Smart Meters, which can record consumption values,
data was recorded for seven consecutive years (2012–2018) on the LV side of four
MV/LV electric substations located in an electric distribution network belonging of
a DNO from Romania. The monitored substations supply 390 apartments with 2 and
3 room apartments.

A first category (Group I) contains 205 apartments which use natural gas for
cooking and receive hot water and heating from the central thermal power plant. The
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second category (Group II) contains 185 apartmentswhichuse natural gas for cooking
and individual thermal plants for hot water and heating. Table 3 and Fig. 8 show the
electricity demand evolution measured in the four monitored MV/LV substations, as
measured by the smart meters.

Initially, in order to identify the most representative mathematical model for
the load estimation, as described in the previous sections, continuous growth func-
tions (linear, parabolic, polynomial, exponential) limited growth (power, logarithmic,
modified exponential, logistic) and modified combinations functions were used.

In the second stage, the regression coefficients were determined for each function
and apartment category, using the time as interest variable and the minimum least
square criterion. The results confirmed that the power function has the smallest
sum of squared estimate of errors (SSE), confirming the validity of the estimation
function type recommended in the standards. However, the regression coefficients
differ slightly:

Group I : W (t) = 0.420 · t0.201 (64)

Table 3 The demand
evolution for each apartment
category, [kW/ap]

Year Group I Group II

2012 0.420 0.467

2013 0.482 0.543

2014 0.523 0.594

2015 0.554 0.632

2016 0.58 0.664

2017 0.602 0.691

2018 0.637 0.736

Fig. 8 The demand evolution measured at the LV side of electric substation, for the considered
apartment categories and years 2012–2018
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Table 4 The demand evolution on the LV side of electric substations, for the considered apartment
categories using new and the recommended coefficients

Year Calculated values The extreme values of range from the
Romanian normative

Group I Group II Minimum Maximum

2012 0.420 0.467 0.450 0.520

2013 0.482 0.543 0.500 0.580

2014 0.523 0.594 0.540 0.630

2015 0.554 0.632 0.570 0.670

2016 0.580 0.664 0.600 0.710

2017 0.602 0.691 0.630 0.739

2018 0.637 0.736 0.680 0.800

2019 0.667 0.773 0.727 0.851

2020 0.692 0.804 0.768 0.899

2021 0.703 0.818 0.790 0.920

2022 0.713 0.832 0.804 0.942

2023 0.733 0.857 0.840 0.980

2024 0.750 0.879 0.870 1.020

2025 0.767 0.899 0.899 1.053

2026 0.781 0.918 0.927 1.085

2027 0.788 0.927 0.940 1.100

2028 0.804 0.947 0.969 1.133

2029 0.816 0.963 0.992 1.160

2030 0.829 0.979 1.016 1.187

Group II : W (t) = 0.467 · t0.219 (65)

It should be noted that in the Romanian standard, the power function coefficients
have different values according to the number of rooms in the apartment and the
heating/cooking type, as described earlier.

For the apartment types used in the study case, two different coefficient sets are
provided:

MinimalW (t) = 0.305 · t0.35 (66)

MaximalW (t) = 0.357 · t0.35 (67)

For a comparative analysis of the coefficients associated the estimation function
obtained in the study case, relations (64) and (65), and given in the standards, relations
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Fig. 9 The demand evolution for the categories of considered apartment

(66) and (67), Table 4 and Fig. 9 present the demand evolution on the LV side of
electric substations, between 2012 and 2030 (estimated).

The following conclusions can be highlighted:

• The coefficients of the power function computed in the study case have different
values comparative with those from the normative.

• The new estimated values are inside the range given in [24] for the apartments
using individual thermal substations.

4 Conclusions

The estimation of the loads in different parts of the distribution system represents a
main function of the DNOs. The electricity cannot be efficiently stored on a large
scale (relative to the produced amount), which means that for the DNOs, the estima-
tion of the loads is an indispensable factor in the distribution process. The regression
models are some of themost commonly used statistical techniques. For the estimation
of electricity/power consumption such approaches are used to model the relation-
ship between consumption and other factors such as weather, type of day, nature of
consumption, etc. Usually RL model is used using in most cases the temperature.
The advantages of this model are related to the relatively simple implementation,
the easy understanding of the relationship between the input and output variables
and the easy estimation of the performance of the forecasting model. However, due
to the complex dependence between electricity consumption and influence factors,
inherent problems arise in identifying the correct model.

To solve this problem, the regression analysis-based approaches for the load
modelling from the nodes of electricity distribution networks were treated in the
chapter. The approaches refer to estimation of the required powers in the supply
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points with a mixt structure of the load (i.e. residential, commercial, and industrial)
at the hour when the maximum value of the load is recorded and the demand of
residential consumers which represent the highest percentage from the load struc-
ture fed from the LV/MV electric substations. The proposed approaches were tested
in real operation conditions of MV distribution networks from Romania. Thus, the
estimation of the loads from the MV/LV electric substations of a test network, at the
hour when the maximum value (peak load) was recorded, using the proposed method
based on the power correlation, led at an average error for the time frame 7 h (hPL
− 5 h; hPL + 1 h) below 1.48% than in the others frames L24 frame or L7 frames
(hPL ± 3 h), (hPL − 4 h; hPL + 2 h).

Regarding the estimation of the demand in the case of residential consumers, the
comparative analysis of the coefficients associated the estimation function and to
those given in the Romanian standard highlighted that the estimated values are lower
than the minimum recommended values for the apartments which use natural gas
for cooking and individual thermal plants for hot water and heating. This behaviour
could be the result of a modified behaviour of the customers or due to the used
database which belonging of a characteristic electric substation from the analysed
area, while in used data from the Romanian standard are collected from the whole
country.
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Finite Element Analysis
of Electromagnetic Fields Emitted
by Overhead High-Voltage Power Lines

Eduard Lunca, Bogdan Constantin Neagu, and Silviu Vornicu

Abstract The overhead high-voltage power lines (OHVPLs) are considered signifi-
cant sources of extremely low frequency (ELF) electric and magnetic fields (EMFs),
whose potential health effects became during the past decades a matter of scien-
tific debate and public concern all over the world. In this chapter, a simple and yet
effective finite element (FE) approach is proposed to compute and analyze—from
the perspective of public exposure—both electric and magnetic fields emitted by
typical configurations of OHVPLs belonging to the Romanian power grid. First,
a 2D ANSYS Maxwell model is developed for the specific instance of a 110 kV
double-circuit OHVPL and validated against two software tools based on quasi-static
analytical methods, PowerELT and PowerMAG. Next, it will be used to investigate
exposure to ELF-EMFs emitted by a selection of OHVPLs with nominal voltages
of 110 kV, 220 kV and 400 kV, taking into consideration influencing factors such
as loading, phasing and ground clearance. Compliance with the exposure guidelines
specified by the International Commission on Non-Ionizing Radiation Protection
(ICNIRP) for general public is assessed for each particular case. As a result, all
calculated magnetic fields are below the ICNIRP limit of 100 µT, while the electric
fields exceed the ICNIRP limit of 5000 V/m only in limited areas beneath the 400 kV
OHVPLs. The calculated field levels are in line with those reported in the scientific
literature for similar OHVPLs.
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Abbreviations

A. Acronyms
2D Two-Dimensional
ACSR Aluminum Conductor Steel-Reinforced
ELF Extremely Low Frequency
EMF Electric and Magnetic Fields
EU European Union
FE Finite Element
FEM Finite Element Method
IARC International Agency for Research on Cancer
ICNIRP International Commission on Non-Ionizing Radiation Protection
IEEE Institute of Electrical and Electronics Engineers
OHVPL Overhead High-Voltage Power Line
RMS Root Mean Square
SW Shield Wire
T Transposed
U Untransposed
WHO World Health Organization

B. Symbols/Parameters
B Magnetic flux density
E Electric field strength
i Conductor number
I i Phase current of conductor i
Ui Phase voltage of conductor i
di Lateral distance from centerline to conductor i
hi Height of conductor i
hg Line-to-ground clearance
h Calculation height above ground
Req Bundle conductor equivalent radius

1 General

The electricity has many benefits in our daily life. But generating, transmitting,
distributing and using electricity can expose people to ELF-EMFs, which interact
with the human body by mainly inducing electric currents in it. During the past
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decades, a lot of research has been devoted to investigation of possible health effects
of exposure to ELF-EMFs, including childhood and adult cancers, reproductive
dysfunctions, cardiovascular and developmental disorders, immunological modifi-
cations, neurological effects, etc. Particularly, a (poor) statistical link between child-
hood leukemia and prolonged exposure to residential ELF magnetic fields higher
than 0.3–0.4 µT has been reported by a number of epidemiological studies [1, 2].
In 2002, based on these findings, the International Agency for Research on Cancer
(IARC)—an intergovernmental agency activating within theWorld Health Organiza-
tion (WHO)—has concluded that the ELFmagnetic fields are “possibly carcinogenic
to humans” (Group 2B carcinogens, designating agents for which the evidence in
humans is limited and the evidence in animals is “less than sufficient”). As for ELF
electric fields, IARC has concluded that they are “unclassifiable as to carcinogenicity
in humans” (Group 3 carcinogens) [3].

Aiming at preventing the established health effects associated with short-term
exposure to high intensity ELF-EMFs, principally induced currents, ICNIRP and
IEEE (the Institute of Electrical andElectronics Engineers) have formulated exposure
guidelines in 1998 [4] and 2002 [5], respectively. According to the scientific infor-
mation currently available, long-term exposure to ELF field levels not exceeding the
limits prescribed by these guidelines is considered safe for the purpose of protecting
human health. There is no established evidence that exposure to ELF-EMFs emitted
by power lines, substations, transformers or other electrical equipment, regardless of
the proximity, can cause any known health effects. But there is a continuous debate
as to what might be adequate precautionary approaches at these lower field levels.
Furthermore, the general public often expresses concern about ELF-EMFs, espe-
cially in relation with setting up new overhead high-voltage power lines or living in
their vicinity [6–9].

The OHVPLs are considered significant sources of both electric and magnetic
fields. Both fields are strongest directly under the OHVPL and sharply reduce with
distance from it. Of course, in addition to distance, there are many other factors
influencing the ELF-EMFs originating from OHVPLs, including voltage, current,
phasing, ground clearance, observation height above the ground, balance within
circuit, balance between circuits, conductor bundle, existence of parallel lines, ground
resistivity (conductivity), etc. Moreover, the electric fields are greatly attenuated
by buildings, walls, fences, trees and other obstacles in the neighborhood, but the
magnetic fields pass through most materials and cannot be attenuated as easily as the
electric fields [10–12].

To determine ELF electric and magnetic field levels emitted by OHVPLs and to
assess compliance with relevant exposure limits, both measurements and computa-
tions can be performed [13–19]. Computations are often preferable to measurements
because they can be conducted for any desired exposure scenario rather than being
confined to the particular conditions at the time of taking measurements. Analyt-
ical and numerical methods can be used for computations, usually employing two-
dimensional (2D) models because of their simplicity [20–33]. Very often, the numer-
ical calculations (simulations) exploit the finite element method (FEM), which is
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recognized for its ability to generate accurate 2D electric and magnetic field distri-
butions in the transverse section of the OHVPLs and of other power–frequency
systems [19, 29–33].

In this chapter, a simple and yet effective FEM approach is proposed to compute
and analyze—from the perspective of public exposure—ELF electric and magnetic
fields produced by typical configurations of OHVPLs belonging to the Romanian
power grid. Computations are performed with ANSYSMaxwell 2D electromagnetic
simulation software, mainly in the form of RMS electric field strength and RMS
magnetic flux density lateral profiles, at the standard height h= 1m above the ground
level. It is worthwhile to remark that Romania, as a member of the European Union
(EU), has implemented exposure limits derived from the Council Recommendation
of 12 July 1999 on the limitation of exposure of the general public to electromagnetic
fields (0 Hz–300 GHz) [34], which is based on the guidelines issued by ICNIRP in
1998. For power–frequency electric and magnetic fields, these limits are 5000 V/m
and 100 µT, respectively.

From this point, the chapter is organized as follows. First, a 2D ANSYSMaxwell
model for computing ELF electric and magnetic fields around OHVPLs will be
developed and validated against simulation software based on analytical methods.
Next, it will be used to investigate exposure to ELF-EMFs generated by a selection
of OHVPLs with nominal voltages of 110, 220 and 400 kV. As already mentioned,
special attention will be given to the field distribution at 1 m height above the ground,
taking into consideration influencing factors such as loading, phasing and ground
clearance. Compliance with the ICNIRP exposure limits for general public will be
assessed for each particular case.

2 2D ANSYS Maxwell Model for Computing ELF Electric
and Magnetic Fields Around OHVPLs

ANSYS Maxwell 2D is a high-performance low frequency electromagnetic field
simulation software that uses the finite element method for solving electric, magne-
tostatic, eddy current and transient problems. Therefore, it may serve as an appro-
priate tool for computing exposure toELF-EMFs originating fromOHVPLs, but such
investigations are rather rare and mostly focused only on the magnetic field expo-
sure [17, 35, 36]. As an extension of a recent study by the authors [11], this section
presents the development and validation of a 2DMaxwell model for computing both
electric and magnetic fields emitted by various OHVPLs. The model is implemented
for a common configuration of 110 kV double-circuit line used for primary power
distribution, but it can easily be applied to any other OHVPL. The model validation
is achieved against previously developed software based on quasi-static analytical
methods.
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2.1 Model Development

The 110 kV double-circuit OHVPL selected formodel implementation—often found
in the proximity of urban settings—has geometry dictated by suspension towers of
Sn 110.252 type, as illustrated in Fig. 1. The phases of the two circuits are realized
with Aluminum Conductor Steel-Reinforced (ACSR) cables of Sect. 240/40 mm2

(21.7 mm exterior diameter), while the shield wire (SW) is represented by a 160/95
mm2 ACSR conductor (20.75 mm exterior diameter). The OHVPL is considered to
operate at a load of 500A (close to themaximum rated current), with the phases of the
two circuits perfectly balanced. In addition, because the field level largely depends
on the relative phasing between the two circuits, we assumed both untransposed
(ABC/A’B’C’) and directly transposed (ABC/C’B’A’) phase arrangements, which

Fig. 1 Suspension tower of
Sn 110.252 type (dimensions
are given in mm)
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Fig. 2 Global FEM
geometric model of the
110 kV double-circuit
OHVPL

Ground

Baloon 

Air 

OHVPL 

clearly determine the maximum and minimum exposure to the sides of the line [37,
38], where people are most likely to live or spend time.

a. FEM geometric model

The global FEM geometric model is presented in Fig. 2, where the considered
110 kV double-circuit OHVPL is placed above a ground with the electrical conduc-
tivity of 0.01 S/m, the relative electric permittivity of 10 and the relative magnetic
permeability of 1. The ground clearance, namely 9 m, corresponds to an “average
height” of the OHVPL above the ground, calculated as havg = hmax—(2/3)·f [39],
where hmax = 15.2 m represents the maximum height of the conductors (at tower)
and f = 9.2 m is the conductors sag. The active conductors are modeled as presented
in Fig. 3, as simple aluminum cylinders with the electrical conductivity of 3.8·107

S/m, the relative electric permittivity of 1 and the relative magnetic permeability of
1, while the influence of the SW on the electric and magnetic field distribution is
ignored (the SW is not included in simulation). The applied boundary conditions are
of Balloon type, which models the region outside the defined space as extending to
infinity. The radius of the bounded region is taken R = 200 m, sufficiently large to
determine the behavior of the two fields well outside the power line corridor, even
for OHVPLs with higher nominal voltages. All simulations conducted in this study
assume a total number of mesh elements of 1,223,286, but it can be lowered for more
rapid and yet satisfactory analyzes.

b. Magnetic field calculation

The magnetic field distribution around the OHVPL is obtained using the eddy
current solver, which allows calculating magnetic fields that oscillate with a
frequency (in this case, 50 Hz). However, because the magnetic field distributions
generatedwith this solver are reported in terms of instantaneousmagnetic flux density
values over a 20 ms period, further post-processing is necessary to generate RMS
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A A’ (C’)

C C’ (A’)

B B’ (B’)

Fig. 3 Discretized OHVPL region

Fig. 4 Instantaneous magnetic flux density profiles at h = 1 m, for U phasing

magnetic flux density (lateral) profiles at the height h = 1 m, as often used for
assessing exposure to ELF-EMFs fromoverhead power lines. Consequently,multiple
instantaneous magnetic flux density profiles have been imported into Microsoft
Excel, where they have been processed in a point-by-point fashion, according to
the formula [11]:

BRMS(i) =
√
√
√
√

1

N

N
∑

n=1

B2
n (i), (1)

whereB1(i),…,BN (i) represent the instantaneous values of the magnetic flux density
corresponding to the point i of the profile and N = 73 is the total number of values.
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Figure 4 presents instantaneous magnetic flux density profiles obtained for
untransposed (U) phasing, while Fig. 5 shows similar profiles obtained for transposed
(T) phasing. The correspondent RMSmagnetic flux density profiles—computedwith
Eq. (1)—are comparatively presented in Fig. 6. Starting at a certain distance from the
centerline, any other phase arrangement will generate an RMSmagnetic flux density
profile between these two limit plots.

Figures 7 and 8 illustrate the magnetic field distribution around the OHVPL at
the time instants corresponding to the maximum field profiles in Figs. 4 and 5,
respectively. As evident, an extra degree of cancellation between the magnetic fields
generated by the two circuits can be observed for transposed phasing. The distance
from the centerline is 30 m in both distributions.

c. Electric field calculation

Fig. 5 Instantaneous magnetic flux density profiles at h = 1 m, for T phasing

Fig. 6 Comparison between RMS magnetic flux density profiles obtained for untransposed and
transposed phasing
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Fig. 7 The magnetic field distribution around the 110 kV double-circuit OHVPL for U phasing
(t = 10.83 ms)

Fig. 8 The magnetic field distribution around the 110 kV double-circuit OHVPL for T phasing
(t = 11.66 ms)
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The electric field distribution around the OHVPL is determined using the AC
conduction solver, which allows calculating sinusoidally-varying electric fields
(here, varying at 50 Hz). And this time, to generate RMS electric field strength
lateral profiles at the height h = 1 m, multiple profiles of instantaneous electric field
strength have been imported into Microsoft Excel, where they have been processed
in the same way, by applying the formula [11]:

ERMS(i) =
√
√
√
√

1

N

N
∑

n=1

E2
n(i) (2)

where E1(i),…, EN (i) represent the instantaneous values of the electric field strength
corresponding to the point i of the profile and N = 73 is the total number of values.

As in the case of magnetic field, Fig. 9 gives instantaneous electric field strength
profiles obtained for U phasing, while Fig. 10 shows profiles obtained for T phasing.
The two associatedRMSelectric field strength profiles—computedwith Eq. (2)—are
compared in Fig. 11.

Figures 12 and 13 illustrate the momentary distribution of the electric field around
the OHVPL corresponding to the maximum field profiles in Figs. 9 and 10, respec-
tively. Once again, an extra degree of cancellation between the electric fields gener-
ated by the two circuits can be observed for transposed phasing. As in the case of
magnetic field, the distance from the centerline is 30 m in both distributions.

Fig. 9 Instantaneous electric field strength profiles at h = 1 m, for U phasing
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Fig. 10 Instantane-ous electric field strength profiles at h = 1 m, for T phasing

Fig. 11 Comparison between RMS electric field strength profiles obtained for untransposed and
transposed phasing

2.2 Model Validation

The model validation has mainly been performed with the help of two interactive
software tools based on analytical methods, PowerELT and PowerMAG [28], which
are capable to produce accurate electric and magnetic field (lateral) profiles at any
user-defined height above the ground level, together with 2D electric and magnetic
field distributions in the transverse section of the OHVPL, in any rectangular plotting
area also defined by user. Assuming the same power line geometry, and voltage and
current information (amplitude and phase, respectively), Fig. 14 compares RMS
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Fig. 12 The electric field strength distribu-tion around the 110 kV OHVPL for U phasing (t =
10.55 ms)

Fig. 13 The electric field strength distribu-tion around the 110 kV OHVPL for T phasing (t =
20 ms)



Finite Element Analysis of Electromagnetic … 807

0

2

4

6

8

10

12

-100 -80 -60 -40 -20 0 20 40 60 80 100

M
ag

ne
tic

 fl
ux

 d
en

si
ty

, B
 (u

T)

Lateral distance, d (m)

ANSYS, U PowerMAG, U ANSYS, T PowerMAG, T

Fig. 14 Comparison betweenRMSmagnetic flux density profiles obtained by numerical simulation
and analytical computation

magnetic flux density profiles computed with the developed 2D ANSYS Maxwell
model and PowerMAG software. Similarly, Fig. 15 compares RMS electric field
strength profiles computed with the developed 2D ANSYS Maxwell model and
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PowerELT software. As obvious, there is an excellent agreement between numerical
and analytical results, regardless the phasing (U or T).

Similar comparisons have also been made for OHVPLs with higher nominal
voltages (i.e., larger physical dimensions), each time obtaining perfect matching
between simulated profiles. Exposure to ELF-EMFs from some of these lines, under
various conditions, will be discussed in the subsequent section.

3 Finite Element Analysis of ELF-EMFs from Typical
OHVPLs Used in the Romanian Power Grid

In Romania, OHVPLs are used for both power transmission and power distribution.
Power transmission is achieved through a total length of 8759.4 km of OHVPLs,
of which [40]: 3.1 km—750 kV, 4915.2 km—400 kV, 3875.6 km—220 kV and
40.4 km—110 kV, where 482.6 km serves as interconnection lines. In addition,
power distribution operatorsmake use ofmore than 20,000 km ofOHVPLs operating
at 110 kV. Thus, for assessing exposure to ELF-EMFs emitted by these OHVPLs,
we have selected two double-circuit lines with nominal voltages of 110 kV and
220 kV, respectively, and a single-circuit line with nominal voltage of 400 kV, which
can be considered typical. Finite element analysis of ELF-EMFs from these lines
assumes the same conditions as in the described model, except that computations
will be performed for three different ground clearances (minimum, average and
maximum), as well as for maximum allowable current. However, because of the
direct proportionality between current andmagnetic flux density, the computed fields
can easily be scaled down for more common loads.

3.1 ELF-EMFs from the 110 kV Double-Circuit OHVPL

In essence, the 110 kV double-circuit OHVPL subjected to investigations is the same
used for model development, which has geometry dictated by suspension towers of
Sn 110.252 type. As already mentioned, the two circuits are realized with standard
240/40mm2 ACSR conductors (21.7mm exterior diameter), which have amaximum
allowable current of 575 A (RMS). All other input data for this line are presented in
Table 1, where di is the lateral distance from the OHVPL centerline to the conductor
i, hi represents the height of the conductor i and hg denotes the ground clearance of
the line: 6 m, 9 m and 15.2 m, respectively.

a. Magnetic field distribution

Figure 16 presents RMS magnetic flux density profiles at the height h = 1 m, for
untransposed phasing. Themaximummagnetic field beneath the line (not necessarily
at the centerline) varies from 5.48 µT for hg = 15.2 m (at tower) to 18.5 µT for hg
= 6 m (at mid-span), which is generally below 18.5% of the ICNIRP limit for
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Table 1 Input data for the 110 kV double-circuit OHVPL using towers of Sn 110.252 type
(untransposed phasing)

Phase conductor i di [m] hi [m] Ui [kV] Ii [A]

A 1 −3.05 hg 63.51 ∠ 0° 575 ∠ 0°

B 2 −5.05 hg + 4.6 63.51 ∠ −120° 575 ∠ −120°

C 3 −3.05 hg + 10.3 63.51 ∠ 120° 575 ∠ 120°

A’ 4 3.05 hg 63.51 ∠ 0° 575 ∠ 0°

B’ 5 5.05 hg + 4.6 63.51 ∠ −120° 575 ∠ −120°

C’ 6 3.05 hg + 10.3 63.51 ∠ 120° 575 ∠ 120°
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Fig. 16 RMS magne-tic flux density profiles for the 110 kV OHVPL, for untrasnsposed phasing
and various ground clearances

general public, 100 µT. For transposed phasing (Fig. 17), the maximum magnetic
field beneath the line varies from 2.12 µT for hg = 15.2 m to 16.1 µT for hg =
6 m, hence not exceeding 16.1% of the ICNIRP exposure limit. As it can easily be
observed, starting with some distance from the centerline, the transposed phasing
produces much lower magnetic field levels.

Considering the average clearance hg = 9 m and a (more) typical loading of
325 A, Table 2 gives magnetic field levels at various distances from the centerline.
Beneath the line, the magnetic flux density does not exceed 6.51 µT for U phasing
and 4.03 µT for T phasing, while at the edge of the OHVPL corridor—18.5 m from
the centerline, according to national regulations [41]—it decreases to 2.32 µT and
0.73 µT, respectively. The critical value of 0.4 µT—often used in epidemiological
studies—is reached at a lateral distance of about 53.9 m and 24.5 m, respectively.
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Fig. 17 RMS magne-tic flux density profiles for the 110 kV OHVPL, for transposed phasing and
various ground clearances

Table 2 Typical magnetic field levels from the 110 kV OHVPL (hg = 9 m, I = 325 A)

Phasing B [µT], at various lateral distances

Maximum beneath line 18.5 m 25 m 50 m 100 m

U 6.51 2.32 1.49 0.46 0.14

T 4.03 0.73 0.38 0.067 0.011

b. Electric field distribution

The RMS electric field strength distribution at the height h = 1 m—for untrans-
posed phasing—is illustrated in Fig. 18. The maximum electric field beneath the line
(at the centerline) varies from882.8V/mat tower to 3017.2V/matmid-span,which is
generally below 60.34% of the ICNIRP exposure limit for general public, 5000 V/m.
For transposed phasing (Fig. 19), the maximum electric field levels beneath the line
range from 243.2 V/m at tower to 1790.2 V/m at mid-span, hence not exceeding
35.8% of the exposure limit.

For the average clearance hg = 9m (Table 3), the electric field strength beneath the
line reaches 1901.8V/m forUphasing and 784.4V/m forTphasing,while the electric
field strength at the corridor edge reaches 110.3 V/m and 109.5 V/m, respectively. At
the distance of 50 m from the centerline route, the electric field levels fall to only 77
and 11.3 V/m, respectively, similar to the lowest levels measured at 30 cm distance
from household appliances.
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Fig. 18 RMS electric field strength profiles for the 110 kV OHVPL, for untransposed phasing and
various ground clearances
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Fig. 19 RMS electric field strength profiles for the 110 kV OHVPL, for transposed phasing and
various ground clearances

Table 3 Typical electric field levels from the 110 kV OHVPL (hg = 9 m)

Phasing E [V/m], at various lateral distances

Maximum beneath line 18.5 m 25 m 50 m 100 m

U 1901.8 110.3 134.4 77 25

T 784.4 109.5 47.9 11.3 3.3
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3.2 ELF-EMFs from the 220 kV Double-Circuit OHVPL

The 220 kV double-circuit OHVPL selected for FE analysis has geometry dictated by
suspension towers of Sn220.202 type.The line is equippedwith standard 450/75mm2

ACSR conductors (29.25 mm exterior diameter), for which the maximum allowable
current is 975 A. Table 4 presents the geometrical data, as well as the voltage and
current information used for computation, where the ground clearance hg is taken
7 m, 11 m and 19 m, respectively. Because the geometry of this line is quite similar
to the geometry of the 110 kV line, we expect similar electric and magnetic field
distributions.

a. Magnetic field distribution

For untransposed phasing (Fig. 20), the maximum RMS magnetic flux density
beneath the 220 kV OHVPL ranges from 7 µT at tower to 23.9 µT at mid-span,
generally accounting for less than 24% of the ICNIRP exposure limit for general
public. For transposed phasing (Fig. 21), the maximum RMS magnetic flux density
along the half-span varies between 3.62 and 24.33µT, hence not exceeding 24.4% of
the ICNIRP exposure limit. And this time, much lower field levels can be observed
at larger distances from the line for T phasing.

Table 5 givesmagnetic field levels at various distances from theOHVPLcenterline
for the average clearance hg = 11m and a (more usual) loading of 200A. Beneath the
line, the magnetic flux density does not exceed 2.87 µT for U phasing and 2.35 µT
for T phasing, while at the edge of the OHVPL corridor—27.5 m from the centerline
[41]—it decreases to 0.93 µT and 0.42 µT, respectively. The critical value of 0.4 µT
is reached at a lateral distance of about 45 m and 25.4 m, respectively. As we can
see, because of the low load conditions, the typical exposure levels from this line are
lower than those associated with the 110 kV OHVPL.

b. Electric field distribution

The electric field strength distribution for untransposed phasing is illustrated in
Fig. 22. Beneath the 220 kV double-circuit OHVPL, the maximum field strength at
the standard height h = 1 m ranges from 1452.8 V/m for hg = 19 m to 4673.7 V/m
for hg = 7 m, which is very close to the ICNIRP limit for general public (93.5% of

Table 4 Input data for the 220 kV double-circuit OHVPL using towers of Sn 220.202 type
(untransposed phasing)

Phase conductor i di [m] hi [m] Ui [kV] Ii [A]

A 1 −5.00 hg 127 ∠ 0° 975 ∠ 0°

B 2 −8.00 hg + 6.5 127 ∠ −120° 975 ∠ −120°

C 3 −5.00 hg + 13 127 ∠ 120° 975 ∠ 120°

A’ 4 5.00 hg 127 ∠ 0° 975 ∠ 0°

B’ 5 8.00 hg + 6.5 127 ∠ −120° 975 ∠ −120°

C’ 6 5.00 hg + 13 127 ∠ 120° 975 ∠ 120°
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Fig. 20 RMS mag-netic flux density profiles for the 220 kV OHVPL, for untransposed phasing
and various ground clearances
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Fig. 21 RMS mag-netic flux density profiles for the 220 kV OHVPL, for transposed phasing and
various ground clearances

Table 5 Typical magnetic field levels from the 220 kV OHVPL (hg = 11 m, I = 200 A)

Phasing B [µT], at various lateral distances

Maximum beneath line 25 m 27.5 m 50 m 100 m

U 2.87 1.07 0.93 0.35 0.11

T 2.35 0.42 0.34 0.076 0.01
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Fig. 22 RMS electric field strength profiles for the 220 kV OHVPL, for untransposed phasing and
various ground clearances

the limit). For transposed phasing (Fig. 23), the maximum electric field strength at
the same height lies in the range from 499.2 to 3653.9 V/m, which is below 73.1%
of the ICNIRP exposure limit.
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Table 6 Typical electric field levels from the 220 kV OHVPL (hg = 11 m)

Phasing E [V/m], at various lateral distances

Maximum beneath line 25 m 27.5 m 50 m 100 m

U 2969.5 207.6 215.9 161.7 60.5

T 1580 199 160 40 7.5

For the average clearance hg = 11 m (Table 6), the electric field strength beneath
the line reaches 2969.5 V/m for U phasing and 1580 V/m for T phasing, while the
electric field strength at the corridor edge (27.5 m from the centerline) only reaches
215.9 V/m and 160 V/m, respectively. At 50 m from the OHVPL centerline, the
electric field strength diminishes to 167.1 V/m and 40 V/m, respectively. As in the
case of the 110 kV single-circuit OHVPL, such levels can also be measured at a
distance of 30 cm from household appliances.

3.3 ELF-EMFs from the 400 kV Single-Circuit OHVPL

The lastOHVPLselected for FEanalysis is a 400kVsingle-circuit linewith geometry
dictated by anchor portal towers of PAS 400.102 type. The line is equipped with two
standard450/75mm2 ACSRconductors per phase,with adistancebetween individual
conductors of 0.4 m. The input data for this line are presented in Table 7, where the
ground clearance hg is taken 8.2 m, 12.6 m and 21.4 m, respectively. Magnetic field
computations assume a maximum current of 1950 A.

a. Magnetic field distribution

The RMS magnetic flux density distribution at the height h = 1 m is illustrated
in Fig. 24. As with the other investigated OHVPLs, the magnetic field beneath the
400 kV line does not exceed the ICNIRP exposure limit for general public, but at
mid-span it can be as high as 57.4 µT, which represents more than half of this limit.
Towards the tower, it falls to only 14.85% of the limit.

Table 7 Input data for the 400 kV single-circuit OHVPL using towers of PAS 400.102 type

Phase conductor i di [m] hi [m] Ui [kV] Ii [A]

A 1 −11.50 hg 231 ∠ 0° 975 ∠ 0°

2 −11.10 hg 231 ∠ 0° 975 ∠ 0°

B 3 −0.20 hg 231 ∠ −120° 975 ∠ −120°

4 0.20 hg 231 ∠ −120° 975 ∠ −120°

C 5 11.10 hg 231 ∠ 120° 975 ∠ 120°

6 11.50 hg 231 ∠ 120° 975 ∠ 120°
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Fig. 24 RMSmag-netic flux density profiles for the 400 kVOHVPL, for various ground clearances

Table 8 Typical magnetic field levels from the 400 kV OHVPL (hg = 12.6 m, I = 450 A)

B [µT], at various lateral distances

Maximum beneath
line

25 m 37.5 m 50 m 100 m

7.73 2.64 1.22 0.69 0.16

Once again, Table 8 gives magnetic field levels at various distances from the
OHVPL centerline for the average clearance hg = 12.6 m and a (normal) loading
of 450 A. As it can easily be observed, the magnetic flux density at the OHVPL
centerline is 7.73 µT, while at the edge of the OHVPL corridor—37.5 m from the
centerline [41]—it decreases to only 1.22µT. The critical value of 0.4µT is reached
at a lateral distance of about 65.1 m.

b. Electric field distribution

The RMS electric field strength distribution at the height h = 1 m is illustrated in
Fig. 25. This time, the electric field atmid-span (hg = 8.2m) is about two times higher
than the ICNIRP exposure limit for general public, namely 9145.3 V/m. Towards
the tower (hg = 21.4 m), the electric field strength falls to 1970.9 V/m (39.41% of
the limit), but, as the ground clearance increases, the maximum field levels slightly
move outside the line (for hg = 21.4 m, the maximum field strength is recorded at a
distance of 16 m from the OHVPL centerline).

Finally, Table 9 gives electric field levels for the average clearance hg = 12.6 m.
The electric field strength beneath the line reaches 4752V/m, decreasing to 776.4V/m
at the corridor edge (37.5 m from the OHVPL centerline) and to 340.2 V/m at
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Fig. 25 RMS electric field strength profiles for the 400 kV OHVPL, for various ground clearances

Table 9 Typical electric field levels from the 400 kV OHVPL (hg = 12.6 m)

E [V/m], at various lateral distances

Maximum beneath
line

25 m 37.5 m 50 m 100 m

4752 2212.7 776.4 340.2 44.1

50 m from the OHVPL centerline. At 100 m lateral distance, the electric field drops
drastically, to only 44.1 V/m.

c. Alternative computation approach

All computations performed above assume that each sub-conductor of the consid-
ered 400 kV single-circuit OHVPL is modeled separately. However, this model can
be simplified by replacing each of the three bundled conductors with an equivalent
conductor of radius Req, given by [42]:

Req = N
√
R · d(N−1), (3)

where N stands for the number of sub-conductors in bundle, R represents the radius
of a sub-conductor and d is the separation distance between sub-conductors. Equa-
tion (3) is applicable for up to three conductors per bundle, in our case leading to Req

= 76.485 mm.
Figure 26 compares RMS magnetic flux density profiles computed with ANSYS

Maxwell 2D by both approaches, as well as with PowerMAG software, which makes
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Fig. 26 Comparison between RMS magnetic flux density profiles obtained by the two approaches
with ANSYS Maxwell 2D and PowerMAG software (hg = 12.6 m, I = 450 A)

use of equivalent conductor model. As it can be observed, there is an excellent
agreement between the three magnetic field profiles.

Similarly, Fig. 27 compares RMS electric field strength profiles computed with
ANSYSMaxwell 2D by both approaches, as well as with PowerELT software, which
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also makes use of equivalent conductor model. And this time, an excellent agreement
between the three electric field profiles can be observed.

4 Conclusions

This chapter has been devoted to computing and analyzing ELF electric andmagnetic
fields emitted by typical configurations of OHVPLs used in Romania. All compu-
tations have been conducted using a 2D ANSYS Maxwell finite element model,
strictly verified by quasi-static analytical methods. According to the obtained results,
the highest exposure levels to ELF electric fields are associated with the 400 kV
OHVPLs, directly beneath the line approaching the double of the ICNIRP limit for
general public. As for ELFmagnetic fields, the highest exposure levels are also asso-
ciated with the 400 kV OHVPLs, but they are approaching only 60% of the ICNIRP
limit. At the edge of the line corridor, the typical ELF electric and magnetic fields
originating on the investigated OHVPLs are well below the specified limits, regard-
less the nominal voltage of the line. The computed ELF-EMF exposure levels are in
line with those determined for similar OHVPLs in other countries.
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Design and Finite Element Analysis
of Permanent Magnet Synchronous
Generator for Wind Turbine Application

Abdurrahman Yavuzdeger, Burak Esenboga, Firat Ekinci,
and Tugce Demirdelen

Abstract Today, the demand for renewable energy sources is increasing day by
day in order to reduce fossil fuels and meet the increasing energy demand. The fact
that wind energy is suitable for energy production at continuous or low wind speed
depending on geographical conditions increases its importance among eco-friendly
energy sources. However, energy efficiency is one of the most important issues in
the renewable energy field because energy production from these energy sources is
constantly changing due to climate changes. Therefore, it is very important to use
renewable energy sources efficiently and to enable innovative developments that will
increase energy efficiency. In this chapter, a more efficient wind turbine alternator
is modeled and analyzed in detail by using the ANSYS/Maxwell software program.
The main objective of this chapter is to create an efficient alternator model used
in both vertical and horizontal wind turbines. This alternator model is selected as a
permanent magnet synchronous generator (PMSG) since there is no need for external
excitation, smaller in size and easy to control. Firstly, the parameters are determined
by using themathematicalmodel of the alternator. Secondly, the alternator ismodeled
and designed with the help of the design parameters such as pole pair, magnetizing
inductance, the stator leakage, winding properties, number of turns and slots, etc.
During the design process, all materials of the alternator are designed by taking
into consideration of characteristic features of them. Finally, the designed alternator
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is electromagnetically analyzed thanks to ANSYS/Maxwell Electromagnetic Suit
program which uses the Finite Element Method (FEM). Therefore, the electrical
efficiency of the wind turbine alternator at different wind speeds is performed and
the optimum design of the alternator is obtained. It is hoped that this study will guide
for wind power plant operators and researchers interested in wind turbine design
parameters.

Keywords Permanent magnet synchronous generator · Wind turbine ·
ANSYS/Maxwell · Finite element analysis

Nomenclature

A. Acronyms
PMSG Permanent Magnet Synchronous Generator
FEM Finite Element Method
FEA Finite Element Analysis
DC Direct Current
AC Alternative Current
MEC Magnetic equivalent circuit
ORPMSG Outer Rotor Permanent Magnet Synchronous Generator
CFD Computational Fluid Dynamics
GSA Gravitational Search Algorithm
PSO Particle Swarm Optimization
ANN Artificial Neural Network
SQP Sequential Quadratic Programming
NdFeB Neodymium Iron Boron
RMS Root Mean Square

B. Symbols/Parameters
N Rated Speed
f Frequency
rpm Revolution Per Minute
p Number of Poles
dq Direct quadrature
Vsd D-axis Stator Voltage
isd D-axis Stator Current
ϕsd D-axis Stator Flux
Ld D-axis Inductance
Vsq Q-axis Stator Voltage
isq Q-axis Stator Current
ϕsq Q-axis Stator Flux
Lq Q-axis Inductance
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Rs Stator Winding Resistance
we Angular Speed
φg Magnetic Flux
Dsi Stator Inner Diameter
Ls Length of the Stator

1 Introduction

Renewable energy is obtained from sources that can be reached from nature continu-
ously or repeatedly. This type of energy, which can be easily produced from domestic
sources, is seen as a solution that meets the requirements of the modern age. These
resources such as solar, wind and wave energy are the natural resources that exist
in nature and do not run out of time, so they are presented as important alterna-
tive energy sources to fossil fuels. Natural resources do not require many years to
form. They also prevent environmental pollution. Moreover, they are preferred due
to their sustainability characteristics compared to fossil fuels. Due to the increasing
number of vehicles, the heating needs of the rapidly growing population, the growing
volume of industrialization, and the increasing need for energy for many reasons,
fossil fuels show signs of exhaustion earlier than expected. In addition, fuels such as
coal, lignite and gasoline cause bad results environmentally when innovative tech-
nologies are not used. All these reasons show that alternative energy production is
critical for the survival of people and nature. In order to prevent environmental pollu-
tion and fuel crisis, alternative energy sources come to the forefront for economic
and continuous production. Considering the geographical locations of the countries,
it is foreseen that efficient studies can be carried out in wind, solar, biomass and
geothermal fields. Therefore, the use of renewable energy sources is increasing all
over the world day by day.

From eco-friendly energy production applications, wind energy, which is free and
abundant in nature, is the most preferred energy source among alternative energy
sources. This energy source is a sustainable energy source where we can obtain
highly efficient electrical energy without being dependent on external sources and
environmentally friendly [1]. Wind energy, which is used in many fields, is mostly
used in electricity generation today. Wind turbines are used to convert energy from
wind energy to electrical energy.Wind turbines generally consist of propellers, tower,
generator, gearbox and electric-electronic components. Thewind energy is converted
from the kinetic energy to mechanical energy in the rotating units of the machines by
means of propellers. Then the speed of themovement is accelerated and this energy is
transferred to the generators. The electricity generation is provided by the generators
of the wind turbines.

In recent years, technological developments in wind energy systems and govern-
ment supports are rapidly increasing the share of wind energy in the power system.
This rapid growth in wind power has brought many studies and research topics
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related to the inclusion of wind energy to the power system. Generators, which are
key components of wind turbines, are selected from various generators with high
efficiency to convert mechanical energy to electrical energy. These generators are
DC, synchronous and asynchronous generators. DC generators are used in small
power systems in the past. They have replaced by synchronous or asynchronous
generators. These generators work together with power electronics elements that
can easily convert direct current to alternating current with the help of converters.
In medium and large power systems, synchronous and asynchronous generators are
generally preferred. In this study, PMSG which is widely used in wind turbines is
discussed. PMSG is recommended for wind turbine applications because it is self-
excited without the need for any energy source. The most important advantage is
that it can generate power at any speed. These generators have low maintenance
costs. They are suitable for small and light applications. The generator speed can be
controlled without the need for a gearbox. The stator of the PMSG is winded and
permanent magnets are placed in the rotor. Considering these advantages of PMSG,
this type of generator is widely used in power systems that produce electrical energy
fromwind power. It is one of the most important issues that generators, which are the
main components of wind turbines, be designed with high efficiency in the renew-
able energy field. In a synchronous generator design, the proper arrangement of
design parameters plays an important role in the generator’s electrical efficiency.
The generator efficiency is significantly affected by changing the vital parameters
in the design. Therefore, in this study, the design and electromagnetic analysis of a
PMSG are realized by using ANSYS/Maxwell program. The effect on the efficiency
of the generator is examined by changing the basic parameters (such as rotor air
gap, magnet type, stator and steel sheet type used in the rotor) of the synchronous
generator. An efficient generator model for use in wind turbines is designed and
analysed.

The major goal of this chapter is to present the novel design of a PMSG with
maximum efficiency for a wind turbine application. Therefore, the parameters
affecting the efficiencyof thePMSGare analysed in detail. In the following sections, a
comprehensive literature study on the PMSG is carried out. Topics focused on design
the PMSG have been examined in the literature. The design and electromagnetic
analysis of PMSG are carried out by using ANSYS/Maxwell program.

2 A Literature Review of PMSGs

In the design of the wind turbine, all the stages from wind wings to the transmission
of the resulting power to the electrical grid are important. One of these steps and the
main component of wind turbines are the generators, which containmany parameters
and design knowledge necessary for high-efficiency design. Many studies have been
done in the field of PMSG and some of these studies are as follows;

Widyan carried out the analysis, efficiency optimization, manufacturing and
testing of radial flux low-speed high-efficiency PMSG. He designed a new rotor
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configuration to reduce the coggingmoment component due to slot andmagnet inter-
action. In order to reduce the coggingmoment present, special magnetic material was
placed in the slot opening and the maximum value of the starting torque is decreased
to 43% of the nominal torque [2]. Janne Nerg et al. presents a model showing the
heat flow of a 3.35 MW PMSG. In this model, the main parameters of the generator
were given and electromagnetic calculations were made by using a two-dimensional
finite element method. Using computational fluid dynamics, performance analysis
and heat flow calculations were performed. The results were confirmed by practical
measurements [3]. In another study, the authors proposed a method consisting of
three stages while designing the PMS generator with 20 kW power. Using magnets
made of NdFeB materials, they have increased the permanent magnetization level
up to 1.2 T [4]. The authors examined basic configuration such as material types,
magnet types, electrical and mechanical parameters, and were specifically prepared
to reduce the cogging effect of PMSG and improved slot shape efficiency. Different
wire diameters were used to decrease copper losses and improved the thermal condi-
tion of the slot. Real-time performance simulation of PMSGwas carried out by using
finite element analysis (FEA) method. This PMSG provides minimal maintenance
and easy installation and cooling benefits at low power wind turbine applications
[5]. Osman et al. designed a prototype permanent magnet synchronous generator.
There are four alternators on the same shaft in this work. It also consists of a control
system that activates the stators at different wind speeds. In this way, both high speeds
and low speeds can be adjusted to operate at high efficiency [6]. Arafat M. Y. et al.
compared the inner rotor and outer rotor types in PMSG design. The outer rotor has
been observed to be more efficient than the inner rotor, and these two generators have
the same output power and speed [7]. Bouaziz O. et al. compared the performance
of axial flux and radial flux PMSGs using ANSYS program and also, their estimated
cost analyses for small size 550-W wind turbines. According to observed simulation
results, it was presented that the axial flux PMSG was more efficient than the radial
flux machine for microscale wind applications [8]. T. P. M. Bazzoa et al. proposed
a multi-disciplinary permanent magnet synchronous generator design. This design
includes six sub-models with fewer assumptions, hundreds of input and output vari-
ables. Therefore, the optimization results are precise and the accuracy is very high.
To confirm the accuracy of these results, finite element simulations were performed.
In addition, a Pareto was presented which shows the balance between generator cost
and wind turbine energy production so that the manufacturer can select the most
suitable one from the best possible solutions [9]. Santolo et al. used a hybrid system
when designing a PMSG. This generator had a direct drive and flux switching design.
Permanent magnet width, rotor tooth width and number, stator pole number were
determined and cost and total harmonic distortion were reduced by using four-stage
artificial neural network and multipurpose particle swing optimization in the design.
A product suitable for low-power wind applications has been proposed [10]. The
authors used a different design procedurewhen designingPMSG. Initially, the analyt-
ical method based on magnetic equivalent circuits (MEC) was used when designing
physical and electromagnetic, thus providing a fast design. In later stages, the final
results were obtained using the finite element method and RMXPRT. Air gap flux
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density reached 0.8 T and increased by 5% in efficiency [11]. Erol et al. designed
a new permanent magnet generator. This work had innovative flux topology and
good sinusoidal voltage wave, magnetic flux, and current waveform. The generator
was designed with three-dimensional FEA method with magnetostatic and magneto
dynamic tools as rotor at two ends and stator in the middle. Preliminary studies and
results this innovative approach is promising for the future [12]. Fang H. et al. put
forward design procedure studies without increasing any material costs in order to
increase the output power of permanent magnet synchronous alternator. The effect of
the change of the mechanical pole arc coefficient on the output power of the PMSG
was observed with simulation results [13]. The inner rotor and outer rotor perma-
nent magnet design were made comparatively to GSA and GSA-PSO algorithms
to optimize the design. GSA-PSO was found to be more efficient than GSA. The
Outer Rotor PMSG (ORPMSG) weight was reduced by 32% and rotor weight by
13%, resulting in a design with fewer wind requirements. The overall productivity
of ORPMSG increased by 2.19%. ORPMSG has been shown to be more advanta-
geous in many areas [14]. In another study, Axial Flux Permanent Magnet Generator
with single stator and double rotor was designed and its responses in constant speed
wind and variable speed winds were presented whole system has been integrated and
tested in MATLAB/Simulink environment. The calculated results and the results in
simulation were given in table comparatively [15]. The axial flux coreless PMSG
has two stators and three rotors. Permanent magnets were placed at the head and
end of the middle rotor and have a speed of 500 rpm. Electromagnetic and structural
analyses were performed by using three-dimensional finite element method [16]. In
another study, Jin-HyungYoo et al. carry out a permanent magnet design for obtained
low cogging torque. The edges of the permanent magnets were circularly optimized.
Thus the cogging torque decreased by 40%, reducing the variation of the air gap
reluctance [17].

The authors designed the modern generation double stator permanent magnet
synchronous generator. Equations of DSPMSG were extracted, structural properties
were explained and analyzed. The analyzed results were optimized by the analyt-
ical hierarchy process and simulated on the generator Maxwell based on the FEM.
Furthermore, it was compared with a conventional permanent magnet generator and
it was found that a motor with 45% more power was obtained low copper losses and
a smaller structure [18]. Pedram et al. have designed two and four corrugated stator
cores as natural cooling systems to create solutions to the temperature increase that
occurs during the operation of the generators. The design also examined thermal
analysis based on a three-dimensional FEA, and this study compared the normal
stator core and the innovative cooling-channel stator core. The temperature had been
measured 11 (°C) lower than the previous temperature [19].WardaGul et al. designed
a 5 MWPMSGwith a double stator and a single rotor. Their main goal in this design
was to reduce the weight of large-scale generators. For this reason, optimization has
been achieved by using a genetic algorithm and they have made necessary parameter
calculations by using three-dimensional finite element analysis [20]. Sahib Khan et
al. inner rotor and outer rotor PMSG have made comparative design. The generator
parameter was calculated using D2Lmethod and analyzed by FEM. According to the
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results, the outer rotor PMSG performs better thanks to the low flux connection and
high output power [21]. Pablo Jaen-Sola et al. compared composite material and steel
using ANSYS/Maxwell. The generator made of composite material has 72% lighter
structure than steel. They also proposed mosaic structures except for traditional ones
[22].

Following a literature survey, Table 1 summarizes the motor types, motor output
power, the programs andmethods used in the design and the applications.In this study,
PMSG analysis and design, which is widely used in wind turbines and which is of
high importance to design at high efficiency, has been carried out. Many parameters
such as the material used in the stator and rotor, the shape of the slot type, slot-
pole combination, magnet placement and winding types, which play a role in the
efficiency of the generator, have been discussed. The design and electromagnetic
analysis of a PMSG are realized by using ANSYS/Maxwell program. This program
uses the Finite Element Method (FEM).

3 Design and Modelling of PMSG

There are vital critical parameters when designing an efficient generator for wind
turbines. Determination of slot-pole combination, flux direction, rotor structure,
magnet placement and winding types are some of these important parameters.
Because the variations in this parameter affect the efficiency of the generators to
be designed for wind turbines. The changes slot-pole combination which is one of
the generator design parameters affect many output parameters, such as the generator
momentary impact, efficiency, and the harmonic distribution in the induced voltage.
Also, it is shown in Eq. 1 that the revolution of the generator is obtained by using
the pole number of the machine and the system frequency.

N = 120 × f

p
(1)

where N is rated speed, f is the system frequency and p-value expresses the pole
number of the generator. The number of poles is chosen as 50 so that the designed
generator has an operating frequency of 50 Hz at 120 revolutions per minute (rpm).
There are two types of rotors. Figure 1 presents these rotor types called the inner and
outer rotors. When the literature is examined, internal rotor structures are generally
used at permanent rotor synchronous generator design models. In this type, the rotor
is placed inside the stator and the permanent magnets are located to the outer surface
of the rotor. The inner rotor structure is not convenient for high-speed wind turbine
practices. Because of the centrifugal force during rotation at high speed, the magnets
are at risk of detaching from the rotor. However, because of having the low centrifugal
force will not damage the magnets at the low-speed wind applications. In outer rotor
structures, the stator is placed in the rotor and magnets are located on the inner part
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Table 1 Various solar forecasting methods

Refs. Motor type Power Analysis program or
method

Application

[2] PMSG 19.5 kW Finite Element
Analysis (FEA)

Cogging torque was
reduced by placing
soft magnetic
material in slot
openings

[3] PMSG 3.35 MW Computational
Fluid Dynamics
(CFD) and FEA

Heat flow
calculations were
performed

[4] PMSG 20 kW Artificial Neural
Network (ANN) and
2D-FEA

Proposed three
stages design
method and
increased the
permanent
magnetization level
up to 1.2 T

[5] Outer rotor PMG 400 W ANSYS/Maxwell
RMXPRT and
Maxwell 2D

Cogging effect
reduced and slot
shape efficiency
improved

[6] Axial flux PMSG 250 W ANSYS/Maxwell Four alternators on
the same shaft and a
control system that
activates the stators
at different wind
speeds

[7] Outer and inner rotor
radial flux PMG

400 W ANSYS/Maxwell
RMXPRT and
Maxwell 2D

Comparison of the
inner and outer
rotor. The outer
rotor was more
efficient than the
inner rotor. Cogging
effect reduced

[8] Axial Flux and
Radial Flux PMSG

550 W ANSYS/Maxwell The comparative
performance
analysis of axial flux
and radial flux
PMSG. Axial flux
PMSG was more
efficient than radial
flux PMSG

(continued)
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Table 1 (continued)

Refs. Motor type Power Analysis program or
method

Application

[9] PMSG 50 kW Sequential
Quadratic
Programming (SQP)
and finite element
analysis

A multi-disciplinary
PMSG design with
optimization
program and the
balance between
generator cost and
wind turbine energy
generation

[10] PM flux switching
generator

1.5 kW Multi-objective
particle swarm
optimization and
artificial neural
network

Cost and total
harmonic distortion
were reduced by
ANN and
multipurpose
particle swing
optimization in the
design

[11] PMSG 100 W ANSYS/Maxwell
RMXPRT and
magnetic equivalent
circuits

Air gap flux density
reached 0.8 T and
increased by 5% in
efficiency thanks to
the design procedure
followed

[12] Axial flux PMSG 3.4 kW Three-dimensional
FEA

Innovative design as
rotor at two ends and
stator in the middle

[13] PMSG 45 MW ANSYS/Maxwell The effect of the
change of the
mechanical pole arc
coefficient on the
output power of the
PMSG without
increasing any
material costs

[14] PMSG 500 KVA MATLAB, GSA and
PSO

The ORPMSG’s
weight was reduced
by 32% and rotor
weight by 13% with
GSA and GSA-PSO

[15] Axial flux PMSG 2 KVA MATLAB/Simulink Single stator and the
double rotor was
designed

(continued)
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Table 1 (continued)

Refs. Motor type Power Analysis program or
method

Application

[16] PMSG 4.5 kW Three-dimensional
FEA

PMSG has two
stators and three
rotors. Permanent
magnets were placed
at the head and end
of the middle rotor

[17] PMSG 120 kW 2D-FEA The edges of the
permanent magnets
were circularly
optimized. Thus the
cogging torque
decreased by 40%

[18] PMSG 660 kW ANSYS/Maxwell Designed the
modern generation
double stator PMSG

[19] Outer rotor PMSG 6 kW Computational Fluid
Dynamic (CFD) and
3D finite-element
analysis

Designed two and
four ducts stator
cores as natural
cooling systems

[20] PMSG 5 MW Genetic algorithm
and FEA

Double stator and a
single rotor
generator designed
and reduced the
weight of large-scale
generators

[21] Outer and inner rotor
axial flux PMG

2.5 kW D2L method and
FEA

Comparison of the
inner and outer rotor.
The outer rotor is
more efficient than
the inner rotor

[22] PMSG 100 kW and 3 MW ANSYS/Maxwell Compared to
composite material
and steel. The
generator made of
composite material
has a 72% lighter
structure than steel

of the rotor. This type of rotor structure allows more magnet placement in the rotor.
The centrifugal force applied to the magnets by rotation of the outer rotor is in a
direction to prevent the magnet from separating from the rotor. Therefore, the risk
of magnets separating the rotor at high revolutions is eliminated. In this paper, the
inner rotor type structure is used for the proposed PMSG model.

Biaxial (direct quadrature) equations are referred for the mathematical modeling
of the proposed PMSG design [23]. The voltages, current, power torque, flux and
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(b)(a)

Fig. 1 a Inner rotor structure and b outer rotor structure

inductance expressions, which are shown in the following Eqs. 2−7, were converted
into direct quadrature (dq) frames for analysis.

ϕsd = Ld · isd + ϕm (2)

ϕsq = Lq · isq (3)

Vsd = Rs · isd + dϕsd

dt
− we · ϕsq (4)

Vsq = Rs · isq + dϕsq

dt
− we · ϕsd (5)

Pe = 3

2
(Vsd · isd + Vsq · isq) (6)

Te = 3

2
pp(iq · id(Ld − Lq) + ϕm · iq (7)

In these equations, Vsd and Vsq denote dq axis stator voltage, isd and isq express
the dq axis stator currents, ϕsd and ϕsq define the dq axis stator fluxes, Ld and Lq

called as the dq axis inductances, Rs denotes the stator winding resistance and we

states the alternator angular speed [24]. Also, the stator inner diameter and length of
the stator are directly proportional to the magnetic flux as shown in Eq. 8.

φg = Bav ×
(

π × Dsi × Ls

p

)
(8)
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where φg is magnetic flux, Dsi express the inner dimension of the stator and Ls

denotes the stator length.
In the proposed permanent magnet synchronous generator, the number of poles

and slots are determined 50 and 48 as shown in Fig. 2, respectively.
The winding type of the designed generator is determined as whole-coiled and 2

number of winding layers as shown in Fig. 3. Furthermore, the wire size was chosen
2.588 mm to obtain a higher stator fill factor ratio and more efficiency.

The most commonly used stator slot types in the permanent magnet synchronous
generator design are as shown in Fig. 4. Each stator slot type has a different slot fill
factor value. The high slot fill factor ratio allows the use of thicker conductors, which
significantly reduces copper losses. The proposed stator slot type with a 75% stator
fill factor ratio is as shown in Fig. 5. The dimensions of the proposed stator slot type

Fig. 2 The 48-slot and
50-pole generator structure

Fig. 3 Winding diagram of
the PMSG
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Fig. 4 Four different stator slot structure

Fig. 5 The proposed slot
shape design
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Table 2 The dimensions of
the proposed stator slot type

Hs0 3.2 (mm)

Hs1 1.8 (mm)

Hs2 26.4 (mm)

Bs0 5.2 (mm)

Bs1 10.5 (mm)

Bs2 13.1 (mm)

Rs 0 (mm)

Fig. 6 B-H curve of M19_24G_2DSF0.950

are shown in Table 2. Rs value was selected as zero to obtain a high slot fill factor
ratio.

The steel type of rotor and stator core are determined M19_24G_2DSF0.950.
Figure 6 presents the curve characteristic of the magnetic properties of this material
(B-H). Moreover, steel type of this material has 1,960,000 S/m bulk conductivity and
7267.5 kg/m3 mass density.

Neodymium Iron Boron (NdFeB) magnetic material is widely used for generator
design applications. NdFeBmagnet is chosen as a permanent magnet in the proposed
design. The bulk conductivity and the mass density are 625,000 S/m and 7550 kg/m3

for this magnet, respectively.
In Table 3 the different design parameters of designed permanent magnet

synchronous generator for wind turbine applications such as rated power, rated
voltage rated speed, rotor position, number of poles, stator and rotor dimensions,
efficiency and total net weight are presented.
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Table 3 Characteristics
structure of the permanent
magnet alternator

Variables Values

Nominal power (kW) 18

Nominal voltage (V) 380

Nominal speed (rpm) 120

Frequency (Hz) 50

Rotor position Inner Rotor

Operating temperature 75 °C

Frictional loss 120 W

Nominal power factor 0.75

Pole number 50

Slot number 48

Outer size of the stator (mm) 500

Inner size of the stator (mm) 424

Outer size of the rotor (mm) 422

Inner size of the rotor (mm) 399

Efficiency (%) 90.5

Total net weight (kg) 111.941

4 Electromagnetic Transient Analysis

4.1 ANSYS/Maxwell Program

ANSYS/Maxwell is the industry-leading electromagnetic field simulator software
for the analysis and modeling of electric motors, sensors, transducers and other elec-
tromagnetic and electromechanical devices. The nonlinear, time-varying motion of
electromechanical components and their effect on drive circuit and control system
design canbe analyzed thanks to this program.Maxwell is a superior creative program
that operates finite element analysis (FEA) method to solve the nonlinear and linear
transient problems, time-dependent magnetic change for solid motion, AC elec-
tromagnetic, static magnetic, DC transmission, time-dependent electric exchange,
expert design interfaces for electrical machines and converts and circuit and system
simulation. The FEA method is a numerical process that can be performed to the
many engineering problems. Stress analysis, heat transfer, fluid mechanics and elec-
tromagnetism problems for steady-state, variable-regime, linear, nonlinear states can
be analyzed thanks to this useful method. The major principle of this method is to
simplify and solve a complex problem. The solution region is divided into a plurality
of simple, small, interconnected sub-regions called finite elements. Therefore, this
method enables to analyze all particles separately. This case provides to increase the
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Fig. 7 ANSYS/Maxwell
process flow for design and
analysis of the PMSG
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accuracy of the analysis results. In this study, ANSYS/Maxwell is used for electro-
magnetic transient analysis of the designed PMSG in order to observe the electro-
magnetic changes in the rotor and stator parts. The flow chart for the electromagnetic
analysis of the PMSG is presented in Fig. 7.

4.2 Performance Results

In this chapter, a more efficient wind turbine alternator is modeled and analyzed in
detail by using the ANSYS/Maxwell program. This program uses the Finite Element
Method (FEM) that is used to solve engineering problems related to heat conduction,
fluid mechanics, electrical and magnetic fields. FEM has known as an effective
analysis method for solving common electromagnetic field problems. The first step
in this method is to divide the problem into small substructures called finite elements.
This process is called a mesh structure. The network structure consists of nodes and
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Fig. 8 Mesh structure on the
stator, rotor and shaft of the
PMSG

elements joining them. The desired size to be calculated in the solution of the problem
is obtained by interpolation using the values at the joints. After the design process is
completed, the mesh analysis structure is carried out on the stator, rotor and shaft of
the PMSG. This operation is the key part of the analysis process because it allows the
physical structures to be divided into sub-structures. The designed PMSG is divided
into a hundred thousand (100,000) particles thanks to mesh operation so all particles
are electromagnetically analyzed. The mesh operation on the transformer model is
given in Fig. 8.

FEM calculations require quite long processes so there is various software on
the computer that can perform these operations. Maxwell’s equations are used to
solve design problems in electrical machines. The equations are based on Ampere’s
law, Faraday’s law of induction, Gauss’ law for magnetism and Gauss’ law. These
equations are superior to solve electromagnetic field problems. Maxwell’s four basic
equations are given below.

∇ × E = −∂B

∂t
(9)

∇ × H = J + ∂D

∂t
(10)

∇ · B = 0 (11)

∇ × D = ρ (12)

Maxwell’s law in Eq. 9 describes Faraday’s induction law. The time-dependent
variation of the magnetic flux density passing through a surface area shows that the
inverse polarity is equal to the electric field strength surrounding this area. Equa-
tion 10 shows that the electric current and the time-varying electric flux are equal
to the magnitude of the magnetic field around an object. Equation 11 denotes that
the magnetic flux entering any closed surface is equal to the magnetic flux output.
Equation 12 states that the electric flux passing through a closed surface area is equal
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Fig. 9 Magnetic flux density analysis of PMSG

to the charge density in this area. These equations form the base of electromagnetic
analysis of the electric machines in ANSYS/Maxwell.

The most important parts to be considered in electrical machine design are an
air gap, stator yoke and rotor yoke magnetic flux changes. Figure 9 is shown that
the magnetic flux density distribution of these parts is observed in detail thanks to
electromagnetic analysis.

When the magnetic flux density distributions in Fig. 9 are examined, a magnetic
flux density of 1.25 T in stator yoke, 1.21 T in stator coils and 1 T in rotor yoke
are observed. In addition, when we examine some parts of the stator, magnetic flux
density has reached around 1.8 T. In addition, Fig. 10 shows the distribution of
magnetic flux lines in PMSG. It is seen that the stator region has higher magnetic
flux lines. Flux lines that cannot complete a cycle through magnets are defined as
leakage flux. These leakage fluxes show an increase in stator yoke and magnets.

The alternator is tested under the load condition by using ANSYS/Maxwell
program. As a result of the alternator analysis, RMS voltages are approximately
obtained as 230 V. The induced voltages and phase currents of the designed PMSG
are shown in Figs. 11 and 12.

Another analysis result is the loss analysis of the PMSG. Figure 13 presents the
copper losses of the PMSG. These losses occur in the rotor, stator and shaft parts of
the designed PMSG.

It is observed in the analysis results that core losses are approximately 400 W.
Copper losses are 1.4 kWunder the load condition. Stray losses, friction andwindage
losses of the PMSG is obtained as 69W. As a result of the loss analysis, the efficiency
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Fig. 10 Magnetic field lines analysis

Fig. 11 Generated RMS output voltages of the designed PMSG

of the transformer is presented as 90.5%. 17.83 kW electric power is generated by
19.7 kW mechanical power shown in Fig. 14.

In this chapter, the proposed PMSG is designed for wind turbine applications in
areas with low wind potential. The designed generator has significant advantages
for these areas and also has higher efficiency than conventional generators. Such as
the stator slot shape, stator fill factor and winding wire size critical parameters have
been taken into consideration while achieving high efficiency. The characteristics of
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Fig. 12 Phase currents of the designed PMSG under the load condition

Fig. 13 Copper and core losses analysis of the PMSG

Fig. 14 Mechanical power and generated electric power of the PMSG
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Table 4 The advantages and performance summary of the designed PMSG

Properties highlights of PMSG Values

High electrical efficiency 90.5%

Convenient rotor type for low wind speed application Inner rotor

Low cogging torque 50 poles/48 slots

The optimum level of the total weight 111.941 kg

Induced phase voltage to have low total harmonic distortion (THD) 380 V

the designed 18kW PMSG and the values obtained as a result of the analysis are
presented in Table 4.

5 Conclusion

In this study, an 18kW permanent magnet synchronous generator is comprehensively
designed for wind turbine applications. The simulation results of the proposed design
were realized by ANSYS/Maxwell Electromagnetic Analysis Software. Firstly, the
rated power, rated voltage, rated speed, rotor type, stator and rotor dimensions,
stator slot shape of the proposed PMSG model were determined in detail during
the design process. Subsequently, electromagnetic transient analysis of the PMSG
was performed by using design parameters in order to obtain themaximumefficiency.
The effect on the efficiency of the PMSG was observed by selecting suitable stator
slot shapes, material types, electrical parameters, steel type stator and rotor core.
Normally, it is difficult to converge the design results analytically due to multiple
machine parameters and non-linear operation. Therefore, the use of FEM based
analytic program is very important for machine design and analysis. Considering
modeling and analysis results, it was seen that PMSG is designed efficiently and
analyzed with high accuracy thanks to this program.
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Power and Energy System Modeling
Based on Modified Tellegen Principle

Milan Stork and Daniel Mayer

Abstract The chapter deals with a problem of power and energy modeling of
dynamic systems and their numerical solutions. The proposed approach is based
on modified Tellegen’s theorem well known from electrical circuits solving. The
new of this approach is that it is based on the power calculation for different linear
and nonlinear physical systems. It is supposed that system is described by state space
equations and from these equations the power and energy are calculated. The results
can be used for electrical circuits, but also for other real physical system e.g. mechan-
ical systems, heat transfer etc. which are described by state space equations. Thus,
mathematically as well as physically correct results are received. Certain known and
often used system representation structures are used and their transformations. The
theory is supported by solved examples. The mathematical origin, derivation and
results of simulations are given in this chapter. It is important mark here a close rela-
tionship between first and second Kirchhoff’s laws ensuring physical rightness and
link to Tellegen’s theorem. It is also important to note that inner product incorporate
instantaneous power dissipated on resistors and instantaneous power on inductors
and capacitors. At last, let’s note that Tellegen’s principle can be used not only to
electrical circuits but as well any model of a physical correct system with lumped
parameters. Therefore if the system is described accurately by state space equations,
currents and voltages can be substituted by state space variables and it’s derivations.
In the chapter, the nonlinear differential equations of linear and nonlinear systems
are numerically solved and optimization methods are used in some circumstances.
The examples in chapter include also solution of chaotic systems. It is important to
note that solution in this chapter is based on power and energy and therefore can

M. Stork (B)
Department of Electronics and Information Technology/RICE, University of West Bohemia,
Plzen, Czechia
e-mail: stork@kae.zcu.cz

D. Mayer
Department of Electrical and Computational Engineering, University of West Bohemia, Plzen,
Czechia
e-mail: mayer@kte.zcu.cz

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
N. Mahdavi Tabatabaei and N. Bizon (eds.), Numerical Methods
for Energy Applications, Power Systems,
https://doi.org/10.1007/978-3-030-62191-9_31

847

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62191-9_31&domain=pdf
mailto:stork@kae.zcu.cz
mailto:mayer@kte.zcu.cz
https://doi.org/10.1007/978-3-030-62191-9_31


848 M. Stork and D. Mayer

be useful also for modeling some devices used in renewable power systems e.g.
batteries, capacitors and ultracapacitors, photovoltaic panels etc.

Keywords Scalar product · State space energy · Modified tellegen ·
Transformation

Symbols/Parameters

V voltage
I current
xi state space variable
E energy
P power
C capacitor
L inductor
R resistor
T transformation matrices
W prescribed value
(..)T matrix or vector transposition

1 Introduction

In this part on the beginning the classical Tellegen theorem is described andwill show
that generalized theorem can be used for system described by state space equations.

Let N be a physically correct electrical circuit with the k lumped parameters.
Parameters ofN canbe linear or nonlinear, hysteresis or non-hysteresis, time-constant
or variable. The currents in the branches are ik(t) and the voltage on these branches
are vk(t). Theorem 1. (Classic Tellegen’s theorem). For branch currents ik(t) and
branch voltages vk(t) holds true:

〈
i(t)T , v(t)

〉 =
∑b

k=1
ik(t)vk(t) = 0 (1)

It is worth noticing a close relation between first and second Kirchhoff’s laws
(ensuring physical correctness of N) and Tellegen’s theorem. It is also important
to note that inner product according (1) include instantaneous power dissipated on
resistors and instantaneous power on inductors and capacitors. Finally, let’s note
that Tellegen’s theorem applies not only to electrical circuits but to any appropri-
ately described model of a physical correct system with lumped parameters, for
example mechanical, thermal, etc. [1–5]. The appropriately described system means
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that matrixA of state space equations is antisymetric. The general, nonlinear or linear
dissipative systems can be described by state space equations

ẋ(t) = f [x(t)] + Bu(t), x(t0) = x0,

y(t) = Cx(t) (2)

where x0 is vector of initial conditions andwith an state velocity vector field described
by

f (x) = A(x)x (3)

It has been shown in [6–10] that a special form of a dissipative state space system
representation named as “dissipation normal form” exists and its structure can be
described by the following matrices:

⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

ẋ1
ẋ2
ẋ3
. . .

ẋn−1
ẋn

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

−a11 a2 0 0 0 0
−a2 −a22 a3 0 0 0

0 −a3 −a33
. . . 0 0

0 0
. . .

. . . an−1 0
0 0 0 −an−1 −an−1,n−1 an
0 0 0 0 −αn −an,n

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

·

⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

x1
x2
x3
. . .

xn−1
xn

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

+

⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

b1
b2
b3
. . .

bn−1
bn

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

· u

y = C · x + D · u (4)

The matrix A must be anti-symmetric therefore

ai j = −a ji where i �= j (5)

It is important to note that aij can be not only constants, but also functions in
nonlinear case. Energy E of the system described by anti-symmetric matrix (energy
of state space variables) is

E = 1

2

(
x21 + x22 + x23 . . . + x2n

) = 1

2

n∑

i=1

x2i (6)

Power is derived as derivation of energy

P = d

dt

(
1

2

n∑

i=1

x2i

)

= x1
dx1
dt

+ x2
dx2
dt

. . . + xn
dxn
dt

= x1(−a11x1 + a2x2) + x2(−a2x1 − a22x2 + a3x3)

+ x3(−a3x2 − a33x3 + a4x4) . . .
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= −a11x
2
1 + a2x1x2 − a2x1x2︸ ︷︷ ︸

0

−a22x
2
2 + a3x2x3 − a3x2x3︸ ︷︷ ︸

0

. . .

= −a11x
2
1 − a22x

2
2 . . . − annx

2
n = −

n∑

i=1

aii x
2
i (7)

According Eqs. (6) and (7) it is possible determine stability of the system, because
if E > 0 and P < 0. The energy function E can be used as a Lyapunov function. If
trace of matrix A < 0 (sum of the diagonal numbers of A < 0) the system is stable
(dissipative), if trace of matrix A = 0 the system is conservative, if trace of matrix A
> 0 the system is antidissipative (unstable).

Therefore if the system is described according previous mentioned state space
equations, currents and voltages can be substituted by state space variables and it’s
derivations according Eq. (8)

〈
x(t)T ,

dx(t)

dt

〉
= x1(t)

dx1(t)

dt
+ x2(t)

dx2(t)

dt
. . . . + xn(t)

dxn(t)

dt
(8)

It is to note that previous Eq. (8) is a close relation between different types of
physical systems and Tellegen’s theorem (terms in Eq. (8) are “power” terms). There-
fore it is possible derive power or energy in some system by means of generalized
Tellegen‘s theorem, which will shown in first example.

Notice: Usually the system is described by matrix which is not anti-symmetric;
it can be transformed to anti-symmetric by similarity transformation, see the next
simple example.

Example 1 The simple circuit according Fig. 1 can be described by voltage-current
equations

L
diL
dt︸ ︷︷ ︸
vL

= −R2iL + vC

C
dvC
dt︸ ︷︷ ︸
iC

= −iL + V1 − vC
R1

(9)

Fig. 1 The circuit used for
example 1, R1= 5 �; R2=
0.01 �; L = 0.5 H; C = 0.2 F

1V

1R 2R

C L
Li

Cv

Cii
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Previous equation can be after some manipulation converted also to 2nd order
differential equation.

d2iL
dt2

= − R2

L

diL
dt

+ 1

L

dvC
dt

dvC
dt

= − iL
C

− 1

CR1
vC + V1

CR1
(10)

The final, 2nd order differential equation is

d2iL(t)

dt2
+
(
R2

L
+ 1

CR1

)
diL(t)

dt
+
(

1

CL
+ R2

CLR1

)
iL(t) = V1(t)

CLR1
(11)

After substituting values C, L, R of components

d2iL(t)

dt2
+ (0.02 + 1)

diL(t)

dt
+ (10 + 0.02)iL(t) = 2V1(t) (12)

Roots are: −0.5010 + 3.1227i and −0.5010 − 3.1227i. Equation (10) can be
rewritten in state space form with state variables x1 and x2 as (x1= iL, x2= vC)

dx1
dt

= − R2

L
x1 + 1

L
x2

dx2
dt

= − 1

C
x1 − 1

CR1
x2 + V1

CR1
(13)

The Eq. (13) in matrix forms is

[ dx1
dt
dx2
dt

]
=
[

− R2
L

1
L

− 1
C − 1

CR1

]

︸ ︷︷ ︸
A

·
[
x1
x2

]
+
[

0
1

CR1

]

︸ ︷︷ ︸
B

·V1 (14)

For parts, R1= 5 �; R2= 0.01 �; L = 0.5 H; C = 0.2 F is

[ dx1
dt
dx2
dt

]
=
[−0.02 2

−5 −1

]
·
[
x1
x2

]
+
[
0
1

]
· V1 (15)

Unfortunately, the matrix A is not anti-symmetric because of different values
of C and L, therefore system according Eq. (14) must be transformed by state-
space similarity transformation (themethods of similarity transformationwill shortly
described in next chapter). Transformed matrices are A1, B1 and C1.

A1 = T · A · T−1; B1 = T · B;C1 = C · T−1; x1 = T · x; T · T−1 = I (16)
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The transformation matrices T and T−1 for system according Eq. (14) are

T =
[√

L 0
0

√
C

]
; T−1 =

[
1√
L

0

0 1√
C

]

; L �= 0;C �= 0 (17)

Matrices after transformation are (now, matrix A1 is anti-symmetrical)

A 1 =
[ − R2

L
1√
CL

− 1√
CL

− 1
CR1

]

=
[−a11 a2

−a2 −a22

]
; B1 =

[
0
1

R1
√
C

]

=
[
0
b2

]
(18)

where after transformation aij and b2 are

a11 = R2

L
; a2 = 1√

CL
; a22 = 1

CR1
; b2 = 1√

CR1

(19)

where relations between transformed state variables x1T , x2T and current iL and
voltage vC are

xT = T · x =
[√

L 0
0

√
C

]
·
[
x1
x2

]
⇒ x1T = √

L · iL; x2T = √
C · vC (20)

Energy of state space variables is

E(t) = 1

2

(
x21T (t) + x22T (t)

)
(21)

Power is given as inner product according Eq. (22)

P(t) = dE(t)

dt
=
〈
xT (t)T ,

dxT (t)

dt

〉
= [

x1T x2T
](

A1

[
x1T
x2T

]
+ B1V1

)

= −a11x
2
1T + a2x1T x2T − a2x1T x2T︸ ︷︷ ︸

0

−a22x
2
2T + b2V1 · x2T (22)

After substituting for a11, a2 and a22 from (19) into P (t)

P(t) = − R2

L
x21T + x1T x2T√

LC
− x1T x2T√

LC︸ ︷︷ ︸
0

− x22T
CR1

+ V1 · x2T√
C · R1

(23)

State space variables aren’t real voltage and current; therefore for calculating real
values the substitution must be done. Using Eqs. (20) and (23) powers are derived as



Power and Energy System Modeling Based on Modified Tellegen … 853

P(t) = − R2

L
x21T − x22T

CR1
+ V1 · x2T√

C · R1
= − R2

L

(√
L · iL

)2 −
(√

C · vC
)2

CR1
+

V1 ·
(√

C · vC
)

√
C · R1

= −R2 · i2L − v2C
R1

+ V1 · vC
R1

(24)

Eq. (24) is rewritten for appropriate power description

P(t) = −R2 · i2L − v2C
R1

+ V1 · vC
R1

= −R2 · i2L − v2C
R1

+ V1 · vC
R1

+
(
V1 · vC
R1

− V1 · vC
R1

)
+
(
V 2
1

R1
− V 2

1

R1

)

= −R2 · i2L − v2C
R1

+ 2
V1 · vC
R1

− V 2
1

R1
− V1 · vC

R1
+ V 2

1

R1

= V1
V1 − vC

R1
− R2 · i2L − (V1 − vC)2

R1
(25)

Final result is

P(t) = V1(t)
V1(t) − vC(t)

R1︸ ︷︷ ︸
Pi

−R2i
2
L(t) − (V1(t) − vC(t))2

R1︸ ︷︷ ︸
PD

= 0 (26)

The power P(t) presented by (26) contain 3 powers. The input power Pi and
two dissipations powers PD (dissipation on R1 and R2). From this result is shown
that result contain only dissipative powers. Result is not affected by energy storage
elements L and C.

On the end of this chapter the results of simulation of circuit according
Fig. 1 is presented. The circuit parts values are R1= 5 �; R2= 0.01 �; L = 0.5
H; C = 0.2 F.

On the first, circuit simulation started from initial condition (voltage on capacitor
vC= 1.41 V). In Fig. 2 the time response of state space variables iL and vC are
shown. In Fig. 3 the state space energy of inductor, capacitor and total energy versus
time is displayed. The time evolution of dissipated power on resistors R1 and R2 is
shown in Fig. 4. In Fig. 5 the time response of energy of state variables (curve 1)
and energy dissipated on resistors R1 and R2 (curve 2). Initial energy on capacitor
EC = 0.5 · C · v2C = 0.5 · 0.2 · 1.412 = 0.2 is dissipated as heat on resistors (initial
energy on inductor = 0).

The Figs. 6, 7, 8 and 9 shows the results of the same circuit, but the difference
is that the circuit is driven by a constant voltage of 1 V with zero initial conditions.
In contrast to Fig. 5, in Fig. 9, the energy dissipated on the resistors continues to
increase as the circuit is energized by the DC voltage and the current continues to
flow, while the energy at L and C stabilizes at the final values.
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Fig. 2 The time evolution of state space variables iL (top) and vC (bottom) for circuit in Fig. 1.
V1= 0, initial condition vC(0) > 0

Fig. 3 The state space energy versus time for circuit according Fig. 1. From top to bottom: Energy
on inductor L, energy on capacitor C and total energy EL+ EC. V1= 0, initial condition vC(0) > 0

The real RLC system (see Fig. 1) after similarity transformation was changed (see
Eq. (20)—relations between state space variables and current and voltage) because
are scaled.Moreover the coordinate transformation is usually complicated, especially
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Fig. 4 The time evolution of power dissipated on resistors R1 and R2

Fig. 5 The time evolution of energy of state variables (curve 1) and energy dissipated on resistors
R1 and R2 (curve 2). V1= 0, initial condition vC(0) > 0

for high order systems or nonlinear systems. Therefore the new approach—modified
Tellegen’s approach was derived.
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Fig. 6 The time evolution of state space variables iL (top) and vC (bottom) for circuit in Fig. 1.
V1= 1, initial conditions = 0

Fig. 7 The state space energy versus time for circuit according Fig. 1. From top to bottom: Energy
on inductor L, energy on capacitor C, total energy EL+ EC. V1= 1, initial conditions = 0
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Fig. 8 The time evolution of power dissipated on resistors R1 and R2. V1= 1, initial conditions =
0

Fig. 9 The time evolution of energy of state variables (curve 1) and energy dissipated on resistors
R1 and R2 (curve 2) for circuit according Fig. 1. V1= 1, initial conditions = 0
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2 Modified Tellegen’s Theorem

Suppose once more the circuit according Fig. 1, described by state space equations,
Eq. (9) [11–14]. Energy of the state variables is

E(t) = 1

2
L · i2L(t) + 1

2
C · v2C(t) (27)

Power is

P(t) = dE(t)

dt
= L · iL diL

dt
+ C · vC dvC

dt
(28)

After substitution

P(t) = dE(t)

dt
= L · iL

(
− R2

L
iL + 1

L
vC

)

+ C · vC
(

− 1

C
iL − 1

CR1
vC + V1

CR1

)

= −R2 · i2L + iL · vC − iL · vC︸ ︷︷ ︸
0

− 1

R1
v2C + V1

R1
vC (29)

The modified relation for energy is given by the scalar product

EM(t) = 1

2

〈
(F · x(t))T , x(t)

〉
(30)

Modified mathematical relationship for power is

PM(t) =
〈
(F · x(t))T ,

dx(t)

dt

〉
(31)

wherePM(t) is dissipated power calculated bymeans ofmodifiedTellegen’s theorem.
The main difference from the previous approach is that a diagonal square matrix F
size of n is used that contains accumulation element values (values of L and C
elements). For example 1, the state space equation is Eq. (9), which can be rewritten
as

[
L dx1

dt
C dx2

dt

]
=
[

−R2 1
−1 − 1

R1

]

︸ ︷︷ ︸
AM

·
[
x1
x2

]
+
[

0
1
R1

]

︸ ︷︷ ︸
BM

·V1
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=
[
L 0
0 C

]

︸ ︷︷ ︸
F

·
[ dx1

dt
dx2
dt

]
=
[

−R2 1
−1 − 1

R1

]

︸ ︷︷ ︸
AM

·
[
x1
x2

]
+
[

0
1
R1

]

︸ ︷︷ ︸
BM

·V1 (32)

thereforematrixF, termF11= L (inductor value) and termF22 =C (capacitor value).

F =
[
F11 0
0 F22

]
=
[
L 0
0 C

]
(33)

Power PM(t) calculated from (31) is

PM(t) =
〈
(F · x(t))T ,

dx(t)

dt

〉
=
〈([

L 0
0 C

]
·
[
x1
x2

])T

,

[
ẋ1
ẋ2

]〉

=
〈
[
Lx1 Cx2

]
,

⎡

⎢⎢
⎣

− R2

L
x1 + 1

L
x2

− 1

C
x1 − 1

CR1
x2 + V1

CR1

⎤

⎥⎥
⎦

〉

(34)

Final result of the previous equation is

PM(t) =
〈
Fx(t),

dx(t)

dt

〉

= −R2x
2
1 (t) + x1(t)x2(t) − x1(t)x2(t)︸ ︷︷ ︸

0

− 1

R1
x22 (t) + V1(t)

R1
x2(t)

= −R2x
2
1 (t) − 1

R1
x22 (t) + V1(t)

R1
x2(t) (35)

where x1= iL and x2= vC and therefore result is the same as Eq. (24). For this
calculation the similarity transformation was not used. The time evolution of signals,
energy and power, all is the same as previous results, therefore Figs. 2, 3, 4, 5, 6, 7,
8 and 9 are exactly the same for this approach.

3 Similarity Transformation

The example of similarity transformation (coordinate transformation) was used in
chapter 31.1 for second order system. In this section, the transformation of the state
space system described by unbalanced anti-symmetric matrix A into a system with
a balanced anti-symmetric matrix AT is described. This is because the state space
systems described by this type of matrix have some advantages. The principle of
state transformation was presented in Eqs. (16–18) in subchapter 31.1.
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For second order system with non-balanced anti-symmetric matrix A (different
absolute values of a12 and a21), the transformation to anti-symmetric is

A =
[

a11 a12
−a21 a22

]
; or A =

[
a11 −a12
a21 a22

]
; ai j �= 0, i �= j

T =
[
1/

√|a12| 0
0 1/

√|a21|
]
; T−1 =

[√|a12| 0
0

√|a21|
]

(36)

Transformations matrices are diagonal and therefore are simple calculate of
inversion (reciprocal values on trace). For 3th order system

A =
⎡

⎣
a11 a12 0

−a21 a22 a23
0 −a32 a33

⎤

⎦ or A =
⎡

⎣
a11 −a12 0
a21 a22 −a23
0 a32 a33

⎤

⎦

or A =
⎡

⎣
a11 −a12 0
a21 a22 a23
0 −a32 a33

⎤

⎦ or A =
⎡

⎣
a11 a12 0

−a21 a22 −a23
0 a32 a33

⎤

⎦

T =

⎡

⎢⎢⎢
⎣

1√|a12| 0 0

0 1√|a21| 0

0 0

√∣∣∣ a23
a21·a32

∣∣∣

⎤

⎥⎥⎥
⎦

; ai j �= 0, i �= j (37)

For 4th order system (only transformation matrix is shown):

T =

⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

1√|a12| 0 0 0

0 1√|a21| 0 0

0 0

√∣∣∣ a23
a21·a32

∣∣∣ 0

0 0 0

√∣∣∣ a23·a34
a21·a32·a43

∣∣∣

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

(38)

For 5th order system the trace of transformation matrix T is

T11 = 1√|a12| ; T22 = 1√|a21| ; T33 =
√∣∣∣∣

a23
a21 · a32

∣∣∣∣;

T44 =
√∣∣∣∣

a23 · a34
a21 · a32 · a43

∣∣∣∣; T55 =
√∣∣∣∣

a23 · a34 · a45
a21 · a32 · a43 · a54

∣∣∣∣ (39)

For nth order system the trace of transformation matrix Tnn is
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f or n > 2 Tnn =

√√√√√√√√

∣∣∣∣∣∣∣∣∣

n−1∏

i=2
ai,i+1

n∏

i=2
ai,i−1

∣∣∣∣∣∣∣∣∣

; ai j �= 0; i �= j (40)

4 Modeling Based on Modified Tellegen’s Theorem

Different types of dynamic systems, linear or nonlinear, e.g. mechanical, liquid and
thermal etc. can be described by state space equations or differential equations. The
equations can be transformed into a different shape and, moreover, in the form of
electrical systems that can be well solved and simulated. In addition to the usual
solution, e.g. the time course of the state variable, it is possible to use the approach
described here to determine or estimate the power and energy in the system. The
modified Tellegen’s theorem is used for power and energy estimation of differential
equations. For systemmodeling it is possible use 2 types of electrical ladder structure
models: Model which can describe system with complex conjugate poles or system
with only real poles M1 (RLC structures, oscillating systems) and model which is
used for systems with only real poles M2 (RC or RL structures, non oscillating
systems), circuit diagram booth of the models are displayed in Figs. 10, 11 and 12
[15–19].

It would seem unnecessary to use 2 models when the first type can be used for
circuits with both for complex and also for real poles, but the second model is

Fig. 10 The electrical
model which is possible use
for modeling systems with
complex conjugate poles and
also only real poles—M1

1V

1R

2R

1L

1C
LR

NC

NR NL

Fig. 11 The electrical
model which is possible use
for modeling systems with
real poles only—M2-C

1V

1R

1C
LR

NC2C

2R NR
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Fig. 12 The electrical
model which is possible use
for modeling systems with
real poles only—M2-L

1V

1L

5R

2L

2R NR

NL

justified in the case of thermal systems that often leads to a three-diagonal matrix or
in symmetrical three-diagonal matrix.

The state space matrices for model M1 is Eq. (41), for model M2-C it is Eq. (49).
Equation for model M2-L is similar, but in this work only M2 (see Fig. 11) is used
below. Models are demonstrated on 4th order circuits, but can be easily extended to
lower or higher order. The state space equations for model M1:

⎡

⎢⎢
⎣

diL1
dt

dvC1
dt
diL2
dt

dvC2
dt

⎤

⎥⎥
⎦ =

⎡

⎢⎢⎢
⎣

− R1
L1

− 1
L1

0 0
1
C1

− 1
C1R2

− 1
C1

0

0 1
L2

− R3
L2

− 1
L2

0 0 1
C2

− 1
C2R4

⎤

⎥⎥⎥
⎦

·

⎡

⎢⎢
⎣

iL1
vC1

iL2
vC2

⎤

⎥⎥
⎦ +

⎡

⎢⎢
⎣

1
L1

0
0
0

⎤

⎥⎥
⎦V1 (41)

therefore rewritten as some general differential 4th order system

⎡

⎢⎢
⎣

ẋ1
ẋ2
ẋ3
ẋ4

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

−a11 −a12 0 0
a21 −a22 −a23 0
0 a32 −a33 −a34
0 0 a43 −a44

⎤

⎥⎥
⎦ ·

⎡

⎢⎢
⎣

x1
x2
x3
x4

⎤

⎥⎥
⎦ +

⎡

⎢⎢
⎣

b1
0
0
0

⎤

⎥⎥
⎦u (42)

where

a11 = R1

L1
; a12 = 1

L1
; a21 = a23 = 1

C1
; a22 = 1

C1R2
;

a32 = a34 = 1

L2
; a33 = R3

L2
; a43 = 1

C2
; a44 = 1

C2R4
; (43)

with following property (for linear systems).

n∑

j=1

ai j = 0; i = 2, 3 . . . n − 1; i �= j (44)

where matrix F of energy storage elements for M1 is
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F =

⎡

⎢⎢
⎣

L1 0 0 0
0 C1 0 0
0 0 L2 0
0 0 0 C2

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

F11 0 0 0
0 F22 0 0
0 0 F33 0
0 0 0 F44

⎤

⎥⎥
⎦ (45)

Dissipation power PM for model M1 is calculated as

PM =
〈
(Fx)T ,

dx

dt

〉
= L1x1

(
− R1x1

L1
− x2

L1
+ V1

L1

)

+ C1x2

(
x1
C1

− x2
C1R2

− x3
C1

)
+ L2x3

(
x2
L2

− R3x3
L2

+ x4
L2

)

+ C2x4

(
x3
C2

− x4
C2R4

)
(46)

and result after some manipulation is

PM = −R1x
2
1 + V1x1 − x22

R2
− R3x

2
3 − x24

R4

= V1x1︸︷︷︸
Pi

−R1x
2
1 − x22

R2
− R3x

2
3 − x24

R4︸ ︷︷ ︸
Pd

(47)

where Pi is input power and Pd is dissipated power on resistors.
The expression for energy of state space variables is

EM(t) = 1

2

〈
(F · x(t))T , x(t)

〉 = 1

2

(
F11x

2
1 + F22x

2
2 + F33x

2
3 + F44x

2
4

)

= 1

2

(
L1i

2
L1 + C1v

2
C1 + L2i

2
L2 + C2v

2
C2

)
(48)

For model M2 relationships can be described by

⎡

⎢⎢⎢
⎣

dvC1
dt

dvC2
dt

dvC3
dt

dvC4
dt

⎤

⎥⎥⎥
⎦

=

⎡

⎢⎢⎢⎢⎢
⎣

−1
C1

(
1
R1

+ 1
R2

)
1

C1R2
0 0

1
C2R2

−1
C2

(
1
R2

+ 1
R3

)
1

C2R3
0

0 1
C3R3

−1
C3

(
1
R3

+ 1
R4

)
1

C3R4

0 0 1
C4R4

−1
C4

(
1
R4

+ 1
R5

)

⎤

⎥⎥⎥⎥⎥
⎦

·

⎡

⎢⎢⎢
⎣

vC1

vC2

vC3

vC4

⎤

⎥⎥⎥
⎦

+

⎡

⎢⎢⎢
⎣

1
C1

0

0

0

⎤

⎥⎥⎥
⎦
V1

(49)

therefore modified as some general differential 4th order system
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⎡

⎢⎢
⎣

ẋ1
ẋ2
ẋ3
ẋ4

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

−a11 a12 0 0
a21 −a22 a23 0
0 a32 −a33 a34
0 0 a43 −a44

⎤

⎥⎥
⎦ ·

⎡

⎢⎢
⎣

x1
x2
x3
x4

⎤

⎥⎥
⎦+

⎡

⎢⎢
⎣

b1
0
0
0

⎤

⎥⎥
⎦ · u (50)

where

a11 = 1

C1

(
1

R1
+ 1

R2

)
; a12 = 1

C1R2
; a21 = 1

C2R2
; a22 = 1

C2

(
1

R2
+ 1

R3

)
= a21 + a23;

a23 = 1

C2R3
; a32 = 1

C3R3
; a33 = 1

C3

(
1

R3
+ 1

R4

)
= a32 + a34; a34 = 1

C3R4
;

a43 = 1

C4R4
; a44 = 1

C4

(
1

R4
+ 1

R5

)
(51)

with property (for linear systems)

n∑

j=1

ai j = 0; i = 2, 3 . . . n − 1 (52)

In the next part are given examples for calculation of dissipated power using
previous theoretical derivations.

5 Examples of Power and Energy Calculation Based
on Modified Tellegen’s Theorem

In this section there are examples to calculate dissipated power or energy using
modified Tellegen theorem. It is important to note that the calculated power is related
to dissipated power and for energy according to (30) is concern only the energy of
state variables.

Example 2 Differential equation which describe some dynamical system is

x (4) + 1.5x (3) + 3x (2) + 2ẋ + x = 0 (53)

Characteristic polynomial is

λ4 + 1.5λ3 + 3λ2 + 2λ + 1 = 0 (54)

with roots of the polynomial: −0.3178 + 1.3537i; −0.3178 − 1.3537i; −0.4322 +
0.5748i;−0.4322 − 0.5748i. Because of the roots are complex, it is necessary to use
the M1 model.
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The following matrix can be derived (with 1 dissipative element), which has the
same characteristic polynomial and meets the requirements of the M1 model:

⎡

⎢⎢
⎣

dx1
dt
dx2
dt
dx3
dt
dx4
dt

⎤

⎥⎥
⎦ =

⎡

⎢⎢⎢
⎣

− d1
q1

− 1
q1

0 0
1
q2

0 − 1
q2

0

0 1
q3

0 − 1
q3

0 0 1
q4

0

⎤

⎥⎥⎥
⎦

·

⎡

⎢⎢
⎣

x1
x2
x3
x4

⎤

⎥⎥
⎦ +

⎡

⎢⎢⎢
⎣

1
q1

0
0
0

⎤

⎥⎥⎥
⎦
V1 (55)

where di are dissipative elements and qi are energy storage elements. The model M1
for differential Eq. (53) is Eq. (55) (matrix in Eq. (56) has the same characteristic
polynomial as Eq. (53)):

⎡

⎢⎢
⎣

ẋ1
ẋ2
ẋ3
ẋ4

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

−1.5 −0.384 0 0
4.342 0 −4.342 0
0 0.169 0 −0.169
0 0 3.553 0

⎤

⎥⎥
⎦ ·

⎡

⎢⎢
⎣

x1
x2
x3
x4

⎤

⎥⎥
⎦ +

⎡

⎢⎢
⎣

0.384
0
0
0

⎤

⎥⎥
⎦V1 (56)

From the values of aij, the values of the model elements R, L, C can be calculated
using the following relations

a11 = R1

L1
= R1a12 = 1.5; a12 = 1

L1
= 0.384; a21 = a23 = 1

C1
= 4.342;

a22 = 0; a32 = a34 = 1

L2
= 0.169; a33 = 0; a43 = 1

C2
= 3.553; a44 = 0; (57)

therefore part values are L1 = 2.6; R1 = 0.577; C1 = 0.23; L2 = 5.92; C2 = 0.28.
Results of time responses of 4 state space variables, dissipated power and energy
(system run only from initial condition vC1= 10 V) are shown in Figs. 13, 14 and 15.

The previous example was solved for only one dissipation element. In the
following example, two dissipation elements are used, with the second element
requiring a predetermined dissipation value of 0.5. Thus value of a44 is 0.5. The
state space equations are

⎡

⎢⎢
⎣

ẋ1
ẋ2
ẋ3
ẋ4

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

−1.0 −0.521 0 0
2.878 0 −2.878 0
0 0.174 0 −0.174
0 0 2.878 −0.5

⎤

⎥⎥
⎦ ·

⎡

⎢⎢
⎣

x1
x2
x3
x4

⎤

⎥⎥
⎦ +

⎡

⎢⎢
⎣

0.521
0
0
0

⎤

⎥⎥
⎦V1 (58)

For Eq. (58) R L C part of electrical system values are L1 = 1.92; R1 = 1.92; C1

= 0.3475; L2 = 5.747; C2 = 0.3475; R2 = 5.752. Results of time responses of 4
state space variables, dissipated power and energy are shown in Figs. 16, 17 and 18.
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Fig. 13 The time response of state space variables of Eq. (56) running from initial condition vC1=
10 V

Fig. 14 The time evaluation of dissipated power of Eq. (56) running from initial condition vC1=
10 V

In Fig. 17 the time evolution of power is shown. There are the dissipated power
on resistors (positive), power from source (negative) and sum of booth power which
is zero, because after transition time input power + output power = 0.
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Fig. 15 The time evaluation of state space energy of Eq. (56) running from initial condition vC1=
10 V

Fig. 16 The time response of state space variables of Eq. (58) running from source V1= 10 V and
zero initial condition

Example 3 Consider following differential equation:

x (4) + 8x (3) + 20x (2) + 16ẋ + 2x = 0 (59)
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Fig. 17 The time evaluation of power of Eq. (58) running from source V1= 10 V and zero initial
condition. From top to bottom—dissipated power on resistors, power of input source, total power

Fig. 18 The time evaluation of state space energy of Eq. (58) running from source V1= 10 V and
zero initial condition
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1V

 1R

1C 4C2C

 2R

3C

 3R
 4R

Fig. 19 The circuit diagram of resistor-capacitor ladder structure—switched for charging and
discharging

Characteristic polynomial is

λ4 + 8λ3 + 20λ2 + 16λ + 2 = 0 (60)

with roots of the polynomial: −3.848; −2.765; −1.235; −0.152. Because of the all
roots are real, it is possible to use the M2 model. The following state space system
can be derived:

⎡

⎢⎢
⎣

ẋ1
ẋ2
ẋ3
ẋ4

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

−2.55 0.552 0 0
0.59 −1.18 0.59 0
0 0.53 −1.053 0.53
0 0 3.21 −3.21

⎤

⎥⎥
⎦ ·

⎡

⎢⎢
⎣

x1
x2
x3
x4

⎤

⎥⎥
⎦ +

⎡

⎢⎢
⎣

0.552
0
0
0

⎤

⎥⎥
⎦ · V1 (61)

It is possible find values of resistors and capacitors from Eqs. (51) and (61) for
chosen C1 = 1.5 (C1 is parameter). Other calculated values are: R1 = 0.3333; R2 =
R3 = R4 = 1.2082; C2 = 1.4005; C3 = 1.5716; C4 = 0.2576; Electrical circuit is
shown in Fig. 19. This circuit will solve for charging—discharging.

F =

⎡

⎢⎢
⎣

C1 0 0 0
0 C2 0 0
0 0 C3 0
0 0 0 C4

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

1.5 0 0 0
0 1.4 0 0
0 0 1.57 0
0 0 0 0.258

⎤

⎥⎥
⎦ (62)

therefore according M2 (49), (61) and (62) PM is

PM =
〈
(F · x)T ,

dx

dt

〉

= C1 · x1 · dx1
dt

+ C2 · x2 · dx2
dt

+ C3 · x3 · dx3
dt

+ C4 · x4 · dx4
dt

(63)

after adjustments (63) according to the Eq. (49)
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Fig. 20 The time evaluation of state space variables of Eq. (61), charging and discharging

PM = V1
V1 − vC1

R1
− (V1 − vC1)

2

R1
− (vC1 − vC2)

2

R2

− (vC2 − vC3)
2

R3
− (vC3 − vC4)

2

R4
(64)

Energy of the state space variables is calculated according Eq. (30).
In Fig. 20 the time evolutions of state space variables are shown. From

time = 0 until 10, the circuit is charged from power supply V 1 = 10 V.
After (time > 10), the switch, connect R1 to ground and circuit is discharged.
Power and energy lost on resistors (R1, R2, R3, R4) is shown in Fig. 21.

Notice: Energy lost on resistors was calculated as integral of power.
State space energy, i.e. energy stored in capacitors (C1, C2, C3, C4) is shown in

Fig. 22.

Example 4 The second order systemwith nonlinear resistor, see Fig. 23. Differential
equations for this system are

dx1
dt

= −

RN︷ ︸︸ ︷
−(

W − x22
)

L
x1 + 1

L
x2 = −−(

3 − x22
)

0.5
x1 + 1

0.5
x2

dx2
dt

= − 1

C
x1 − 1

CR
x2 = − 1

0.2
x1 − 1

0.2 · 5 x2 (65)

where L = 0.5; C = 0.2; R = 5; RN is nonlinear resistor andW = 3 (W is prescribed
value). The simulation starts from initial condition x2 = vC = 1.412.
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Fig. 21 The power and energy lost on resistors during the charging and discharging. Top—power
supply voltage, middle—dissipated power, bottom—dissipated energy for one cycle charging and
discharging

Fig. 22 The time evolution of state space energy during the charging and discharging. Top—power
supply voltage, bottom—energy on capacitors for one cycle charging and discharging
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Fig. 23 The circuit diagram
of nonlinear system, L = 0.5;
C = 0.2; R = 5, RN
nonlinear resistor

NR

C
L

R

RN = −(
W − x22

)
(66)

Nonlinear resistor RN is positive or negative according

x22 > W ⇒ posi tive resistance

x22 < W ⇒ negative resistance (67)

When the value of x2 is decreasing (smaller then desired value) the RN is negative,
therefore system according Eq. (65) is anti-dissipative therefore value of x1 and x2
is increasing, whereas if x2 is higher then desired valueW, RN is positive, system is
dissipative and values of x1 and x2 are decreasing. Equation (65) can be rewritten as

dx1
dt

= −−(
W − x22

)

L
x1 + 1

L
x2 = −a11x1 + a12x2

dx2
dt

= − 1

C
x1 − 1

CR
x2 = −a21x1 − a22x2 (68)

Energy of system is

EM = 1

2

(
L · x21 + C · x22

)
(69)

Power is

PM = −(
W − x22

)

a12
· x21 + a22

a21
x22 (70)

Results of simulations are shown in Figs. 24, 25, 26 and 27 using the implemen-
tations according Figs. 28, 29 and 30 (in the appendix).

In Fig. 24 the time evolution of state variables are shown. Thanks to posi-
tive/negative nonlinear resistance RN the system oscillates. Amplitude of signal x2
is approx. equal of W, therefore 3 (W = 3). In Fig. 25 the energy of state space
variables and total energy is displayed. The time evolution of nonlinear resistance
RN and power lost on resistors RN and R respectively is shown in Figs. 26 and 27.
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Fig. 24 The time evolution of state space variables of nonlinear system. Top—x1(t), bottom—x2(t)

Fig. 25 The time evolution of state space energy of nonlinear system. Top—energy of x1(t),
middle—energy of x2(t), bottom—total energy
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Fig. 26 The time evolution of nonlinear resistance. Mean value is 1.364

Fig. 27 The time evolution of power on resistors. Mean value −0.0368
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6 Conclusions

In this chapter, a new approach to power and energy calculation has been presented in
systems described by equations of state or differential equations. It was shown that 2
types of models can be used for linear differential equations, themodel for oscillating
systems and the model for thermal systems. The one example of nonlinear system
was also solved. The theoretical derivations were confirmed by the results obtained
by solving the examples. Solutions of the examples were confirmed as differential
equations inMATLAB, as models inMATLAB_Simulink and also as circuits solved
in SPICE. The main advantage is that presented approach can be used for different
types of linear or nonlinear physical systems.
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Appendix

This appendix presents another look on nonlinear circuit described by Fig. 23.
Such circuit can be (according (65)) drawn as controlled feedback system. The
result is shown in Fig. 28. In the Fig. 29 the system from Fig. 28 is redrawn as
MATLAB_Simulink model. In Fig. 30 the MATLAB_Simulink model is extended
for calculation of power dissipated on resistors.

Σ ∫
W

+ 1x 1x

∫
2x 2x

−
1/L

1/ R

X

2(.)

-1/C Σ

Fig. 28 The feedback model of circuit with nonlinear resistor (see Fig. 23), L = 0.5; C = 0.2; R
= 5 andW is prescribed value
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Fig. 29 The MATLAB_Simulink model of nonlinear circuit (Fig. 23) derived from system shown
in Fig. 28. Prescribed value W = 3

Fig. 30 The MATLAB_Simulink model of nonlinear circuit (Fig. 23) with calculation of power
dissipated on resistors RN and R
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Self-tuning Yaw Control Strategy
of a Horizontal Axis Wind Turbine Based
on Machine Learning

Aitor Saenz-Aguirre, Ekaitz Zulueta, Unai Fernandez-Gamiz,
Jose Antonio Ramos-Hernanz, and Jose Manuel Lopez-Guede

Abstract The design procedure of a Machine Learning (ML) based yaw control
strategy for a Horizontal Axis Wind Turbine (HAWT) is presented in the following
chapter. The proposed yaw control strategy is based on the interaction of three
different Artificial Intelligence (AI) techniques to design a ML system: Reinforce-
ment Learning (RL), Artificial Neural Networks (ANN) and metaheuristic optimiza-
tion algorithms. The objective of the designed control strategy is to achieve, after
a training stage, a fully autonomous performance of the wind turbine yaw control
system for different inputwind scenarioswhile optimizing the electrical power gener-
ated by the wind turbine and the mechanical loads due to the yaw rotation. The RL
algorithm is known to be able to learn from experience. The training process could
be carried out online with real-time data of the operation of the wind turbine or
offline, with simulation data. The use of an ANN to store the data of the matrix
Q(s, a) related to the RL algorithm eliminates the large scale data management and
simplifies the operation of the proposed control system. Finally, the implementation
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of ametaheuristic optimization algorithm, in this case a Particle SwarmOptimization
(PSO) algorithm, allows calculation of the optimal yaw control action that responds
to the compromise between the generated power increment and the mechanical loads
increase due to the yaw actuation.

Keywords Wind turbine control · Yaw control · Reinforcement learning ·
Artificial neural network · Optimization · Pareto front

Abbreviations and Acronyms

ML Machine Learning
HAWT Horizontal Axis Wind Turbine
AI Artificial Intelligence
RL Reinforcement Learning
ANN Artificial Neural Network
PSO Particle Swarm Optimization
LCOE Levelized Cost of Energy
MLP-BP MultiLayer Perceptron with Back Propagation
MDP Markov Decision Process
DP Dynamic Programming
MC Monte Carlo
TD Temporal Differences
PoF Pareto optimal Front
PID Proportional Integral Derivative
FAST Fatigue, Aerodynamics, Structure and Turbulence
NREL National Renewable Energies Laboratory
MSE Mean Squared Error
DM Decision Making

Nomenclature

θwind Direction of the wind
θnacelle Orientation of the nacelle
θyaw Yaw angle
�yaw Yaw rotational speed
s State of the RL algorithm
a Action of the RL algorithm
r Immediate reward of the RL algorithm
γ Discount factor
Q(s, a) Expected long-term reward matrix in RL algorithm
Q_P(s, a) Expected long-term power gain reward matrix in RL algorithm
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Q_M(s, a) Expected long-term mechanical moment reward matrix in RL
algorithm

Q_P(s(t), a(t)) Expected long-term power gain reward function in RL algorithm
Q_M(s(t), a(t)) Expected long-term mechanical moment reward function in RL

algorithm

1 Introduction

The gradual depletion of the fossil fuels and the atmospheric pollution originated by
their combustion have brought an important growth of the renewable energy gener-
ation systems. Nowadays, the most important renewable energy generation source
is the wind energy. Many studies showing the positive tendency of the wind energy
can be found in the literature. For example, according to some studies presented
by Rosales-Asensio et al. [1], the sustainable power production with wind origin
in Denmark achieved a 40% of the power produced in the country in 2015. This
same value was quite smaller in Spain, with a 17% in 2015, but having raised from a
10.4% in 2007. More recent studies elaborated byWindEurope [2] show remarkable
increments in the wind energy installed power in 2018 especially in four countries:
a 29% in Germany, a 16% in the United Kingdom, a 13% in France and a 6% in
Sweden.

The power generation increase in wind energy systems is tightly related to the
investigation work carried out to reduce the Levelized Cost of Energy (LCOE) of the
wind turbines, which encourages capital investment in the sector, as explained in the
work of Nyanteh et al. [3]. Onemain topic of this researchwork is the development of
advanced control strategies to optimize the performance of the wind turbines [4–9].

In this chapter, the design procedure of a yaw control system of a Horizontal
Axis Wind Turbine (HAWT) based on Machine Learning (ML) is presented.
The objective of the ML based control strategy developed in this chapter is to
achieve a fully autonomous performance of the yaw system of the wind turbine
based on its own experience, which could be acquired via an offline training,
i.e., when the wind turbine is paused, or an online training, i.e., during opera-
tion of the wind turbine. An offline training process is proposed in this chapter.
However, a continuous online training process with real data acquired during
operation of the wind turbine to continuously learn from experience could be
implemented as well. The MLP-BP is used to store the data of the matrices
Q(s, a) related to the RL algorithm andmanage them as continuous functions,Q(s(t),
a(t)). This process avoids quantification and large data management problems. The
combination of an RL strategy and an ANN is widely known as Deep Reinforce-
ment Learning [10, 11]. As observed in the works of Saenz-Aguirre et al. [5, 8], an
increment of the power generated by the wind turbine with a considerable reduction
of the mechanical loads due to the yaw rotation is expected to be achieved.
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This chapter is structured as follows: the objectives and applications of the
proposed yaw control strategy are presented in Sect. 2. Section 3 details the theoret-
ical basis of the different Artificial Intelligence (AI) techniques used to design the
ML system. The design procedure of the yaw control system based onML is exposed
in Sect. 4. Finally, Sect. 5 presents the conclusions.

2 Objectives and Applications

The main factor that determines the power output of a wind turbine is the wind
incident to its rotor. However, the wind is originated as a result of very complex
meteorological processes, which, as stated by Bivona et al. [12], are very complex
to model, and can, thus, suffer from unpredictable important variations. Some wind
gusts can even exceed the safe wind speed operation range of the wind turbine and
endanger its correct performance. To avoid this issue, a control system is implemented
in the wind turbines.

The control system of a wind turbine is formed by different strategies aimed to
regulate the rotational speed of the rotor in the whole range of operating points of the
wind turbine. As a result of these strategies, the power output of the wind turbine is
predefined for the whole range of wind speed values in which the turbine operates.
The curve that relates the power output of the wind turbine with the wind speed
is known as the power curve. The power curve of the NREL 5 MW wind turbine,
presented in the work of Jonkman et al. [13], is illustrated in Fig. 1.

The main control objective in the partial power zone, plotted in blue color in
Fig. 1, is to maximize the power the wind turbine extracts from the wind, which can
be expressed as in Eq. (1).

Fig. 1 Power curve of the NREL 5 MW wind turbine
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Popt = 1

2
· ρ · CP · A · v3[W ] (1)

where ρ [kg/m3] is density of the air, CP [-] is the power coefficient, A [m2] is the
area covered by the rotor and v [m/s] is the wind speed.

However, in order to express the real power the wind turbine extracts from the
wind, the misalignment between the incident wind and the rotor must be considered,
commonly known as the yaw angle. The expression is shown in Eq. (2).

P = Popt · cos3(θyaw
)
[W ] (2)

where θyaw [deg] is the yaw angle.
As it can be observed in Eq. (2), a correct alignment of the wind turbine with the

direction of the incident wind can make the power generated by the wind turbine
increase considerably. The control system that allows a correct alignment of the wind
turbine with respect to the incident wind is the yaw control. A detailed explanation
about the yaw control system of a 5 kW wind turbine is introduced in the work of
Yücel and Özder [14].

On the other hand, as a result of the high inertia values of the mechanical compo-
nents that participate in the yaw rotation, remarkable mechanical loads arise in
different elements of the wind turbine. The physical effect that explains these loads is
known as the gyroscopic effect. An study of possible control strategies aimed to atten-
uate the high mechanical loads resulting from the gyroscopic effect are presented in
[15, 16].Additionally, an analysis of themechanical loads generated as a consequence
of the yaw rotation is presented in the work of Shariatpanah et al. [17].

As a result, an adequate design of the yaw control strategy allows not only maxi-
mization of the power generated by the wind turbine, but also reduction of the
mechanical loads in several elements of the wind turbine, and, thus, to increment
its lifetime.

The objectives of the proposed yaw control strategy are:

– Achieve a fully autonomous and self-tuning yaw control strategy to be imple-
mented in the wind turbine.

– Design a control strategy based on ML that can continuously learns from its own
experience.

– Selection of the optimal yaw control action (maximal power and minimal loads
possible) for every possible scenario of the wind turbine operation.

The main applications of the designed yaw control strategy are:

– Increment of the power produced by the wind turbine, with the consequent
enhancement of its efficiency, and the reduction of the LCOE.

– Reduction of the mechanical loads originated as a result of the yaw rotation, with
the consequent increment of the lifetime of the mechanical components of the
wind turbine, and the reduction of the LCOE.
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3 Machine Learning and Artificial Intelligence Techniques

The AI is the science that studies the projection of the human intelligence in techno-
logical machines. In other words, the AI is the science that analyses the possibility
to develop smart behavior patterns in technological machines. Nowadays, with the
technological advances in the field of the informatics and the existence of very large
amounts of data to be processed, the AI is on the focus of the research work.

The field of the AI is composed by numerous different techniques, which, in
general, have been developed to emulate the human intelligence or decision making
capability, as it is explained in the work of Wang et al. [18]. The most important AI
techniques are the RL, ANNs, Fuzzy Logic, bio-inspired or metaheuristic optimiza-
tion algorithms and Bayesian Networks. Each AI technique serves to a determined
goal and could be used individually or in interrelation with other AI techniques.

One of the most important features that offers the AI is the capability of the
systems to learn automatically. This feature of self-learning is commonly known as
ML, as it is explained in detail in the work of Fadlullah et al. [19]. The ML has
undergone an important boom after the development of the ANNs, which are able
to continuously learn from very large amounts of data. RL is another type of ML, in
which the systems learns to make the best decisions in a given environment by using
its own experience.

With the technological boom and the increasing processing capability of the
processors a new learning method known as Deep Learning [19] has been born,
in which new and amplified configurations of ANNs are used for the ML process. In
the same way, the Deep Reinforcement Learning [19] method has also been created,
which combines the use of the RL algorithm and ANNs to store the matrix Q(s, a)
related to the RL algorithm.

The self-tuning ML based yaw control strategy presented in this chapter makes
use of three different AI techniques: RL, ANN and metaheuristic optimization algo-
rithms. This section is structured as follows: the theoretical background of the RL is
explained in Sect. 3.1. Section 3.2 analyses the theory behind the ANNs. And, finally,
the theoretical basis of the optimization algorithms is introduced in the Sect. 3.3.

3.1 Reinforcement Learning

RL [10, 20–22] is an AI technique, corresponding to a type of ML, in which a
determined system learns from the experience of its own interaction with the envi-
ronment in which it is placed. As it is stated in the work of Jagodnik et al. [20], the
training process of a RL algorithm is achieved by trial and error with the objective
of maximizing a reward function defined numerically and by mapping of situations
to actions.

A pipeline with the basic operating principle of a RL algorithm is presented in
Fig. 2. A defined agent which is in a determined environment receives information of
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Fig. 2 Basic pipeline of a RL algorithm [5]

its state (s ∈ S) and decides to take the action (a ∈ A). As a result of this action, the
agent receives information of its new state and the immediate reward of the action
(r ∈ R). The objective of the RL algorithm is to find a map of states to actions,
known as policy, to maximize the long-term reward in different situations. In other
words, the RL controller selects the future actions with regard to the experiences
of a whole range of actions in predefined states. The experiences are obtained by
trial and error by interaction with a dynamic environment, as exposed in the work of
Kaelbling et al. [23].

The main elements of a RL algorithm are:

– State (s ∈ S): Defines the state of an agent that is placed in a determined
environment.

– Action (a ∈ A): Defines the action taken by an agent that is in a defined state
(s ∈ S) in a determined environment.

– Reward (r ∈ R): Defines the immediate reward received by an agent that takes
a certain action (a ∈ A) in a given state (s ∈ S).

– Policy (π): It is a mapping of the actions (a ∈ A) to the states (s ∈ S). Thus, it
defines the behavior of the agent.

– Long-term reward (Rt ): Indicates the long term reward received by the agent if
a certain action (a ∈ A) in a given state (s ∈ S) is taken. The long-term reward is
the value to be maximized.

The long-term reward Rt of a RL algorithm can be numerically calculated in
different ways. The most widely-used expression is based on the addition of the
immediate rewards (r ∈ R) received by the agent during a determined period of time
and using a discount factor γ , as it is shown in Eq. (3).

Rt =
t+T∑

k=t

γk · rt+k+1 (3)

where the discount factor γ is set to 0 < γ < 1.
From now on, in order to refer to the function that indicates the long-term reward

Rt expected by the agent a new expression is shown in Eq. (4).
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E

(
t+T∑

k=t

γk · rt+k+1

)

(4)

One important aspect related to theRL algorithms is that the environment inwhich
the agent is placed is defined as a Markov Decision Process (MDP). This means that
the environment transitions are independent on past states and exclusively depend
on the current state (s ∈ S) and the action taken (a ∈ A). Therefore, the expressions
of the state and reward transitions are presented in Eq. (5) and Eq. (6), respectively.

pass ′ = p
{
st+1 = s ′|st = s, at = a

}
(5)

Ra
ss ′ = E

{
rt+1|st = s, at = a, st+1 = s ′} (6)

The policy π followed by the agent defines the mapping of actions to states and,
thus, dictates the criteria to take determined actions. Hence, the policy π defines
the probability to select each action (a ∈ A) in each determined state (s ∈ S). As a
result, the expected long-term reward with respect to the current state (s ∈ S) and the
policy π followed, known as V π (s), and the expected long-term reward with respect
to the current state (s ∈ S), the current action (a ∈ A) and the policy π followed,
known as Qπ (s, a), can be numerically calculated as shown in Eq. (7) and Eq. (8),
respectively.

V π (s) = Eπ {Rt |st = s} = Eπ

{
t+T∑

k=t

γk · rt+k+1|st = s

}

(7)

Qπ (s, a) = Eπ {Rt |st = s, at = a} = Eπ

{
t+T∑

k=t

γk · rt+k+1|st = s, , at = a

}

(8)

The optimal values of both V π (s) and Qπ (s, a) can be expressed as in Eqs. (9)
and (10).

V (s) = max(V π (s)) (9)

Q(s, a) = max(Qπ (s, a)) (10)

The objective of the RL algorithm is to find the optimal mapping of actions to
states so that the value of the Q(s, a) expressed in Eq. (10) is maximized for each
par of state (s ∈ S) and action (a ∈ A). To that end, there are 3 different methods
to solve a MDP process: Dynamic Programming (DP), Monte Carlo (MC) method
and Temporal Differences (TD). In the following lines an explanation on each one
of them is introduced.
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– Dynamic Programming

The DP method, explained in detail in the works of Bertsk et al. [24–26], is based
on the knowledge of a model of the environment in which the agent is placed. That
means that the state transitions pass ′ , see Eq. (5), and the reward transitions Ra

ss ′ , see
Eq. (6), can be calculated analytically. As a result, the value of V π (s) and Qπ (s, a)

can also be represented analytically using Bellman equations, as shown in Eqs. (11)
and (12).

V π (s) =
∑

a

π(s, a)
∑

st+1

pass ′ · [Ra
ss ′ + γ · V π (st+1)] (11)

Qπ (s, a) =
∑

a

π(s, a)
∑

st+1

pass ′ · [Ra
ss ′ + γ · Qπ (st+1, at+1)] (12)

The numerically calculated values of V π (s) and Qπ (s, a) are used to perform an
iterative algorithm in which every action (a ∈ A) of every possible state (s ∈ S) is
considered and the policies π that maximize the value of Q(s, a) are to be found.

One of the biggest drawbacks of this method is the computational cost, since for
the calculation of each policy π calculations related to a great number of states and
actions have to be performed.

– Monte Carlo method

TheMCmethod [27, 28] is based on the assumption that a model of the environment
is unknown, and thus, its performance depends on the experimental data. Since the
model is unknown, the values of the state transitions pass ′ , see Eq. (5), and the reward
transitions Ra

ss ′ , see Eq. (6), and as a result, the values of V π (s) and Qπ (s, a) cannot
be analytically computed, so they are calculated as an average of the experimentally
obtained reward values.

The objective is to try to calculate the value of Qπ (s, a) for all the state-action
pairs and find the policies π that maximize the value of Q(s, a). To that end, usually
stochastic policies that have probabilities greater than 0 to consider each state (s ∈ S)

and action (a ∈ A) are implemented.

– Temporal Differences

The TD method is a combination of DP and MC methods having the advantages
associated to each one of them. It is based on analytical calculation, like the DP
method, but, like theMCmethod, it does not dependon amodel of the environment. In
this method, the calculations to continuously learn are performed between successive
predictions insteadof betweenpredictions and thefinal value.Hence, the convergence
is faster and the computational cost is remarkably reduced. The two principal TD
based algorithms are Q-Learning, explained in detail in the works of Watkins et al.
[29, 30], and SARSA, introduced in the work of Adam et al. [31].

The principal difference between both methods is the calculation of the values
of Q(s, a). In the Q-Learning algorithm the state and actions are quantified and a
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matrix is obtained as a result of mapping a Q(s, a) value to each state-action par.
However, in SARSA, the function Q(s, a) is considered as an exponential moving
average continuous function.

The calculation of the Q(s, a) in SARSA algorithm can be expressed as shown in
Eq. (13).

Q(st , at ) = Q(st , at ) + α · [
r + γ · Q(st+1, at+1) − Q(st , at )

]
(13)

The calculation of theQ(s, a) in Q-Learning algorithm can be expressed as shown
in Eq. (14).

Q(st , at ) = Q(st , at ) + α · [
r + γ · maxaQ(st+1, at+1) − Q(st , at )

]
(14)

3.2 Artificial Neural Networks

ANNs correspond to a branch of the AI intended to mimic the performance of a
biological brain. Biological brains are composed bymillions of neurons distributed in
layers and widely interconnected between them. Through these interactions between
neurons the information flow from one neuron to another occurs. Furthermore, the
information flow happens always in one direction, which can be either forwards or
backwards. ANNs [32–34], which try to emulate this behavior, are digital systems
with a variable number of neurons distributed in a structure similar to that of
biological networks and with a similar functionality.

According to the work of Yang [35], the first standard artificial neuron design
was introduced by W. McCulloch and W. Pitts in 1943 and, after that, they have
undergone an important development. Nowadays they are very precious especially
for their good performance in parallel processing, distributed memory alongside the
number of neurons and the adaptability to the environment and the generalization
capability.

ANNs are a compound of a variable number of neurons distributed in different
ways and with a different type of interconnections. An individual neuron, shown in
Fig. 3, is the smallest element of an ANN and presents the following structure:

The main elements of an artificial neuron are:

– Inputs (x j ): Define the inputs to the neuron.
– Input weights (wj ): Define the weights of each input to the neuron.
– Propagation rule (hi ): It defines the combination of the different inputs of the

neuron before the activation function. The most common propagation rule is the
linear combination of the product of each input and its weight. Moreover, usually
another parameter commonly expressed as θ is added. Therefore, the propagation
rule can be mathematically expressed as shown in Eq. (15).
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Fig. 3 Neuron of an ANN

h
(
x1, . . . , x j ,w1, . . . ,wj

) =
n∑

j=1

wj · x j − θ (15)

– Activation function ( fi ): The activation function defines the activation state of the
neuron. Additionally, it represents the output of the neuron.

If it is an on/off neuron, the activation function of the neuron can be expressed as
in Eq. (16).

y =

⎧
⎪⎪⎨

⎪⎪⎩

1 i f
n∑

j=1
wj · x j ≥ θ

0 i f
n∑

j=1
wj · x j < θ

(16)

However, when a continuous output of the neuron is desired, usually a sigmoid
function [36] is used as the activation function, as shown in Eq. (17).

f (x) = 1

1 + e−β · x (17)

where the value associated to the exponential factor is β > 0.
ANNs are formed by compound of a variable number of neurons in different

structures and interconnection patterns. The neurons are divided in layers., usually
in a standard ANN there are 3 different neuron layers: The input layer (contains the
input neurons, which are in number the same as the inputs of the ANN), the hidden
layer (contains the processing neurons) and the output layer (contains the output
neurons, which are in number the same as the outputs of the ANN). The number of
hidden layers and the number of neurons in each hidden layer is adaptable and can
be modified by the designer of the ANN.

The training algorithms of the ANNs are the responsible for making the ANN
learn from its input values. There are two main ANN training method groups: The
supervised learning and the unsupervised learning. As it is exposed in the work of
Chen et al. [32], the supervised learning adjusts the values of the weights related
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to the interconnection between neurons with the objective of minimizing the error
existent between the output of the ANN and the reference output. Themost important
application of the supervised learning is for regressions or modelling of systems
and one of the most used examples of supervised learning is the BackPropagation
algorithm. The unsupervised learning does not need an output reference and the
ANN is trained with numerous input patterns to explore the relation between them
and categorize them. The most important application of the unsupervised learning
is the clustering of data. A combination of supervised and unsupervised learning
methods in a hybrid learning strategy is also possible.

3.3 Optimization Algorithms

Optimization algorithms are techniques designed and aimed to find the
maximum/minimum or optimal solution of a determined function or problem. First
optimization algorithms were introduced in the twentieth century. Nowadays, opti-
mization algorithms are applied to a grand variety of applications. As it is explained
in the work of Yang et al. [35], one of the biggest application fields of the optimiza-
tions algorithms is the industrial engineering world, where the reduction of costs,
the increment of the efficiency and the optimization of the industrial processes have
become of capital importance.

An important group inside the optimization algorithms is the bio-inspired ormeta-
heuristics algorithms, which are inspired in natural processes to solve optimization
problems. The metaheuristic algorithms [37–39] have been widely studied in the
literature. In the following lines the metaheuristic optimization algorithm used in the
design process exposed in this chapter and themultivariable optimization is explained
in detail.

– Particle Swarm Optimization

The PSO [40] algorithms are metaheuristic optimization algorithms inspired in the
behavior of a group of particles, referred as swarm, in a search space and evolving
towards an optimal solution. As it is explained in the work of Khan and Singh [38],
this algorithm is widely used due to its high robustness, small number of tunable
parameters and its easy implementation.

As introduced in the work of Khan and Singh [38], each particle is a possible
solution to the optimization problem, and is associated with a position vector xi,t and
a velocity vector vi,t . Exactly as in the case of the GAs, in a PSO algorithm there
must be a fitness function that evaluates the specification fulfillment of each particle
and provides them with a fitness values.
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The velocity and position update of each particle is calculated with the following
expressions presented in Eq. (18) and Eq. (19), respectively.

vi,t+1 = H · vi,t + ϕ1 · (
x_opti,t − xi,t

) + ϕ2 · (
x_global_opti,t − xi,t

)
(18)

xi,t+1 = xi,t + vi,t+1 · 
t (19)

where H [kg m2] is the inertia constant of the system, ϕ1 [-] is the exploitation factor,
ϕ2 [-] is the exploration factor, x_opti,t [m] is the best solution of the particle and
x_global_opti,t [m] is the best solution of the whole swarm.

As it can be observed in Eq. (18), the velocity of each particle is computed with
regard to the personal best fitness obtained by that particle and the global best fitness
obtained by the whole swarm. By modifying factors ϕ1 [-] and ϕ2 [-] the exploration
and exploitation capability of the algorithm can be configured. Furthermore, the
inertia constant H [kg m2] defines the movement capacity of the particles.

The execution of a PSO could be summarized in the following 5 steps:

(1) Initialization. The swarm population is randomly formed.
(2) Evaluation. The fitness of each individual particle is evaluated.
(3) Modification. The best position of each particle, the best position of the whole

swarm and each particle’s velocity are computed.
(4) Update. Move each particle to the new position.
(5) Termination. Steps 2 to 4 are repeated until a termination condition has been

satisfied.

– Multiobjective optimization. Pareto optimal Front

Amultiobjective optimization [41–43] problem is that in whichmore than one objec-
tive is to be optimized. In contrast to single-objective optimization problems, in
multiobjective cases there is not only one unique optimal solution, but a set of
optimal solutions that respond to the trade-off or compromise necessity between
the objectives to be optimized.

The concept of optimization of multiobjective problems was generalized in the
work of Pareto [44] in 1896. In these type of problems a solution is dominated if
there is any other solution that has a better (higher or lower depending on the context
of the optimization problem) fitness value for all the objectives to be optimized. If
there is no such a solution. The set of non-dominated solutions is known as the Pareto
optimal Front (PoF). A PoF of a double-objective optimization problem is illustrated
in Fig. 4.
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Fig. 4 PoF of a
double-objective
optimization problem

4 Machine Learning Based Wind Turbine Yaw Control

An adequate alignment of the wind turbine rotor with respect to the incoming wind
by means of the yaw system of the wind turbine enables increment of the power
generation at cost of an increase of the mechanical loads in different elements of the
wind turbine, especially the yaw bearings. Hence, an adequate design and tuning of
the yaw control system is of great importance to both optimize the power generation
of the wind turbine and ensure its safe operation.

Usually, classical control structures based on PIDs have been used for the design
of the yaw control strategy of the wind turbine [17, 45]. However, these classical
control structures show some drawbacks in form of “wind up” of the integral action
and posterior big oscillations, which can result in an undesired increment of the
mechanical loads. As a result, some advanced control strategies for the yaw angle
control of a wind turbine are proposed in the literature [5, 8, 46–48].

In this chapter, with the objective of achieving an improved performance of the
yaw control system of a wind turbine, a ML based wind turbine yaw control system
is exposed. A block diagram of the proposed ML based yaw control strategy is
presented in Fig. 5.

The proposed yaw control system is based on the following AI techniques:

– A RL algorithm that learns from its own experience and enables the wind turbine
to select the optimal decision in each scenario of its operation.

– An ANN to store the data of the matrix Q(s, a) of the RL algorithm.
– A PSO and PoF based optimization algorithm to select the set of optimal actions

that respond to the compromise necessity between the power increment and the
mechanical loads associated to the yaw rotation.

This section is structured as follows: the design procedure of the RL algorithm
applied to the ML based yaw control is explained in Sect. 4.1. Section 4.2 presents
the structure and design process of the MLP-BP neural network. The design of the
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Fig. 5 Pipeline of the proposed ML based yaw control

PSO and PoF based algorithm is explained in Sect. 4.3. Finally, the DecisionMaking
(DM) algorithm is exposed in Sect. 4.4.

4.1 Yaw Control RL

The RL algorithm developed for the yaw control of a HAWT presents multiple state,
action and immediate reward variables. The objective of the multivariable structure
is an improved characterization of the system in the most accurate way possible. To
that end, 2 state variables, 2 action variables and 2 immediate reward variables are
considered in the proposed RL algorithm.

The states s are:

– StateYawA [deg]: This state defines the orientation difference between the wind
incident to the rotor and the nacelle of the wind turbine is shown in Eq. (20).

θyaw = θwind − θnacelle (20)

– StateWindS [m/s]: This state defines the wind speed value incident to the rotor.

The actions a are:

– ActionYawK [-/s]: This action defines the proportional gain associated to the yaw
rotational speed controller. The expression to calculate the yaw rotational speed
is shown in Eq. (21).

�yaw = ActionYawK · θyaw (21)
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– ActionYaw [deg]: This action defines the limit associated to the yaw rotation. In
some cases, due to mechanical actuator problem or safety issues, the yaw rotation
of the nacelle is limited to a certain value. The expression to note the rotation
range allowed by this action is shown in Eq. (22).


θyaw ∈ [−ActionYaw , ActionYaw ] (22)

The immediate rewards r are:

– RewardP [%]: This immediate reward defines the power gain achieved by the
wind turbine when a certain yaw action is performed. The expression to compute
this immediate reward is shown in Eq. (23).

RewardP = P_control − P_no_control

P_no_deviation
· 100 (23)

As it can be observed in Eq. (23), in order to calculate the power gain 3 different
scenarios related to the yaw actuation of the wind turbine are considered. The
scenario P_control refers to the scenario in which the yaw control of the wind
turbine is active and the nacelle of the wind turbine rotates to the yaw command
provided by the yaw control and at the provided yaw speed value. The scenario,
P_no_control refers to the scenario in which the yaw control of the wind turbine
is not active, and, thus, the orientation of the wind turbine nacelle is fixed. Finally,
the scenario P_no_deviation refers to the scenario in which the nacelle of the wind
turbine is perfectly aligned with the direction of the wind incoming to the rotor.

– RewardM [N m]: This immediate reward defines the value of the mechanical
moment in the yaw bearings. The value of this immediate reward has been defined
with the mechanical moment in the yaw bearings because it has been found as the
most critical mechanical load when performing a yaw rotation. Different mechan-
ical load values, or even a weighted average of them, could be considered as
the immediate reward to be considered by the proposed ML based yaw control
algorithm.

As it was stated in Sect. 3.1 of this chapter, in a RL algorithm the calculation
of the values Q(s, a) for each state-action par is associated to the long-term reward
considering a discount factor γ , see Eq. (3). In the RL algorithm proposed in this
chapter there are 2 different immediate rewards r. Therefore, 2 different matrices
Q(s, a) will result in the algorithm. The expression to calculate the matrices Q(s, a)
using the immediate rewards r is shown in Eq. (24).

Q(s, a) =
i=T∑

i=0

rt+i · γ i (24)

The expression in Eq. (24) is applied to both the immediate rewards r considered
in the ML based yaw control algorithm presented in this paper and the expression of
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both matrices Q(s, a) are obtained and presented in Eqs. (25) and (26). The discount
factor γ is set to 1 in both cases because it is considered that all the values in the
time horizon are equally important.

Q_P(s, a) =
1
T ∫t+T

t (P_control − P_no_control) · dt
1
T ∫t+T

t P_no_deviation · dt · 100[%] (25)

Q_M(s, a) = t+T∫
t

RewardM(t) · dt[N · m] (26)

After definition of the states s, actions a, immediate rewards r and the expressions
of the matricesQ_P(s, a) andQ_M(s, a), simulations of the performance of the wind
turbine to obtain data for the training process of the RL algorithm are carried out. The
simulations are carried out with the aeroelastic code FAST [49] and the wind turbine
model NREL 5 MW, presented in the work of Jonkman et al. [13], both designed by
the National Renewable Energies Laboratory (NREL) in the USA.

The objective of the training process of the RL algorithm is to obtain the data
related to all possible actuation scenarios associated to the yaw control of the wind
turbine. Thus, in the design process presented in this chapter, an offline training
process of the wind turbine with all the possible considered wind speed values and
the yaw control actions is proposed. Thus, simulations with StateWindS = 3:1:17
[m/s], StateYawA= −90:10:90 [deg], ActionYawK= 0.1:0.1:1 [-/s] and ActionYaw
= −90:10:90 [deg] have been carried out with the aeroelastic code FAST. The values
of the matrices Q_P(s, a) and Q_M(s, a) are calculated with the data obtained from
the simulations, see Eqs. (25) and (26).

4.2 Yaw Control MLP-BP

A MLP-BP neural network is designed to store the data of the matrices Q_P(s, a)
and Q_M(s, a) corresponding to the RL algorithm. The objective of storing these
matrices as continuous functions Q_P(s(t), a(t)) and Q_M(s(t), a(t)) is to eliminate
the necessity of large amount of data management, which could result problematic in
the implementation of the control strategy in the control system of the wind turbine,
due to memory issues. Additionally, with the use of an ANN to store the data of
the RL algorithm, the replacement policy of the RL algorithm is incorporated, since
the ANN learns from the new calculated values. This aspect is of great importance
if an online training of the RL algorithm during operation of the wind turbine is
implemented. In that case, the ANN continuously learns from new calculated values
and the accuracy of the functions Q_P(s(t), a(t)) and Q_M(s(t), a(t)) increase.

The selected topology of theANNdesigned to store the data of thematricesQ_P(s,
a) and Q_M(s, a) is a MLP-BP. The designed MLP-BP neural network presents 4
inputs and 2 outputs. A pipeline with the input and outputs of the designed MLP-BP
neural network is presented in Fig. 6. Internally, the MLP-BP presents a structure
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Fig. 6 Input and outputs of the MLP-BP designed for the ML based yaw control strategy

with one input layer with 4 neurons, two hidden layers with 75 neurons and 25
neurons respectively and one output layer with 2 neurons.

The learning rate for the training process of the MLP-BP has been set to 1 · 10–50.
The training ratio, validation ratio and test ration have been set to 90%, 5% and 5%,
respectively. After the training process, correlation coefficients of 0.9999 and Mean
Squared Error (MSE) of 1.62 · 10–6 are obtained. The high value of the correlation
coefficient and the low value of the MSE are indicators of a correct training process
and that theMLP-BP is good enough to be used in theML based yaw control strategy
proposed in this chapter.

4.3 Yaw Control PSO and PoF

As it was stated in Sect. 2 of this chapter, the yaw actuation of a wind turbine allows
alignment of the rotor of thewind turbinewith the direction of the incomingwind and,
thus, the power generated by the wind turbine can be maximized in some scenarios.
Nevertheless, this power gain is achieved at cost of high mechanical loads in several
components of the wind turbine, especially the yaw bearings, which could endanger
the safe operation of the wind turbine or reduce its lifetime.

The objective of the PSO and PoF based optimization algorithm designed in this
paper is to obtain a set of optimal yaw actions, ActionYawK [-/s] and ActionYaw
[deg], that respond to the compromise necessity betweenRewardP [%] andRewardM
[N m].

The output of the PSOandPoFoptimization algorithm is a set of optimal solutions,
known as PoF, that respond to the compromise necessity between the power gain and
the mechanical loads due to the yaw rotation. To calculate this PoF the optimization
algorithm makes use of the functions Q_P(s(t), a(t)) and Q_M(s(t), a(t)) as the
fitness functions. The states of the system, StateYawA [deg] and StateWindS [m/s],
are defined and the fitness value of different set of actions, ActionYawK [-/s] and
ActionYaw [deg], is evaluated. The final optimal solutions are the solutions in which
one of the fitness values cannot be increased without degrading the other one.
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4.4 Yaw Control DM

The DM algorithm selects one of the optimal actions proposed as the result of
the PSO-PoF optimization algorithm. The DM algorithm proposed in this chapter
considers themechanical loads as the limiting factorwhen selecting the yawactuation
and it could be summarized as follows:

– The solutions that suppose a value of the function Q_M(s(t), a(t)) higher than a
predefined threshold are not taken into consideration due to safety issues.

– From the set of solutions that are taken into consideration, the one with the highest
value of the function Q_P(s(t), a(t)) is selected.

Other different approaches for the selection of the yaw optimal actuation based
on more complex principles could also be evaluated and implemented.

5 Conclusions

The design procedure of a ML based yaw control algorithm for a HAWT based
on AI techniques has been presented in this chapter. The proposed yaw control
strategy is aimed to improve the performance of classical yaw control strategies
by means of the use of AI techniques, which emulate the performance of natural
processes to provide digital systems with intelligence and self-learning capability.
The self-learning capability is the main characteristic of the ML.

The proposedML based yaw control strategymakes use of three different AI tech-
niques for the development of the control strategy. The RL algorithm maps actions
to states and thus allows the development of a policy in the wind turbine that selects
the best actions in different wind turbine operation scenarios. The ANN provides a
very important learning capability and allows a continuous learning process in the
wind turbine, as well as, a simplified datamanagement by storage of large amounts of
data as continuous functions. Finally, the PSO and PoF based optimization algorithm
allows to select the actions that maximize the power output of the wind turbine and
minimize the mechanical loads generated as a result of the yaw rotation.

The most important capability of the proposed ML based yaw control strategy is
the self-tuning.As a result of the self-learning capability of theML system, there is no
need for tuning a closed loop for the yaw angle control of thewind turbine. Therefore,
the risk associated to a possible inadequate tuning of this control loop is erased. In
fact, an inadequate control tuning could cause considerable power generation losses
or high mechanical loads that could endanger the safe operation of the wind turbine.

Simulations of the proposed ML based yaw control strategy with the aeroelastic
code FAST show promising results in comparison to other more simple controllers
based on the classical control theory. The most visible improvements are increased
generated power values and considerable mechanical load reductions in the yaw
bearings of the wind turbine for different wind scenarios.
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Numerical Methods of Electric Power
Flow in Interconnected Systems

Marian Gaiceanu, Vasile Solcanu, Theodora Gaiceanu, and Iulian Ghenea

Abstract In this chapter the power flow problem is treated as mandatory part of the
EnergyManagement System. The electrical energy flow into power system cannot be
stored. The Energy Management System balance the request between the generation
and load demand. From this point of view, the steady state behaviour of the power
system is essentially to take action in case of contingency events. The authors of
this chapter takes into account the most used algorithms of power flow problem, and
they are presented in context of interconnected power systems with different type
of buses: with load, generators, and reference buses, taking into consideration the
limitation of the generated reactive power. The theoretical aspects of the numerical
methods are related to the electric power flow in interconnected systems, and they
are proved through the delivered case studies: Gauss-Seidel, and Newton Raphson.
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Abbreviations

FD Fast decoupled
FDLF Fast-decoupled load flow
EMS Energy Management System
GA Genetic algorithm
GS Gauss-Seidel
NR Newton-Raphson
PFP Power flow problem
PSO Particle Swarm Optimization
PV Generator bus
PQ Load bus
PS Power system
SCADA Supervisory Control and Data Acquisition
Slack (swing) bus Reference bus
SVCs Static var systems

Symbols

B Susceptance
D1 First time derivative
G Conductance
I Current
J Jacobian
y Admittance
P Active, real power
Q Reactive, imaginary power
R Resistance
S Complex (apparent) power
U Voltage magnitude
U Voltage phasor
x Unknown vector
X Reactance
ε Tolerance
ϕ Voltage angle
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1 Introduction

Power flow problem (PFP) is one important issue in planning, operation and control
of the power system (PS), in order to maintain a reliable PS operation within the
imposed performances, as depicted in [1, 2]. In addition, the modern PS should
face-up to natural disaster and deliberate attacks [3]. By solving the PFP, the voltage
magnitudes, and the corresponding angles are computed to all network buses in
chosen topology. The PFP takes part from the Energy Management System (EMS)
of the power network [4].

The EMS takes corrective actions (by automatically choosing a standard network
topology based on SCADA delivered data) in case of contingency occurrences in
order to maintain the PS operation without load interruptions [5].

Analysis of steady-state load flow is performed in order to design power systems,
to determine the voltage amplitudes and phase angles of the buses, planning energy
production based on energy and economic efficiency, for extension of the power
system with an efficient management [6, 7]. Methods for analysing the load flow
[8] in power systems [9, 10] are based on algorithms for numerical computation:
Gauss-Seidel (GS) or successive displacement [11], various algorithms of Newton-
Raphson (NR) [12, 13] methods, decoupled [14] and fast-decoupled load flow
(FDLF) [15], modern algorithms based on artificial intelligence [16, 17], algorithms
rely on fuzzy logic [18], PSO [19] and GA optimization [20, 21]. In order to improve
the performances of the load flow problems, the hybrid numerical solutions are in
full development [22, 23].

The method of solving the problem of power flow with fast decoupled load is
used in contingency calculations for electrical networks of any size and can be
implemented efficiently on limited memory computing resources. The method can
be applied also for the calculations of the normal operation of the networks, but
especially for the studies of contingency evaluation on-line or off-line.

For the distribution systems of electricity and for the energy systems the analysis
of the stationary regime is mandatory. These systems are characterized by the simul-
taneous production and consumption of electricity. Because the electricity cannot
be stored in large quantities, and the control of the production must be perma-
nently adapted to the variations of the consumption demand, the PS is sensitive
to disturbances (any disturbance propagates instantaneously throughout the system).

The objective of the chapter is to solve PFP using specific numerical methods of
power systems. In determining the solutions, direct (iterative) search methods and
second-order methods from the existing numerical methods were used. Methods of
the second order involve the determination of the Jacobian elements. In order to
determine the general algorithm of NR methods, the authors start from the simple,
monovariable case of determining the solution, where the inversion of the second
order derivative is avoided. Thus, by generalization, the PFP solution is based on the
Jacobian direct deduction, avoiding the Jacobian inversion calculation effort.

This chapter presents solving methods of PFP, and algorithms for implementing
numerical solutions. In order to test the above mentioned algorithms, power flow
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case studies for 4 buses power network solved by using GS (known as Liebmann
method), NR, and FDLF numerical methods are presented, and the obtained results
are shown in this chapter. The main conclusions of this chapter are presented in the
last section of the chapter.

2 Type of Buses

In Fig. 1, one generic power network topology is represented [24]. The 9-bus power
system [25] comprises generation buses (B1–B3), load buses (B5, 7, 9), neither

Fig. 1 a Single line diagram for 9 bus system: Slack, PV, PQ buses b IEEE 9-bus system [24, 25]
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generation or load (B4, 6, 8). At the same time, one additional bus type may be
found both generation and load (not represented).

Power injection (active or reactive) into a bus either from generator or load could
be positive (powerflow fromexternal to the bus) or negative (powerflows from the bus
to the external connections). Generators are characterized by positive active power
injection, or operating as motors being characterized by negative power injection.
From the reactive power point of view, the positive (lagging operation mode of
generators) if the generator delivers reactive power into the bus, and negative (leading
operation mode of generators) if the generator absorbs the imaginary power from
the bus. In case of unity power factor operation the reactive power is zero. From the
loads point of view, the real and imaginary power could be either positive or negative.
Conventionally, the allocated signs for the power (active and reactive) injection are
as follows: into bus (positive defined): generator, out of bus (negative defined): load.
For every bus four variables can be taken into account: active, Pk, and reactive, Qk,
power, voltage angle, ϕk, and voltage magnitude |Uk |.

The positive net injection is considered if the power flows into the bus (with both
generation and load elements):Pk = Pgk − Plk , net active or real power injection;
Qk = Qgk − Qlk , net reactive or imaginary power;Sk = Sgk − Slk , complex or
apparent power, with Sk = Pk + j Qk .

By following the above mentioned net power injection, there are three types of
buses:

1. PV (generator) Buses or voltagecontrolled buses: the Pk and voltage magnitude
|Vk | values of the buses are known, Qk or ϕk should be calculated. Special case
of nongenerator bus (for example, a bus with load) can be considered as PV bus:
containing the static var systems (SVCs) or switched shunt capacitors (B2, 3
from Fig. 1a).

2. PQ(load) Buses: where the Pk and Qk are known, and |Uk | or ϕk should be
calculated (specific for the load buses, B4-9 buses from Fig. 1.a).

3. Slack or swing Buses (reference bus): voltage magnitude |U| and voltage angle ϕ

values are known. This is a generator bus, and it is unique. The generation supply
both the load demands and the losses. All the PQ buses power injection values
are known. The losses would be calculated by solving the power flowproblem.

Before solving the power flow problem, all injections at PQ buses (except of
setting the active power injection for one generator are known. This generator swings
or slack in order to compensate the losses). The swing bus voltagemagnitude value is
considered as generator voltage, and the voltage angle can be considered as reference
value, i.e. 0°.

In Fig. 1b the IEEE 9-bus system [24, 25].
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3 The Power Flow Problem PFP

One important element in managing the PFP is the capability of the imaginary power
of the synchronous generators. By knowing the network topology, the power and
the voltage magnitudes for studied buses, the voltage angles and corresponding
magnitudes are determined.

The power flow solution is obtained through the numerical methods approaches
and consists of determining all the voltages and angles to all buses. In this manner,
the active and reactive power to all generation and load buses can be deducted.

3.1 The Operating Area for Unit Generator

The power limits of the generators are represented in Fig. 2 [26] (M-maximum value,
m- minimum value) in PQ reference frame [27, 28]. The reactive power is absorbed
when the generator is in leading operationmode, or can be produced in lagging power
factor operation mode. TheQM point is essential to maintain the field windings in the
admissible temperature limits. The point PM is the limitation for armature current.
The Qm point is an indicator of the power angle limitation to produce necessary real
power [29].

3.2 The 4 Bus System Model

Current injection, I i, into a bus i (Fig. 3) is nodal issue of one power system, instead
of current flow which is related to the branch of one circuit [27]. Conventionally,
when the current gets in into the bus, the positive current injection is considered. The
relation between the current injections at a bus and the bus voltages is based on the
admittance matrix [29].

Fig. 2 The generator
maximum capability (PM)
and the reactive power limits

PM 

QM

Qm

P 

Q 

leading   

lagging 



Numerical Methods of Electric Power Flow in Interconnected Systems 907

Fig. 3 One-line diagram of
four-bus power system

In Fig. 3, in order to express the admittance matrix of a network the generic
network model has been considered. The power system comprises 4 buses (1–4),
considered as nodes of the network, branches to the ground (shunt capacitor or ends
of line), branches between the buses (nodes). The branches are characterized by the
admittance yij between i, j buses or by yi for the branches connected between bus
and ground (shunt).

According to the first Kirchhoff’s Theorem, and Ohm’s Law, for the bus 1, the
injected current I1 (knowing that Ui j = Ui −Uj ) can be written as:

I1 = U12y12 +U13y13 +U1y1 (1)

In order to obtain a matrix representation, it can be considered that the bus 1 is
linked to 4 through zero admittance (or infinite impedance) value, y14 = 0:

I1 = U12y12 +U13y13 +U14y14 +U1y1 (2)

or in nodal voltages form:

I1 = U1(y1 + y12 + y13 + y14) −U2y12 −U3y13 −U4y14 (3)

By taking into account all the network buses, the matriceal representation of the
system is obtained as follows:

I 1 = YU 1 (4)
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The injected current fromEq. 3 can be extended to the other buses, and an adequate
matriceal form:

⎡
⎢⎢⎣

I1
I2
I3
I4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

y1 +
4∑

k=2
y1k −y12 −y13 −y14

−y21 y2 +
4∑

k=1
k �=2

y2k −y23 −y24

−y31 −y32 y3 +
4∑

k=1
k �=3

y3k −y34

−y41 −y42 −y43 y4 +
3∑

k=1
y4k

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

U1

U2

U3

U4

⎤
⎥⎥⎦ (5)

in which the symmetry of the admittance is used (from bus k to bus i, yki = yik).
The linear relationship between the nodal voltages and current injections is noted

by Y-bus as follows:

Y =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

y1 +
4∑

k=2
y1k −y12 −y13 −y14

−y21 y2 +
4∑

k=1
k �=2

y2k −y23 −y24

−y31 −y32 y3 +
4∑

k=1
k �=3

y3k −y34

−y41 −y42 −y43 y4 +
3∑

k=1
y4k

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (6)

or according to Fig. 3, the admittance matrix:

Y =

⎡
⎢⎢⎣

G11 + j B11 Y12 Y13 0
Y21 G22 + j B22 Y23 Y24
Y31 Y32 G33 + j B33 Y34
0 0 Y43 G44 + j B44

⎤
⎥⎥⎦ (7)

If the voltage vector, U , current vector, I , are considered:

U =

⎡
⎢⎢⎣

U1

U2

U3

U4

⎤
⎥⎥⎦, I =

⎡
⎢⎢⎣

I1
I2
I3
I4

⎤
⎥⎥⎦ (8)

The matriceal representation of the generic network (Fig. 3) is obtained as:
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I = YU (9)

or the k bus current injection component:

Ik =
∑

j=1,N

YkjU j , (10)

in which Ykj does not has the admittances significance.
The elements of the main diagonal of the admittance matrix take into account

both the branches connected between the buses and the branches connected to the
ground by considering the following relationship:

Yii = yi +
N∑

k=1,k �=i

yik (11)

3.3 The Problem Formulation of Power Flow

Taking into account the net complex apparent power definition

Sk = Uk I
∗
k , (12)

where Ik* means the current conjugate vector, phasor Uk = |Uk|∠ ϕk is characterized
both by magnitude and angle.

By inserting the current injection general equation from (10) into (12), the net
complex apparent power function on the complex admittance can be obtained:

Sk = Uk

∑

j=1,N

Y ∗
k jU

∗
j (13)

It could be noted that per unit quantities and single-phase line representation have
been taken into account:

By knowing the complex admittance defined as:

Ykj = Gkj + j Bk j . (14)

in which Gkj is the conductance (real part of the complex admittance) and Bkj is the
susceptance (imaginary part of the complex admittance) and ϕk j = ϕk − ϕ j , the net
complex power becomes
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Fig. 4 Interconnected
p-q buses

  q p Y

Active and 
reactive power 
injection on bus p 

power flow  

Sk = ∣∣Uk

∣∣∠ϕk
∑

j=1,N

Y ∗
k j

(∣∣∣U j

∣∣∣∠ϕ j

)∗

= ∑
j=1,N

(∣∣Uk

∣∣∣∣∣U j

∣∣∣∠ϕk j

)
Y ∗
k j

(15)

By replacingvoltage phasorU j =
∣∣∣U j

∣∣∣∠(ϕk−ϕ j ),with
∣∣∣U j

∣∣∣(cosϕk j + j sin ϕk j
)

into net complex apparent power Sk = Pk + j Qk , by separating the real side, and
the imaginary side the power flow equations can be deducted, active power

Pk(U, ϕ) =
∑

j=1,N

|Uk |
∣∣Uj

∣∣(Gkj cosϕk j + Bkj sin ϕk j
)

(16)

and reactive power, respectively

Qk(U, ϕ) =
∑

j=1,N

|Uk |
∣∣Uj

∣∣(Gkj sin ϕk j − Bkj cosϕk j
)

(17)

In particular case when the bus p is connected to one bus q (Fig. 4), inductive
admittance Y = (G − j B) (Fig. 4), without any shunt reactance, the power flow
equations are obtained by components:

• Active (real) power

Pp = ∣∣Up

∣∣2G − ∣∣Up

∣∣∣∣Uq

∣∣G cosϕpq + ∣∣Up

∣∣∣∣Uq

∣∣B sin ϕpq (18)

• Reactive (imaginary) power, respectively:

Qp = ∣∣Up

∣∣2B − ∣∣Up

∣∣∣∣Uq

∣∣G sin ϕpq − ∣∣Up

∣∣∣∣Uq

∣∣B cosϕpq (19)

3.4 Power Flow Problem

The following N buses network topology can be considered: 1 swing bus, NG—
voltage regulated buses, NG − 1 PV buses, and PQ buses as N − NG.

The knowing data is the input data for the power flow problem:
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1. The complex admittance matrix is known;
2. Uk, k = 1, …, NG, voltage magnitudes of NG generator buses are known,
3. In the remaining N – 1 buses, the known injected active power is denoted by Pk

(k = 2, N );
4. For the k buses k = NG + 1, N , the known injected reactive power of PQ buses

is denoted by Qk.

Under these circumstances, the values of the active and reactive power injection
of the system Eqs. 16, 17 are known, that means 2N − NG − 1 equations, i.e.:

Pk(ϕ,U ) = ∑
j=1,N

|Uk |
∣∣Uj

∣∣(Gkj cosϕk j + Bkj sin ϕk j
)
, k = 2, N

Qk(ϕ,U ) = ∑
j=1,N

|Uk |
∣∣Uj

∣∣(Gkj sin ϕk j − Bkj cosϕk j
)
, k = NG + 1, N

(20)

The output data of the power flow problem will be:

I. It could be mentioned that the angle voltage phasor of the swing bus is known
(0°), but the other angles for the voltage phasors buses ϕk, k = 2, .., N should be
calculated;

II. The voltagemagnitude to PQbuses, |Uk|, k=NG + 1, ..,N, should be determined.

The nonlinear system Eq. (20) can be solved through the numerical methods.
As a conclusion, the number of the necessary equations (the elements of the angle

vector ϕ, and the components of the voltage magnitude vector |U|) should be equal
with the unknown variables, 2 N-NG-1, i.e. the dimension of the power flow solution
problem or the 2N − NG − 1 components of the unknown vector x:

xT = [ϕ2 . . . ϕN |UNG+1|
∣∣UNG+2

∣∣ . . . |UN

]T
(21)

Taking into consideration Eq. (21), the power flow Eqs. (20) can be viewed as
Pk(x) − Pk = 0, and Qk(x) − Qk = 0.

By knowing the injected active and reactive power Pk (k = 2, N ), Qk k =
NG + 1, N ), the power flow Eqs. (20) can be expressed as dependent of x:

f (x) = 0 (22)

where the vector-valued function size f (x) is of (2N − NG − 1) × 1:
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�P2(ϕ,U )
...

�PN (ϕ,U )

− − − − − − −
�QNG+1(ϕ,U )

...

�QN (ϕ,U )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= 0 (23)

with �Pk (ϕ,U )Pk(x) − Pk , and �Qk (ϕ,U ) = Qk(x) − Qk .
The components of the power flow vector (22):

f (x)T =
[
f1(x) . . . fN−1(x)

... fN (x) . . . f2N−NG−1(x)

]T
. (24)

From (23) and (24) the compact form equation is obtained as follows:

f (x (i)) =
[

�P
�Q

]
. (25)

In order to solve the nonlinear vector-valued function (23) different iterative
methods are introduced in this chapter: NR, and FDLF, and GN respectively.

4 Newton–Raphson Iterative Method

The problem is to find a solution to the nonlinear vector function f(x) = 0, denoted
by x*.

The iterative procedure to find the series of the successive approximations to the
solution is based on the following steps:

1. For the power systems the unity magnitude voltage bus value (we are supposing
the per-unit representation) and zero degrees for the angles can be adopted as
guess or initial solution. The estimated solution should be relatively close to the
final solution.

2. The direction of finding new iterative solution guarantees the improvements of
the new successive solution.

3. The new solution should be closer to the final solution, i.e. the convergence of
the algorithm is assured.

4. The computing time should attain the time constraints.

For monovariablereal function f (x) = 0:

1. Initial estimate value of the solution x(0) is given;
2. Compute f

(
x (0)
)
, which would be nonzero;
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3. Calculate the first derivative around solution x(0): D1 f (0) = f ′(x (0)), is a
straight line approximation tangent at point x(0) to the nonlinear function f ;

4. ByusingTaylor series expansion of the nonlinear f function around solution x(0),
f (x (0) + �x), and supposing �x0 = �x , results f (x (0)) = −D1 f (0) · �x0;

5. Extract from step 4 the ratio �x0 = −[D1 f (0)]−1 · f
(
x (0)
)
;

6. Calculate the point x (1) = x (0) − [D1 f (0)]−1 · f (x (0)), being an estimated
solution of the f ;

7. With deducted point x (1), compute the new function value f (x (1));
8. Calculate the new value of the first derivative around point x(1): f ′(x (1)) =

D1 f (1);
9. Determine the new ratio �x (1) = − f (x (1))/D1 f (1);
10. Calculate the second iterate value x (2) = x (1) − [D1 f (1)]−1 · f (x (1))

11. If
∣∣x (2) − x (1)

∣∣ < ε, ε > 0 and small, STOP.

Taking into account the above mentioned procedure, for the single variable case,
the recurrent relation can be deducted:

x ( j+1) = x ( j) − [D1 f ( j)]−1 · f (x ( j)) (26)

The n-dimensionalcase.
The nonlinear n-dimensional equations system satisfies vector function f (x) = 0

with n components of the solution vector x*.
By using the following notation:

J = D1 f ( j)= f ′(x ( j)), D1 f 11( j) = ∂ f1(x ( j))

∂x1
,D1 f 12( j) = ∂ f1(x ( j))

∂x2
, … for

n-dimensional case, the Jacobian matrix should be computed [27]:

D1 f ( j) =

⎡
⎢⎢⎢⎣

D1 f 11( j) D1 f 12( j) · · · D1 f 1n( j)
D1 f 21( j) D1 f 22( j) · · · D1 f 2n1( j)

...
...

...
...

D1 f n1( j) D1 f n2( j) · · · D1 f nn( j)

⎤
⎥⎥⎥⎦ (27)

By analogy, with the single variable case, x (i+1) = x (i) − [D1 f (i)]−1 · f
(
x (i)
)

the recursive vector equation is denoted by:

x(i+1) = x(i) −
[
D1 f (i)

]−1
f
(
x(i)
)

(28)

where
[
D1 f (i)

]−1 = J−1.

The matrix inversion could be difficult and time consuming. Therefore, by using
the vector equation:

�x (i) = x (i+1) − x (i), (29)
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the following relationship can be deducted:

−J�x (i) = f (x (i)). (30)

Taking into account that the Jacobian matrix is constant, and the vector f (x (i)) is
known, the above mentioned matrix equation is linear.

4.1 Power Flow Solution by Using Newton Raphson Method

By starting form the power flow Eq. (20), the pathway of finding solution is to solve
numerically the power flow problem. The recursive solution can be find by using NR
method (28).

As it can be observed, the Jacobian matrix (27) N × N differentiations should be
determined.

The power flow consists of determining the solutions of the real power and imag-
inary power equations by finding the unknown vector variables (voltage angles and
magnitudes of them). In this case, the Jacobian matrix contains four derivatives
submatrices,with specific dimension: JPθ[(N−1)×(N−1)], JQθ[(N−NG)×(N−1)],
JPV[(N − 1) × (N − NG)], JQV[(N − NG) × (N − NG)].

Therefore, the four derivatives submatrices are outlined below [24]:

J =
[
J Pϕ J PU

J Qϕ J QU

]
(31)

or in the form

J =
[

∂Pj

∂ϕk

∂Pj

∂|Uk |
∂Q j

∂ϕk

∂Q j

∂|Uk |

]
(32)

where subscript j is the bus number of the appropriate active power, and subscript k
is the bus number for the appropriate voltage angle.

The Eq. (30) is multiplied in both sides by −1, obtaining the following equation

J�x (i) = − f (x (i)) (33)

From Eqs. (24), (25), and (31) the Eq. (33) is transformed in the following
relationship:

[
J Pϕ

J Qϕ

| J PU

| J QU

∣∣∣∣
]

·
[

�ϕ

�|U |
]

= −
[

�P
�Q

]
(34)



Numerical Methods of Electric Power Flow in Interconnected Systems 915

Due to the power system specific conditions, the reminded four derivatives
submatrices can be expressed by using the power flow Eq. (20) as follows:

JPϕ =
[
J Pϕ

j j J Pϕ

jk

J Pϕ

k j J Pϕ

kk

]
, J Pϕ

kk = J Pϕ

j j = ∂Pj (x)

∂ϕ j
, J Pϕ

jk = J Pϕ

k j = ∂Pj (x)

∂ϕk
(35)

Knowing that the derivative of the simple cos function is –sin, the derivative of
the simple sin function is cos function, and cos ϕ j j = 1, sin ϕ j j = 0, J Pϕ

j j = ∂Pj (x)
∂ϕ j

or in the deducted form J Pϕ

j j = −Q j (x)− Bj j

∣∣∣U j

∣∣∣
2
, by combining (35) with power

flow (20) the following results are obtained:

JPϕ =
⎡
⎣ −Q j (x) − Bj j

∣∣∣U j

∣∣∣
2

∂Pj (x)
∂ϕk∣∣∣U j

∣∣∣∣∣Uk

∣∣(G jk sin ϕ jk − Bjk cosϕ jk
) −Q j (x) − Bj j

∣∣∣U j

∣∣∣
2

⎤
⎦ (36)

In the same manner, the J Qϕ

j j = ∂Q j (x)
∂ϕ j

= Pj (x) − G j j

∣∣∣U j

∣∣∣
2
, and J Qϕ

jk =
∂Q j (x)

∂ϕk
= −

∣∣∣U j

∣∣∣∣∣Uk

∣∣(G jk cosϕ jk + Bjk sin ϕ jk
)
components of the JQϕ submatrix

are determined:

JQϕ =
⎡
⎣ Pj (x) − G j j

∣∣∣U j

∣∣∣
2

J Qϕ

jk

J Qϕ

jk Pj (x) − G j j

∣∣∣U j

∣∣∣
2

⎤
⎦. (37)

Taking into account that J PU
j j = ∂Pj (x)

∂Uj
= Pj (x)|U j | + G j j

∣∣∣U j

∣∣∣, and J PU
jk = ∂Pj (x)

∂Uk
=∣∣∣U j

∣∣∣(G jk cosϕ jk + Bjk sin ϕ jk
)
, the components of the JPU submatrix can be found:

JPU =
[

J PU
j j

∂Pj (x)
∂Uk∣∣∣U j

∣∣∣(G jk cosϕ jk + Bjk sin ϕ jk
) ∂Pj (x)

∂Uj

]
(38)

Similarly, J QU
j j = ∂Q j (x)

∂Uj
= Q j (x)|U j | − Bj j

∣∣∣U j

∣∣∣, and J QU
jk = ∂Q j (x)

∂Uk
or

J QU
jk ==

∣∣∣U j

∣∣∣(G jk sin ϕ jk − Bjk sin ϕ jk
)
, the components of the JQU submatrix

are determined as follows:

JQU =
[

J QU
j j J QU

jk
∂Q j (x)

∂Uk

∂Q j (x)
∂Uj

]
(39)

The algorithm of the NR applied to power system is implemented in the following
steps:
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1. Input:

• The admittance of the studied power system
• Specify for all type of busses the real power demand (scheduled power), Pd,

and imaginary power demand, Qd
• For all PV buses the generated active power, Pg, and the voltage magnitude

|U| should be known;
• Specify the data for the swing bus: voltage magnitude | U |, and angle ϕ =

0°;

2. Initial estimate of the solution at the first step of iteration j = 1. There are two
steps:

2.1 Set, for all type of busses, the initial voltage magnitude to 1 and the angle
to 0° (Uk = 1.0 ∠0°). Solve the PFP P0

k , Q0
k .

2.2 Set the solution of the previously studied network at step 2.1 as initial
starting point.

3. Compute the active and reactive power injection from the power flowequations, at
each node, according to Eqs. (23), and (20). Compare, at each node, the obtained
valueswith the specifiedpower demand (scheduled), anddetermine the difference
of the power: �Pk = Pk(x) − Pk

0, �Qk = Qk(x) – nQk
0 (for bus k).

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∑
j=1,N

∣∣U2

∣∣∣∣∣U j

∣∣∣(G2 j cosϕ2 j + B2 j sin ϕ2 j
)− P2

.

.

.∑
j=1,N

∣∣UN

∣∣∣∣∣U j

∣∣∣(GN j cosϕN j + BN j sin ϕN j
)− PN

− − − − − − −∑
j=1,N

∣∣UNG+1

∣∣∣∣∣U j

∣∣∣(GNG+1, j sin ϕNG+1, j + BNG+1, j sin ϕNG+1, j
)− PNG+1

.

.

.∑
j=1,N

∣∣UN

∣∣∣∣∣U j

∣∣∣(GN , j sin ϕN j + BN , j sin ϕN j
)− PN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= 0 (40)

4. Choose the tolerance (ε) value in order to establish the precision of the solution:
determine the norm of the power error (between the demand or scheduled power
and the obtained power through the power flow equations): |�Pk | = max

k
|�Pk |

and |�Qk | = max
k

|�Qk |.
The stopping criterion should be checked: if the norm for PQ, and PV buses
|�Pk|< εr, and for PQ buses the norm |�Qk|< εi are fulfilled, retain P0

k and Q0
k

as the solutions. The algorithm can STOP.
5. If the norms are higher than the tolerance (ε) value, the initial voltage magnitude

and the angle should be changed incrementally such that the new value can be
calculated as:U 1

i = U 0
i + �Ui , and ϕ1

i = ϕ0
i + �ϕi .

The incremented value, �Ui , �ϕi are chosen as the errors �Pk, �Qk are
vanishes (see the next step).
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6. The better solution can be determined as:

– Calculate J[x(i)] (Jacobian) or simply note by J(i)

– Find the incremented vector value �x(i) from:

J (i)�x (i) = −
[

�p

�Q

]
(41)

– The new incremented solution is determined as a new vector: x (i+1) = x(i)+
�x(i).

– Repeat for the next increment: i = i + 1.

7. Stop.
In real case, the reactive power should bemaintainedwithin the admissible limits.
Therefore, at each iteration step, the reactive generation power limits of the PV
bus should be checked. The above mentioned algorithm is augmented with two
more steps:

8. The reactive generation power limits are verified

(a) For PV buses, the maximum reactive or imaginary power value is set to
Qgk,max. If the limit is reached, the PV bus is changed to PQ bus.

(b) For PQ buses: if both the reactive power and the magnitude voltage reaches
the limits, change the bus into PV bus. If the reactive power attained the
minimum value and the magnitude voltage is lower than the specified (set)
value, the generator bus should be changed into the PV bus.

9. If the limits are not attained then the algorithm STOP. If the limits are violated,
then changes the type of buses into adequate ones. The Jacobian matrix should
be modified. The stop condition should be checked (step 4).

Taking into account the conjugate of the vector current flow between j-k buses,
the apparent complex power flow is determined based on the relationship [27], and
considering the numerical method for on-line power analysis [29, 30]:

S jk = U j ·
[(
U j −Uk

)
y jk
]∗

(42)

4.2 NR Power Flow. Case Study

In order to solve the PFP throughNRmethod, the 4 bus power system (Fig. 3) is taken
into consideration, and the topology data are introduced as follows. The loads are
connected to entire PS buses: B1–B4 [27]. The energy is produced by the generators
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connected to B1 and B4 [27]. The known data consist of: I. specified flow data, and
II. data for the individually bus.

I. The explanation for the specified flow data is as following:

– the impedance values (R, and X), filled in columns 2–3, as in specified flow
data shown below;

– the calculated admittance value for each bus to bus data, as inverse of the
corresponding side of the impedance values. The adequate results are filled
in the columns 4, 5;

– shunt data (the end of each line), connection between the bus and ground is
capacitive: corresponding charging reactive power and the equivalent per-unit
admittance magnitude: values filled in columns (4, 5).

II. The data for the individual bus are considered as:

– the real and reactive power for generator buses (columns 2, 3), and load buses
(columns 4, 5). The constant value of the generated imaginary power at the
1, 4 buses is not inserted in the table because is maintained at the constant
value;

– voltage magnitude is unitary for a flat start (the initialization of the first
iteration with 1 value). For a hot start, the first iteration value is the previously
obtained solution;

– for a flat start the voltage angles are null, i.e. supposes the initialization of the
first iteration with 0 value;

Remarks:

– For a PV bus, the generated real power and the magnitude voltage are specified
(bus 4);

– The setting values of the generator buses are known and they are maintained at
the specified constant values (the magnitude and phase of the voltage vector at
the reference bus, i.e. | U | = 1, ϕ = 0°);

– The generated reactive power is set to 0, magnitude |U |=1 and maintained at this
constant value;

– The reactive or imaginary load power is deducted from active load power with a
0,85 inductive power factor.

The above mentioned data can be introduced as inputs in Matlab programing
language [31], or equivalent open source software Scilab [32], Octave [33].

I. The specified flow data:

(1) (2)      0.01008       0.0504       3.8156      -19.078        10.25      0.05125 
(1) (3)      0.00744       0.0372       5.1696      -25.848         7.75      0.03875 
(2) (4)      0.00744       0.0372       5.1696      -25.848         7.75      0.03875 
(3) (4)      0.01272       0.0636       3.0237      -15.119        12.75      0.06375 

�
�
�
�

II. The data for each bus consists of
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1            0            0           50        30.99            1            0          1
2            0            0          170       105.35          1            0          2
3 0 0 200 123.94 1 0 2
4 318 0 80 49.58 1.02 0 3

Bus type: 1=slack(S); 2-Load(L)-inductive; 3-Voltage Controlled(VC).
The base values of the considered PS are the magnitude of the complex power Sb

= 100 MVA, the voltage magnitude Ub = 230 kV.
Based on the specified input data above (I, II), the components of the admittance

matrix of the network is properly determined, having the [4 × 4] size:

Ybus =
Columns 1 through 3 

1       8.9852  -     44.836i      -3.8156 +     19.078i      -5.1696 +     25.848i 
2 -3.8156 + 19.078i 8.9852 - 44.836i 0 + 0i
3      -5.1696 +     25.848i                0 +          0i    
4

8.1933 - 40.864i
0 + 0i -5.1696 + 25.848i -3.0237 + 15.119i

Column 4

0 + 0i
-5.1696 + 25.848i
-3.0237 + 15.119i
8.1933 - 40.864i

By applying theNRmethod, at the beginningNRalgorithm the adequate tolerance
should be chosen.

The calculated Jacobian at the first iteration, J(1), is:

J (1) =
0 0 0 -123.81 0
0 0 0 0 -113.24
0 0 0 73.821 43.179

-127.24 0 73.821 0  0
0 -115.55 43.179 0 0

with:
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J11 =

0     0     0
0     0     0
0     0     0

J12 =

-123.81            0
0      -113.24

73.821       43.179

J21 =

-127.24            0       73.821
0      -115.55       43.179

J22 =

0     0
0 0

% difference of the active power at each bus:
�P1 = P1(x) − P0

1 ,

deltap =
0

-3.4175
-3.1541
4.4001

% difference of the reactive power at each bus: �Q1 = Q1(x) − Q0
1.

deltaq =
0

-1.0535
-1.2394

The solution at the first iteration:
(a) Voltage Magnitude (per unit) at each bus

U =

1
1
1

1.02
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(b) Phase angle (degrees) at each bus:

angles =
-0.97612
-1.8722
1.5231

By following the NR algorithm described in this chapter, after few iterations (N
= 112), the numerical results of the power flow problem are obtained:

(a) The final numerical values of the Jacobian elements are obtained as:

J (N) =

44.327            0         -25.651       6.9721            0
0          39.609       -14.74            0             5.6932

-26.103      -15.094       41.196      -4.0459      -2.0984
-10.372            0            6.3048  42.22            0

0           -9.6932       3.8683            0            37.131

with the following subcomponent values at the final iteration:

J11 =

44.327            0      -25.651
0       39.609       -14.74

-26.103      -15.094       41.196
J12 =

6.9721            0
0       5.6932

-4.0459      -2.0984
J21 =

-10.372            0       6.3048
0      -9.6932       3.8683

J22 =

42.22            0
0       37.131

% difference of the active power at each bus: �PN = PN(x) − P0
N,

deltap(N) =
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6.4393e-15
8.8818e-15

-1.1546e-14

0

% difference of the reactive power at each bus: �QN = QN(x) − Q0
N.

deltaq =
0

-2.2204e-16
-3.7748e-15

The solution of the PFP at the final iteration (with obtained 0.001 tolerance):
(b) the voltage magnitude at each bus (pu)

U =

1
0.98242

0.969
1.02

(c) the voltage angle at each bus (degree)

angle(N) =

0
-0.97612
-1.8722
1.5231

The compact form of the obtained power flow solution by using NR method is
described below:

1 1 1 0 0 0 50 30.99
2 2 0.98 -0.97 0 0 170 105.35
3 2 0.969 -1.87 0 0 200 123.94
4 3 1.02 1.52 318 0 80 49.58

Bus type: 1=slack(S); 2-Load(L)-inductive; 3-Voltage Controlled(VC).

Conclusion:

Thefirst six columns of the last resulted table contain the information of the individual
bus from the considered four buses topology. In the columns (3) and (4) the solution
of the load power flow is presented.
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5 Fast Power Flow Method

TheNR algorithm is a good choice for large power systems, being a robust algorithm;
although the convergence speed depends on the initial estimate. For example, for an
initial guess value far from the solution would slowly the path to the solution.

The fast decoupled (FD) methods for the power flow solutions increase the speed
of finding the solution, and are accurate. The disadvantage of the FD methods is the
decrease of the solution robustness.

The fast decoupled Newton Raphson power flow

The NR FDPF method allows the reduction the size of the linear equation systems
at each iteration. Therefore, the memory allocation space is diminished.

In high voltage line transmission network the reactance is greater than resistance,
therefore the R/X ratio is small. Usually, the phase angles of the line transmission
do not exceed 25°.

The method of solving the FDPF is used in contingency calculations for elec-
trical networks of any size and can be implemented efficiently on limited memory
computing resources. The method can be applied also for the calculations of the
normal operation of the networks, but especially for the studies of contingency
evaluation on-line or off-line.

The method offers a particularly attractive combination of advantages over GN or
NR methods, in terms of speed, reliability, simplicity and storage, for conventional
load flow solutions.

The Jacobian matrix (31) can be inserted in the deducted incremental term from
NR method:

J�x (i) = −
[

�P
�Q

]
. (43)

The active power flow depends mostly to the voltage phase angles, than of the
magnitude voltage.

∂Pj

∂|Uk | <<
∂Pj

∂ϕk
. (44)

In other words, the sensitivity of active power to voltage magnitude is small

∂Pj

∂|Uk | ≈ 0. (45)

Opposite, the reactive power flow depends mostly to the magnitude voltage, than
of the voltage phase angles:

∂Q j

∂ϕk
<<

∂Q j

∂|Uk | , (46)
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i.e. the sensitivity of reactive power to voltage phase angle is small:

∂Q j

∂ϕk
≈ 0 (47)

As a conclusion, the secondary diagonal of the Jacobian has null vectors, i.e. the
matrix equation system is decoupled:

[
J Pϕ

0
| 0
| J QU

∣∣∣∣
]

·
[

�ϕ

�|U |
]

= −
[

�P
�Q

]
. (48)

The matrix multiplication conduct to the following matriceal equations:

JPϕ�ϕ = −�P
JQU�|U | = −�Q

(49)

The significance of the above deducted matriceal equations is that both active
(from the voltage magnitudes) and reactive power (from the voltage angles) are
decoupled. Therefore, the independent power solutions can be obtained.

Moreover, for transmission the conductance is small and the angular differences
are small, i.e.

cos( ji j ) ≈ 1, sin( ji j ) ≈ 0. (50)

By considering the above mentioned practical remarks, result a constant Jacobian
matrix. The solution of the system (49) is findbymatrix triangularization (by avoiding
the matrix inversion at each iteration).

The FDNRmethod reduces both the used computationalmemory and the calculus
time.

The FD algorithm is based on the NR method, the only difference consists of
modifying the 6th step of NR implementation as:

6. The better solution can be determined as:

– Calculate J[x(i)] (Jacobian) or simply note by J(i)

– Find the incremented vector value �x(i) by using LU decomposition:

JPϕ(i)�ϕ(i) = −�P (i)

JQU(i)�|U |(i) = −�Q(i)
(51)

– The new incremented solution is determined as a new vector: x(i+1) = x(i) + �x(i).
– Repeat for the next increment: i = i + 1.

7. Stop.
The matrix triangularization increase the speed of finding the solution. The direc-

tion of finding the solution is performed by the Jacobian, thus the increased number
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of iterations is necessary. Taking into account the above mentioned antagonism, the
FDLF method is twice per iteration faster than with NR method.

From the point of view of accuracy, the FDLF has the same accuracy with the NR
method.

6 The Gauss Seidel Method Applied to a Network

In order to solve a nonlinear equations system in iterative case, the GS is one of
the method. This method suppose that there is a vector as solution to the system.
This solution can be guess from the power load flow practical experience. The first
iterate result is based on this first solution. The convergence rate is very sensitive to
the adopted guess values. The procedure is going on up to fulfilling the prescribed
accuracy condition [13, 27].

By assuming a network with only load buses, in which the active (Pp) and reactive
power (Qp) are known. The problem is to determine the magnitude voltage (Up) and
phase angle (ϕ) for each bus.

In rectangular form, the voltage phasor on p bus is described by:

U p =
∣∣∣U p

∣∣∣e jϕp . (52)

The injected current into the bus p flowing into admittance is as follows Ypq to
the bus q is obtained by the following equation:

I p =
∑

q=1,n

Ypq

∣∣∣Uq

∣∣∣e jϕq (53)

The conjugate of the complex apparent power can be expressed as:

Pp − j Q p =
∣∣∣U p

∣∣∣
∗
I p (54)

In order to solve the problem, the GS method is used.
The algorithm is as follows [27]:

I. Data input:

For each bus p, it is assumed the known value for the magnitude voltage and phase

angle:
∣∣∣U p

∣∣∣
0
and ϕ0

p with p = 1, n.

II. Relaxation:

Starting from the initial data, the current injection on the first calculus iteration at
each bus can be computed as
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I (1)
1 = (P1 − j Q1)/

∣∣∣U (0)
1

∣∣∣
∗

(55)

On the other hand, the current injection into bus 1 at first iteration can be computed
as:

I 11 = Y11.
∣∣∣U (1)

1

∣∣∣+
∑
q �=1

Y1q .
∣∣∣U (0)

q

∣∣∣ (56)

From the last two equations, the magnitude of the voltage at bus 1 is computed
by using:

∣∣∣U (1)
1

∣∣∣ =
⎡
⎢⎣ P1 − j Q1∣∣∣U (0)

1

∣∣∣
∗ −

n∑
q=2

Y1q
∣∣∣U (0)

q

∣∣∣

⎤
⎥⎦ · [Y11]−1 (57)

By proceeding as in the first step case, the second step follows the way:

∣∣∣U (1)
2

∣∣∣ =
⎡
⎢⎣ P2 − j Q2∣∣∣U (0)

2

∣∣∣
∗ − Y21

∣∣∣U (1)
1

∣∣∣−
n∑

q=3

Y2q
∣∣∣U (0)

q

∣∣∣

⎤
⎥⎦ · [Y22]−1 (58)

The general form of the magnitude voltage at bus p, at the first iteration, is:

∣∣∣U (1)
p

∣∣∣ = Pp − j Q p∣∣∣U (0)
p

∣∣∣
∗
Ypp

− 1

Ypp

p−1∑
q=1

Ypq

∣∣∣U (1)
q

∣∣∣− 1

Ypp

n∑
q=p+1

Ypq

∣∣∣U (0)
q

∣∣∣ (59)

By knowing the voltage magnitude at the first iterate on each bus,
∣∣∣U (1)

p

∣∣∣, the next
iteration voltage magnitude

∣∣∣U (2)
p

∣∣∣ can be computed based on the second iteration

currents I 2p and on the
∣∣∣U (1)

p

∣∣∣. This procedure continue until the voltages find the

solution. This process is called relaxation.

III. The stop condition (convergence issue):

By choosing an admissible tolerance value, εp, the difference between the magnitude
voltage vector values (of all buses) of two successive iterations (step k + 1, and step
k) is calculated, the program stops when the difference is less than the prescribed
tolerance. In order to implement the stop condition the maximum difference value
between applied to all vector components should satisfy the condition:

max
p

[∣∣∣
∣∣∣U (k+1)

p

∣∣∣−
∣∣∣U (k)

p

∣∣∣
∣∣∣
]

< εp (60)
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The speed of the convergence is increased by using the relaxation factor μ ∈ (1,
2) when calculating the next iterate value:

∣∣∣U (k+1)
p

∣∣∣ = (1 + μ)

∣∣∣U (k−1)
p

∣∣∣+ μ

∣∣∣U (k)
p

∣∣∣ (61)

The benefit of the relaxation method is the low number of iterations. Therefore, a
low memory capacity is requested. However, the main disadvantage of using Gauss
Seidel method is the low speed of convergence. From this point of view, the NR
method is more appropriate to be used in large power systems [33].

By considering g- generator bus, in the PV buses (generator), the active power
injected into the studied network and the magnitude of the voltage are known. The
problem consists of finding the reactive power (injected to the network or absorbed
by the generator from the network) and the appropriate voltage phase angles. The
final solution is provided in case of reactive power restrictions (Qg ∈ [Qmin, Qmax])
if the following three steps are implemented [27]:

a. The magnitudes of the voltage at the generator bus at iteration k are calculated
according to:

U (k)
g =

∣∣∣U (k)
g

∣∣∣eϕk
g (62)

b. The reactive power at the generator bus can be determined as:

Qk
g = �m

{
S∗
g

}
(63)

or more explicitly:

Qk
g = �m

⎧⎨
⎩Ug

⎛
⎝

n∑
q=1

YgqU
(k)
q

⎞
⎠

∗⎫⎬
⎭ (64)

c. The reactive power limits should be checked. If this condition is fulfilled, the
searching iterative process will goes on. Otherwise, the PV bus is considered as
PQ bus or load bus. The process of finding the solution in iterative manner will
continue up to attains the convergence condition.

7 GS Power Flow. Case Study

Taken into account the same power system as in NRmethod (4 buses power system),
the known data consist of: I. specified flow data, and II. data for the individual bus
[27].

I. specified flow data
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(1) (2)      0.01008       0.0504       3.8156      -19.078        10.25     0.05125 
(1) (3)      0.00744       0.0372       5.1696      -25.848         7.75      0.03875 
(2) (4)      0.00744       0.0372       5.1696      -25.848         7.75      0.03875 
(3) (4)      0.01272       0.0636       3.0237      -15.119        12.75     0.06375 

�
�
�
�

II. data for the individual bus
The data for each bus consists of.

1            0            0           50        30.99            1            0            1 
2            0            0          170       105.35          1            0            2 
3            0            0          200       123.94          1            0            2 
4          318          0           80        49.58         1.02          0            3 
*Bus type: 1=slack; 2-load (inductive); 3-voltage controlled 

Taking into consideration the above mentioned values of the line data, the
admittance of the power network can be computed.

Ybus =

Columns 1 through 3 
                (1 )                              (2)                                     (3)                   

1       8.9852 -     44.836i      -3.8156 +     19.078i      -5.1696 +     25.848i 
2      -3.8156 +     19.078i       8.9852 -     44.836i               0 +          0i
3      -5.1696 +     25.848i            0 +          0i                  8.1933 -     40.864i 
4 0 +          0i             -5.1696 +     25.848i       -3.0237 +     15.119i 

Column 4 
(4)

1 0 +          0i
2      -5.1696 +     25.848i 
3      -3.0237 +     15.119i 
4       8.1933  -     40.864i 

By considering the computed admittance, relaxation coefficient asμ = 1.6 (acting
as acceleration factor), and the considered precision as ε = 0.1, the GS power flow
solution at the first iterate is:

(a) the reactive power (pu) —VoltageControlled bus—at the first step

Q(1) =
-0.3099
-1.0535
-1.2394
1.6541

(b) the voltage magnitude (pu) for each bus at the first step:
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U(1) =
1 +          0i

0.9737 - 0.051706i
0.95395 - 0.066708i
1.0199 - 0.010625i

(c) the voltage angle (degree) at each bus on the first iteration:

angle(1) =
0

-3.0397
-4.0001

-0.59686

(d) %the active power for each bus (pu)

P(1) =
-0.5
-1.7
-2

2.38

(e) the tolerance at the first step

tol(11) =
0.043721

After 11 iterations, the imposed tolerance of 0.001 was fulfilled (0.00084229).
The solution of the PFP by using GS method is as follows:
(a) the reactive power (pu) -VoltageControlled bus -at the final step (11)

Q(11) =
-0.3099
-1.0535
-1.2394
1.6541

(b) the voltage magnitude (pu) for each bus at the final step:

U (11) =
Bus no.
1       1 +          0i
2     0.97507
3    0.95628
4    1.02
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(c) the voltage angle (degree) at each bus on the first iteration:

angle(11) =
0

-3.0397
-4.0001
-0.59686

(d) the active power for each bus (pu) at the final step:

P(11) =
-0.5
-1.7
-2

2.38

(e) the tolerance at the final step

tol(11) =
0.00084229

The compact form of the results are depicted below:

1 1 1           0
2 2 0.97507     -3.0397
3 2 0.95628      -4.0001
4 3 1.02    -0.59686

For voltage controlled buses, by knowing the matrix admittance components and
the specified voltage magnitudes, the reactive power is found.

Q(11) =

-0.3099
-1.0535
-1.2394
1.6541

The complex voltage vector is calculated at each iteration based on the delivered
GN algorithm.

The components of the complex voltage vector are computed for each bus, starting
from 1 to 4:
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U =
Bus no.
1 1 +          0i
2 0.97507- 0.051706i
3 0.95628- 0.066708i
4 1.0199 - 0.010625i

8 Conclusion

The purpose of stationary power analysis is to obtain total information about the
voltage vector (voltage amplitude and argument, voltage phase) at each bus of the
power system depending on the load demand, the active power of the generator and
the voltage conditions.

The PFP has as outputs the voltage vectors components (magnitudes and phase
angles) at the existing buses into a power network. Based on these components, the
active and reactive power flows can be computed in any branch of power network.
Moreover, the total losses of the power network can be determined.

In this chapter numerical methods of the load flow in the interconnected systems
are presented. The GS, NR, and FDLF methods are largely presented. The GS is an
iterative method dedicated to solve the linear equations systems. The method derives
from the Jacobi iterative method.

The GSmethod proved to be more advantageous than the Jacobi method, in terms
of convergence speed. The Newton method, by its rapid convergence, is far superior
to the GS method and nowadays is the main method for analysing the permanent
operating regimes of the electricity distribution systems, or electric energy systems.
However, the GS method is still used today, especially as a starting point when
applying the NR algorithm or to determine the voltage vector components of the
small disturbed power system found on the stability limit [34, 35].

The convergence rate of the Gauss-Seidel method is linear, so slow, the number
of iterations is directly proportional to the number of buses in the system. Therefore,
the method is used in small topology of the power systems. Due to the sparsity of
the network matrix (diagonal dominant, symmetric positive definite), the number
of operations in one iteration are fewest than in other power flow methods, being a
simple method. The consequence is the reduction of time per iteration. In the GS
method the convergence depends on the choice of the weak bus. The NR method
(rectangular or polar coordinates) is superior to the GS method, the convergence is
quadratic, very fast and the number of iterations is constant (does not depend on the
size of the system), the accuracy of the solution being high. The NR method is used
on large power systems. The computation time per iteration in the NR method is
much higher than in the GS method (the Jacobian elements must be calculated). In
the NR method the convergence is not sensitive to the choice of the weak bus and an
approximate solution is obtained in a few iterations [1].
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Although a large number of load flowmethods are available in the literature, it has
been observed that they are only the most popular Newton-Raphson and Fast Decou-
pled methods. The fast decoupled load flow is definitely superior to the Newton–
Raphson method in terms of speed and storage (the computation time per iteration
is 5 times smaller than in the case of the classical NR method) [15].

The sensitive point of theNRmethod is the starting value of the algorithm.Because
the convergence is insensitive to certain parameters (network size, slack bus choice,
etc.), the estimated starting solution value can lead to oscillations, the convergence
to the solution fails. To avoid this problem, the load flow solution is often initialized
with the GS method.

The specific solutions are provided through the case studies sections. The NR
method is more robust than GS method. In order to increase the speed of finding
the solution, the FS NR method is provided. The NR methods are more useful to
the large power system. The numerical simulation results are provided, the methods
being implemented in Matlab platform [31].
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Numerical Methods in Selecting Location
of Distributed Generation in Energy
Network

Reza Effatnejad, Mahdi Hedayati, Keyvan Choopani, and Milad Chanddel

Abstract Integration ofDistributedGeneration (DG) units provide benefits to distri-
bution systems. The presence of DG can affect various parameters of the distribution
system such as reducing power losses and improving voltage profiles. But to maxi-
mize the profit from DG, the optimal location and the best amount of DG must
be determined. Optimal placement and sizing of DG in the distribution network
is a Complicated optimization problem. This paper presents a simple method for
optimal sizing and optimal placement of distributed generators. This chapter of the
book is about DGplacement using numerical and innovativemethods to solve theDG
placement problem and comparing the two methods with each other. These methods
are performed in a radial distribution system to minimize the total real power loss
and improve the voltage profile. The proposed methods are tested on the standard
IEEE 33-bus test system and the results are presented and compared with different
approaches.
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Abbreviations

CF The total operating costs
P+
B (t) Battery discharge rate

EF The total weight of polluting gases
P−
B (t) The amount of battery charge predicted

CG(t) The energy purchased cost from the network
Pmin
i Minimum allowable amount of micro-source production

Ppp Power purchased from the network
Pmax
i The maximum allowable amount of micro-source production ith

Tapp Electricity purchase price from the network
PRU_MAX
i Ramp up of micro-resources

RG(t) The revenue generated through the main network
PRD_MAX
i Ramp down of micro-resources

PSP Power sold to the network
SOC State of charge
TaSP The selling electricity price to the network
SOCmax State of charge maximum
MC(i,t) The cost of repairing and maintaining a small-scale resource
SOCmin State of charge minimum
KMC(i) The cost of repairing and maintaining the power source
P+
BESS The amount of discharged power

P(i,t) The power output of a small-scale source
P−
BESS The amount of charged power

SU(i,t) The cost of restoration a small-scale resource
Rmax(i,t) Minimum required storage
Scost(i) The cost of restoration a small iM source
R(i,t) The amount of storage provided by the ith micro-source
u(i,t) Binary variable to determine the on and off state of small scale sources
Ploss power losses
FCDEG

t Diesel generator fuel cost
Xn Decision in step n
FCMT

t MTs fuel costs
Gbest The best global position of the particle i in dimension j in t
EMDEG

g,t Exhaust gases (NO2,CO2, SO2 andCO) proportionalwith fuel consump-
tion (diesel generator)

vt+1
i j Particle velocity i in dimension j at time t
EMMT

g,t Exhaust gases (NO2,CO2, SO2 andCO) proportionalwith fuel consump-
tion (MT)

xti j The position of the particle i in the dimension j at time t
P(i,t) The power output of a small-scale source
ptbest,i The best unique position of the particle i in the dimension j in the time t
VSF Voltage stability index
I Lqk Reactive power losses
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ATC Available Transfer Capacity
U Controller vector
I V Dk Voltage profile
L Lagrangian shape
φ a, b, and c phases
λ the vector of the Lagrange
V̄φ0 Voltages in base node
Sn n-state modes
V̄φk

i Voltages at node i for Kth low voltage network arrangement
I Lpk Active power losses
NN Number of nodes
d A direction vector to search (n × 1)
ICk The current capacity of the conductors
I SC1k Single phase short circuit
NL Number of lines
I SC3k Three-phase short circuit

1 Introduction

The reliability and security of power systems increase power quality and voltage
delivered to the load. The use of DGs, to achieve these goals is considered a lot of
attention. In the past decades, the power required is generated centrally. With the
beginning of the 20th century, power networks spread widely throughout a country.
The regional power companies had a lot of power over the area they covered [1].

These companies monopolized the production, transmission, and distribution of
power.With the advancement of technology, the electricity industry has becomemore
competitive in different countries. Also, with the expansion of cities in different parts
of a country and the construction of large industrial factories, the amount of power
required to supply network loads increased. Transmission lines are highly capable
of transmitting power. Therefore, creating such facilities will cost a lot of money for
the relevant companies. All of the above factors have led to a wide-ranging change
in how power networks are powered. DGs can be classified into two categories,
renewable and non-renewable, according to Fig. 1.

DGs are not new, but they are economical, and their widespread use is a new
concept. DGs refer to sources that have a production capacity from a few kW to
about 30 MW. These units are placed in substations and distribution feeders near the
loads. The use of distribution generators transforms a network from a centralized
mode of production to a radically generated network. Figure 2 shows the structure
of a network with centralized production and a network with DG.

Figure 3 shows the required power of the loads that are produced fromDGs relative
to the total network power in Europe and Denmark. As can be seen, the production of
DG power in Europe has increased from 13.4% from 1998 to 2008 to 16.7%. Also,
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Fig. 1 Types of DGs

the capacity of DGs during these ten years in Denmark has increased from 11.7 to
28.7%.

In addition to the use of DG products in distribution networks, the development of
simultaneous power and heat generation systems due to technological advances and
reduced investment costs, as well as the economic benefits of this energy conversion
process, led to a widespread approach by major energy consumers to use this tech-
nology is becoming. The high energy efficiency of these systems on a large scale,
while reducing fuel consumption and environmental pollution by 50%, is a step
towards the development of the electricity industry and the benefit of DGs. In these
systems, the chemical energy of the fuel is released by a primary actuator (motor or
turbine) and converted to mechanical power in the output shaft. Then the actuator
shaft is coupledwith a generator and electric power is generated. Due to the efficiency
of the primary actuator, which is less than 50%, more than half of the fuel energy
is dissipated in the form of heat, which can be converted into high-temperature and
usable heat by placing suitable heat exchangers. DGs are one of the new trends in
power systems to support increased demand. There is no clear definition of these
resources. Different countries use different symbols, such as “embedded genera-
tion”, “DG” and “decentralized generation”. However, different definitions of DGs
are provided by different organizations (IEEE, CIGRE, etc.), each of which has a
specific aspect. This book uses the following reference definition [2]:

DGs are the sources of electrical energy connected to the power system that these
sources are very close to the costumers and their production is much less than the
centralized energy production sources.

To clarify the concept of DGs, Table 1 provides the dimensions of DGs [2].
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Fig. 2 a Centralized power system b Power system with DG

2 Types of DG Resources

In general, DGs can be categorized into two groups: DGs based on converters and the
other DGs based on rotating machines. Converters are commonly used in DGs after
DC processing to convert voltage to DC or AC. However, since the output value of
the voltage and frequencymust reach the nominal value, this voltage is first converted
to DC and then to AC. In this section, we introduce the different types of DGs used
in today’s power systems (photovoltaic (PV) system, wind turbine (WT), fuel cell
(FC), micro turbine(MT), as well as synchronous and asynchronous generators).
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Fig. 3 The ratio of energy produced by DGs to total power

Table 1 Size of DGs [2] Types of DGs Size

Micro DGs 1 W to 5 kW

Small DGs 5 kW to 50 kW

Medium DGs 50 kW to 5 MW

Large DGs 5 MW to 30 MW

2.1 PV System

A PV system converts the amount of light absorbed by the sun into electrical energy.
In this system, semiconductor materials are used in the structure of solar cells. When
these semiconductors are exposed to sunlight, they convert the energy absorbed by
the photon into electrical energy. Cells are fixed or varied in a specific arrangement
so that they absorb the maximum amount of sunlight and subsequently produce the
maximum power [3]. Environmentally, these systems have no harmful pollutants.
These systems are very easy to use and require no fuel other than sunlight. The
disadvantages of these systems include the need for a large space to be exposed to
sunlight and the high initial cost. Figure 4 shows a schematic of a PV system with a
brief detail [3].

The output voltage of PV systems is a DC voltage which is then converted to AC
voltage using a converter.
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Fig. 4 Schematic of a PV system [3]

2.2 WTs

WTs convert wind energy into electrical energy. Since wind speed is not constant
during the day and night, the amount of power generated by wind generators also
varies. A general schematic of wind generators is given in Fig. 5 so that its main
components are shown in this figure [3].

The performance of a wind generator can be explained in two steps. Initially, the
rotor converts the amount of kinetic energy absorbed by the wind into mechanical
torque on the turbine shaft. Then, the production system converts this torque into
electrical energy. In today’s wind generators, the output voltage is AC. The value of
this voltage depends on thewind speed. Due to the variable wind speed, the generated
AC voltage is first converted to DC voltage and then converted to the nominal AC
voltage of the network using the converter. However, fixed-speed wind turbines are
connected directly to the grid [3].
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Fig. 5 Schematic of a wind generator [3]

2.3 FCs

FCs act like a battery and are charged by gas with high hydrogen. Oxygen is also
taken from the air to cause a chemical reaction [3]. The FC produces a DC voltage
from the reaction of hydrogen and oxygen with the help of electrolytic ions. Then,
the DC voltage generated using a converter is converted to AC voltage and delivered
to the network. Figure 6 shows a schematic of a FC.

Fig. 6 Schematic of a FC [7]
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Fig. 7 Schematic of a MT

FCs also produce water along with electricity. The most important advantage of a
FC is that it does not have a motive system, which increases reliability and does not
produce noise. Also, these systems are able to operation with a wide range of FCs.
On the other hand, its disadvantages include its impact on environmental pollution,
its characteristic electrolytic aging, and the limited lifetime of FCs.

2.4 MTs

A MT uses the flow of a gas to convert thermal energy into mechanical energy. The
combustible material (usually gas) is mixed with the air in the combustion chamber
(air is pumped by a compressor). The result of this combination is the rotation of
the rotor and power generation using a generator. Figure 7 shows a schematic of
an MT [3]. The AC output voltage of the MTs cannot be connected directly to the
main network. Therefore, it is first converted to DC voltage by a converter and then
to AC voltage. One of the advantages of MTs is its clean performance (very low
production of environmental pollutants) as well as its high efficiency. On the other
hand, its disadvantages include its high maintenance costs and the lack of sufficient
experience in this field [3].

2.5 Synchronous and Asynchronous Generators

The synchronous and asynchronous generators are electrical machines that convert
mechanical energy into electrical energy. Asynchronous generators generate elec-
tricity when the shaft rotates faster than the synchronous frequency. The shaft of
Asynchronous generators is rotated using a turbine or an engine. The power factor of
asynchronous generators depends on the load and its value varies. The performance
of such generators is much more important than that of synchronous generators.

Asynchronous generators require reactive power to create a magnetic field. At
present, reactive power generation sources such as capacitive banks are used to
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generate reactive power generators and loads at the relevant location. Therefore,
asynchronous generators cannot be used as a backup generator when the system
becomes an island [3].

Synchronous generators are used at a certain and synchronous speed. Unlike asyn-
chronous generators, synchronous generators have a lag and variable power factor.
Therefore, these generators can be used in power factor correction applications. A
generator connected to a large network (connected to an infinite bus) has a small
effect on the frequency and voltage of the network. Therefore, the rotor speed of
these generators as well as the voltage value of the terminal is managed by the
network.

In synchronous generators, a change in the excitation field changes the power
factor. Also, a change in the amount ofmechanical input powerwill change the output
power of this generator. Therefore, when the synchronous generator is connected to
an infinite bus, the over-excitation mode causes its power factor to be lagging, and
also in the state the under excitation power factor is lead [3]. Therefore, excitation
generators can be either reactive power generator or reactive power consumer. Today,
synchronous generators are used in distribution systems as wind, hydro, and thermal
generators. In general, such generators act as a power generator when placed at a low
voltage level and have no role in controlling the network frequency. These generators
are available in sizes from a few kW to a few MW [4].

3 The Effect of DGs on Power Networks

The sources of DGs used in distribution networks play a key role in the quality of
power delivered to customers. However, the impact of such resources on distribution
networks can have a positive or negative impact. In this section, the impact of such
generators is evaluated and their behavior on an electrical system is examined. The
difference in results between the presence of DGs and their absence in the network
provides useful information to electricity companies and costumers.We now evaluate
the impact of such resources on the different characteristics of a distribution network.

3.1 The Effect of DGs on Voltage Profile

Radial distribution systems set the grid voltage to an allowed level using load shift
transformers (LTCs). In addition, line regulators are used on the distribution feeder as
well as parallel capacitors in the feeders or along the lines to regulate the distribution
network voltage. Installing DGs improves the voltage profile. Because the amount of
the active and reactive power required is often generated at the load site, less power
passes through the distribution network lines. Therefore, the amount of losses is
reduced. Also, voltage drop decrease throughout the distribution network. However,
in some cases, the installation of DGs on the network may also cause the voltage
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Fig. 8 Voltage profile of a feeder with and without DG sources [4]

profile to deteriorate, depending on the characteristics of the DG resources as well as
the location of their installation. Figure 8 shows the voltage profile of a feeder with
and without installation of DG. This figure shows DGs alongside an LTC equipped
with a voltage reduction compensator. According to the figure, the voltage profile of
the feeders in presence of DGs is higher when the DG resources are not installed in
the distribution network. This is because the voltage regulator inserts less tap into the
circuit and the voltage profile decreases. Since the DG sources are located after the
voltage regulator, the amount of load seen by the voltage regulator decreases with the
presence of these sources, and the reason is that the regulator regulates less voltage
at the end of the feeder [4]. To solve this problem, DG can be transferred to before
the voltage regulator.

Installing DG resources across a network may cause the voltage to rise too high
due to too much active and reactive power to the network. For example, installing a
DG source at a location several loads powered by a distribution transformer increases
the secondary voltage of the transformer and therefore increases the voltage at the
location several loads. This state occurs when the distribution transformer is installed
at a point in the network where the initial voltage value is set near or above the range
(for example, according to the US National Standards Institution, the high setting
value for the base voltage 120 V is 126 V). Under normal system conditions, in the
absence of DGs, the voltage on the load side is less than the initial voltage of the
distribution transformer. The installation of DG can reverse the transmission power
and thus increase the secondary voltage of the transformer on the costumers’ side.
When the DG size is less than 10 MW, its effect on the initial feeder voltage or the
transformer’s primary side is negated. However, when the DG size is greater than
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10 MW, then a voltage regulation analysis is necessary to ensure that the customer
voltage is within its allowable range [4].

3.2 The Effect of DG Resources on Network Power Losses

One of the most important effects of installing DGs is its impact on distribution
network power losses. In general, the installation of DGs reduces network power
losses. The reason for this is that part of the power consumption is often produced in
their place by DGs and the amount of active and reactive power passing through the
distribution lines is reduced. According to the reference [5], the installation of DGs in
the network to reduce power losses is similar to the use of capacitive banks to reduce
power losses. The difference between the two is that DGs inject the amount of active
power as well as reactive power into the network, while the capacitive bank injects
only reactive power into the network. In general, transmission network generators
are used with a power factor of about 0.85 phases. Therefore, by installing DGs in
the network and producing reactive power, network generators can be used with a
higher power factor [6].

The optimal location of DGs to minimize network power losses can be calculated
using load flow analysis software. For example, if the feeders have a large amount
of power losses, installing one or more DG sources in different parts of the network
will have a positive effect on the total feeder power losses. On the other hand, if a
large-sized distribution generator is installed in some parts of the network, it may
cause an increase in the number of adjacent lines. In this case, the thermal limit
of these lines exceeds its allowable value and causes problems for the distribution
network. The owner most of the DGs are customers. Therefore, network operators
are not able to decide on the location of these resources. Therefore, it is assumed that
the amount of power losses is reduced by installing DG at the load site.

3.3 The Effect of DGs on Harmonics

In general, a network waveform (for example, voltage and current) is not a pure sine
wave and has some harmonics. This fact is shown in Figs. 9, 10 and 11.

In general, harmonics exist to somewhat extent in all power systems. DGs can
be one of the harmonic producers in the network. Harmonics can be generated from
the generator itself (eg, synchronous generators) or through electronic power equip-
ment such as converters. In the converter section, one of the most important parts
of harmonic production is the power converters of the controlled silicon rectifier
(SCR) type, which produce a high level of harmonic currents. Today, converters use
IGBT technology based on pulse width modulation to reduce harmonics. This new
technology causes the output waveform closer to a pure sine waveform and has a
small amount of harmonics, which is acceptable for the IEEE 1547-2003 standard.
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Fig. 9 Comparison between a pure sinusoidal waveform and a harmonic waveform destroyed by
harmonics

G1 G2 

G3 

BREAKER 
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Fig. 10 The contribution of fault currents drawn from DG sources and the loss of coordination
between the main feeder relay and the side fuse
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Fig. 11 Operation costs
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Generator rotation is another factor in harmonic production. This harmonic value
depends on many factors, including: the design of the generator winding (coil step),
the nonlinearity of the core, the grounding of the generator, and other factors that
cause harmonic production. The coil step is the most important factor in harmonic
production. Comparing the types of winding steps in synchronous generators, the
2/3 winding step is the best step in terms of harmonics. Step 2/3 produces at least the
third harmonic value. The third harmonic is the largest harmonic in the waveform
of the system. On the other hand, the step 2/3 in generators has less impedance than
the rest of the steps and therefore allows more harmonic current to pass through
other parallel sources. Therefore, grounding the generator as well as using incre-
mental transformers are good ways to limit production harmonies and prevent them
from entering the network. The generator grounding scheme is a good choice for
eliminating or reducing injectable harmonics into the network. In general, if we
want to have a general comparison between harmonic production by DGs and other
positive effects on the network, it can be seen that the harmonics produced by DGs
do not cause much trouble for the network [5]. However, in some cases, the level
of harmonic value generated by distribution generators may exceed its allowable
value by the IEEE 519-1992 standard. These standard values are given in Table 2.
These problems usually occur when they create resonance with capacitive banks or
have equipment that is sensitive to harmonics. In the worst case, the additional heat
from the harmonic generated by the generators of the DGs may cause damage to the
network equipment. In this case, the DGs must be removed from the circuit.

Therefore, to design and install DGs in the network, special attention should
be paid to the amount of harmonics produced. This harmonic value is evaluated
according to the IEEE-519 standard. Therefore, the total harmonic value of the output
should not exceed 5% and the value of each harmonic should not exceed 3%.

Table 2 Permitted Harmonic Rates for Distribution Generators by IEEE 519-1992 Standard

Harmonic order Permissible value relative to the main
harmonic (odd harmonics) (%)

Less than the eleventh harmonic 4

Harmonics between eleventh and seventeenth 2

Harmonics between seventeenth and twenty third 1.5

Harmonics between the twenty-third and
thirty-fifth

0.6

Harmonics more thirty-fifth 0.3

Total harmonics 5
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3.4 The Effect of DGs on the Short Circuit Level
in the Network

The presence of DGs in the network affects the short circuit level of the network.
When these resources are present in the network, the amount of fault current increases
compared to the state without it [5]. The involvement of one of these sources in the
occurrence of an error is not very high, but if a fault occurs, it will increase the fault
current. If the number of small DGs in the network is high (or there are several large
DGs in the network), the short circuit current level can be variable enough to eliminate
the coordination between the relays and fuses of the network. The contribution of
DGs in the faults that occur in the distribution network depends on various factors.
These factors include the size of the DGs and its distance from the fault position.
This contribution of the source of DGs in network faults can affect the reliability and
security of distribution networks.

Therefore, DG sources have a significant impact on the fault current in the
distribution network. In general, the contribution of harmonic generating sources
of synchronous generators in the fault current is more than other types. After few
cycles of fault, the contribution of fault currents from the DG sources related to the
asynchronous and the synchronous generators is low, while after this time, the effect
of DG resources on the fault current increases significantly.

3.5 The Effect of DGs on the Self-healing of the Distribution
System

Self-healing refers to the specific ability of the smart grid that takes precautionary
actions before the fault. It also performs fault location, isolation, and service restora-
tion to minimize network damage after the fault. This process is performed with the
help of communications infrastructure and remote control. Permanent fault in the
distribution network, in addition to customer dissatisfaction, can cause heavy losses
to power companies. Self-healing is the most important feature of the smart grid
ensures continuity of electricity for the costumers. Also, with the increasing penetra-
tion of DG resources, the operating status of the network is changed in both normal
and emergencies. In normal network operation mode, the goal is to minimize the
costs of generation, operation, and pollution in the network. But in the self-healing
mode, the goal is to feed maximum load in the faulty part. There are several ways
to implement a self-healing scheme, including: Distribution system dividing into a
number of MGs, Distributed generation resources, Multi-agent systems, Coordina-
tion storage and renewable resource, and Electric vehicles. In [56], the effect of DG
on self-healing and reliability of the distribution system is investigated. In [57], the
effect of storage and DG coordination on system self-healing is investigated. In [58,
59], a model is proposed to carry out Self-Healing in distribution level with consid-
eration of combined gas and electrical network and with consideration of DGs types
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include Micro-Turbines (MTs), and Combined Heat and Power (CHP) units Energy
Storages (ESs).

4 The Economic Aspects of Low Voltage Networks,
Especially Micro-grids (MGs)

Power and heat supply to areas not connected to the main network have led power
system operators and engineers to move toward MGs. The supply of electricity and
heat through low-voltage networks such asMGs, which are composed of DG sources
such as energy storage systems and wind turbine systems, has led to a reduction in
costs. Construction of a new line will also reduce pollution from conventional power
plants. The use ofCHP system in lowvoltage networkswill lead to optimal use of heat
loss. Smart grids, especially MGs, do not have transmission and distribution power
losses compared to conventional systems because power generation takes place near
the load [8]. The economic dimension of DG resources in low-voltage networks is so
important that it can also challenge the economies of conventional systems. One very
important point about MGs is, firstly, the high cost of construction and, secondly, the
cost of operating such systems that use new resources and energy storage systems is
not clear accurately. The economic aspects of low voltage networkswith the presence
of renewable resources and small-scale fossil resources can be mentioned as follows:

1. Economic dispatch
2. Minimize costs
3. Buying and selling energy.
Use and combine a variety of DG resources optimal economic conditions.
The differences in the economic dimensions of renewable resources and small-

scale fossil resources with traditional systems, the following can be mentioned:
1. The main goal in traditional systems is to generate electricity, and heat genera-

tion is not the main goal. Therefore, they have low efficiency. While on smart grids,
especially MGs, the CHP is a major goal to increase overall power efficiency. To
further explain a small-scale gas turbine, the efficiency of a gas turbine in the form
of a simple cycle is approximately 40%, but if the same gas turbine is equipped with
a CHP system, the efficiency will be about 70 to 80%.

2. Environmental issues are not considered in traditional systems in the study of
production and demand optimization. However, in smart grids, low voltage is not
present with the presence of DG sources, and in studies, the discussion of pollutants
in the objective function of planning is considered [8]. Minimizing the costs and
pollutants caused by fossil fuels play amajor role in the optimal use of power systems.
To achieve these goals, the researchers moved toward renewable energy and small-
scale DGs, and considered limitations and limitations for resources using fossil fuels
to reduce environmental concerns caused by fossil fuels (Tables 3, 4, 5). In other
words, minimizing costs and pollutants in operation studies are considered as a
function of the short-term production planning target, which is stated in Eq. 1 [9, 10].
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Table 3 Objective functions and constraints to economic programs [9–12]

Cost (energy sales and buy, restoration, repairs, maintenance, and
fuel costs) and the amount of exhaust gases commensurate with fuel
consumption (diesel generator and MT)

Description

Energy costs and the
revenue generated
through the main
network

CG(t) = Tapp × Ppp Ppp: Power purchased
from the network.
Tapp: Electricity purchase
price from the network

RG(t) = TaSP × PSP PSP: Power sold to the
network.
TaSP: The selling
electricity price to the
network

The cost of repairing
and maintaining a
small-scale resource

MC(i, t) = P(i, t), KMC (i) KMC(i): The cost of
repairing and maintaining
the power source.
P(i,t): The power output
of a small-scale source

The cost of
restoration a
small-scale resource

SU (i, t) ≥ S cos t (i).(u(i, t) − u(i, t − 1))

SU (i, t) ≥ 0

Scost(i): The cost of
restoration a small iM
source
u(i,t): Binary variable to
determine the on and off
state of small scale
sources

Diesel generator fuel
cost

FCDEG
t =

ND∑

d=1
( f 1d + f 2d PDEG

d,t + f 3d (PDEG
d,t )2)

f 1d , f 2d , and f 3d are
determined by fuel
consumption and prices
characteristics

MTs fuel costs FCMT
t =

ND∑

d=1
( f 1d + f 2d PMT

d,t + f 3d (PMT
d,t )2)

f 1d , f 2d , and f 3d are
determined by fuel
consumption and prices
characteristics

Exhaust gases (NO2,
CO2, SO2 and CO)
proportional with fuel
consumption (diesel
generator and MT)

EMDEG
g,t =

ND∑

d=1
(α

g
d + β

g
d P

DEG
d,t + γ

g
d (PDEG

d,t )2)

α
g
d , β

g
d , and γ

g
d according

to the exhaust gases
(NO2, CO2, SO2 and CO)
measured in different
capacities are determined

EMMT
g,t =

ND∑

d=1
(α

g
d + β

g
d P

MT
d,t + γ

g
d (PMT

d,t )2)

Constraints Description

Power balance
constraint (

I∑

i=1
P(i, t)) + P+

B (t) − P−
B (t) ≥

Demand(t)

P(i,t): The power output
of a small-scale source
P+
B (t): Battery discharge

rate
P−
B (t): The amount of

battery charge predicted

(continued)



952 R. Effatnejad et al.

Table 3 (continued)

Constraints on the
production of
micro-resources

Pmin
i ≤ P(i, t) ≤ Pmax

i Pmin
i : Minimum

allowable amount of
micro-source production

Pmax
i : The maximum

allowable amount of
micro-source production
ith

Ramps up and down
of micro-resources

P(i, t) − P(i, t − 1) ≤ PRU_MAX
i P RU_MAX

i : Ramp up of
micro-resources

P(i, t − 1) − P(i, t) ≤ PRD_MAX
i P RU_MAX

i : Ramp down
of micro-resources

Constraints of
charging and
discharging states
energy storage system
(battery)

SOC(t) =
SOC(t − 1) + P−

BESS(t) − P+
BESS(t)

SOC: State of charge
SOCmax: State of charge
maximum
SOCmin: State of charge
minimum
P+
BESS : The amount of

discharged power

P−
BESS : The amount of

charged power

SOCmin ≤ SOC(t) ≤ SOCmax

P−
BESS(t) ≤ P−

BESS_max

P+
BESS(t) ≤ P+

BESS_max

X (t) + Y (t) ≤ 1; X, Y ∈ {0, 1}

Constraint of system
storage

I∑

i=1
R(i, t) ≥ Rmax(t)

Rmax(i,t) :Minimum
required storage
R(i,t): The amount of
storage provided by the
ith micro-source

Minimize F = {CF, EF} (1)

In the above relation, CF and EF express the total operating costs and the total
weight of polluting gases, respectively. Operating costs are shown in Fig. 2. Equa-
tion 2 represents the cost function, which consists of the cost of repairs, maintenance
costs, the cost of selling electricity, the income from energy, the cost of start-up
energy production sources such as WTs and PVs, and the cost of producing units.
Table 1 is given to further explain the Eq. 1 and express the constraint of the problem
[9, 10].

CF =
T∑

t=1

I∑

i=1

[MC(i, t) + C(i, t) + SU (i, t)] +
T∑

t=1

[−RG(t) + CG(t)] (2)
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Table 4 Effective indicators in low voltage networks to accommodate and determine the size of
DGs [15]

Indicator (conductor current capacity, three-phase short
circuit, single-phase short circuit and voltage profile)

Description

Voltage
profile I V Dk = 1 − max

( ∣
∣V̄φ0

∣
∣−∣

∣−V̄φk
i

∣
∣

∣
∣V̄φ0

∣
∣

)NN−1

i=1

φ: a, b, and c phases

V̄φ0: Voltages in base node

V̄φk
i : Voltages at node i for Kth low

voltage network arrangement
NN: Number of nodes

I V Rk = 1 −

NN−1∑

i=1
max

⎛

⎜
⎝

∥
∥
∥
∥
∥
∥
∥

V̄
φki

−V̄
φkmin
i

V̄
φkmin
i

∥
∥
∥
∥
∥
∥
∥

⎞

⎟
⎠

NN−1

The current
capacity of
the
conductors

ICk = 1 − max

( ∣
∣
∣ J̄

φkm

∣
∣
∣

CCφm
,

∣
∣
∣ J̄nkm

∣
∣
∣

CCnm

)NL

m=1

NL: Number of lines
J̄φk

m
and J̄nkm : Indicates the currents

of the m branch in kth of the
low-voltage network arrangement
CC∅m and CCnm Indicates the
current capacity of the conductors

Three-phase
short circuit I SC3k = 1 −

max
(

ISC abcki
ISC abc0i

)

ISC abck∗
ISC abc0∗

ISCabcki : The short-circuit current
of three phases in node i for Kth low
voltage network arrangement

ISCabc0i : Indicates the amount of
short-circuit current of three phases
in node i in the network without the
presence of MTs

ISCabck∗: Indicates the maximum
amount of short-circuit current of
three phases in the system for kth
low voltage network arrangement

ISCabc0∗: Indicates the maximum
amount of short-circuit three-phase
current in the system without the
presence of MTs

Single phase
short circuit I SC1k = 1 −

max

(
ISC ϕki
ISC ϕ0i

)

I kSC∗
I0SC∗

I
φk
i

SC : Indicates the short-circuit
single-phase at node i for kth of low
voltage network arrangement

I
φ0
i

SC : Indicates the short-circuit
single-phase current in node i
without the presence of MTs

I kSC∗: Indicates the maximum
amount of single-phase short-circuit
current in the system for kth low
voltage network arrangement

I 0SC∗: Indicates the maximum
amount of single-phase short-circuit
current in the system without the
presence of MTs

(continued)
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Table 4 (continued)

Indicator (conductor current capacity, three-phase short
circuit, single-phase short circuit and voltage profile)

Description

Active and
reactive
power losses

I Lpk = 1 − Re
〈
Lossesk

〉

Re〈Losses0〉
Lossesk: Indicates the total power
losses for the kth low voltage
network arrangement.
Losses0 : Indicates the apparent
power losses without the presence
of MTs

I Lqk = 1 − Im
〈
Lossesk

〉

Im〈Losses0〉

Table 5 Results for the studied methods

Methods Bus number
selected for
placement

Optimal amount of
active power (MW)

Power losses (kW) Exection time (sec)

PSO 13
24
30

1.36
1.4
1.45

58.4 3.156

GAPSO 13
24
30

1.22
1.4
1.45

55.2 4.6

MINLP 13
24
30

1.12
1.4
1.47

53.2 0.9

5 Placement of DG Resources

5.1 Introduction

In recent decades, changes in the structure of the electricity industry, as well as the
privatization of the industry, have taken place in some countries. During this time,
the electricity industry has undergone fundamental changes in terms of management
and ownership due to increased efficiency and encouragement of investors, so that
different parts of it, including production, transmission, and distribution, have been
separated to create a suitable competitive environment. These changes, on the one
hand, and factors such as environmental pollution, problems with the construction
of new transmission lines and other problems, as well as technological advances in
economics, and the construction of small-scale production units, on the other, have
led to a desire to increase the use of small power units. Local power at the distribution
voltage level is by renewable energy sources such as WT, PV, FC, MT, as well as
a combination of these in distributed networks. With the presence of a combination
of DGs in the distribution networks, they act as active networks, and therefore such
networks are called active distribution networks.
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Due to the increasing use of DG resources in distribution networks, determining
their proper location is a basic need and the proper use of these resources in the
network will have many benefits, including reducing losses and improving voltage
profiles. Also, despite the energy resources in the distribution networks, in the event
of an outage of the main source, the power supply will be partially possible in the
form of island performance. Obviously, with the use of optimal islands, the number
of blackouts will decrease. On the other hand, determining the boundaries of the
islands will depend on the location and capacity of the DG units in the network. If
the location of the DGs is not determined correctly, not only will there be no benefit.
It worsens network else parameters. Therefore, the most important challenge in DG
projects is to determine the location of these resources in distribution networks. To
increase efficiency and reduce the negative effects of installingDGresources, location
can be done with the aim of improving one parameter or more than one parameter.
Single-target deployment greatly improves the desired parameter, but does not have
much effect on other network parameters and sometimes destroys them. In contrast,
multi-purpose locating helps to improve all parameters at the same time.

The most important step in using DG in distribution networks is their optimal
location and capacity. This is important because it reduces costs associated with
losses, reliability, and the cost of buildingproduction units.Also, the placement ofDG
units in distribution networks, along with other possible options for the development
of the distribution network, such as the construction or strengthening of lines and
substations, has been considered. On the other hand, uncertainty is one of the most
important factors in increasing risk in the planning of power systems so that not
consider this parameter leads to significant economic and technical losses.

5.2 Problem Modeling

In this section, we introduce the objective functions and the limitations that must be
considered in the DG placement problem. Among the objective functions that can
be considered in the problem of placement are.

Minimizing active power losses, minimizing energy losses, minimizing SAIDI,
minimizing costs, minimizing voltage deviations, maximize DG capacity, maximize
profits, maximize rate profits to costs, maximize loading limit voltage and improve
power quality index. In the following, we will deal with some of the important
objective functions that have been used in the literature on this issue.

5.2.1 Power Losses Index

Power Losses are always a concern for the electricity industry due to the waste of
energy and resources, and its reduction is a priority for the industry’s programs and
research activities. The distribution of DG in the distribution network has a great
impact on power losses. This effect varies depending on the size and location of the
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DG installation. With proper placement of DG resources, network power losses can
be significantly reduced. Since distribution networks with DG are active networks,
the performance and control of the network are very interesting. Although there
are several issues with the distribution network’s performance, there are also major
technical implications due to the influence of renewable DGs, such as network power
losses, voltage stability, and network security discussed here.

Distribution networks are usually radially structured to reduce the complexity
of protection. Assessing and reducing network power losses is essential to increase
system efficiency. The average power losses per year can be calculated as follows
[13]:

Ploss =
Nb∑

i=1

ri
((

PD,i+1
)2 + (

QD,i+1

)2
)

(Vi+1)
2 (3)

Here QD,i+1 and PD,i+1 require the active and reactive power in the end bus
receiving the −i + 1. Vi+1 is the voltage range at the end bus of the receiver −i +
1.The resistance of the completed transmission line r_i to bus −i + 1, Nb is the sum
of the number of lines in the system.

5.2.2 Network Development Time Delay Index

Due to the development of population centers and the increase in electricity consump-
tion, aswell as a reliable supply of energy to customers, the development and strength-
ening of electricity distribution networks are inevitable.Distribution companiesmake
significant investments in this section annually. If the load demand in the network
exceeds the maximum allowable load, network reinforcement must be performed. In
existingnetworks at the timeof reaching some technical constraints such asmaximum
network transmission capacity or maximum voltage drop (due to increased load),
network reinforcement is performed. Where DG is connected to the power supply,
the demand for feeder pure peak (demand less than the capacity assigned to DG)
reduces and releases the transmission capacity in its upstream branches to meet the
demand for a new peak. The time required for development postpones. Therefore, the
release of power transmission capacity in the distribution network can be considered
as an indicator to delay the time of network development. This indicator is called the
available transmission capacity and is indicated by the symbol (ATC) and is defined
as the following relation for each branch i of the network. The margin of certainty
of the transmission and storage capacity of the lines has been omitted [14].

ATCi = Pi,max − Pi (4)

In the above relationship, Pi is the power passing through branch i (branch with
end node i) and Pi,max is the maximum allowable power passing through branch i.
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5.2.3 Voltage Stability Index

Voltage stability indicators are used to assess the level of voltage stability of buses
in the transmission or distribution network. These tools are very quick and effective
for calculating the offline stability of bus voltages. The voltage stability index (VSF)
for each bus -i + 1 in the time interval t can be expressed as [13].

V SFi+1 = (2V i+1 − Vi ) (5)

The average voltage stability for the entire distribution network can be calculated
as follows.

V SF =

Nb∑

i=2
V SFi+1

(Nb −1)
(6)

5.2.4 Constraints

(A) The power passing through each of the branches should not exceed the allowable
power.

Pi ≤ Pi,max (7)

(B) The voltage must remain within the allowable range.

Vi,min ≤ Vi ≤ Vi,maxh (8)

(C) The one-way current flow constraint is as follows.

(ATC)i,n = Pi,max − Pi
Pi

≤ 1 (9)

(D) The voltage of each bus shall not exceed its permissible limits.

Vmin ≤
√

∑
h

(
V

(h)
i

)2 ≤ Vmax (10)

The general indicators used in various articles to discuss DG placement and
measurement are summarized in the table below.
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DG placement 
solving methods

Numerical methods Analytical methods Innovative 
methods

Gradient

Dynamic 
programming

Linear programming

Sequential Quadratic 

Programming

Nonlinear 
programming

Ordinal optimization

Exhaustive 
optimization

GA

TS

PSO

ACS

DE

ABC

HS

Fig. 12 Types of problem solving methods

5.3 Solution Methods

In terms of problem solving method, DG placement is divided into three categories,
which are shown in Fig. 12 [16].

5.3.1 Analytical Methods

In thismethod,DG is installed asmuch as 2/3 input power to the feeder. Its installation
location is 2/3 Feeder. In this method, it is assumed that the load is evenly distributed
throughout the feeder. In [17–21], this method has been used to solve the placement
problem.

5.3.2 Numerical Methods

In numerical methods, mathematical modeling is used to solve the DG placement
problem. Among the methods used to solve these problems can be divided into the
following categories. In [16], the linear planning method is also introduced for DG
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placement, if this method cannot be done and only the optimal size of DG can be
determined.

Gradient Search Method

This method is mostly used in mesh networks. In [22, 23], this method has been
used to solve the DG placement problem. Suppose buses i… k are a set of whole
n buses. A set of c resource units in these buses can use any technology. Our goal
is to determine the amount of injection in each of these nodes for maximum profit.
Therefore, the u controller vector can be expressed as follows [22].

U = {P1 . . . Pk}, i, k ∈ n (11)

And the total injections should be expressed as an equality limit as follows:

P1 + · · · + Pk = C (12)

To minimize power losses, the f index is obtained as follows:

f =
n∑

j=1

Pi (13)

The formulation of this issue can be summarized as follows:

Minimize f =
n∑

j=1

Pi (14)

and

g = 0 (15)

The mode vector x is as follows:

x = δ2 . . . δ3 . . . δn V2, V3 . . . P1 (16)

where δ2 . . . δ3 . . . δn are the angles of the buses 2 to n (δ1 is the angle in the
reference bus and its value is zero.), V 2, V 3 indicate the voltage in the uncontrolled
buses of the voltage. Note that the state vector of equation and the set of equations
g must include the power injection bus P1, since f is containing P1. The reduced
gradient method can be used to solve this problem. In this method, the Lagrangian
shape is as follows:

L = f + λ
T g (17)
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Where λ is the vector of the Lagrange and g coefficients including the grid
equations. To minimize:

∂L

∂X
= ∂ f

∂X
+ λ

T ∂g

∂X
(18)

In the reduced gradient method, an initial assumption is made for the vector U
and used to calculate λ. The Lagrangian coefficients for the specified values of X
and U in the repetition of k are determined as follows:

λ
k = −

[
∂g

∂X

]T−1 [
∂ f

∂X

]

Xk∪K

(19)

The Lagrangian gradient is determined by U as shown below [22]:

∂L

∂U
= ∂ f

∂U
+

[
∂g

∂X

]

λ
k (20)

The control vector in k + 1 repetition is updated using the following equation
[22]:

Uk+1 = Uk −A

[
∂L

∂U

]

Xk Uk λk

(21)

A is a constant. But instead of the reduced gradient method, the second method
is usually used because the reduced gradient method does not converge for positive
injections. In the second method, the vector z is expressed as follows [22]:

z = [X,U, λ]T (22)

Starting from the initial assumptions for z in the repetition of k + 1 is updated as
follows [22].

zk+1 = zk − [
H

(
zk

)]−1
g
(
zk

)
(23)

The Hsian H (z) matrix is determined as follows [22]:

H1 j = ∂2 L

∂z1 ∂z j
(24)

Second-Order Sequential Planning

In [25, 26], this method has been used to solve the DG placement problem without
using fault level constraints. Conventional SQP is a numerical optimization technique
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that solves a finite minimization problem by solving a second-order planning sub
problem (QP) in each main iteration to obtain a vector to search for a new d. For
search, along with a suitable step size of the α scalar, it forms the next approximate
solution point that can be used to start repeating another original SQP. Under the
QP sub problem, a first-order objective function with real value is minimized that is
subject to linear equality and inequality constraints. TheQP sub-problem in repetition
k is formulated using the second-order Taylor extension in approximating the SQP
objective function. The Taylor expansion is formulated in the linearization of the SQP
equality and inequality constraints at the asymmetrical point. The QP sub problem
is formulated as follows [26]:

Minimize X ∈ Rn PLosses
(
X (k)

) + ∇PLosses
(
X (k)

)t
d + 1

2
dT H (k) d

h̃
k
(d) : h(

X (k)
) + ∇ ht

(
X (k)

)
d = 0

g̃k(d) : g(X (k)
) + ∇ gt

(
X (k)

)
d ≤ 0

Xl ≤ X

≤ Xu (25)

where
∇PLosses

(
X (k)

)t
:The gradient of the objective function at the point X (k).

d: A direction vector to search (n × 1).
H (k) A symmetric matrix of Hessian (n × n) at the point X (k).

h̃
k
: First order Taylor expansion of equality constraints.

∇ ht
(
X (k)

)
: A Jacobine matrix (n × m) of equality constraints.

g̃k : Second order Taylor expansion of nonequality constraints.
∇ gt

(
X (k)

)
: Jacobin matrix (n × p) of inequality constraints.

n,m and p: The number of equallity and non-equallity equations, respectively.
The SQPmethod uses the Lagrangian coefficientmethod for the general optimiza-

tion problem constrained in Eq. 15. First defining the Lagrangian function problem
at an approximate solution point X(k). Then apply the optimization conditions of the
first order Karush-Kan-Tucker (KKT) to the Lagrange function; Finally, Newton’s
method is used in Lagrangian function gradients to solve unknown variables. The
KKT is the first order that the optimal conditions for the nonlinear set of Lagrangian
gradient equations are shown in Eq. 26 [26].

⎡

⎣
∇X L(X, λ, β)

h(X)

gA(X)

⎤

⎦

(k)

= 0 (26)

The λ and β column vectors are of the Lagrangian equivalence and inequality
coefficients. Newton’s method is used to solve the above Eq. 16. Using Taylor’s
first-order extension at a hypothetical solution point (X (k), λ(k), β(k)) to estimate
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(X∗, λ∗, β∗) Newton’s KKT solution can be expressed as follows:

⎡

⎣
∇2

XX L(X, λ, β)

∇ ht (X)

∇ gt
A(X)

∇h(x)
0
0

∇ gA(X)

0
0

⎤

⎦

(k)⎡

⎣
d(k)

λ(k+1)

β(k+1)

⎤

⎦ = −
⎡

⎣
∇ fRPL(X)

h(x)
gA(X)

⎤

⎦

(k)

(27)

By solving the KKT Newton system, the solution

⎡

⎣
d(k)

λ(k+1)

β(k+1)

⎤

⎦is of the QP subset.

The new vector obtained for the search provides new values for the Lagrangian
coefficients to be used in the next iteration. The Hessian matrix of the Lagrangian
function does not need to be calculated in each subsequent iteration. Instead, using
the method (Go-Fletcher-Goldfrab-Shano) is approximated and updated in almost
every major iteration [24]. Due to the resilience and effectiveness of SQP in control-
ling constraints on nonlinear optimization issues, it is used in many commercial
optimization software [25].

Nonlinear Planning

The most widely used method in DG placement literature is the nonlinear planning
method [27–30]. In [31], the proposed method for locating and sizing DGs is a multi-
objective NLP problem with three objective functions, which include the number of
DG units, power losses, and Voltage Stability Margin (VSM). The details of the
functions and limitations of the proposed method are as follows.

Less DGs are preferred than many small DGs. Placement more DGs causes the
distribution system in many buses to have problems with short circuit levels and
requires a rescheduling of the protection coordinates. Therefore, minimizing the
number of DGs is considered as the first objective function. The number of DGs is
an integer variable, and this can create the proposedMINLP problem, which requires
more calculations and also makes it more difficult to converge than an NLP problem.
To prevent the proposed method from becoming a MINLP problem, a new method
is used to calculate the number of DGs [31].

ndg =
∑

i∈SB

PDGi

PDGi +ε
(28)

If a DG is assigned to bus i while repeating the optimization problem, PDGi is
non-volatile, and in this case the effect of ε is ignored and the fraction in (34.28) is
very close to the unit. On the other hand, if no DG is assigned to bus i, the fraction
will be zero. As a result, the ndg result in (34.28) shows the number of DGs in the
network. Of course, although ndg is not the exact number of DG units as an integer,
the minimum number of DGs is obtained by minimizing ndg. The second objective
function is the active power losses, which is usually significant in distribution
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systems. Using an AC load flow model, branch power losses are different from total
output and total loads [31]:

PLoss =
∑

i∈SB
PGi − PDtotal (29)

Voltage stability has also been used as a objective function after placement. Fuzzy
methods have been used in this article to determine the weight of the target functions.
Also, all the limitations of the system (loadflow, voltage, power passing through lines,
etc.) are considered in this article [31].

Mixed Integer Nonlinear Programming

In [32], the MINLP model is used for optimal placement of different types of
DG units. This study presents a Mixed Integer Nonlinear Programming (MINLP)
approach to determine the optimal position and number of DGs in the hybrid market.
For the optimal location of DGs, the most suitable area is first identified based on the
actual node price and the sensitivity index to the loss of active power as an economic
and operational criterion. After identifying the appropriate area, the MINLP method
has been used to determine the location and optimal number of DGs in the area. The
nonlinear optimization approach includes minimizing total fuel cost from conven-
tional sources and DG, as well as minimizing line losses in the network. The pattern
of active and reactive prices has been achieved, reducing line losses and saving fuel
costs. Optimal DG penetration can provide both economic and operational benefits.

In a large regional power grid, identifying the most suitable area for DG penetra-
tion is important. Therefore, to find the most suitable area, economic and operational
aspects must be considered. Node cost is an important indicator of the MW unit
injection price per node and congestion in the transmission network. Sensitivity to
line power losses provides information on the pattern of power losses in the trans-
mission network with the power injection unit in each node. To get the most suitable
area, the change in the price of the node in each bus and the sensitivity of line power
losses have been used as economic and operational criteria. After identifying the
most suitable area based on the price of the node and the sensitivity of the line power
losses, the MINLP method can be used to find the optimal location and the number
of DG in suitable area. The proposed MINLP model in [32] has been solved by
the simultaneous use of GAMS and MATLAB software. The load flow equations
have been solved in MATLAB software and its answers are transferred to GAMS
software so that the rest of the modeling can be done by GAMS software. In the
proposed work, an approach based on integrated second-order programming inte-
gration (SQP) and branch and border (BAB) techniques has been adopted to solve
the MINLP formulation. This algorithm has better computational performance and
strong convergence property [33]. The steps of the algorithm are as follows and the
flowchart is shown in Fig. 13.
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Fig. 13 Flowchart for MINLP-based algorithm [32]
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Dynamic Planning

The optimization problem in this method is modeled in several ways. One of the
advantages of this method is that in different modes, the load can be modeled more
accurately [34]. In most practical problems, successive programs must be performed
at different times to solve a problem. Problems that are solved by successive decisions
are called sequential decision problems. Dynamic planning is a type of multi-step
decision-making problem that is an efficient mathematical method for studying and
optimizing multi-step sequential decision problems [35]. The main steps of this
algorithm are:

• The problem is divided into stages. For each step, a decision policy is needed. On
the other hand, each step represents a part of the problem that needs to be decided.
The number of steps inDG allocation is equal to the number of candidate locations
for DG installation. Decision-making procedures at each stage include reducing
power losses and improving reliability.

• Each step involves related situations. In the present study, the number of DGswith
a certain capacity that can be allocated in the mentioned stages will be considered
as an issue. At each stage, the current state will be transferred to the next state by
decision.

• Independent policies for the remaining steps can be pursued by understanding
the current situation. In general, to optimize dynamic planning, current status
information transfers all the information needed from previous behaviors that are
needed to identify optimized policies from the current state to another.

• The problem will be solved by finding the optimized policy for each case of the
last case, which is named as the return solution. The answer to this step is obvious
because the process is followed by the destination.

• Optimized policy for all states of the “n” stage can be determined by a return
function, assuming that the optimized policy is defined for all “n + 1” stages.

• The solution is applied using the return function from one step to the previous
step that runs from the end. At each stage, the optimized policy will be specified
for all states of that stage. Finally, the optimized policy for the first stage will be
specified.

fn(Sn, Xn) = Zn(Xn) + f ∗
n+1(Sn − Xn)

fn(Sn, Xn) = Zn(Xn) + Max
Nloc∑

L=n+1

ZL Xl f

∗

n+1

(Sn − Xn)

fn(Sn, Xn) = Max fn(Sn, Xn) and
Nloc∑

L=n+1

Xl

= Sn (30)
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Fig. 14 Optimal DG placement method based on dynamic planning method [34]

where are n-state modes;
f ∗
n+1Optimized function in step n + 1.
XnDecision in step n.
The proposed algorithm is based on dynamic planning for DG placement and can

be extended to different distribution networks. The general diagram of the algorithm
followed for DG placement is shown in Fig. 14.

Sequential Optimization

In [36], this method has been used to solve the DG placement problem. This paper
discusses the compromise between reducing power losses and maximizing DG as a
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target function. Searching for an accurate global solution to the problem ofDG place-
ment and sizing requires a great deal of computational time. For example, selecting
9 DG locations from 68 potential candidates requires the following evaluation:

(
68
9

)

= 68!
9!(68 − 9)!

∼= 4.93 × 10
10

(31)

with about 0.15 seconds per OPF solution on a 1.73 GHz Core-Duo processor,
the evaluation of the above combinations takes more than 200 years in a row. OO
theory provides a possible framework for reducing search space and computational
effort in ranking different options. The OO algorithm for finding the predetermined
number of DGs can be summarized as follows:

• Select N design (i.e. combinations of DG locations) from the search space so
that at least one of them is at the top of the α percentage of all solutions with a
probability level of P. The normal values of α and P are 0.1 and 99%, respectively.

• Evaluate and order N designs using a raw and easy-to-calculate model.
• Calculate the number of best examples in N designs that have at least one real

good alternative, such as a case above 50, with a probability level equal to AP (K
= 1). 0.95.

• Evaluate each sample using an accurate OPFmodel and determine the appropriate
solution.

Comprehensive Optimization

In [37–39], a comprehensive optimization method has been used to solve the DG
placement problembyconsidering the load change. In power losses analysis, different
types of customers are modeled, where a load of different types of customers varies
during the day. Therefore, system power losses vary as a function of time. The issue
of non-linear load flow is that the variable load over time makes it more complex.
Therefore, the optimizationproblem involves a nonlinearmodelwith voltage, current,
and time-variable load limitations. The time variable load is interpreted as the change
in the hourly load so that 24 loading conditions are modeled to show a daily load
pattern. A comprehensive search of existing parts of the system is used to assess the
reduction in power losses that can be achieved by adding DGs. The location of the
DG is considered only in the separate devices of the sections.

In a search, DG locations are evaluated only at the beginning or at the separate
input device of each section. The method for determining the optimal location for
DG placement in the system is as follows.

(1) Perform load search statistics on the system and draw the load curve.
(2) Divide the load curve in different load windows so that the load conditions in

each window are relatively constant.
(3) Adjust the DG output for different load windows to prevent the feedback from

returning to the post.
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(4) Do a comprehensive search for the load status of each window with the corre-
sponding DG output and get the optimal locations based on two criteria - minimum
power losses and minimum SAIDI for comparison. There are several reasons why a
comprehensive search is used instead of the optimization algorithm. First, compre-
hensive search programming is easy. Second, a comprehensive search is done quickly.
Third, this method ensures that global optimization is achieved. Due to the nonlin-
earity of the constraint problem, some optimization approaches may be trapped at a
local optimal point.

5.3.3 Innovative Methods

Particle Swarm Optimization

Particle Swarm Optimization (PSO) has been used in [40–42] to DG placement. In
[43], the Global Best PSO (gbest) algorithm is a method in which the position of
each particle is affected by the best particle in all population particles. In this method,
each particle has a specific position Xi and a certain speed Vi in the research space.
The best unique position is called Pbest,i in the research space. It is proportional to
the position in the research space that the position of this particle is the best value for
minimizing (maximizing) the objective function compared to the previous values of
this particle. Also, the best position of the particles among all the particles is called the
optimal global position and is indicated by Gbest. The following relationships show
how the values of each particle and the total global value are updated. Considering
a minimization problem, the unique position Pbest,i of each particle and the time of
the next time step, t + 1, are calculated as follows:

Pt
best,i =

{
Pt
best,i i f f (xt+1

i ) > Pt
best,i

x t+1
i i f f (xt+1

i ) ≤ Pt
best,i

(32)

In this equation, f is a function of compatibility. The value of the best global
position Gbest in the time step t is calculated as follows:

Gbest = min{Pt
best,i }, where i ∈ [1, . . . , n] and n > 1 (33)

Therefore, the value of the best possible value is obtained by comparing all the
particles. Since the value has a direct relationship with the values obtained for the
best location of each particle, so the initial values for selecting the position of each
particle at the beginning of the process are very important. For the gbest PSOmethod,
calculate the particle velocity i as follows:

vt+1
i j = vti j + c1r

t
1 j [ptbest,i − xti j ] + c2r

t
2 j [Gbest − xti j ] (34)
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In this equation:
vt+1
i j : Particle velocity i in dimension j at time t.
xti j : The position of the particle i in the dimension j at time t.
ptbest,i : The best unique position of the particle i in the dimension j in the time t.
Gbest : The best global position of the particle i in dimension j in t.
c1andc2: As cognitive and social parameters, respectively.
r t1 j and r

t
2 j : Random numbers of uniform distribution of U (0.1) at time t.

In this section, DG placement is examined using the PSO algorithm. According
to the explanations given for the two methods of gbest PSO and lbest PSO, the gbest
PSO method is used in the replacement. In addition to using the PSO algorithm,
the forward-backward sweep or Newton Raphson methods are also used to load
flow on the network in each iteration. If the purpose of the placement is to sizing
and placement in a distribution network simultaneously, the particles used in the
algorithm take the size and position simultaneously. It should be noted that in the
PSO algorithm, each particle is not a single value but contains a matrix with the
required number of dimensions. In the following, the proposed algorithm will be
explained in more detail.

Step 1: Enter the distribution network information along with the PSO algorithm
parameters. In the first step, the network information is examined, including network
load information, line intersection matrix, lines resistance and reactance, etc. Also,
PSO algorithm parameters such as the number of repetitions, number of particles,
and values of c1, c2,r1andr2 are determined.

Step 2: Consider an initial random value for the velocity and position of all the
particles. Set the counter to value 1. In this step, the proposed algorithm particles are
randomly selected in a certain range. Since the particle value indicates the size and
value of DG, therefore, the initial values are assigned to an acceptable value. Also
in this step, the value of the counter that shows the same number of repetitions will
be set to the value k = 1 or the same number of repetitions.

Step 3: Compare the value of k with the maximum value of the setting. In this
step, the value of k, which represents the same number of repetitions, is compared
to its maximum value. Processing will continue if the value of k is less than or equal
to the maximum value, but when the value of k is greater than the maximum value
of the setting, the processing is completed and the optimal position and size of the
DGs in the distribution network are delivered to output.

Step 4: Implement load flow, obtain voltage, voltage deviation, power losses,
etc. In this step, using the load flow and other available information, the amount
of network bus voltage, voltage deviation, the amount of power passing through
the lines, the amount of line power losses and other network information will be
obtained.

Step 5: Evaluate the defined objective function, calculate and save Pbest and
Gbest. In this step, the value of the defined objective function is obtained in each
iteration, and the Pbest and Gbest values are obtained for each particle based on the
value obtained for the objective function. In this research, the objective function is
defined as follows:
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Minimize
nline∑

i=1

PLoss,i (35)

where i, the line index, nline, the number of network lines, and the loss PLoss,iof line
i is shown. Given the above relationship, the main goal is to minimize total network
losses.

Step 6: Update the position and speed of the particles. In this section, according
to the values obtained in each iteration, the value of the velocity and position of the
particles for the next iteration is displayed. The update of these values is based on the
relationships expressed for the velocity and position of the particle. After the update,
the number of counters will increase by one and the processing will be repeated. The
figure shows the proposed algorithm for placement using the gbest PSO algorithm.
The above steps are described in the Fig. 15.

Hybrid GAPSO Optimization Technique

In [55], a newmethodology, hybridGAPSO(HGAPSO), is developed to optimization
of an off-grid hybrid energy system (HES). Since standard particle swarm optimiza-
tion (PSO) algorithm suffers from premature convergence due to low diversity, and
genetic algorithm (GA) suffers from a low convergence speed, in this study modi-
fication strategies are used in GAs and PSO algorithms to achieve the properties of
higher capacity of global convergence and the faster efficiency of searching. The
superiority of HGAPSO algorithm over GAs and PSO algorithms is in terms of
convergence generations and computation time. The HGAPSO algorithm combines
the advantages of swarm intelligence of the PSO algorithm and the natural selec-
tion mechanism of the genetic algorithm to increase the number of highly evaluated
agents at each iteration step. We see how the proposed algorithm works in Fig. 16.

DG placement is investigated by other intelligent algorithms such as GA [44–48],
Tabu Search [49, 50], Ant Clooney [51], Artificial Bee Colony [52], Differential
Evaluation [53] and Harmony Search [54] algorithms.

Example In the 33 bus distribution network shown in Figs. 17 and 18, do the DG
placement problem with PSO, GAPSO, and MINLP methods. For better analysis,
also specify the DG sizing system. The objective function for optimal placement
and sizing is to reduce power losses. Also, after solving the problem, compare the
voltages of each bus in both ways. Each DG can have a capacity of 0.5 to 1.5 MW.
After determining the DG placement and sizing, check the system specifications in
terms of power losses, execution time and voltage.
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Fig. 15 PSO algorithm for placement and sizing DG
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Fig. 16 Flowchart of HGAPSO algorithm
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Fig. 17 33 bus distribution system

Fig. 18 Output voltage results for the studied methods

This has been done using the MINLP method of GAMS software and Knitro
solver. The formulation for DG placement and sizing in the MINLP method is in
accordance with the reference [32]. The PSO and GAPSO methods use the Newton
Raphson load flow method to obtain power losses and voltage in each network
arrangement and explains how this method works in Sections 3-4-5. The placement
of all methods shows the same result, and according to the results, DGs should be in
the 13th, 24th, and 30th buses. The power losses of active power and execution time
in the MINLP method are less than the PSO and GAPSO. The reason for the lower
execution time is the use of the Newton Raphson load flow method to solve power
losses and voltage. In terms of voltage, the PSO method has a higher voltage profile
level due to the selection of DGs with higher capacities. Because the allowable value
set for this example is 0.95 to 1.05 p.u, voltages in the all methods are within the
allowable range in terms of voltage.Although theMINLPmethod, like the PSO, is not
guaranteed to achieve the optimal global response due to its nonlinear and non-convex
problem, theMINLPmethod performs better performance due to lower power losses
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and execution time. The PSO and GAPSO algorithm for high-dimensional networks
is not used due to the long time required to solve the problem.

6 Conclusions

This chapter first explains the advantages and disadvantages of using DGs in a distri-
bution network. DG placement methods are divided into two categories: the use
of intelligent algorithms and numerical optimization methods, and each of these
methods is described. Finally, to compare these methods, simulation for the DG
placement problem is performed with one of the numerical optimization methods
and two heuristic methods (PSO and GAPSO). The numerical optimization method
works better in terms of execution time and reducing power losses, and also allo-
cates smaller values for eachDG. PSO andGAPSOmethods also have higher voltage
profile levels due to the allocation of larger values for each DG. Therefore, the use
of numerical optimization methods in high dimensional networks is recommended.
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Abstract Flexible AC Transmission Systems (FACTS) is created higher controlla-
bility in power systems. Several FACTS-devices are introduced for various applica-
tions. The basic applications of FACTS-devices are including power flow control,
voltage control, reactive power compensation, stability improvement, power quality
improvement, flicker mitigation, interconnection of renewable and distributed gener-
ation and storages. But to achieve the maximum profit from FACTS devices, the
optimal size and location of these devices must be determined. Numerical opti-
mization method is one of the methods to achieve the optimal global solution in
optimization problems. This chapter of the book is about FACTS devices place-
ment using numerical method. This method is performed in a radial Transmission
system to minimize the power losses and improve the voltage profile. The proposed
method is tested on the standard IEEE 14-bus test system. The results of case studies
demonstrate the effectiveness of the proposed methodology.
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Abbreviations

Vi The magnitude of voltage at bus i.
Vj The magnitude of voltage at bus j.
Vm The magnitude of voltage at bus m.
Vk The magnitude of voltage at bus k.
V The load voltage.
Vser Controllable voltage source in series branch.
Vsh Controllable voltage source in parallel branch.
Pm Mechanical power.
Pik Active power flow between the two buses i and k.
Pk Active power flow between the two buses k and m.
Pm Active power flow between the two buses m and k.
Pi Active power of UPFC in node i.
Pj Active power of UPFC in node j.
Psh The shunt converter active power.
Pser The series converter active power.
PGi Active power generation.
PDi Active power consumption.
Qik Reactive power flow between the two buses i and k.
Qk Reactive power flow between the two buses k and m.
Qm Reactive power flow between the two buses m and k.
Qi Reactive power of UPFC in node i.
Qj Reactive power of UPFC in node j.
Qsh The shunt converter reactive power.
Qser The series converter reactive power.
QGi Reactive power generation.
QDi Reactive power consumption.
Xik Reactor transmission line.
δik Power transfer angle.
C The constant capacitor.
ωm The rotor speed.
δ The phase voltage of the load voltage.
M The inertia of the generator
x The decision variable.
[�X] The solution vector.
[J] The Jacobin matrix.
� The solution range.
Cj (x) The equal constraint.
Hk (x) The unequal constraint.
Fv (x) The objective function of the voltage deviation.
Fs (x) The objective function of the system overload.
FPL (x) The objective function of active power losses.
Lmn Line stability index.
VSF Voltage stability factor.
α Fire angle.
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σ Conductivity angle.
k TCSC ratio.
B Susceptance.
Y Admittance.

1 Introduction

In the past decades, the increase in demand for electricity has led to an integrated
power systemwith thermal and insulating limitations and issues such as the passageof
power over unwanted routes and stability constraints. Experts and designers of power
systems have proposed solutions to address these issues, such as the construction of a
new line, Flexible Alternating Current Transmission Systems (FACTS) in transmis-
sion and distribution, andHighVoltageDirect Current (HVDC). One of the disadvan-
tages of building a new transmission line is environmental issues, and the disadvan-
tages of HVDC are the high cost of this system. Therefore, to increase the capacity of
the transmission line and improve the stability of the system, the appropriate solution
is to use FACTS devices. The best solution is to use FACTS controllers to increase
the capacity of distribution and transmission networks. FACTS controllers control
important parameters of a transmission line (angle, voltage, current, active power, and
reactive power). Applications of FACTS include improved transient stability, small
signal stability improvement, voltage profile improvement, power losses reduction,
and reduction of inrush currents caused by transformers. The important advantages
of FACTS are shown in the Fig. 1 [1, 2].

The issue of FACTS devices is not new, as it has been built over the past 20 years
using large-scale power technology and semiconductors. Today, the most important
issue in FACTS controllers is the economic issue [1]. In addition to the applications
mentioned above, these devices are also used to manage congestion, and reduce
power losses. FACTS controllers are based on power electronics and are used in low
voltage and transmission networks as series, parallel and series–parallel compen-
sators to increase system controllability. For example, Static Synchronous Series

The most important 
benefits of FACTS

Static and dynamic VAR 
compensation 

Voltage Regulation 

Increase the stability and dynamics of the 
permanent state of the system 

Increase power 
transmission capacity 

Fault current reduction 

Transmission power 
losses reduction Power quality 

improvement 

Fig. 1 Advantages of FACTS [1, 2]
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Compensator (SSSC) and Thyristor Controlled Series Capacitor (TCSC) controllers
are used as series compensators and Static Compensator (STATCOM) and Static
Var Compensator (SVC) controllers are used as parallel compensators in the system.
FACTS devices category will be presented later in the chapter [3].

At the beginning of the chapter, we will study the numerical techniques and solu-
tions of MATLAB software, and in this section, we will explain the interval solution
and open methods. We will then discuss the FACTS devices, the classification of
FACTS controllers, the modeling, and the formulation of the optimal placement of
FACTS devices. In the last part of this chapter, we will present a test system to
analyze and simulate the optimal placement of SVC and UPFC controllers using
Newton Raphson’s numerical technique using MATLAB software.

2 Numerical Technique

Numerical analysis is widely used in the analysis of nonlinear systems in the fields of
electrical andmechanical engineering, so that theMATLABsoftware has designed its
solvers based on numerical analysis. Choosing the appropriate numerical technique
to design and analyze power systems has become an important research challenge.
Therefore, it is important to know numerical methods to solve nonlinear problems. In
this chapter, we examine the advantages and disadvantages of widely used numerical
techniques in power systems and their application in power systems. Applications of
these techniques include load flow studies, maximum power point tracking (MPPT),
optimal DG placement, and optimal FACTS devices placement. The first step in
better understanding of these methods is to classify them. Therefore, we categorize
numerical techniques into four subdivisions, taking into account their application in
power systems:

1. Interval solution methods
2. Open methods
3. Introspection
4. Numerical Integration.

Table 1 Cardiovascular
parameters [4]

Methods Accuracy Problem type Solvers

Runge–Kutta Intermediate Non-hard Ode45

Runge–Kutta Low Non-hard Ode23

Adams Low to high Non-hard Ode113

NDFs Low to
intermediate

Hard Ode15s

Rosenbrock Low Hard Ode23s

Trapezoidal rule Low Relatively hard Ode23t

TR-BDF2 Low Hard Ode23tb
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Numerical 
numerical 

techniques used in 
electrical 

engineering

Interval solution 
techniques

Introspection

Open techniques

Numerical Integration

Bisection

Regula Falsi

Lagrange

Newton forward 

Newton Raphson 

Secant

Fixed Point

Trapezoidal rule

Simpson's rule

midpoint rule

Gaussian rule

Fig. 2 Numerical techniques used in electrical engineering

In addition to the above classification, MATLAB software has also solvers based
on numerical techniques to solve difficult and non-difficult problems so that the user
can choose the appropriate solver according to the type of system. Table 1 shows the
types of MATLAB solvers. Figure 2 shows the most widely used numerical tech-
niques in the electrical industry. It is worth noting that in the studies of researchers,
interval solutionmethods and openmethods have receivedmore attention. Therefore,
the theoretical explanations of the methods of solving the interval and open methods
will be discussed.

2.1 Bisection Method [5–9]

In this method, we assume that the numbers a and b are available in the following
ways:

(a) The function f in interval [a, b] is continuous
(b) f(a) · f(b) < 0
(c) f(x) = 0 has only one root (α) in the range (a, b).

In this method, we make the sequence {xn} as follows:

lim
n→∞ Xn = α (1)
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To build this sequence, we do the following:
We first X1 consider (a+ b)/2, which divides [a, b] into two parts [a, X1] and [X1,

b]. Now, assuming case C, α is necessarily in one of these two parts. To continue,
we consider the part where α is located, where it is possible to select the desired
range through the Bolzano theorem. After selecting the desired range, we take the X2

method in the sameway and continue the same process until we reach the condition of
stopping the problem. Note that in the bisection method, the sequence is constructed
to converge to the root of the function, and it is easy to show that:

|xn − α| ≤ b − a

2n
(2)

Disadvantages include the following:

1. This numerical technique is not suitable for finding double roots.
2. Slow dynamically answer.
3. Very slow performance when finding multiple roots.

Application of this numerical method in smart networks include operation studies
in low voltage networks.

In the reference [10], a distributed bisection technique with the presence of the
small-scale resources has proposed for the economic dispatch of load on the smart
networks.

Another application of this technique in power systems is the discussion of the
MPPT in renewable sources such as wind turbines and photovoltaic systems.

In other words, this method can be used to increase the extraction capacity of the
mentioned resources [11]. In addition to electrical engineering, this technique has
many applications in other branches of engineering such as mechanics. The bisection
algorithm is shown in Fig. 3.

2.2 Regula Falsi Method [5–9]

Assume that the function f in [a, b] is continuous and that f(a)f(b) < 0 and the equation
f(x) = 0 have only one root in (a, b). Now, to find an approximation of this root,
which we call α, we action as follows. Connect the two points (a, f(a)) and (b, f(b))
with a straight line, we call the intersection of this line with the axis of the x¬ x1
which approximate of the desired root is α, now to find the value of x1, we place
point (x1, 0) in the equation of the line connecting the two points (a, f(a)) and (b,
f(b)), that is, in Eq. 3:

y − f (a)

x − a
= f (b) − f (a)

b − a
(3)

We place the point (x1, 0), so we have:
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Fig. 3 Bisection algorithm [8]

0 − f (a)

x1 − a
= f (b) − f (a)

b − a
(4)

After simplifying, we get to the following equation:

x1 = a f (b) − b f (a)

f (b) − f (a)
(5)

Now to determine x2, do the following:

1- If f(a)f(x1) < 0, then according to Bolzano’s theorem the root α is in (a, x1), so
in formula 5 instead of b, we put x1 and we have:

x2 = a f (x1) − x1 f (a)

f (x1) − f (a)
(6)

2- If f(a)f(x1) > 0, then the root is in (x1, b). So in formula 5, instead of a, we put
x1 and we have:

x2 = x1 f (b) − b f (x1)

f (b) − f (x1)
(7)

3- If f(a)f(x1)= 0 then it is clear that x1 is the desired root and the problem is solved.
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A

a

x1 x2 x3 

α

D
B C 

b 

Fig. 4 Details of Regula Falsi method [8]

Thus, a sequence of numbers is obtained that converges to the root α. As you
can see, the Regula Falsi method is convergent similar to the Bisection method.
Sometimes it works even faster than the Bisection method. Of course, the operation
of this method is more than the two-part method. See Fig. 4 for more details.

2.3 Simple Repetition or Fixed Point Method [5–9]

In this method, by applying changes in the equation f(x) = 0 to x = g(x), if α is the
root of f(x), then g(α) = α. In fact, the root of f will be a fixed point g.

Fixed point theorem:
Suppose that g : [a, b] → [a, b] function is a continuous function (g ∈ c[a, b])

in this case:

(A) g has at least one fixed point in [a, b]. In addition, if g’ is present on the interval
(a, b) and the number 0 < L < 1 is present so that we have

∣
∣g′(x)

∣
∣ ≤ L < 1

for each x in (a, b), then the constant point g in [a, b] is unique.
(B) The sequence produced by xn+1 = g(xn) that n = 0, 1, 2, 3, ... is convergent

for each x0 ∈ [a, b] to the constant point g (root f). To better understand the
fixed point technique, consider Fig. 5.

2.4 Newton Raphson Method [5–9]

This numerical technique works faster than other methods mentioned above.
However, in this method, the starting point of x0 must be close enough to the desired
root α, which is one of the disadvantages of this method. After explaining how this
method works, you will clearly see that there is a special case of the simple repetition
method mentioned. Now, with the help of Fig. 6, we will describe this method.

If x0 is approximate to the desired root, α. As you can see in the figure, we draw
the tangent line of the curve f(x) at point A to the coordinates (x0, f(x0)). We call the
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αx2 x1 x0 

A

B

y1 = x 

y2 = g(x) 

x1 = g(x0) 

x2 = g(x1) 

Fig. 5 Details of fixed point method [8]

α

(x0, f(x0)) (x1, f(x1)) 

(α, f(α) 0= ) 

Fig. 6 Newton Raphson method [8]

location of this line the axis of length x1. In fact, by placing a point (x1, 0) in Eq. 8
and continuing this process, we achieve a repetitive design of Newton method (9).

y − f (x0) = f ′(x0)(x − x0) (8)

So we will have:

x1 = x0 − f (x0)

f ′(x0)
...

xn+1 = xn − f (xn)

f ′(xn)
(9)
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Fig. 7 Newton Raphson algorithm [8]

Given the Eq. 10, it is clear that Newton’s method is a special case of the simple
repetition method.

g(x) = x − f (x)

f ′(x)
(10)

Newton Raphson method is shown in Fig. 7.

2.5 Secant Method [5–9]

First, consider the Eq. 11, which is the derivative definition.
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lim
x→xn

f (xn) − f (x)

xn − x
= f ′(xn) (11)

If the value of x is close to the value of xn, for example, xn-1, then:

f (xn) − f (xn−1)

xn − xn−1
= f ′(xn) (12)

In the Newton formula, we use Eq. 12 instead of f ‘(xn), and after simplification,
we will have:

xn+1 = xn−1 f (xn) − xn f (xn−1)

f (xn) − f (xn−1)
(13)

Note that we need the values initial two of x0 and x1 in the Secant method for
calculating xn. Then the rest of the sequence of sentences is easily obtained through
Eq. 13. The Secant method is not necessarily convergent and is slower than Newton
in terms of speed, but much faster than the Bisection method and the Regula Falsi
technique. Note Fig. 8 for further explanation.

One of the most important issues in smart grids is the discussion of MPPT from
renewable sources such as photovoltaic systems and wind turbine systems. Because
the mentioned sources are facing uncertainties such as the amount of sunlight and
wind speed. In recent years, many studies and researches have been done in the field
of MPPT in low voltage networks.

The researcher in the reference [11] used numerical techniques to investigate the
tracking of the MPPT in photovoltaic systems. Figure 9 shows the MPPT controller
for a photovoltaic systemandFig. 10 shows the performance of numerical techniques.

Numerical optimization methods can ensure the global optimal solution. Also,
used methods in [12–15] are to achieve global optimal.

(xn-1, f(xn-1)) 

(xn, f(xn)) 

(xn+1, 0) 

(xn+1, f(xn+1) 

Fig. 8 Secant method [8]
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Fig. 10 Performance of numerical techniques [11]
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3 FACTS Devices

The flow of active and reactive power (the flow of current leads to the flow of power.)
In a transmission line between the two buses i and k shown in Fig. 11 of the Eqs. 14
and 15 are calculated [16]:

Pik = −Pki = ViVk

xik
sin(δi − δk) (14)

Qik = 1

xik
[V 2

i − ViVk cos(δi − δk)] (15)

Vi and Vk The magnitudes of the bus voltages i and k.
Xik Reactor Transmission Line.
δik power transfer angle.

FACTS controllers are divided into three classes based on the type of compen-
sation, series (injecting voltage into the system in series), parallel (their connection
is parallel and at the connection point, the current is injected into the system) and
series–parallel are classified. The effect of some FACTS controllers on Eq. 14 is
shown in Fig. 12 [16].

The classification of FACTSdevice controllers, the structure of the famousFACTS
machines, and the use of the famous FACTS devices are shown in Figs. 13, 14
and 15, respectively. So, SSSC, Interline Power Flow Controller (IPFC), TCSC,
Thyristor Switched Series Capacitor (TSSC), Thyristor Controlled Series Reactor

xik 

Vi <δi Vk <δk 

Fig. 11 Active and reactive power flow

Pik 

Vi Vk

xik

sin (δi-δk) 

UPFCTCSC

SVC TCVR TCPST

Fig. 12 Effect of FACTS controllers [16]



Numerical Methods for Power System Analysis … 991

Famous FACTS controllers

Series Series-Parallel 

SSSC 

IPFC 

TCSC 

TSSC 

TCSR

TSSR

UPFC 

TCPST 

TCPA

IPC

Parallel

SVC

STATCOM

SMES

BESS

SSG

TSC

TSR

TCR

Other controllers 

TCVL 

TCVR 

Fig. 13 FACTS controllers’ classification [2]

(TCSR), Thyristor Switched Series Reactor (TSSR), SVC, Thyristor Controlled
Reactor (TCR), Thyristor Switched Reactor (TSR), Thyristor Switched Capacitor
(TSC), STATCOM, Static Synchronous Generator (SSG), Battery Energy Storage
System (BESS), SuperconductingMagnetic Energy Storage(SMES),UPFC, TCPST,
Thyristor Controlled Phase Angle Regulator (TCPAR), Interphase Power Controller
(IPC), Thyristor Controlled Voltage Limiter (TCVL) and TCVR are specified in the
figures.

3.1 Power System Modeling

The first step in the study of power systems, such as the optimal placement of FACTS
controllers, is to provide the correct model of the system under study. In other words,
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Fig. 14 The structure of the famous FACTS devices [17]
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Fig. 15 Application of well-known FACTS devices [17]
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if the model is not presented correctly, the objectives of the studies will not be
achieved.

The mathematical model of the power system shown in Fig. 16 is defined in
Eqs. 16–23 [18, 19].

δ̇m = ωm

Mω̇m = Pm − dmωm + E2
mYm Sin θm + EmYmV Sin (δ − δm − θm) (16)

kqwδ̇ = −kqV 2V
2 − kqV + Q(δm, δ, V ) − Q0 − Q1 (17)

T kqωkpv V̇ = kpωkqv2V
2 + (kpωkqv − kqωkpv)V

+ kqw(P(δm, δ, V ) − P0 − P1)

− kpω((Q(δm, δ, V ) − Q0 − Q1) (18)

P(δm, δ, V ) = (Y ′
0 Sin θ ′

0 + Ym Sin θm)V 2

− EmYmV Sin (δ − δm + θm)

− E ′
0Y

′
0V Sin (δ + θ ′

0) (19)

Q(δm, δ, V ) = −(Y ′
0 Cos θ ′

0 + Ym Cos θm)V 2

+ EmYmV Cos (δ − δm + θm)

+ E ′
0Y

′
0V Cos (δ + θ ′

0) (20)

E ′
0 = [1 + C2Y−2

0 − 2CY−1
0 Cos θ0]− 1

2 (21)

Y ′
0 = Y0[1 + C2Y−2

0 − 2CY−1
0 Cos θ0] 1

2 (22)

θ ′
0 = θ0 + tan−1

{

CY−1
0 Sin θ0

1 − CY−1
0 Cos θ0

}

(23)

The mathematical model of the load is shown in Eq. 24 [18]:

Fig. 16 Power system model [18]
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{

P = P0 + P1 + kpωδ̇ + kpvV + kqv2V 2

Q = Q0 + Q1 + kqωδ̇ + kqvV + kqv2V 2 (24)

C represents the constant capacitor, V represents the load voltage, δ represents
the phase voltage of the load voltage, ωm the rotor speed, δm the phase angle of the
generator, M the inertia of the generator, dm dumping and Pm express the mechanical
power [18, 19].

3.2 SVC Modeling

In this device, changing of load and topology of the systemwill affect the bus voltage.
Therefore, in case of improper control, the voltage will drop and may even lead to
network collapse. Conventional devices such as capacitors, reactors (conventional
devices controlled by mechanical switching), and rotating synchronous condenser
can be used to adjust the voltage of the buses that are out of range. The injection or
absorption of reactive power is automatically adjusted by the SVC and the rotating
synchronous condenser to keep the voltage across the buses constant. SVC is a
combination of capacitive and induction banks with thyristor control or mechanical
switching control as shown in Fig. 7. To conduct numerical studies, SVC is classified
into two models [20]:

1. shunt variable susceptance model
susceptance is considered as a mode variable in a state-space equations and
formulations. The shunt variable susceptance model is shown in Fig. 17 [21, 22].

2. Fire angle model
Fire angle is considered as a mode variable in Eqs. and formulations. The fire
angle model is shown in Fig. 18 [21, 22].

Figure 19 shows the dynamic characteristics and the steady-state voltage and
current of the SVC controller. In the SVC controller, we only exchange reactive
power. Therefore, the susceptance, current, and reactive power are changed to adjust
the voltage according to a desirable characteristic with a suitable slope (slope value
is usually considered between 1 and 5%) [21].

The amount of slope depends on the desired voltage (the optimum voltage is
defined in the controllable area), the production of reactive power between different

Fig. 17 Variable
susceptance model [21, 22]

α BSVC 

BusV
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jXL 

Th1
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-jXC 

Th2
α

α

V Bus

Fig. 18 Fire angle model [21, 22]

Voltage

Bmin 

Bmax 

Iset Imax Imin 

Steady State Characteristics

Dynamic Characteristics

Fig. 19 Dynamic characteristics, steady state mode voltage, and SVC current controller [21]

sources (considering optimal conditions for the system), and attention to other needs
of the system. Figure 19 shows that the SVC compensates for the reactive power in
the system in a capacitive region such as a shunt capacitor and in an inductive section
such as a shunt reactor. In the following, we provide a numerical analysis of the fire
angle model and the variable susceptance model of the SVC controller (considering
sine voltage). The ISVC is defined according to Eq. 25 [21].

ISVC = − j BSVCVk (25)

XTCR is defined according to Eq. 26 [21, 22].

XTCR = πXL

σ − sin σ
(26)

We know that XL = ωL , now we have a Eq. by placing σ = 2(π − α) [21, 22].
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XTCR = πXL

2(π − α) + sin(2α)
(27)

In the Equations mentioned, σ indicates conductivity, and α indicates fire angles.
If α = 90, the TCR will be fully conductive. In other words, XTCR will be equal to
XL. If α = 180, the TCR conductivity will be zero, and the reactance will be infinite.
SVC reactance is a combination of a capacitor and TCR reactance listed in Eq. 28
[21, 22].

XSVC(α) = πXC XL

XC [2(π − α) + sin 2α] − πXL
(28)

We know that XC = 1
ωC , then we define QK according to Eq. 29 [21, 22].

Qk = −V 2
k

{
XC [2(π − α) + sin 2α

πXC XL

}

(29)

On the other hand, the SVC equivalent susceptance is defined according to Eq. 30
[21, 22]:

BSVC = − 1

XSVC
(30)

3.2.1 Power Flow Model

The equations for the linearized power flow of the SVC controller are shown in Table
2 based on the shunts variable susceptance models and fire angle [20, 23].

Table 2 The shunt variable susceptance models and fire angle [20, 23]

Model Description

Shunt variable susceptance
Bi+1
SVC = Bi

SVC +
(

�BSVC
BSVC

)i
Bi
SVC[

�Pk

�Qk

]i

=
[

0 0

0 Qk

]i[
�θk

�BSVC/BSVC

]i

Fire angle ∂Qk

∂α
= 2V 2

k

XL
(cos(2α) − 1)

αi+1 = αi + �αi

Beq = − XL − XC
π

(2(π − α) + sin(2α))

XC XL

[

�Pk

�Qk

]i

=
[

0 0

0 ∂Qk
∂α

]i[
�θk

α

]i
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3.2.2 SVC Controller Model

The SVC diagram block with a classic PI controller is shown in Fig. 20. XSVC is
modified using fire angle control (this change is done with the help of a classical
controller) to adjust the voltage within the allowable range [21, 22].

According to the figure above, the state equations Ẋ1SVC , Ẋ2SVC , and Ẋ3SVC

according to Eq. 31 are defined [21, 22].

Ẋ1SVC = 1

Tm
[VSVC(1 + K X3SVC) − X1SVC ]

Ẋ2SVC = KI
[

Vref,SVC − X1SVC
]

Ẋ3SVC = 1

Tc

[

X2SVC + KP(Vref,SVC − X1SVC) − X3SVC
]

(31)

QSVC reactive power is expressed according to Eq. 32 [21]:

QSVC = V 2
SVC X3SVC (32)

In the following, we will perform the Eqs. 31 and 32 [21, 22]:

�QSVC = 2VSVC0�VSVC X3SVC0 + V 2
SVC0�X3SVC

�Ẋ1SVC = 1

Tm
[�VSVC(1 + K X3SVC0) + VSVC0K�X3SVC − �X1SVC ]

�Ẋ2SVC = KI (�Vref,SVC − �X1SVC)

�Ẋ3SVC = 1

TC

[

�X2SVC + KP(�Vref,SVC − �X1SVC) − �X3SVC
]

(33)

Finally, we will have the Eq. 34 [21, 22]:

K -BSVC 

KP 

Bref,SVC BSVC 

X3SVC 

X2SVC 

ISVC VSVC VSVC 

Vref,SVC  

X1SVC 

1
1+sTm 

1
1+sTmKI 

s

Fig. 20 Dynamic characteristics and constant voltage mode—SVC current controller [21, 22]
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⎡

⎢
⎣

�Ẋ1SVC
�Ẋ2SVC
�Ẋ3SVC

⎤

⎥
⎦ =

⎡

⎢
⎣

−1
Tm

0 KVSVC0
Tm

−KI 0 0
−KP
TC

1
TC

−1
TC

⎤

⎥
⎦

⎡

⎢
⎣

�X1SVC
�X2SVC
�X3SVC

⎤

⎥
⎦ +

⎡

⎢
⎣

1
Tm

(1 + K X3SVC0)

0
0

⎤

⎥
⎦

[

�VSVC
]

(34)

Equation 34 can be summarized in the form of Eq. 35 [21, 22]:

�Ẋ SVC = ASVC�XSVC + BSVC�VSVC (35)

3.2.3 SVC Connection in Multi-machine Power Systems

Equilibrium power equations for the optimal placement of the SVC controller in
multi-machine power systems are defined according to Eq. 36 [21, 22].

PSVCi + PLi (Vi ) −
n

∑

k=1

ViVKYik cos(θi − θk − αik) = 0

i = m + 1, ..., n

QSVCi + QLi (Vi ) −
n

∑

k=1

ViVkYik sin(θi − θk − αik) = 0

i = m + 1, ..., n (36)

After the linearization of the above equations, the Eq. 37 is obtained [21, 22].

DSVC�XSVC + D1�Vg + D2SVC�Vl = 0

D2SVC = CSVC + D2 (37)

Considering the SVC controller, the DAE model is defined according to Eq. 38
[21, 22]:

⎡

⎢
⎢
⎣

�Ẋ
�Ẋ SVC

0
0

⎤

⎥
⎥
⎦

=

⎡

⎢
⎢
⎣

A1 mod P1SVC A2new A3new

P2SVC ASVC P3SVC BSVCnew

K2 P4SVC K1new C4new

G1 DSVC D1new_SVC D2new_SVC

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

�X
�XSVC

�z
�v

⎤

⎥
⎥
⎦

+

⎡

⎢
⎢
⎣

E
0
0
0

⎤

⎥
⎥
⎦

�U

�Ẋsys_svc = Asys_svc�Xsys_svc + ESVC�U

ASY S_SVC = ASV 1 − (ASV 2 ∗ (inv(ASV 4) ∗ ASV 3)

ASV 1 =
[

A1 mod P1svc
P2svc ASVC

]

, ASV 2 =
[

A2new A3new

P3svc Bsvcnew

]
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ASV 3 =
[

K2 P4svc
G1 DSVC

]

, ASV 4 =
[

K1new C4new

D1new_svc D2new_svc

]

(38)

3.3 TCSC Modeling

Asmentioned in the FACTS devices, the TCSC controller is a series of compensators
and increases the transmission capacity by changing the appearance impedance of
the transmission line. The structure of the TCSC series controller is shown in Fig. 21.
The XTCSC steady-state impedance is defined by Eq. 39 [21].

XTCSC (α) = XC XL(α)

XL(α) − XC
(39)

XL (α) is defined according to Eq. 40 [21]:

XL(α) = XL
π

π − 2α − sin 2α
, XL ≤ XL(α) ≤ ∞ (40)

3.3.1 TCSC Controller Model

The TCSC controller is very similar in structure to the FC-TCR SVC controller.
Equivalent impedance is presented for this series compensator in Eq. 41 [21, 22].

XTCSC = XC

[

1 − k
k2−1 .

σ+sin σ
π

+
4.k2. cos2(σ/2)

π(k2−1)2 .(k tan kσ
2 − tan σ

2

]

(41)

jXL 

Th1

-jXC 

Th2α

α

Bus k

Vk 

Bus m

Vm 

TCSC

Fig. 21 TCSC series controller structure [21]
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Fig. 22 Equivalent reactance to the SVC controller [22]

α: Fire angle.
σ: conductivity angle.
k: TCSC ratio.

The TCSC controller usually operates in the capacitor area. A very important
point in the series controllers is the resonance. Figures 22 and 23 show the equivalent
reactance and susceptance of SVCandTCSCcontrollers, respectively. The resonance
in the SVC controller does not appear to be a problem, but in the TCSC series
controller, a range must be defined for the fire angle. Therefore, the fire angle range
for the TCSC controller is defined by considering the resonance point according to
Eq. 42 [22]:

αres ≤ α ≤ 180◦ (42)

3.3.2 TCSC Controller Model

As Fig. 24, the TCSC controller is located between bus k and m. If the TCSC
controller losses are neglected, the power equilibrium and BTCSC equations are
defined according to Eq. 43 [21].

Pk = VkVmBTCSC sin(θk − θm)

Qk = V 2
k BTCSC − VkVmBTCSC cos(θk − θm)
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Fig. 23 Equivalent reactance to the TCSC controller [22]

Fig. 24 TCSC connection in multi-machine power systems [21]

Pm = VkVmBTCSC sin(θm − θk)

Qm = V 2
m BTCSC − VkVmBTCSC cos(θm − θk)

BTCSC = −π(k4 − 2k2 + 1) cos k(π − α)/
⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

XC(πk4 cos k(π − α)

−π cos k(π − α)−
2k4α cos k(π − α)

+2αk2 cos k(π − α)

−k4 sin 2α cos k(π − α)

+k2 sin 2α cos k(π − α)

−4k3 cos2 α sin k(π − α)

−4k2 cosα sin α cos k(π − α)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(43)
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Table 3 Control strategies
for TCSC [21, 22]

Number The name of the control strategy Description

1 Reactance control Bset − BTCSC = 0

2 Power control Pset − P = 0

3 Current control Iset − I = 0

4 Transmission angle control δset − δ = 0

KP 

X2TCSC 

Pm 

P

α

X1TCSC 
αref

α0

Δα

KI 
s

1
1+sTC1

Fig. 25 Block diagram of the TCSC controller with the PI controller [21, 22]

Table 3 are shown 4 control strategies for TCSC in [21, 22].
Each of the strategies listed in the table above can be used to achieve TCSC

controller goals. Here are some numerical studies of the power control strategy.
Figure 25 shows the block diagram of the TCSC controller with the PI controller
[21, 22].

X2TCSC , Ẋ2TCSC and Ẋ1TCSC are defined according to Eq. 44 [21, 22].

X2TCSC = KI

S
(Pset − P)

Ẋ2TCSC = KI Pset − KI P

Ẋ1TCSC = −X1TCSC

TC1
+ X2TCSC

TC1
+ KP Pset

TC1
− KP P

TC1
+ α0

TC1
(44)

After linearization we will have [21, 22]:

�ẊTCSC = ATCSC�XTCSC + BTCSC

⎡

⎢
⎢
⎣

�θk

�Vk

�θm

�Vm

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

�Pk
�Qk

�Pm
�Qm

⎤

⎥
⎥
⎦

= CTCSC�X1TCSC + DTCSC

⎡

⎢
⎢
⎣

�θk

�Vk

�θm

�Vm

⎤

⎥
⎥
⎦

(45)

The DAE model of the TCSC controller is defined by Eq. 46 [21, 22].
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⎡

⎢
⎢
⎢
⎣

�Ẋ
�ẊTCSC

0
0

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

A1 mod P1TCSC A2new Anew
P2TCSC ATCSC BTCSC1new BTCSCnew

K2 P4TCSC K1new C4new
G1 CTCSC D1new_TCSC D2new_TCSC

⎤

⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎣

�X
�XTCSC

�z
�v

⎤

⎥
⎥
⎥
⎦

+
⎡

⎢
⎣

E
0
0

⎤

⎥
⎦ + �U

(46)

As a result, we will have [21, 22].

�Ẋ SY S_TCSC = ASY S_TCSC�XSY S_TCSC + ETCSC�U

ASY S_TCSC = ATC1 − (ATC2 ∗ inv(ATC4)) ∗ ATC3)

ATC1 =
[

A1 mod P1TCSC

P2TCSC ATCSC

]

ATC2 =
[

A2new Anew

BTCSC1new BTCSCnew

]

ATC3 =
[

K2 P4TCSC

G1 CTCSC

]

ATC4 =
[

K1new C4new

D1new_TCSC D2new_TCSC

]

(47)

3.4 UPFC Modeling

As shown in Fig. 26, the UPFC Series–Parallel Controller consists of two series and
parallel converters connected by a DC link [24].

Fig. 26 UPFC structure [24]
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Fig. 27 UPFC injection model [24]

In the following, we will study UPFC numerical studies using Newton Raphson
method. According to Fig. 27, the UPFC equivalent circuit consists of two ideal
voltage sources. Zser and Zsh represent the series and parallel impedance, respec-
tively, and consist of a positive sequence of leakage resistance and inductance. The
relationship between ideal voltage sources is expressed in Eq. 48 [24, 25].

Vser = Vser (cos θser + j sin θser )

Vsh = Vsh(cos θsh + j sin θsh) (48)

According to the injection model (equivalent circuit) UFPC, Eqs. 49 and 50
introduce the limitations of Vser and �ser, respectively [24, 25]:

Vser min ≤ Vser ≤ Vser max (49)

0 ≤ θser ≤ 360 (50)

According to the UFPC equivalent circuit, Eqs. 51 and 52 show the constraints of
Vsh and �sh, respectively [24, 25].

Vshmin ≤ Vsh ≤ Vshmax (51)

0 ≤ θsh ≤ 360 (52)

According to the above equations, the equations for active and reactive power of
UPFC in node i are given in Eqs. 53 and 54, respectively [24, 25]:

Pi = V 2
i Gii + ViVj

(

Gi j cos(δi − δ j )

+Bi j sin(δi − δ j )

)

+ ViVsh

(

Gi j cos(δi − θser )

+Bi j sin(δi − θser )

)

+ ViVsh

(

Gsh cos(δi − θsh)

+Bsh sin(δi − θsh)

)

(53)
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Qi = −V 2
i Bii + ViVj

(

Gi j sin(δi − δ j )

−Bi j cos(δi − δ j )

)

+ ViVser

(

Gi j sin(δi − θser )

−Bi j cos(δi − θser )

)

+ ViVsh

(

Gsh sin(δi − θsh)

−Bsh cos(δi − θsh)

)

(54)

The Eqs. of active and reactive power ofUPFC in node j are also defined according
to Eqs. 55 and 56 [24, 25].

Pj = V 2
j G j j + VjVi

(

Gi j cos(δ j − δi )

+Bi j sin(δ j − δi )

)

+ VjVser

(

G j j cos(δ j − θser )

+Bj j sin(δ j − θser )

)

(55)

Q j = −V 2
j B j j + VjVi

(

Gi j sin(δ j − δi )

−Bi j cos(δ j − δi )

)

+ VjVser

(

G j j sin(δ j − θser )

−Bj j cos(δ j − θser )

)

(56)

The shunt converter reactive and active power relations are described in the
following equation [24, 25].

Psh = −V 2
shGsh + VshVi

(

Gsh cos(θsh − δi )

+Bsh sin(θsh − δi )

)

(57)

Qsh = V 2
sh Bsh + VshVi

(

Gsh sin(θsh − δi )

−Bsh cos(θsh − δi )

)

(58)

The active power relation of the series converter is introduced in the following
equation [24, 25]:

Pser = −V 2
serG j j + Vser Vi

(

Gi j cos(θser − δi )

+Bi j sin(θser − δi )

)

+ Vser Vj

(

G j j cos(θser − δ j )

+Bj j sin(θser − δ j )

)

(59)

The reactive power relative of the series converter is introduced in the following
equation [24, 25]:

Qser = −V 2
ser B j j + Vser Vi

(

Gi j sin(θser − δi )

−Bi j cos(θser − δi )

)

+ Vser Vj

(

G j j sin(θser − δ j )

−Bj j cos(θser − δ j )

)

(60)

Yii, Yjj, Yij, andYser admittances are defined according to the following equations:
[24]:
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Yii = Gii + j Bii = Z−1
ser + Z−1

sh

Y j j = G j j + j B j j = Z−1
ser

Yi j = Y ji = Gi j + j Bi j = −Z−1
ser

Yser = Gser + j Bser = −Z−1
sh (61)

Assuming low switching losses of series and parallel converters, the following
equation will be established [24, 25]:

Pser + Psh = 0 (62)

In the next step of the study, we must combine the linearized power equations of
the FACTS controller with the linear equations of the system (the rest of the network).
Therefore, the following equation is defined [24]:

f (x) = [J ][�x] (63)

[ f (x)] = [

�Pi �Pj �Qi �Q j �Pi j �Qi j �Pbb
]T

(64)

In the mentioned relationship, [�X] the solution vector, [J] the Jacobin matrix
and�Pbb matrixes of the incompatibility of the power obtained from the Eq. 62. The
solution vector is defined according to Eq. 65 [24].

[�x] =
[

�δi �δ j
�Vsh
Vsh

�Vj

Vj
�θser

�Vser
Vser

�θsh

]T
(65)

Jacobin matrix is given according to [24, 25] in Eq. 66:

J =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂Pi
∂δi

∂Pi
∂δ j

∂Pi
∂Vsh

Vsh
∂Pi
∂Vj

Vj
∂Pi
∂θser

∂Pi
∂Vser

Vser
∂Pi
∂θsh

∂Pj

∂δi

∂Pj

∂δ j
0 ∂Pj

∂Vj
Vj

∂Pj

∂θser

∂Pj

∂Vser
Vser 0

∂Qi

∂δi

∂Qi

∂δ j

∂Qi

∂Vsh
Vsh

∂Qi

∂Vj
Vj

∂Qi

∂θser

∂Qi

∂Vser
Vser

∂Qi

∂θsh
∂Q j

∂δi

∂Q j

∂δ j
0 ∂Q j

∂Vj
Vj

∂Q j

∂θser

∂Q j

∂Vser
Vser 0

∂Pi j
∂δi

∂Pi j
∂δ j

0 ∂Pi j
∂Vj

Vj
∂Pi j
∂θser

∂Pi j
∂Vser

Vser 0
∂Qi j

∂δi

∂Qi j

∂δ j
0 ∂Qi j

∂Vj
Vj

∂Qi j

∂θser

∂Qi j

∂Vser
Vser 0

∂Pbb
∂δi

∂Pbb
∂δ j

∂Pbb
∂Vsh

Vsh
∂Pbb
∂Vj

Vj
∂Pbb
∂θser

∂Pbb
∂Vser

Vser
∂Pbb
∂θsh

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(66)

The initial conditions of the series and parallel sources are shown in Eqs. 67 and
68, respectively [24].

θ0
ser = tan−1

(
Pjre f

C I

)
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V 0
ser =

(

Xser

V 0
j

)
√

P2
jre f + C I 2

C I = Q jre f − Vj

Xser
(V 0

j − V 0
i ) i f V 0

j 	= V 0
i

C I = Q jre f i f V 0
j = V 0

i (67)

θ0
sh = − sin−1

(

(V 0
i − V 0

j )V
0
ser Xsh sin(θser )

V 0
shV

0
i Xser

)

(68)

4 Formulation the Problem of FACTS Devices Placement

To solve the problem of economic placement of FACTS controllers in power systems,
the objective functions and constraints of the problem must first be determined.
Therefore, we will describe the mentioned cases [26].

4.1 Objective Functions

Important objective functions in FACTS controller placement studies include voltage
deviation, system overload, and active power losses. In other words, we are dealing
with a multi-objective optimization problem when discussing the placement of
FACTS devices. Formulation of a multi-objective optimization problem in Eq. 69 is
given in which x is the decision variable, � is the solution range, Cj (x) is the equal
constraint, Hk (x) is the unequal constraint, Fv (x) is the objective function of the
voltage deviation, Fs (x) is the objective function of the system overload and FPL (x)
is the objective function of active power losses [26].

Min F(x) = [FV (x), FS(x), FPL(x)]
Subject to x ∈ �

C j (x) = 0 j = 1, ..., n

Hk(x) ≤ 0 k = 1, ..., p

FV =
∑

i

∣
∣
∣Vi − V ref

i

∣
∣
∣

2

FS =
∑

j

(
Sj

Smax
j

)2

FPL =
∑

i

PLi (69)
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4.2 Constraints

Constraints on the optimal placement of FACTS controllers to two categories of
equality constraints (e.g. active power equilibrium) and unequal constraints (e.g.
allowable voltage range, reactive power output limit, FACTS devices limitations
such as compensation range) Are divided [26].

4.2.1 Equality Constraints

In Eq. 70, the equilibrium of active and reactive power is mentioned [26]:

PGi − PDi −
N

∑

j=1

Vj [Gi j cos(θi j ) + Bi j sin(θi j ) = 0

QGi − QDi −
N

∑

j=1

Vj [Gi j sin(θi j ) − Bi j cos(θi j ) = 0 (70)

4.2.2 Inequality Constraints

In Eq. 71, the limitation of reactive power generation and in Eq. 72 the limitation of
some FACTS controllers such as SVC, TCSC and UPFC are given [26].

Qmin
Gi < QGi < Qmax

Gi f or i = 1,
, N (71)

For SVC Qmin
C < QSVC < Qmax

C

For TCSC rmin < rTCSC < rmax

For U PFC γmin < γ < γmax

and Qmin
C < Qconv1 < Qmax

C (72)

The objective functions used to optimally placement of FACTS devices in
researchers’ studies are shown in Fig. 28 [17].

4.3 Optimal Placement of TCSC, SVC, and UPFC

The correct choice of bus and line in the system under study to optimal placement
of the FACTS devices controllers such as SVC, TCSC, and UPFC depends on the
network structure. For example, SVCs (TCR, TSR, and TSC) are used to correct
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Fig. 28 Objective functions for optimal placement of FACTS devices [17]

the total reactive power flow between buses. TCSCs are commonly used to change
line impedance to control the power flow in transmission lines. UPFC, as shown in
Fig. 15, is a complete controller and is used to improve voltage and increase line
capacity [27].

TCSCs are used asFACTSdevices series controllers using theLmn index specified
in weak lines. Lmn is one of the appropriate indicators that can be analyzed in lines
that are unstable. This indicator says that if Lmn is equal to one, the state of the
critical line is. If Lmn is less than one, it indicates the stable state of the line. The
Lmn index is given in Eq. 73 [27, 28].

Lmn = 4XQr

[VsSin(θ − δ)]2 (73)

x represents the line, Qr indicates the demand for reactive power, Vs indicates the bus
voltage of the sending side, � indicates the difference between the bus angles, and δ

indicates the impedance angle. The optimal placement of the SVC controller, which
is connected in parallel, is done by analyzing the PV curves. It should be noted that
PV curves are made using the CPF technique. The predictive and correction scheme
used in CPF is shown in Fig. 29. Optimal placement by UPFC is done on lines where
the high active power flow has, it should also be noted that UPFCs are placed at the
beginning of the buses to play their role as a complete FACTS devices series–parallel
controller [27, 29].
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Fig. 29 Predictive and correction scheme used in CPF [29]

The objective functions and the optimal location and size limitations of FACTS
devices [27] are shown in Table 4:

Table 4 The objective functions and the optimal location and size limitations of FACTS devices
[27]

Number Objective function Description

1 min{CPL + CFACT S}
CPL = (Active Power loss) × (0.09$/Kwh) × 365 × 24

CFACT S = CTCSC + CSVC + CUPFC

CPL: the cost of
active loss
function
CFACTS: the cost
function of the
FACTS devices

2 CTCSC = 0.0015t2 − 0.7130t + 153.75( $
KV Ar ) CTCSC: cost

function of TCSC

3 CSVC = 0.0003s2 − 0.3051s + 127.38( $
KV Ar ) CSVC: cost

function of SVC

4 CUPFC = 0.0003u2 − 0.2961u + 188.22( $
KV Ar ) CUPFC: cost

function of UPFC

Number Constraints Description

1 0.95 ≤ Vj ≤ 1.05 Bus voltage limit

2 Smin ≤ SL ≤ Smax Thermal limit

3 Qg,min ≤ Qg ≤ Qg,max Reactive power
limit of
generators

4 Ti,min ≤ Ti ≤ Ti,max Transformer tap
setting limit

5 −0.9 ≤ ZSVC ≤ 0.9(pu) SVC size limit

6 −0.8XL ≤ XTCSC ≤ 0.2XL (pu) TCSC size limit
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Example 1: In the 14-bus distribution system is shown in Fig. 30, the 5 SVCs
placement perform with a capacity of 5 MW. Then, the SVCs place in the selected
locations. Compare the voltage profile with SVC mode. Perform the placement with
the Newton Raphsonmethod to improve the voltage profile. Select buses to be placed
in buses without any power plant. Then place the SVC in the selected locations and
use Newton Raphson method to check the system’s performance in terms of voltage
and power losses before and after the SVC.

Solution: In this example, the SVC was replaced to improve the voltage profile.
The proposed method is that to placement the first bus voltages are obtained by
Newton–Raphson method. Then, according to the obtained voltages, 5 buses with
the lowest voltage are selected for SVC installation. The buses selected for placement
are: 4-5-10-13-14. Then, to check the performance of SVC in the system, we put
the information about SVC in the base system. By placing SVC in these buses and
comparing the voltage before and after SVC as shown in Fig. 31, we see that the

1 

2 3 

4 5 

6 

7 8 

9 10 11 

12 

13 14 

Fig. 30 IEEE 14-bus test system
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Fig. 31 Voltage profile before and after SVC placement

voltage has improved significantly that indicate suitable performance of in improving
system voltage levels. The active and reactive power losses without SVC mode
are 13,393 MW and 54.54 MVAR respectively. While the power losses after SVC
installation are 13,345MWand 54.22MVAR.By adding SVC, 48MW is reduced for
the active power and 320 kVAR for reactive power, indicating suitable performance
of SVC in reducing system power losses. To better check the voltage profile, we
can check the voltage stability indices in offline in both cases using the following
relationships:

V SFi+1 = (2Vi+1 − Vi ) (74)

V SF =

Nb∑

i=2
V SFi+1

(Nb − 1)
(75)

That VSF is: Voltage stability Factor. Considering the above two equations, we
check the voltage stability in each case with and without SVC. without SVC mode,
VSF is 1.0514 p.u. While in SVC mode, the VSF increases by 1.0625 p.u.

Example 2: In Fig. 30, install one UPFC with the goal of improving the voltage
profile. Then draw the voltage profile before and after the placement. Also determine
the active and reactive power losses before and after the placement UPFC using the
Newton Raphson method.
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Fig. 32 Voltage profile before and after UPFC placement

Solution: The optimal place for UPFC is selected in the line between buses 2
and 5. The voltage profile before and after placing the UPFC is shown in Fig. 32.
The voltage is improved significantly after installing UPFC. The active and reactive
power losses without UPFC mode are 13,393 MW and 54.54 MVAR respectively,
While the power losses after installation of UPFC are 13,368MW and 54.38MVAR.

5 Conclusions

In this chapter, first the benefits of FACTS devices have been studied and proposed as
a suitable solution for improvement of power system characteristics. Thenmathemat-
ical modeling of some widely used FACTS devices such as SVC, TCSC and UPFC
are described. In the following, numerical optimization methods for FACTS devices
analysis are presented. Numerical optimization methods in many cases can ensure
global optimization. Among the introduced methods, one of the most widely used
methods in studies of power system is the Newton Raphson method. The important
functions and constraints in the discussion of placement and modeling of FACTS
devices are presented in this chapter for controlling power flow, regulating the bus
voltage and reducing of power losses. TheNewton Raphsonmethod is considered for
the equation solving of the objective functions. Finally, to demonstrate the advantage
of FACTS devices, simulations for SVC and UPFC are performed on the IEEE 14
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bus system. According to the results, optimal placement of FACTS devices improves
most of the power system specifications.
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