
Jacob Moran-Gilad
Yael Yagel   Editors

Application 
and Integration 
of Omics-powered 
Diagnostics in 
Clinical and Public 
Health Microbiology



Application and Integration of Omics-Powered 
Diagnostics in Clinical and Public Health 
Microbiology



Jacob Moran-Gilad  •  Yael Yagel
Editors

Application and Integration  
of Omics-Powered  
Diagnostics in Clinical  
and Public Health  
Microbiology



ISBN 978-3-030-62154-4        ISBN 978-3-030-62155-1  (eBook)
https://doi.org/10.1007/978-3-030-62155-1

© Springer Nature Switzerland AG 2021
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of 
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, 
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information 
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology 
now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the 
editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

Editors
Jacob Moran-Gilad
Ben-Gurion University of the Negev
Beer Sheva, Israel

Yael Yagel
Ben-Gurion University of the Negev
Beer-Sheva, Israel

https://doi.org/10.1007/978-3-030-62155-1


v

Contents

	 1	�� Introduction to Advanced Diagnostics in Microbiology �����������������������       1
Yael Yagel and Jacob Moran-Gilad

	 2	�� Overview of Microbial NGS for Clinical and Public  
Health Microbiology���������������������������������������������������������������������������������       9
Natacha Couto and John W. Rossen

	 3	�� WGS for Bacterial Identification and Susceptibility Testing  
in the Clinical Lab�������������������������������������������������������������������������������������     25
Sophia Vourli, Fanourios Kontos, and Spyridon Pournaras

	 4	�� Whole-Genome Sequencing for Bacterial Virulence Assessment���������     45
Florian Tagini, Trestan Pillonel, and Gilbert Greub

	 5	�� Epidemiological Typing Using WGS�������������������������������������������������������     69
Lieke B. van Alphen, Christian J. H. von Wintersdorff,  
and Paul H. M. Savelkoul

	 6	�� Next-Generation Sequencing in Clinical Virology���������������������������������     89
Anneloes van Rijn-Klink, Jutte J. C. De Vries, and Eric C. J. Claas

	 7	�� Metagenomic Applications for Infectious Disease Testing  
in Clinical Laboratories���������������������������������������������������������������������������   111
Laura Filkins and Robert Schlaberg

	 8	�� Integrating Metagenomics in the Routine Lab �������������������������������������   133
Etienne Ruppé, Yannick Charretier, Vladimir Lazarevic,  
and Jacques Schrenzel

	 9	�� Advanced Applications of MALDI-TOF MS – Typing  
and Beyond �����������������������������������������������������������������������������������������������   153
Aline Cuénod and Adrian Egli



vi

	10	�� Advanced Applications of MALDI-TOF: Identification  
and Antibiotic Susceptibility Testing�������������������������������������������������������   175
Belén Rodríguez-Sánchez and Marina Oviaño

	11	�� Fourier Transform Infrared Spectroscopy (FT-IR) for Food  
and Water Microbiology���������������������������������������������������������������������������   191
Ângela Novais and Luísa Peixe

	12	�� Omics for Forensic and Post-Mortem Microbiology�����������������������������   219
Amparo Fernández-Rodríguez, Fernando González-Candelas,  
and Natasha Arora

Contents



1© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2021
J. Moran-Gilad, Y. Yagel (eds.), Application and Integration of Omics-powered 
Diagnostics in Clinical and Public Health Microbiology, 
https://doi.org/10.1007/978-3-030-62155-1_1

Chapter 1
Introduction to Advanced Diagnostics 
in Microbiology

Yael Yagel and Jacob Moran-Gilad

1.1  �Introduction

Technological advancements involving new diagnostic platforms have revolution-
ised the microbiology field over recent years, allowing faster and more accurate 
diagnostics [1]. In this book, we aim to present the advanced technologies currently 
used in microbiology, their clinical applications and future prospectives. We will 
divide these methods into genomic-based, including whole-genome sequencing 
(Chaps. 2, 3, 4, and 5) and metagenomics (Chaps. 6, 7, and 8), and proteomic-based, 
focusing on MALDI-TOF (Chaps. 9 and 10) and FTIR (Chap. 11). Finally, we will 
discuss the utility of NGS in the field of forensic medicine. Together, this collection 
of chapters written by renowned experts, reflect the exciting and broad applications 
of these technological advancements with respect to the diagnostic workflow in 
clinical and public health microbiology.

The chapter ahead is an introduction to advanced diagnostics, focusing on 
genomic-based technologies. The following paragraphs will discuss the workflow 
of the various diagnostic methods currently used in microbiology laboratories either 
in the clinical or research settings and introduce basic definitions of terms used later 
in this book.
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1.2  �Exploring Novel Diagnostic Techniques

Advanced diagnostics can be divided into several groups, according to their meth-
odological approach as well as their practical applications. One such division dif-
ferentiates between culture-dependent (culture-based) and culture-independent 
microbiology, followed by a subdivision according to the diagnostic methods 
used, either conventional (phenotypic) techniques, molecular assays targeting 
specific genes, proteomics (primarily using matrix-assisted laser desorption-ioni-
sation time-of-flight mass spectrometry (MALDI-TOF-MS)) and genomics/
metagenomics (Fig. 1.1).

With culture-based diagnostics, applicable mainly to bacterial and fungal patho-
gens, one or more culture phases are involved to yield growth of the suspected 
micro-organism from a clinical or non-clinical sample. Subsequently, growing iso-
lates are characterised with respect to taxonomy, antimicrobial drug susceptibility 
and other traits (such as virulence and molecular subtypes) by a range of approaches. 
These mainly include characterisation by conventional (phenotypic) techniques and 
taxonomical identification using MALDI-TOF. Molecular assays performed on cul-
tured isolates consist of polymerase chain reaction (PCR) amplification and detec-
tion of specific genes (for example, those inferring antibiotic resistance) and 
amplification of the 16S rRNA gene and subsequently using Sanger sequencing for 
identification. Single-cell whole-genome sequencing (WGS), powered by NGS, is 
performed by sequencing in parallel a very high number of bacterial DNA frag-
ments, followed by bioinformatics analyses to reconstruct the fragmented DNA 
sequences back to a contiguous genome (“contig”). As opposed to 16S rRNA analy-
sis which enables the identification of a bacteria at the species level at best, WGS, 
performed downstream to culture isolation, allows for an unprecedented accuracy 
and resolution in phylogenomic subtyping and has the potential to serve as a one-
stop-shop for pathogen characterisation, especially inference of antibiotic resistance 
and virulence, by mapping the “resistome” and “virulome” [2].

Fig. 1.1  Current and future diagnostic strategies in microbiology
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On the other hand, culture-independent microbiology involves the application of 
diagnostic techniques directly on clinical or non-clinical samples, while obviating the 
need to recover an organism by culture. This approach has long been used in the field 
of virology, where virus isolation is rarely performed for routine diagnostic purposes. 
However, culture-independent detection methods are also applicable to bacterial, fun-
gal and parasitic diseases. With culture-independent microbiology, several diagnostic 
strategies are now commonly used. The main one is the application of PCR assays 
targeting specific genes that relate to the presence of a pathogen and/or an important 
inferred phenotype, such as antimicrobial resistance to a key agent (such as the mecA 
gene of methicillin-resistant Staphylococcus aureus, MRSA). More recently, a mas-
sive increase in the availability of in-house and commercial multiplex PCR assays is 
evident, covering a wide range of diagnostic targets in a single run. These assays are 
increasingly designed for syndromic diagnosis, including the most common patho-
gens causing infection in the gastrointestinal, respiratory or genitourinary tracts [3]. 
When discussing “omics powered” diagnostic tools, however, the focus is on the 
application of NGS technology directly on samples, an approach also known as 
metagenomics. Metagenomics can further be split into targeted (or amplicon-based) 
and shotgun (or whole genome) metagenomics. In targeted metagenomics, the sample 
is subjected to an amplification step, usually of the 16S rRNA gene, and subsequent 
sequencing of the particular amplicon achieved through the targeted PCR step. This 
method is mostly used to describe the microbial population in a body site (i.e. the 
microbiota). It has the advantages of sequencing only microbial DNA (disregarding 
the human DNA in the sample) focusing on analysing the taxonomic data obtained 
through the 16S gene. As opposed to 16S sequencing from a single isolate grown in a 
culture, or even 16S amplification from a normally sterile site (CSF, blood) intending 
to isolate and sequence a single pathogen, in amplicon-based metagenomics, multiple 
DNA fragments are sequenced in parallel using NGS platforms, allowing the accurate 
mapping of the entire taxonomical composition of a sample rich in bacterial popula-
tions (e.g. gut, vagina).

Another approach for applying metagenomics is shotgun or whole-genome 
metagenomics, in which there is no pre-sequencing specific amplification phase, 
and the entire genomic content of a sample is being sequenced without introducing 
bias. Using shotgun metagenomics enables the identification of all the micro-
organisms present in a sample (including viruses, fungi and parasites) as well as the 
characterisation of other important elements such as antibiotic resistance determi-
nants and virulence factors. The presence of human DNA is both an obstacle for the 
microbiological analysis, as it constitutes the majority of the genomic content, but 
also a potential for a complementary analysis of the host human genome or tran-
scriptome for tailoring treatment and establishing a prognosis [4].

For the sake of consistency and coherence, throughout the book, NGS terminol-
ogy will be divided into WGS – referring to culture-driven sequencing of growing 
isolates, and metagenomics – referring to culture-independent shotgun metagenom-
ics. Targeted metagenomics usually using the 16S rRNA as the target gene, which is 
the most widely used method in microbiome studies will not be addressed (except 
with respect to forensic microbiology).

1  Introduction to Advanced Diagnostics in Microbiology
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1.3  �Introduction to NGS

The next few paragraphs will describe the significant milestones of the evolution of 
NGS technologies and clarify the basic terms used later in the book. Of note, it is 
not intended to include all the NGS platforms available in the market, nor is it meant 
to be a comprehensive manual to using these techniques in the lab. Rather we aim 
to describe the most widely used tools (and therefore the most commonly men-
tioned platforms throughout this book) and present the necessary information essen-
tial for understanding the role of NGS in the diagnostic scheme.

The first available sequencing technology was developed by Sanger in the 
70’s, using a chain termination method. This method produced one long 
sequence of DNA, allowing for the analysis of a single DNA molecule per reac-
tion. This pioneering method, although used in the completion of the Human 
Genome Project is laborious, time-consuming and expensive. The need for a 
rapid, accurate “high throughput” (i.e. generating multiple results during a sin-
gle machine run) gave rise to new sequencing methods (next-generation 
sequencing, NGS) such as the Roche 454’s pyrosequencing system in 2005, and 
later on with various platforms produced by Illumina (e.g. MiSeq, HiSeq, 
NextSeq). These platforms, along with technologies provided by other compa-
nies, also referred to as short read methods, are based on the massively parallel 
sequencing of many short DNA fragments, generating millions of short sequenc-
ing outputs (reads). These can later be assembled into longer contiguous 
sequences (contigs) based on homology within the different reads, assuming the 
DNA fragmentation is random such that a single area is represented more than 
once within the total output. The integration of these platforms in the microbiol-
ogy workflow commonly includes: (i) DNA extraction, (ii) library preparation – 
where extracted DNA is randomly fragmented into same-sized pieces, and then 
ligated to primers and adaptors, (iii) template preparation including amplifica-
tion (iv) sequencing, which, in the case of sequencing by synthesis methods, 
involves the incorporation of a fluorescently labelled deoxyribonucleotide tri-
phosphates (dNTPs) during each cycle of DNA synthesis, followed by the iden-
tification of fluorophore excitation [5]. Since sequencing errors are a critical 
issue when discussing NGS techniques, these platforms each established its 
limit for sequencing cycles, setting the numbers of bases sequenced per one 
machine operation (run). Even so, these technologies are still prone to sequenc-
ing errors, and thus when a single nucleotide position is represented more than 
once, the ability to establish a consensus call for a base improves the accuracy 
of the final sequence. The multiple representations of a single nucleotide posi-
tion in a sequence establishes the “depth” or “coverage” of the sequencing run, 
which is an essential parameter for the quality assessment of each run.

Although the short-read technologies revolutionised the world of sequencing, the 
data produced by these platforms sometimes results in fragmented assemblies espe-
cially in cases of repetitive sequences within the genome. This has led to the advent 
of new sequencing technologies producing long-reads. The two main long-read 

Y. Yagel and J. Moran-Gilad
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platforms currently available are from Pacific Biosciences (PacBio RS) and Oxford 
Nanopore Technologies (MinION). In contrast to short-read platforms,, long-read 
technologies target single DNA molecules, resulting in real-time sequencing. The 
MinION by Oxford Nanopore Technologies, for example, identifies DNA bases by 
measuring the changes in electrical conductivity generated as DNA strands pass 
through a biological pore. Long-read sequencing has several advantages over short-
read sequencing platforms, namely the ability to produce real-time results, and the 
production of tens of thousands of bases per read, immensely improving the ability 
to analyse large and complex genomes, as well as de novo sequencing of bacteria 
not well represented in public databases.

However, a significant drawback of certain long-read technologies is a higher 
error rate compared to short-read technologies [6]. This can be improved in some 
platforms by sequencing a single molecule multiple times resulting in a unique 
consensus. While de novo genome assemblies can be produced from short-read 
data, assembly continuity is often relatively poor, due to the limited ability of short 
reads to handle long repeats. Assembly quality can be significantly improved by 
using complementary long-read sequencing, making them an excellent adjunct to 
short-read produced data using a hybrid assembly approach [7].

To conclude, the transition of sequencing technologies from laborious, expen-
sive, and of low throughput methods to the simultaneous sequencing of thousands 
to millions of DNA fragments in various sizes, has enabled enormous advancement 
in the applications and utilisation of these technologies. As the knowledge and 
experience of using these methods in real-life clinical scenarios expand, they will 
become a “must-have” technology for both research and clinical institutes.

1.4  �Summary and Book Outline

As advanced diagnostic methods slowly enter clinical life, it is essential for research-
ers, microbiologists as well as clinicians to get familiarised with the general con-
cepts and the current experience with those methods. This will gain importance as 
these technologies become cheaper, analytically robust and clinically validated and 
standardised, meeting clinical criteria for the diagnosis of various disease states. 
This book is intended to summarise the current experience with multiple methods 
that have either already established a niche in microbiological diagnostics or are of 
promise to do so in the near future.

In the chapter to follow, Couto and Rossen guide the readers through a compre-
hensive general overview of the possibilities of NGS, including whole-genome 
sequencing (WGS) and metagenomics, in the fields of clinical and public health 
microbiology, and speculate on its future importance. Next, we will deeply explore 
specific aspects of NGS applications in bacterial characterisation; In Chap. 3, Vourli, 
Kontos and Pournaras discuss WGS and metagenomics for identification and anti-
microbial susceptibility testing with a particular emphasis on mycobacteria as an 

1  Introduction to Advanced Diagnostics in Microbiology
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example of utilising NGS technologies on clinically relevant slow-growing bacteria. 
Tagini, Pillonel and Greub (Chap. 4) expand on the role of WGS in the identification 
of bacterial virulence factors while discussing the main technical approaches and 
limitations. Van Alphen, von Wintersdorff and Savelkoul (Chap. 5) complete the 
overview of NGS for bacterial characterisation with a thorough review of the gen-
eral concepts of typing, as well as the various available typing techniques while 
discussing both the advantages and the challenges of using WGS for typing 
purposes.

Chapter 6 is dedicated to NGS in the field of clinical virology. Van Rijn-Klink, 
De Vries and Claas discuss viral pathogen detection and discovery by metagenomic 
sequencing and virome research. Next, the typing of viruses by NGS with a focus 
on resistance testing by deep sequencing is addressed.

In Chap. 7, Laura Filkins and Robert Schlaberg will review the advantages of 
clinical metagenomics, while in Chap. 8, Etienne Ruppé, Yannick Charretier, 
Vladimir Lazarevic and Jacques Schrenzel describe current common hurdles, such 
as sample preparation, wet lab issues and bioinformatics challenges, and discuss 
ways to overcome them. They also review the current experience with using metage-
nomics in clinical samples from different anatomical sites.

The next chapters review the use of proteomics for microbiological diagnosis. 
Cuénod and Egli (Chap. 9) and Rodríguez-Sánchez and Oviano (Chap. 10) report 
on the utilisation of MALDI-TOF MS for bacterial typing beyond species identifi-
cation and advanced applications of MALDI-TOF-MS such as direct application on 
samples and identifying antibiotic resistance, respectively. Novais and Peixe intro-
duce the role of Fourier Transform Infrared (FT-IR) spectroscopy in the armamen-
tarium of high-throughput microbiological tools for bacterial diagnostics and review 
the established uses of FT-IR in food and water microbiology and its potential as an 
accurate and cost-effective method for diverse types of applications.

Lastly, Fernández-Rodríguez, González-Candelas and Arora present the exciting 
new role of NGS technologies in forensic microbiology, a relatively new scientific 
field, attempting to utilise our knowledge of the evolution and habitats of different 
microorganisms. They thoroughly review what is known on forensic microbiology 
in determining the cause of death, the study of pathogen transmission between 
donor-recipient pairs, the source(s) of outbreaks, the identification of body fluids or 
the identification of individuals through the microbial composition of their remains.

To conclude, the readers of this book, whether coming from the bench or the 
bedside, will be presented with a comprehensive view of advanced approaches to 
microbiological diagnosis, reviewing both their numerous advantages and the hur-
dles to their implementation. These technologies are currently at various stages of 
incorporation into the clinical workflow; from research-only to routine application 
in public health or hospital laboratories. However, all have a high potential of 
becoming an important tool for rapid and accurate diagnosis, making their recogni-
tion important for various professionals in the fields of microbiology, infectious 
disease and public health.

It is of note that writing and production of the book took place before the emer-
gence of COVID-19 and thus the pandemic is not specifically addressed.

Y. Yagel and J. Moran-Gilad
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Chapter 2
Overview of Microbial NGS for Clinical 
and Public Health Microbiology

Natacha Couto and John W. Rossen

2.1  �Introduction

For several decades, we have been confined in the clinical microbiology laboratory 
to techniques that are limited in the amount of information they provide, e.g. limited 
to species identification or antimicrobial susceptibility; limited with respect to the 
turnaround time, e.g. culture of slow-growing or obligate intracellular pathogens, 
and/or limited in the sensitivity of the tests due to, for example, previous antimicro-
bial therapy administered to the patient before sample collection. These limitations 
lead to significant consequences for both the patient and the health care system in 
general, like higher morbidity and mortality due to inappropriate antimicrobial ther-
apy and increased medical costs due to the long turnaround time and limited sensi-
tivity of the diagnostic assays and consequently a longer stay of the patient in the 
hospital. Next Generation Sequencing (NGS) has the potential to revolutionise the 
way we perform microbiology as it can become a ‘one test fits all’ [1]. With NGS, 
pathogen identification, therapeutic resistance, pathogenicity, outbreak transmis-
sion, and within-host evolution (in case of chronic infections) can be studied at the 
same time [1, 2]. NGS is already applied in several medical microbiology 
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laboratories, including our laboratory at the University Medical Center Groningen 
(UMCG), where it is used for outbreak management and infection prevention within 
the hospital and within the region, identification of bacteria using the 16S-23S 
rRNA encoding region, and metagenomics approaches for identification and typing 
of pathogens. However, numerous limitations need to be supplanted in order to 
make it feasible and affordable in any Medical Microbiology laboratory, indepen-
dent of it being a local, regional or academic hospital, or a national reference centre.

Several decisions have to be made when applying NGS to clinical and public 
health microbiology. There is no flawless workflow and every step in the process 
needs constant optimisation. Usually, an NGS workflow comprises the following 
steps: (1) sample collection; (2) DNA/RNA extraction; (3) library preparation; (4) 
sequencing; and (5) bioinformatics analysis, as it is shown in Fig. 2.1. The descrip-
tion/optimisation of these steps is not the focus of this book chapter, which will 
concentrate first on the practical issues of implementing NGS in diagnostic micro-
biology and second on a series of case studies that show the potential value of NGS 
for the surveillance and control of microorganisms.

2.2  �Implementation of NGS in Clinical 
Microbiology Laboratories

In most countries, NGS was first introduced to microbiology in academic and/or 
reference laboratories, due to capital investment, operational costs, and require-
ments for expertise in the laboratory and bioinformatics processes [3]. The imple-
mentation of the NGS competencies at the reference laboratory depends on the type 
of national health system and may mirror a hierarchal structure that favours a more 
centralised microbiological surveillance and reference functions [4]. This hierarchal 
structure reduces the costs per sample at the reference laboratory, by collecting 
samples from different sources; however, this comes with the cost of prolonged 
turnaround times [5]. Nevertheless, the decrease in sequencing costs, the introduc-
tion of bench-top or portable and low-to-medium throughput devices [6, 7], the 
growing availability of free, user-friendly bioinformatics tools [8, 9] and the avail-
ability of specialised technicians resulted in a broad and rapid introduction of the 
NGS technology into non-academic laboratories, enabling a transition from a hier-
archical to a network-like structure [1]. This significantly reduces the turnaround 
time, empowers hospital-based microbiology, and positively impacts local efforts 
such as infection control interventions [10].

To implement NGS in routine diagnostics, several adjustments in the laboratory 
workflow are required [3]. Both parts of the procedure, i.e. the wet laboratory part 
(nucleic acid extraction, library preparation, sequencing), and the bioinformatics 
part (analyses of the sequence data and translating them into easy to understand 
reports) should be performed by dedicated staff members specialised in NGS. The 
use of NGS fits best in a batch-wise approach; however, this is typical for 
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Fig. 2.1  Steps and challenges involved in an NGS workflow implemented in a diagnostic micro-
biology laboratory

2  Overview of Microbial NGS for Clinical and Public Health Microbiology
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high-throughput laboratories or surveillance projects, and it is far from ideal for 
routine diagnostics [3]. Recent equipment releases, like the MinION from Oxford 
Nanopore Technologies and the iSeq 100 from Illumina Inc., may overcome such 
limitations, as such sequencers either are smaller and less expensive (MinION) or 
provide a low-to-medium output (iSeq 100), which allows them to be more cost-
effective. In any way, a balance should be kept between costs, quality (e.g. accu-
racy), turnaround time and complexity of the laboratory and bioinformatics 
processes.

Like for any new laboratory method, NGS requires validation. Yet, this process 
is far from being forthright and is required at both the laboratory and the bioinfor-
matics level [3]. One of the most challenging points is the fact that there are many 
different kits, platforms and bioinformatics tools that can be used for NGS. The 
microbiologist should be aware of the stability, shelf life of the reagents and flow 
cells, and robustness of the bioinformatics tools used in the workflow, to ensure the 
repeatability and reproducibility of every step.

Additionally, NGS often is superior to other methods currently used within the 
laboratory; for example, it has higher discriminatory power compared to the current 
reference standard typing methods [3]. As whole-genome sequencing (WGS) can 
be used for all microbial species, it is almost impossible, with respect to time and 
costs, to perform an independent validation for all known species. Therefore, one 
may consider choosing several indicator species (e.g. one aerobe Gram-positive, 
one aerobe Gram-negative, one anaerobe Gram-positive, one anaerobe Gram-
negative and one slow-growing microorganism) for the validation of the WGS 
workflow. The guidelines already developed for the validation of NGS in oncology 
and by the College of American Pathologists may serve as a model for worldwide 
guidelines of using NGS for pathogen detection [11, 12].

2.3  �Whole-Genome Sequencing

Whole-genome sequencing (WGS) is here defined as the process of determining the 
complete DNA sequence of an organism from a sample that only contains that 
organism, e.g., a pure culture of bacterial isolate (as opposed to metagenomics 
which refers to the process of identifying the entire genomic material of a sample 
containing many organisms). This sample can contain the organism’s genome and 
other genetic elements (i.e. plasmids or phages) that can be present within the 
organism’s cell. Whole-genome sequencing has been applied in clinical and public 
health microbiology for several purposes, but we will focus on the four aspects we 
consider more important for this book chapter, i.e., outbreak management and infec-
tion prevention within the hospital, outbreak management and infection prevention 
within the region, transmission of zoonotic microorganisms between animals and 
humans and antimicrobial resistance characterisation.
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2.3.1  �Outbreak Management and Infection Prevention within 
the Hospital

Until recently, pathogen surveillance was performed by laborious techniques, that 
could only discriminate to a certain level (i.e. multi-locus sequence typing [MLST] 
for bacteria, or gene-specific sequencing for viruses), were limited to one specific 
pathogen (i.e. spa typing in Staphylococcus aureus) or could not be efficiently 
shared between laboratories (i.e. pulsed-field gel electrophoresis [PFGE] -based 
typing results) [13]. WGS, in principle, has the advantage of being applicable to any 
pathogen and, in fact, one of the most widely used applications of WGS today is for 
outbreak surveillance and infection prevention within healthcare institutes and 
foodborne related infections within a defined region. Several studies have proven 
the usefulness of WGS-based typing for disclosing and tracing the dissemination of 
microbial pathogens and, to a lesser extent, of mobile genetic elements (MGEs). In 
Fig. 2.2, we show a simple example of how this can be achieved. At the UMCG, it 
has been used to characterise both antimicrobial-resistant Gram-positive and Gram-
negative bacterial outbreaks within the hospital and also for transmission of MGEs 
between different bacterial isolates obtained from the same or different patients. 
Additionally, since in the Netherlands there is a strict policy of “search and destroy”, 
we have identified and characterised pathogens in the water and the environment 
that could have potentially resulted in transmission to patients, but that were under 
control through disinfection measures of the corresponding areas. A few examples 
are presented below.

In 2012, a newly emerging blaCTX-M-15 producing Klebsiella pneumoniae clone 
with sequence type (ST) 1427 was detected in a patient previously hospitalised in 
Germany, South-Africa and Gambia, who was admitted to the UMCG university 
hospital [14]. After 2.5  months, regular surveillance screening (once per week) 
identified two blaCTX-M-15 K. pneumoniae positive roommates of this patient. After 
whole-genome phylogenetic analysis and patient contact tracing, an epidemiologi-
cal link between the affected patients was identified. In total, five patients were 
involved in the outbreak, of which three developed an infection. In addition, envi-
ronmental contamination with the outbreak clone was found in the patients’ rooms 
[14]. Interestingly, there was  an in-host polymorphism detected among multiple 
isolates obtained from different body sites of the index patient, which were probably 
related to antibiotic treatment and/or host adaptation [14]. To prevent further spread, 
stringent infection control measures consisting of strict patient and staff cohorting 
were introduced. Contact screening up to 2 weeks after the discharge of all blaCTX-

M-15 K. pneumoniae positive patients revealed no further cases and the outbreak was 
declared to be under control after 3 months [14]. Unfortunately, due to the unavail-
ability of a single room at the time of admission and because initial screening results 
for highly resistant microorganisms were negative, the index patient was placed in 
a room shared with multiple patients, which enabled the spread of the resistant 
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K. pneumoniae and so, this study highlighted once more the importance of isolating 
patients previously hospitalised in countries with high rates of antimicrobial-
resistant bacteria.

In 2014, a retrospective analysis of vancomycin-resistant Enterococcus faecium 
(VREfm) outbreaks that occurred in the UMCG was performed [15]. It included 75 
patients, but only 36 VREfm isolates obtained from 34 patients from seven VREfm 
outbreak investigations were analysed. The core genome MLST (cgMLST) analysis 
further divided the ST into different cluster types (CTs), however, only four 

Fig. 2.2  Illustration of a 
possible outbreak episode 
within the hospital and the 
role of NGS to understand 
transmission events
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different vanB transposons were found among the isolates. Within VREfm isolates 
belonging to ST117 CT103, two different vanB transposons were found, while, 
VREfm isolates belonging to ST80 CT104 and CT106 harboured an identical vanB 
transposon [15]. The presence of the same vanB transposon in VREfm isolates 
belonging to distinct lineages combined with the epidemiological data suggested an 
exchange of genomic material between VREfm and vancomycin-susceptible 
Enterococcus faecium (VSEfm). Thus, transposon typing resolved this series of out-
breaks and demonstrated that an outbreak can be caused by a mobile element rather 
than a specific strain. Transposons with low DNA sequence homology among them 
were also found indicating that they probably originated from other species [15]. 
The presence of insertion sequences originating from anaerobic bacteria suggested 
transposon acquisition from anaerobic gut bacteria by VSEfm [15]. The occurrence 
of these two events is an important factor in the emergence of (vanB) VREfm. This 
study highlighted the importance of analysing additional transposon structures to 
detect horizontal gene transfer between phylogenetically unrelated strains.

In 2017, we identified four isolates of Legionella anisa in water from dental chair 
units (DCUs) at the UMCG hospital dental ward [16]. Whole-genome sequencing 
combined with whole-genome MLST (wgMLST) analysis indicated that all four 
isolates (two isolates from the same chair) belonged to the same cluster with two to 
four allele differences. This suggested that a common contamination source was 
present in the dental unit waterlines, which was resolved by replacing the chairs and 
the main pipeline of the unit. L. anisa, the most common non-pneumophila 
Legionella species in the environment, has a role as the causative agent of 
Legionnaires’ Disease (LD) and Pontiac fever [17] and it may be hospital-acquired 
[18]. Although a direct link between the dental unit and the patients is rarely shown, 
the water delivered by the dental unit waterlines has been shown to be one of many 
possible sources for Legionella infection [19]. This highlights the need to monitor 
water quality to protect patients and health-workers from acquiring legionella, or 
other potentially pathogenic bacteria.

2.3.2  �Outbreak Management and Infection Prevention within 
the Region

In collaboration with other regional, national and international reference centres, 
the UMCG has been characterising the transmission of relevant pathogens between 
institutions within the region and at the national and international level.

Between May 2012 and September 2013, the transmission of a blaCTX-M-15-
producing Klebsiella pneumoniae ST15 occurred between patients treated in a sin-
gle centre [20]. Additionally, one of these patients was treated in three different 
institutions located in two cities and was involved in further intra- and inter-
institutional spread of this high-risk clone (local expansion, blaCTX-M-15 producing, 
and containing hypervirulence factors). Environmental contamination and lack of 
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consistent patient screening were identified as the responsible factors for the dis-
semination of this specific clone. The design of a tailor-made real-time -PCR spe-
cific for the outbreak clone based on the whole-genome sequences of the 
strains allowed the early detection of this K. pneumoniae high-risk-clone with pro-
longed circulation in the regional patient population [20] and helped prevent further 
spread. This study raised awareness to the necessity for inter-institutional/regional 
collaborations for infection/outbreak management of relevant pathogens [20].

In a large cohort study, WGS was used for molecular characterisation of Shiga 
toxin-producing Escherichia coli (STEC) isolated from faeces of patients obtained 
from two regions in the Netherlands to reveal the relation between molecular deter-
minants and disease outcome [21]. STEC is a significant public health concern asso-
ciated with both outbreaks and sporadic cases of human gastrointestinal illness 
worldwide [22]. A subpopulation of STEC, the enterohaemorrhagic E. coli, can 
cause bloody diarrhoea in humans, and some can cause haemolytic uremic syn-
drome (HUS) [23]. This study concluded that there was no clear correlation between 
serogenotype, stx subtype or ST and disease outcome and the latter was probably 
influenced by other host factors. Additionally, this study demonstrated that  there 
was substantial genetic diversity and distinct phylogenetic groups observed in the 
two studied regions, showing that the STEC populations within these two geograph-
ically regions were not genetically linked [21].

More recently, a study was conducted to understand the epidemiology of resis-
tant bacteria, including extended-spectrum β-lactamase (ESBL)- and plasmid 
AmpC (pAmpC)-, and  carbapenemase (CP)-producing Enterobacteriaceae and 
vancomycin-resistant enterococci (VRE) across the Northern Dutch-German border 
region [24]. The Netherlands and Germany are bordering countries that created a 
cooperative network to prevent the spread of multidrug-resistant microorganisms 
(MDRO), such as ESBL and CP-producing Enterobacteriaceae and VRE, and to 
harmonise guidelines in healthcare settings as patients are regularly transferred 
between healthcare institutions within the two countries [25]. However, it was con-
cluded that cross-border transmission of ESBL-producing E. coli and VRE was 
unlikely, based on the cgMLST analysis performed [24]. Yet, the authors reinforced 
that continuous monitoring is required to control the spread of these pathogens and 
to stay informed about their epidemiology, in order to implement effective infection 
prevention measures [24].

2.3.3  �Transmission of Zoonotic Microorganisms Between 
Animals and Humans

Human health is influenced by several factors in the environment, including contact 
with animals, animal products or contaminated habitats. At the UMCG, we are 
working in collaboration with other non-hospital institutions to understand the 
dynamics of transmission of microbial pathogens between humans, animals and the 
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environment. Figure 2.3 shows a model for early outbreak and infection prevention 
surveillance response that is needed due to detect spilling of new emerging infec-
tious diseases from non-human reservoirs to humans.

Recently, a K. pneumoniae clone (ST348) in a horse was found, which had 
previously been isolated from humans in Portugal and a few other countries [26–
31]. The allele differences provided by the cgMLST analysis suggested there was 
a genetic link, although an epidemiological link could not be found [32]. This 
indicated that either this particular clone is circulating in humans and horses in 
Portugal or there was a transfer of this particular isolate from a person to the horse 
during hospitalisation. In any case, this study demonstrated the importance of 
identifying and controlling this type of hospital-acquired infections, in both the 
human and veterinarian hospital settings, in order to avoid antimicrobial resis-
tance dissemination [32].

2.3.4  �Antimicrobial Resistance Characterisation 
Through NGS

Before NGS, finding new mechanisms of antimicrobial resistance was demanding 
since it involved different laborious techniques (e.g. hybridisation, cloning or 
primer-walking sequencing) until the gene and/or mutation responsible for resis-
tance could be detected. With the entire genome sequenced through NGS, we can, 

Fig. 2.3  Model for outbreak and infection prevention surveillance
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by homology, identify potential new mechanisms. Further experiments can then be 
performed to determine if these genes are indeed responsible for the observed anti-
microbial resistance pattern [33].

In one study, a possible in vivo selection of a clinical Klebsiella oxytoca isolate 
showing increased minimum inhibitory concentrations to ceftazidime was 
described [33]. The patient had been treated with ceftazidime (4 g/day) for a septic 
episode caused by multiple bacterial species, including K. oxytoca, but after 11 days 
of treatment, another K. oxytoca was isolated from a pus sample drained from his 
wound. The wound isolate showed increased resistance to ceftazidime (MIC 
≥64 mg/L) compared with the original K. oxytoca isolate. WGS revealed the pres-
ence of a novel blaOXY-2 allele, termed blaOXY-2-15, with a two amino acid deletion at 
Ambler positions 168 and 169 compared to blaOXY-2-2. This report showed the risk of 
in vivo selection of ceftazidime-resistant K. oxytoca isolates after prolonged ceftazi-
dime treatment and it was the first description of a K. oxytoca isolate conferring 
resistance to ceftazidime by a two amino acid deletion in the omega loop of bla-
OXY-2-2 [33].

More recently, a novel nim gene was found in three metronidazole-resistant 
Prevotella bivia strains, the nimK gene, which was located on a mobile genetic 
element [34]. For decades, metronidazole has been the antibiotic of choice when 
dealing with anaerobic infections. However, metronidazole-resistant bacteria 
have been reported [35]. The nimK gene was associated with an IS1380 family 
transposase on a mobile genetic element that also contained a gene encoding an 
efflux small MDR (SMR) transporter associated with a crp/fnr regulator. This was 
the first description of the presence of a novel nim gene in metronidazole-resistant 
P. bivia clinical isolates [34]. The detection of MGEs harbouring nim and other 
relevant genes among anaerobic bacteria is worrying, because these elements may 
cause a rapid emergence of resistance to the most commonly used antibiotics in 
anaerobic infections.

2.4  �Metagenomics

Metagenomics is here defined as the process of determining the complete DNA or 
RNA sequence(s), either after reverse transcription to cDNA or directly, of microor-
ganisms and/or viruses from a complex sample that contains several microorgan-
isms and/or viruses. This complex sample can contain the microorganisms’ genomes 
and other genetic elements (i.e. plasmids or phages) that can be present within the 
organisms’ cell or are freely floating in the sample. Sequencing of DNA, cDNA or 
RNA within a sample can be based on the amplification of (a) specific sequence(s) 
(amplicon-based or targeted  metagenomics) or on the entire genomes (shotgun 
metagenomics). We will focus this section on the use of metagenomics for three 
specific purposes that are currently under optimisation and implementation at 
the UMCG.
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2.4.1  �Amplicon-Based Metagenomics of the 16S–23S rRNA 
Encoding Region

The conventional culturing method has long been considered the gold standard for 
bacterial identification. However, it can take days to weeks to successfully culture 
bacteria, as some clinically relevant bacteria are slow-growing, difficult to grow, 
fastidious or sometimes even non-culturable [36, 37]. The 16S rRNA gene has 
proven to be a useful molecular target since it is present in all bacteria, either as a 
single copy or in multiple copies, and it is highly conserved over time [38]. 
Consequenttly, until recently, most microbiome studies used this amplicon-based 
metagenomic approach to investigate the microbial communities of different body 
sites, and vast literature has been published using this technique.

Nonetheless, this method does not always allow the identification of bacteria to 
the species level due to high sequence similarities between some species [1]. To 
overcome this problem, Sabat and colleagues [39] developed an innovative approach 
based on the sequencing of the 16S–23S rRNA encoding region (~4.5  kb). The 
method proved to be superior to other commonly used identification methods and 
enabled concurrent identification of several pathogens in clinical samples that were 
negative by culture and PCR [39]. In order to further improve this method, an in-
house database  was developed, which, combined with a de novo assembly and 
BLAST (Basic Local Alignment Search Tool) approach, significantly reduced the 
time needed for analysis [40].

2.4.2  �Shotgun Metagenomics for the Identification and Typing 
of Microbial Pathogens

Several molecular detection techniques have been implemented in the diagnostic 
laboratory, but these are generally geared towards specific pathogens (e.g. specific 
RT-PCR or microarrays) and even when unbiased molecular approaches are used, 
such as 16S/18S rRNA gene sequencing, these do not provide all the information 
that can be obtained by culturing, e.g., antimicrobial susceptibility and molecular 
typing information [41]. For this reason, the use of shotgun metagenomics as a 
single method that could provide rapid identification and characterisation of clini-
cally relevant pathogens directly from a sample was evaluated [41]. As the complex-
ity of data analysis is a  challenge encountered in shotgun metagenomics, a 
comparison of a  diverse set of bioinformatics tools (commercial and non-
commercial) was performed to investigate their performance in taxonomic classifi-
cation, antimicrobial resistance gene detection and typing [41]. Based on the results 
obtained, the authors concluded that the tools and databases used for taxonomic 
classification and antimicrobial resistance had a key impact on the results, suggest-
ing that efforts need to be directed towards standardisation of the methods if shot-
gun metagenomics is to be used routinely in clinical microbiology.
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A study was also conducted to optimise a shotgun metagenomics workflow for 
the identification and typing of Dengue viruses (DENV), a positive-stranded RNA 
virus, directly from clinical samples [42]. DENV infection continues to be one of 
the most prevalent arboviral diseases in tropical and subtropical regions [43]. 
Nevertheless, to date, there is no fully successful vaccine or specific treatment for 
DENV [44]. It is therefore essential to monitor circulating DENV. Genotyping is 
mostly based on sequencing parts of the genes coding for the structural proteins 
through Sanger sequencing of the E region [45] or the CprM region [46, 47]. 
However, these methods have poor resolution and do not allow for the detection of 
recombinant events and detection of escape mutants [42]. A shotgun metagenomics 
approach was used successfully to sequence whole genomes of DENV directly 
from clinical samples, without the need for prior sequence-specific amplification 
steps. The method enabled the identification of intra-host DENV diversity (quasi-
species), detection of multiple DENV serotypes in a single sample and generation 
of phylogenetic trees to understand the dynamics of DENV. Results were obtained 
within 3 days and the associated reagent costs were low enough to be suitable for a 
clinical setting.

2.4.3  �Shotgun Metagenomics to Characterise the Gut 
Microbiome/Resistome

In Europe, more than 80% of the total antibiotic consumption in the human sector 
is prescribed in the community, and the rate of prescription increases with age lead-
ing to collateral damage and antibiotic pressure. Although the importance of 
a healthy gut microbiome and the consequences of dysbiosis have been extensively 
reported, less is known about the resistome present in the healthy population [48]. 
A study was conducted at the UMCG to describe the gut resistome of healthy 
middle-aged people in Northern Netherlands, by using samples from the Lifelines 
cohort [49]. A total of 60 samples were sequenced, in which several resistance genes 
were identified, and among them the tetracycline resistance genes were predomi-
nant. No extended-spectrum β-lactamases (ESBLs) or carbapenemases were found 
[48]. This study highlighted the importance of monitoring healthy people to identify 
potential sources of antimicrobial resistance genes and implement effective control 
measures.

Another study characterised the human intestinal microbiota in faecal samples 
from STEC-infected patients. The objective was to investigate possible changes in 
the composition of the intestinal microbiota in samples from STEC-infected patients 
compared to healthy and healed controls [50]. The stool samples collected from the 
STEC infected patients had a lower abundance of Bifidobacteriales and Clostridiales 
members in comparison to controls where these microorganisms predominated. 
This was the first evidence that changes occur in the intestinal microbiota of patients 
with STEC infection and it highlighted the importance of metagenomics for the 
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culture-independent diagnosis of infection, as it was able to detect genomic traits 
associated with STEC in stool samples from infected subjects [50].

2.5  �Clinical Impact of NGS

The above-mentioned examples show the power of NGS in the clinical microbiol-
ogy laboratory. In addition, there is an increasing interest in NGS for clinical micro-
biology both by laboratories and companies. This becomes clear when looking at 
the enormous increase in the number of symposia and capacity building workshops 
related to these topics, and in the available  software (commercial and non-
commercial) to be used for analyses of shotgun metagenomics and WGS data. We 
anticipate that the use of  NGS in medical microbiology laboratories will fur-
ther increase over the next years, not only for the characterisation and surveillance 
of pathogens, the investigation of outbreaks, infection prevention and the detection 
of novel resistance genes but also for the application of metagenomic approaches 
in clinical samples for (routine) molecular diagnostics. The latter will have a signifi-
cant impact on the diagnosis of infectious diseases, on understanding host-pathogen 
interactions [12], and on the correlation between genotype (provided by NGS) and 
phenotype [51]. However, the NGS workflow  needs further improvement, espe-
cially for shotgun metagenomics, to shorten the turnaround time and further reduce 
costs [1], and to ensure the quality and reproducibilityof the results (including vali-
dation and external proficiency testing). Although these and other challenges need 
to be tackled, we are convinced that NGS will become a powerful tool within the 
clinical microbiology laboratory and will lead to a personalised approach for diag-
nosing and monitoring treatment of infectious diseases.
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Chapter 3
WGS for Bacterial Identification 
and Susceptibility Testing  
in the Clinical Lab

Sophia Vourli, Fanourios Kontos, and Spyridon Pournaras

3.1  �Issues to Consider for the Incorporation of WGS 
in the Routine Workflow of the Clinical Lab

There are two general approaches for the application of NGS in bacterial genomics: 
Targeted Next Generation Sequencing (NGS) by sequencing of specific amplicons 
and Whole Genome Sequencing (WGS). In the first approach, specific genomic 
regions are enriched by PCR amplification and subsequent selective sequencing. 
This is the strategy of choice when known segments of the genome are studied. The 
second approach is used when the organism or the genomic region under investigation 
is unknown. WGS can be applied to isolated colonies or directly on the clinical 
specimen (culture-independent pathogen detection, usually referred to as “shotgun 
metagenomics” or Whole-genome metagenomics). Herein we will use the term 
WGS for sequencing isolates from cultures, and metagenomics when discussing 
culture-independent sequencing. NGS has several limitations, first of all being the 
high cost and the time-to-results, if considering incorporating it in the routine of the 
clinical laboratories. Despite the limitations, the plethora of advantages and potential 
applications of WGS together with the technological advances that help to 
circumvent the obstacles, lead to its increasing adoption in the daily workflow of the 
clinical laboratory. The use of NGS in clinical microbiology laboratories is currently 
limited, but as standardisation of protocols, automation and data analysis pipelines 
evolve, its role in bacterial identification and susceptibility testing is expected 
to widen.
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Cost and turnaround time are both crucial issues for all clinical laboratories con-
sidering implementation of WGS for diagnostic purposes. Estimating the cost of 
any assay, particularly of a complex one like WGS that comprises many steps, is 
challenging. For example, the reagents’ cost may vary in different settings and 
countries. Furthermore, the best cost efficiency is succeeded when performing full 
capacity runs, so the cost is depending on the laboratory’s sample throughput. This 
means that WGS is more cost-effective in reference laboratories, where samples are 
collected and run in large numbers, but this further increases the time-to-results and 
limits the use of the provided information for diagnostic or infection control 
purposes. The choice of the appropriate platform that fits better to each laboratory 
needs can reduce WGS cost.

Notably, the cost of WGS is progressively decreasing and it is expected that at 
least large microbiology labs, will be able to implement this technology in their 
routine workflow in the future. A recent study estimates that the cost of WGS for 
16–20 isolates would be 200 euros per isolate and the turnaround time is 2.5–3 days, 
without considering the time needed for data analysis [1]. As for the turnaround 
time, recently developed benchtop platforms produce high-quality WGS for many 
bacterial species in a timeframe relevant for patient treatment or real-time infection 
control (less than 24 hours).

Furthermore, the development of platforms such as MinION, which produce 
long reads in significantly shorter runtimes than platforms as Illumina, may help to 
overcome these limitations [2]. In a laboratory-based study at Cambridge University 
Hospitals NHS Foundation Trust, which compared WGS with standard diagnostic 
microbiology, WGS results were concordant with standard phenotypic results. 
Additionally, with the use of WGS, resistance was attributed to the presence of 
carbapenemases or other resistance mechanisms [3]. The aim of this study was the 
comparison of WGS with standard clinical microbiology methods for the 
investigation of nosocomial outbreaks caused by multidrug-resistant bacteria, the 
detection of antimicrobial resistance determinants and the typing of other clinically 
important pathogens. Many more studies show the ability of rapid and accurate 
WGS [4–8].

Another important question to be answered is which platform fits better to a 
clinical lab. Different platforms use different sequencing chemistries that lead to 
differences in throughput, read length, error rate, genome coverage, and cost and 
run time. Currently, there are two high-throughput sequencing technologies: second 
generation and third generation sequencing. The main difference between them is 
the length of reads. Third generation sequencing results in longer read length, thus 
poising the main shortcomings of second generation sequencing, amplification 
artifacts and bias. Illumina and Thermo Fisher Scientific (IonTorrent) platforms 
generate short length reads, while Pacific Biosciences and Oxford Nanopore 
platforms produce long reads. Second generation sequencing (short reads) platforms 
produce bacterial draft genomes, suitable for diagnostics and infectious disease 
surveillance purposes. The lower throughput instruments are also well suited for 
targeted amplicon sequencing, such as detecting antimicrobial resistance 
determinants or 16S sequencing. Other applications include RNA sequencing to 
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study the expression of genes and metagenomics sequencing. Third generation 
sequencing (long reads) platforms are useful for sequencing complex genomic 
regions such as repeats and are suitable for de novo genome assemblies. A detailed 
comparison of currently available platforms and their advantages and disadvantages 
is presented in detail in a recent review [9]. As interest in NGS technologies grows 
every day, new platforms with improved characteristics are developed in a 
quick pace.

Any clinical laboratory that considers adopting WGS in its workflow must 
address the validation and quality control of both sample managing (wet-lab) and 
data analysis (dry-lab) assays. Validation of WGS presents several particularities 
comparing to the validation of standard microbiological assays. An example of this 
uniqueness is the complexity of data produced by WGS (identification, resistance 
and virulence determinants, phylogenetic data are generated with one assay). 
Currently, there are several clinical NGS guidance initiatives by various organisations 
[College of American Pathologists: NGS Inspection Checklist (2012), Clinical and 
Laboratory Standards Institute: MM09 Nucleic Acid Sequencing Methods in 
Diagnostic Laboratory Medicine (2014), American Academy of Microbiology/
ASM: Colloquium on Applications of Clinical Microbial Next-Generation 
Sequencing (April, 2015), Food and Drug Administration: Draft Guidance: 
Infectious Disease Next Generation Sequencing Based Diagnostic Devices: 
Microbial Identification and Detection of Antimicrobial Resistance and Virulence 
Markers (May 2016)]. The Next Generation Sequencing-Standardisation of Clinical 
Testing (Next-StoCT) has published detailed guidelines for the validation of the 
assay, quality control and proficiency testing of NGS [10]. Furthermore, guidelines 
for validating NGS bioinformatics pipelines are also published [11, 12]. Quality 
control and validation procedures of NGS assays are analysed in several reports [10, 
13, 14]. Two recent reviews summarise all previously published data [1, 15].

The validation process must include all characteristics that determine the assay 
performance, such as accuracy, precision, repeatability (within-run precision) and 
reproducibility (between-run precision), analytic sensitivity, analytic specificity, 
reportable range and reference range [10, 16]. The repeatability can be ascertained 
by sequencing and analysing the same samples by the same operator and the same 
instrument and bioinformatics tool in replicates. Similarly, the reproducibility can 
be determined by sequencing the same samples by different operators, on different 
runs, and different instruments and bioinformatics tools. The precision and accuracy 
can be established by comparing NGS results with results of gold-standard methods 
such as PFGE in the case of typing, and PCR-based techniques for identification of 
genes or pathogens. The challenge in comparing WGS with already established 
methods is that, in some cases like bacterial typing for example, WGS has higher 
discriminatory power than any other existing typing method, thus there is no 
appropriate “gold-standard” method for comparison. External quality assurance 
(EQA) and proficiency testing (PT) are fundamental for all assays performed in 
clinical microbiology laboratories and are equally vital for routine implementation 
of NGS assays [17]. Performing external quality assurance for WGS is especially 
demanding because all steps of the assay (DNA extraction, library preparation steps, 
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sequencing reactions, bioinformatics analysis) must be quality assured [15]. 
Proficiency testing is also essential for laboratories that intend to perform WGS for 
diagnostic purposes. Both the College of American Pathologists (CAP) and Global 
Microbial Identifier (GMI) have developed NGS Proficiency Tests schemes.

3.2  �Bacterial Identification by WGS 
in the Clinical Laboratory

Pathogen identification is perhaps the most important duty of the clinical microbiol-
ogy laboratory. Bacterial infection diagnosis and patient management and outcome 
heavily rely on accurate and timely pathogen detection and identification by the 
clinical lab. Correct identification not only drives an adequate antibacterial therapy 
but also offers suggestions about disease progression and outcome, thus guiding 
therapeutic interventions.

Currently, most laboratories rely on conventional, culture-based techniques for 
bacterial detection and identification. Culture of most bacterial species is both 
cheap, fast and, given the progress in automation of bacterial culture, with reduced 
labour required. The time-to-result for most samples is around 24–48 hours, except 
for special samples like blood cultures that require a two-step incubation (blood 
culture bottle incubation and, as soon as it turns positive, subculture on culture 
media). Another important factor is that the majority of the personnel already 
working in clinical laboratories is well trained in standard microbiology techniques, 
with only a minority already familiar with NGS techniques and, more importantly, 
in NGS data analysis. Furthermore, very few clinicians know how to interpret NGS 
results into clinically relevant information. Hence, it seems that culture-based 
classical microbiology methods still hold their ground in the clinical laboratory 
workflow. WGS is a new, completely different approach for pathogen detection and 
identification that offers a plethora of new possibilities and perspectives in the fields 
of clinical microbiology and infection diagnosis. Recognising the advantages of 
WGS, many clinical microbiology laboratories are gradually exiting the “comfort 
zone” of conventional microbiology and consider adopting WGS.

There are two options regarding the implementation of WGS for bacterial detec-
tion and identification: i) on isolated bacterial colonies, after subculture or directly 
from the primary culture plate and ii) directly on the clinical specimen (culture-
independent method). The first approach is the most often used until now and better 
standardised, but the isolation and subculture time significantly increases the time 
to results. The second one is gaining ground because pathogen identification is 
quicker and there are fewer risks for contamination of the primary culture or altera-
tions of the bacterial characteristics due to the subculture. There are already several 
published reports using both approaches that support the feasibility of the integra-
tion of NGS for bacterial identification in the clinical laboratory workflow. A char-
acteristic example is the application of WGS in every pathogen isolated in a routine 
clinical laboratory during 1 day [18], using the automated on-instrument de novo 
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assembly workflow (MiSeq Reporter version 2.0; Illumina) and default software 
settings. The authors handled 130 samples, including several mixed samples, and 
identified more than 30 bacterial species by WGS. WGS identification was concor-
dant with conventional methods for 115 samples and failed to produce high-confi-
dence organism identifications for 15 samples. Interestingly, the authors of this 
study pointed out the notable absence of several organisms in the reference genome 
database. It has been previously shown that it is possible to generate a sequencing 
library directly from Escherichia coli colonies [8]. More recently, this finding was 
used to perform rapid single-colony WGS for the detection and identification of 
various pathogens [4]. The researchers developed and validated a simple protocol to 
enable WGS directly from a single bacterial colony. They correctly identified 17 
bacterial pathogens, showing that incorporation of WGS in routine bacterial identi-
fication was feasible. For some pathogens, even current WGS turnaround time is 
advantageous compared to standard methods. As highlighted in one study [9], turn-
around time for full characterisation of Shiga toxin-producing Escherichia coli at 
the Centers for Disease Control and Prevention is routinely between 1 and 3 weeks, 
because several precise and demanding tests must be performed (phenotypic assays 
for species identification, PCR for virulence profiling, broth microdilution assays 
for antimicrobial susceptibility testing and agglutination assays for serotyping). All 
of these assays can be tucked in one assay (WGS) that will produce all of the above 
information in days instead of weeks.

Moreover, there are cases where culture-independent metagenomics undoubt-
edly offers an advantage over culture-based methods. Detection and identification 
of pathogens directly from positive blood culture bottles and cerebrospinal fluid are 
obvious examples. Direct pathogen identification from CSF samples is especially 
valuable, as several laboratory-confirmed meningococcal disease cases fail to yield 
a viable invasive isolate, primarily due to the use of antibiotics. Other examples are 
the detection of slow-growing bacteria, like Mycobacterium tuberculosis complex 
and difficult to culture or uncultured bacterial species like Chlamydia trachomatis. 
Progress in culture-independent NGS as whole-genome metagenomics is already 
suggesting feasible scenarios in which WGS for pathogen detection directly from 
clinical specimens may be applied. However, culture-independent whole-genome 
metagenomics has many limitations, the most important being the presence of high 
amounts of host DNA in some samples like blood and the presence of commensal 
bacterial flora, that can hamper NGS assays.

Whole-genome metagenomics for the identification of pathogens directly from 
positive blood culture bottles is of obvious value, but in this case, the inhibitors 
present in the primary sample along with the high amount of human DNA may 
prohibit the recovery of sufficient good-quality pathogen DNA.  Several recent 
studies present various techniques for optimisation of whole genome metagenomics 
directly from clinical samples, including bacterial DNA enrichment methods. In 
one such study [19], the researchers succeeded in reducing human DNA and 
extracting bacterial DNA directly from positive aerobic and anaerobic BACTEC 
blood culture bottles, by using simple techniques (differential centrifugation and 
DNA extraction with commercial kits). They subsequently performed 
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whole-genome metagenomics using two platforms (Illumina and MinION) and 
assessed pathogen recovery and prediction of species and antibiotic susceptibility of 
44 Gram-negative and 54 Staphylococcus species. Interestingly, according to this 
study whole genome metagenomics performed better than MALDI-TOF when one 
pathogen was present in the blood culture bottle, which is the case in the majority 
of bacteraemia cases. The authors concluded that whole-genome metagenomics 
offers the potential for an end-to-end diagnostic solution and may replace the 
multiple clinical workflows that are currently used to support the microbial 
identification and drug susceptibility testing.

NGS has been applied in several instances for the diagnosis of bacterial infec-
tions of the central nervous system. Another application was WGS testing of 
Neisseria meningitidis performed directly from blood and CSF specimens [20]. In 
this study, a target-specific RNA oligonucleotide bait library was used for the 
enrichment of bacterial DNA and the Agilent SureSelectXT kit for generating draft 
meningococcal genomes. Of the ten specimens, eight produced genomes of accept-
able quality. The authors considered that half of the non-culture invasive meningo-
coccal CSF disease specimens received by the Meningococcal Reference Unit in 
Manchester could yield acceptable genomic data. Another proof of concept for 
whole-genome metagenomics -based bacterial detection directly from CSF samples 
is the identification of Leptospira santarosai in the CSF of an adolescent patient 
with immune deficiency [21]. This patient had negative results in all the clinically 
validated assays for leptospirosis and did not receive any empirical antimicrobial 
agents because of low suspicion for bacterial meningitis. The patient’s CSF and 
serum samples were analysed with Illumina MiSeq platform using an unbiased 
NGS protocol, resulting in the detection of Leptospira santarosai with a turnaround 
time of 48 hours; the patient was adequately treated and the outcome was favourable.

Another interesting scenario, [7], is the application of whole-genome metage-
nomics to detect and identify microbial pathogens directly from urine samples. In 
this study, the authors evaluated WGS performed directly on urine samples using a 
benchtop sequencer, compared this strategy with conventional bacteriology and 
WGS of the bacteria yielded by culture, and developed a new fast bioinformatic tool 
for data analysis. The resulting direct whole-genome metagenomics results were 
highly concordant with those of cultured isolates in terms of species identification, 
clonality and resistance genes’ identification. A noteworthy finding in this study 
was the detection with direct whole-genome metagenomics of bacteria known to be 
urinary tract pathogens that were not detected by conventional culture. The authors 
noticed an increased number of resistance genes detected by direct sequencing, a 
fact that they attributed to the presence of natural microbiota in the urethra. By fil-
tering sequencing results and excluding genes with low coverage, all “excess” resis-
tance genes not observed in cultured isolates were removed. On the other hand, 
direct sequencing did not miss any resistance genes. Turnaround time starting from 
a urine sample and using the fast bioinformatics pipeline developed in this study 
was less than 24 hours, significantly less than conventional identification and sus-
ceptibility testing turnaround time of 72 hours.
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Whole-genome metagenomics for the detection of fastidious pathogens directly 
from clinical samples can also be of great value. Chlamydia trachomatis, for 
example, is an obligate intracellular pathogen and in vitro culture is laborious and 
time-consuming. For this reason, methods that allow sequencing directly from 
C. trachomatis positive samples are especially attractive. A number of studies [22–
25] report various enrichment methods in order to obtain high-quality C. trachomatis 
DNA, suitable for sequencing directly from clinical samples. Christiansen et  al. 
reported a method for C. trachomatis sequencing directly from vaginal swabs and 
urine samples after enrichment with a custom capture RNA bait set, that captures all 
known diversity amongst C. trachomatis genomes. Their method showed increased 
sensitivity by >ten-fold, comparing to previously reported methods. Rapid whole-
genome sequencing of C. trachomatis directly from clinical samples was allowed 
and the authors pointed out the potential to adapt this method to other intracellular 
or fastidious pathogens.

An exciting aspect is the implementation of whole-genome metagenomics into 
routine diagnostic of highly dangerous pathogens, like Bacillus anthracis, 
Francisella tularensis, Yersinia pestis etc. Although such an application seemed 
unfeasible, mostly because of the impractical size of the equipment for BSL-3 or 
BSL-4 labs, this option is now realistic with platforms like minION [26].

3.3  �Susceptibility Testing by Whole Genome Sequencing

The determination of the antimicrobial resistance profile of pathogens is fundamen-
tal for the management of infections and all clinical laboratories must be able to 
undertake this action. Notably, the determination of the Minimum Inhibitory 
Concentration (MIC) of antibacterials, apart from categorical results (susceptible/
resistant), is also essential. Currently, clinical laboratories perform routine 
susceptibility testing by conventional methods. Conventional AST methods are 
well-known, robust and certified, and any new technology has to compete with 
current reference standards. However, they also have limitations, such as long 
turnaround time and correlation with clinical outcomes. For these reasons, alternative 
AST methods like MALDI-TOF and PCR-based detection have been developed. 
Although these alternative methods confront mainly the problem of the slow 
turnaround time of conventional AST, they also have limitations that limit their use 
for full routine AST.  PCR-based methods only detect a limited panel of known 
resistance genes and cannot identify new or rare resistance mechanisms.

On the other hand, WGS offers enormous possibilities in the field of determina-
tion of the resistance profile of pathogens. Pathogen identification, detection of all 
resistance markers (i.e. characterisation of the “resistome”) and detection of viru-
lence determinants (“virulome”) occur at the same time, thus allowing a complete 
pathogen characterisation and detection of unknown features that may better guide 
patient management, but also infection control and resistance containment. It can 
also identify features related to antibiotic resistance in the genome that standard 

3  WGS for Bacterial Identification and Susceptibility Testing in the Clinical Lab



32

methods miss. For example, a vancomycin dependent E. faecium (i.e. requiring the 
presence of vancomycin for its growth) isolated from routine blood culture was 
detected by WGS [27]. Those advantages are the reason why WGS AST, although 
not widely used at present, is being gradually introduced in the clinical laboratory 
workflow. Several published reports show that antibiotic resistance data obtained by 
WGS reliably predict antibiotic resistance phenotype when compared with standard 
phenotypic methods, with sensitivity and specificity over 95%. Remarkably, many 
of them propose the implementation of WGS-AST as the primary susceptibility test-
ing method, followed by standard phenotypic susceptibility testing. Stoesser et al. 
[28], used WGS to predict resistance phenotypes of E. coli and K. pneumoniae clini-
cal isolates from bacteraemias. Whole-genome data were compared to phenotypic 
results obtained by the BD Phoenix system. The sensitivity of genotype for predict-
ing resistance across all antibiotics for both species was 0.96 (95% CI: 0.94–0.98) 
and the specificity was 0.97 (95% CI: 0.95–0.98). Very major and major error rates, 
at 1.2% and 2.1%, respectively, were within the accepted 1.5% and 3% FDA limits. 
In another study, 335 clinical isolates of S. Sonnei were subjected to WGS and con-
ventional AST (agar dilution) and results were compared [29]. Databases used to 
detect antibiotic resistance genes were the Comprehensive Antimicrobial Resistance 
Database (CARD) and Resfinder. Only fifteen isolates showed discrepancy for one 
of the ten antibiotics tested. Interestingly, all 15 discrepant results concerned iso-
lates that were phenotypically susceptible to specific antimicrobials and were pre-
dicted to be resistant by WGS due to the detection of a resistance determinant which 
was not expressed or expressed poorly. In another study, bloodstream isolates of 
common Gram-negative bacteria from neutropenic patients were subjected to WGS 
by Illumina MiSeq and results were compared with the routine method used in the 
clinical laboratory (e-test and automated methods), using broth microdilution assay 
as the gold standard [30]. In order to analyse WGS results, the researchers devel-
oped a customised database of AMR protein sequences by merging the data of 
ARDB and CARD. The interesting finding of this study was that WGS was equal or 
superior to conventional methods in predicting antimicrobial resistance when both 
approaches were compared to the broth microdilution method. This study is an 
example of the shortcomings of many conventional methods that are routinely used 
in clinical microbiology laboratories. An example of rapid WGS-based antimicro-
bial-resistance prediction is presented in this published report [31]. The authors 
developed a user-friendly software (‘Mykrobe predictor’) that can generate antibi-
otic resistance reports from raw sequence data very quickly (3  minutes). They 
implemented their method to S. aureus and M. tuberculosis sequence data, com-
pared the results with standard phenotypic methods and found comparable error 
rates. They also demonstrated that this method works with Oxford Nanopore 
Technologies MinION and produces high-quality results in 7 hours. An interesting 
example of the correlation of the variability in MIC values of clinically relevant 
antibiotics with resistome data of Pseudomonas aeruginosa was presented in a 
resistome-wide association study [32]. Among the novel mutations identified in this 
study, 29 were variants of the oprD gene associated with variation in meropenem 
MIC. Many other studies show the same high sensitivity and specificity values of 
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WGS versus standard susceptibility testing, concluding that WGS can be a viable 
alternative for predicting resistance to antibacterial agents [33–43].

Nevertheless, the genomic prediction of resistance for clinical purposes requires 
caution. First, in contrast to phenotypic testing, as all molecular methods, it detects 
resistance markers that predict resistance, but it does not provide information on 
susceptibility. Furthermore, the absence of a resistance gene does not necessarily 
exclude resistance to that antibiotic, as new resistance genes that are not included in 
the AR gene database might have been missed. Moreover, there is doubt as to 
whether hetero-resistance detection, a very important feature of certain pathogens/
antibacterials combinations, can be detected by WGS. Additionally, the vast volume 
of data that is produced by WGS makes it heavily reliant on AR gene data resources 
for interpretation and quality control. Additionally, WGS-based AST demands 
thorough quality assurance and quality control together with in depth clinical 
evaluation and cost-effectiveness analyses. Because of these limitations, in the 
EUCAST Subcommittee report [44] it was stated that “for most bacteria, the 
available evidence for using WGS as a tool to infer antimicrobial susceptibility (i.e. 
to rule-in as well as to rule-out resistance) accurately is either poor or non-existent. 
More focused studies and additional funding resources are needed as a priority to 
improve knowledge”. In this report, systematic errors and limitations of WGS-AST 
by pathogen are thoroughly analysed.

Antibiotic resistance gene data resources must be continuously updated and 
curated to remain comprehensive. Several literature reviews summarised available 
antibiotic resistance gene data resources [45, 46]. Novel user-friendly databases are 
continuously developed. The “Mykrobe Predictor” mentioned earlier [31] was 
recently developed for prediction of a WGS-AST for Staphylococcus aureus and 
Mycobacterium tuberculosis. The software had sensitivity and specificity of 99.1% 
and 99.6% for 12 antibiotics against S. aureus. The authors also addressed the 
problem of minor resistance alleles. The SEAR (Search Engine for Antimicrobial 
Resistance) [47] is another recently created tool targeting horizontally-acquired 
resistance determinants. This software includes gene dosage and sequence variation 
assessment, but the most interesting feature is the possibility to identify resistance 
determinants from metagenomics data. There are many more examples of recently 
developed or updated bioinformatics tools [48–53] which indicate the intense 
research efforts in trying to incorporate WGS-AST into the everyday practice of the 
clinical microbiology lab.

3.4  �WGS for the Identification and Susceptibility Testing 
of Mycobacteria

Mycobacteria are among the clinically most important slow-growing, fastidious 
pathogens. As some of the species-level identification methods and drug 
susceptibility testing (DST) are laborious, time-consuming and sometimes lack 
sensitivity and specificity, the role of WGS utilisation can be of paramount 

3  WGS for Bacterial Identification and Susceptibility Testing in the Clinical Lab



34

significance to patient care. The next paragraphs will discuss the current experience 
with using NGS techniques on mycobacteria, as a representative of the potential of 
NGS to change the clinical viewpoint on identification and susceptibility testing.

Tuberculosis (TB) is caused by bacteria belonging to members of the 
Mycobacterium tuberculosis complex (MTBC) and, more rarely, by Mycobacterium 
canettii [54]. In 2016 the World Health Organization [55] estimated 10.4 million 
new TB cases caused by Mycobacterium tuberculosis. Moreover, 1.3 million TB 
deaths occurred among HIV-negative and additional 374,000 deaths among HIV-
positive people, thus making TB the leading cause of death by a single pathogen. 
One major challenge that has to be overcome is the resistance to anti-tuberculous 
drugs [56]. Multidrug-resistant tuberculosis (MDR-TB), is defined as bacteria 
resistant to both rifampicin and isoniazid, is hardly curable by the standard four-
drug regimen and requires administration of second-line drugs [57]. In 2016, a 
globally estimated 4.1% of new cases and 19% of previously treated cases were 
MDR or rifampicin-resistant TB but isoniazid-susceptible (RR-TB) [55]. The 
emergence of resistance to additional drugs is not scarce and there are reports of 
extensively drug-resistant tuberculosis (XDR-TB; MDR-TB bacteria also exhibiting 
resistance to fluoroquinolones and injectable second-line drugs). The average 
proportion of XDR-TB cases has been estimated to be 6.2% [55]. The presence of 
drug-resistant TB strains underlines the necessity for fast and accurate resistance 
detection to allow effective treatment and restriction of transmissions.

The gold standard for diagnosing drug-resistant M. tuberculosis is still the phe-
notypic drug susceptibility testing (DST, CLSI 2011). However, DST is technically 
challenging, requires prolonged time due to the slow growth of the hydrophobic TB 
bacteria, needs expensive laboratory facilities that are not available in most high-
burden countries and are not yet standardised for all anti-TB compounds [58–61]. 
Furthermore, strict laboratory safety precautions are required when handling TB 
cultures. Lastly, the shipment of samples for long distances to referral laboratories 
may be difficult and, when considering international shipment to quality assurance 
laboratories, also very expensive [57].

The emergence of drug resistance in MTB arises from single nucleotide poly-
morphisms (SNPs), insertions/deletions (indels) and, more rarely, large deletions in 
genes encoding drug targets or drug-converting enzymes [62]. Unlike other patho-
genic bacteria, resistance is not due to horizontal transfer of genes via mobile 
genetic elements [63].

In the published literature, 286 mutations have been reported to be associated 
with resistance to rifampicin, isoniazid, ofloxacin/levofloxacin, moxifloxacin, 
amikacin, kanamycin, capreomycin, streptomycin, ethionamide/prothionamide and 
pyrazinamide with confidence for predicting resistance to be high, moderate or 
minimal [64].

Several conventional molecular assays have been used for years and were also 
recently endorsed by WHO [55], such as the line Probe Assays (LPA), MTBDRplus 
(Hain, Lifescience 2012) for detection of isoniazid and rifampicin resistance and 
MTBDRsl (Hain, Lifescience, 2015) for resistance to fluoroquinolones and second-
line injectable agents. More recently, WHO has also approved another molecular 
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assay, the Cepheid Xpert MTB/RIF test (Cepheid, USA), which simultaneously 
discriminates MTBC from other acid-fast bacteria and detects resistance to rifampi-
cin [55]. Even though these assays are rapid and convenient, they can detect only 
limited numbers of loci that mediate drug resistance.

These limitations of the conventional genotypic assays do not exist with WGS 
that can be applied on either cultured TB isolates or directly on the clinical specimen 
and has the potential to identify resistance to any drug in a single assay. In more 
detail, a single WGS procedure can incorporate all loci, detect all types of mutations 
and distinguish changes resulting in resistance from silent mutations. Another 
advantage of WGS is that sequencing data may be stored and revisited in the future 
when new resistance loci arise in the literature. Finally, the implementation of WGS 
reduced handling and shipping of highly infectious, drug-resistant MTB isolates.

WGS has been used in many studies to explore resistance patterns against anti-
TB drugs [65–69], investigate dynamics of transmission [70–72] and outbreaks [73, 
74], exhibiting extremely high discriminatory power. Furthermore, WGS has been 
used to elucidate the genetic basis of drug resistance in MTB, such as novel muta-
tions and insertions/deletions related to resistance and also mutations compensating 
for fitness cost [75–77].

Few data exist on the performance of WGS for the detection of drug resistance 
derived from prospective studies. In a multi-national surveillance study of Zingol 
et al. [78], sequencing applied on MTB isolates from 7094 patients, in comparison 
with DST, exhibited sensitivity for resistance detection against rifampicin, isoniazid, 
ofloxacin, moxifloxacin, pyrazinamide, kanamycin, amikacin and capreomycin of 
91%, 86%, 85%, 88%, 54%, 79%, 90% and 81%, respectively. In another prospective 
study, conducted in the UK on 777 MTB isolates, WGS compared to DST for 
resistance detection against isoniazid, rifampicin, ethambutol and pyrazinamide 
showed a sensitivity of 93.1%, 100%, 100% and 81.8%, respectively [79] and high 
specificity, >98.5% for all four drugs.

Coll et al. [80] performed WGS on 792 isolates from six countries, using the phe-
notypic tests as reference and found sensitivity/specificity values in predicting resis-
tance against the first and second-line anti-TB drugs of 96.2/98.1% for rifampicin; 
92.8/100% for isoniazid; 88.7/81.7% for ethambutol; 87.1/89.7% for streptomycin; 
70.9/93.9% for pyrazinamide; 85.5/94.9% for ofloxacin; 82.9/98.3% for amikacin.

In a similar study performed by Walker et al. [65] on 2099 isolates from different 
countries, sensitivities/specificities were: 91.7/99.2% for rifampicin; 85.2/ 98.4% 
for isoniazid; 82.3/95.1% for ethambutol; 81.6/99.1% for streptomycin; 24.0/99.9% 
for pyrazinamide; 45.5/100% for ofloxacin; 88.1/99.5% for amikacin. Chattergie 
et al. [81] analysed 74 isolates from Mumbai, India: resistance to rifampicin and 
isoniazid was predicted with sensitivity 100% and specificity 94%; to ethambutol 
resistance prediction sensitivity was 100% and specificity 78%; to streptomycin, 
sensitivity was 85% and specificity 100%. Finally, Feliciano et  al. [61], tested a 
small collection of 30 isolates from patients in Brazil and Mozambique that 
harboured MDR-TB: respective sensitivity/specificity were for rifampicin, 
87.5/92.3%; isoniazid, 95.6/100%; streptomycin, 85.7/93.3%; ethambutol, 
100/77.2%.
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Culturing before DNA extraction for WGS requires prolonged time when testing 
slow-growing bacteria, such as M. tuberculosis. For the sake of gaining time, Bjorn-
Mortensen et al. (2015) tested a protocol of extracting DNA for WGS directly from 
frozen glycerol stocks; libraries and sequencing results were comparable with those 
derived using revived bacteria after subculturing the glycerol stocks.

Votintseva et al. [82] applied a low-cost DNA extraction in 1 mL of an early posi-
tive mycobacterial growth indicator tube (MGIT) (median culture age, 4  days): 
WGS results could be available 3 days after a MGIT culture flagged positive; 98% 
of the samples were correctly identified as MTB and successfully mapped to the 
H37Rv reference MTB genome with sequence coverage >90%.

Brown et al. [83] designed a method using biotinylated RNA baits specific for 
M. tuberculosis DNA, in order to capture by whole-genome metagenomics full 
bacterial genomes directly from infected sputum specimens without culture: 
M. tuberculosis whole genome metagenomics data were successfully extracted 
directly from all 24 smear- and culture-positive sputum samples; 20 of which were 
of high quality (>20X depth and > 90% of the covered genome). Comparing whole-
genome metagenomics results with those of conventional molecular assays and 
cultures, high levels of concordance were observed. The process could be completed, 
even from low-grade smear-positive samples, within 96  hours. Disadvantages of 
sequencing were its high cost (approximately $350/sample), the skills needed and 
the instrumentation that is currently not available in most laboratories.

An important challenge of TB diagnosis, therapy and control is also represented 
by infections caused simultaneously by different strains [84]. This can be due to >1 
distinct strains with different genomes (a single transmission event) or to super-
infection with >1 clonal variants (multiple transmissions) during a single episode of 
disease [85]. Preforming WGS results in faster detection and has the highest 
sensitivity and discriminatory power for the detection of mixed infections, which 
otherwise cannot be discriminated by other assays.

The depth of coverage (number of reads covering individual nucleotides) indi-
cates the quality of the sequence data: the high number of reads assures the correct 
nucleotide call. No consensus exists on the number of reads needed for the analysis 
of MTB resistance mutations. High coverage may be needed for samples that con-
tain >1 MTB strain (mixed infections) or when resistant and susceptible bacilli 
simultaneously exist in the same sample (heteroresistance).

Another possible barrier for implementing WGS methods in routine settings 
could be the lack of expertise in bioinformatics among the clinical microbiology 
personnel: data generated are highly complex, necessitating user-friendly 
comprehensive and validated workflows [86]. The most common bioinformatics 
platforms are PhyResSE [87], http://www.phyresse.org/, TB Profiler [80], https://
github.com/jodyphelan/TBProfiler, Mykrobe predictor [31], http://www.mykrobe.
com/products/predictor/ and TGS-TB [88] https://gph.niid.go.jp/tgs-tb/. These 
platforms are freely available, user-friendly, can run in a common PC and accept 
raw data derived directly from the WGS instrument (FASTQ files). While the few 
available studies exhibited high sensitivity and specificity using such platforms for 
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isoniazid and rifampicin resistance, a substantial variation seems to exist with the 
remaining first- and second-line drugs.

In particular, Macedo et al. [86] simultaneously evaluated the performance of the 
four most common free online WGS-based platforms (PhyResSE, Mykrobe 
Prediktor, TB profiler, TGS-TB,) to predict resistance against first- and second-line 
anti-TB drugs, using a collection of MDR-TB bacterial strains. Overall, the 
sensitivity of resistance prediction ranged from 84.2% (Mykrobe predictor) to 
95.2% (TB profiler) and specificity was higher and homogeneous (varied from 
94.0% using TGS-TB to 100.0% using Mykrobe predictor; [86]). TB profiler and 
TGS-TB were shown to be the best-ranked platforms for resistance prediction 
against almost all anti-TB drugs, with sensitivity/specificity >90%, being highly 
promising for implementation in the routine practice of clinical microbiology 
laboratories.

In another study, van Beek et al. [89] tested 211 M. tuberculosis isolates for first-
line drugs resistance both by phenotypic DST and WGS. The authors analysed the 
results of WGS using five software platforms (KvarQ, Mykrobe Prediktor, 
PhyResSE, TB profiler, and TGS-TB). The time needed and costs of reagents were 
compared for both approaches. The sensitivity of the five softwares for the prediction 
of any resistance among M. tuberculosis strains was 74–80% and the specificity 
>95% for all platforms, except for TGS-TB, that had lower specificity (81.6%; [89]).

More recent studies underline the need to standardise the databases for the inter-
pretation of genotype-phenotype correlations based on clinical grounds [66, 90]. In 
a large collaborative project established by academic institutions, public health 
agencies and non-governmental organisations, the world-wide consortium 
“CRyPTIC” (Comprehensive Resistance Prediction for Tuberculosis, www.
crypticproject.org/) was developed. This is a global collaboration of TB research 
institutions aiming to achieve improved, faster and targeted treatment of MDR-TB 
infections by applying genetic resistance prediction.

On the contrary, three main limitations hamper the utility of genotypic AST in 
comparison with phenotypic assays [44]:

	(a)	 Systematic errors due to low limit of detection by WGS;
	(b)	 systematic errors caused by poorly established breakpoints for phenotypic DST 

used as a reference method for the validation of WGS-based AST;
	(c)	 poor understanding of the genotypic basis of phenotypic resistance.

Another challenge for clinical laboratories is to correctly identify mycobacterial 
species other than MTB complex and M. leprae (non-tuberculous mycobacteria, 
NTM). There are >180 NTM species published and available online http://www.
bacterio.net/mycobacterium.html, while novel species are continuously described 
[91]. NTM represent emerging pathogens that infect both immunocompromised 
and competent patients. Human NTM disease is classified into the following clinical 
syndromes: chronic pulmonary disease, lymphadenitis, cutaneous disease and 
disseminated disease. Of these, chronic pulmonary disease is clinically the most 
common entity [92]. Given the increasing incidence of NTM infections [93], the 
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correct identification of clinical NTM isolates is crucial because the clinical rele-
vance of NTM species is different [94].

The more traditional phenotypic and biochemical assays and high-performance 
liquid chromatography analysis of mycolic acids, applied for the identification of 
mycobacteria are laborious, time-consuming, need experienced laboratory personnel 
and are thus being replaced by molecular methods. Such assays include line probe 
hybridisation, PCR-RFLP analysis, real-Time PCR, DNA sequencing, and MALDI-
TOF [95].

Currently, the identification of NTM relies mostly on commercial DNA probe 
systems that provide excellent identification but only for few species. Strains that 
are either identified only at the Mycobacterium genus level or identified incorrectly 
due to cross-reactions of particular probes have to be identified accurately by genetic 
sequencing [96].

The gene encoding 16S rRNA, commonly allows unambiguous identification of 
the vast majority of species and exhibits, in contrast with other genetic targets, only 
a small limited of micro heterogeneity [96].

For the correct identification of NTM bacilli, sequencing of the 16S RNA gene 
represented the reference method [94]. However, single-target sequencing cannot 
accurately differentiate all species; for higher degrees of discrimination, to the 
subspecies level, sequencing several genes such as the 16S–23S rRNA internal 
transcribed spacer (ITS) region, the heat shock protein of 65 KD (hsp65) and the 
beta RNA polymerase subunit (rpoB) may be necessary [96, 97].

The current limitations of the genotypic tests and single-target sequencing can be 
easily overcome by WGS of the cultured bacterium. Several studies from the UK, 
USA and Italy showed that WGS might be more rapid and cost-effective for 
identification of mycobacteria than the more traditional assays [67, 79, 98–101]. In 
a prospective study performed by Quan et al. [79], 96% of 1902 mycobacteria tested 
by WGS were correctly identified at the species level.

WGS has also been used to discover and describe new mycobacterial species, as 
the role of the traditional DNA/DNA hybridisation (DDH) is controversial (although 
still considered the gold standard to define whether two closely related strains 
belong to the same species or not; [96]. A robust WGS method for estimating 
genomic relatedness, the average nucleotide identity (ANI), was very recently 
acknowledged by the Committee of Systematic Bacteriology and is now available. 
In this approach, two strains definitely represent different species when the ANI 
between their genomes is <95–96% (Kim et al. 2014). The availability of WGS, 
which is prerequisite for ANI calculation, is gradually becoming available in many 
countries [96].

Lastly, WGS can be reliably performed on M. leprae DNA extracted from biop-
sies, in order to discriminate cases of relapse from and reinfections, being powerful 
for evaluating outcomes of different therapeutic schemes and following disease 
transmission [102].
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3.5  �Conclusions

WGS allows simultaneous bacterial identification, AST and virulence markers 
detection. This provides us with a complete and in-depth picture of pathogens that 
no other method is producing and permits associations and suggestions that were 
never feasible before. Although currently only a small number of clinical 
microbiology laboratories are ready to incorporate WGS for bacterial identification 
and AST in their routine workflow, it is evident that the advantages offered in 
particular cases, such as fastidious and slow-growing pathogen identification and 
AST, will lead more and more laboratories to adopt it. Furthermore, in the near 
future, new clinically relevant species may be discovered, new resistance genes and 
their role in resistance and clinical effectiveness of antibacterial will be determined 
and genetic features that allow particular bacterial clones to spread and persist will 
be deeply studied, making WGS a “must-have” technology for the updating clinical 
laboratory.
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Chapter 4
Whole-Genome Sequencing for Bacterial 
Virulence Assessment

Florian Tagini, Trestan Pillonel, and Gilbert Greub

4.1  �Introduction

In recent years, whole-genome sequencing (WGS) is increasingly being considered 
a technique that could change clinical microbiology [1, 2]. In addition to microbial 
typing and prediction of antibiotic susceptibility, one of the major clinical applica-
tion of bacterial genomics is the detection of clinically relevant virulence factors 
and virulence prediction. In this chapter, we will thus explore what this technique 
really implies [3]. Before discussing virulence factors, the terms “virulence” and 
“pathogenicity” need to be defined.

For virulence, the definition used in this chapter is “the relative capacity of a 
micro-organism to cause damage to a host” as proposed by Casadevall & Pirofski 
[4]. Conversely, the pathogenicity is the general capacity of a microorganism to 
cause damage to a host, and depends on both the pathogen and the host-response 
[4]. Pathogenicity is to be opposed to commensalism, where the interaction results 
in no clear benefits or damages for any of the involved organism. Of notes, the 
damage-response framework of pathogens is not restricted to the direct effects of a 
micro-organism on a host [4]. For instance, immunological molecular mimicry or 
oncogenesis can cause damage to a host and are not directly related to the entry of 
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a given bacterial isolate [4]. Thus, bacterial proteins implicated in such pathogene-
sis represent virulence factors. In this chapter, we will mainly focus on the direct 
damages that can be caused by a pathogen to a host and we will use a simplified 
model to define pathogenicity and virulence (Fig. 4.1), where a given bacteria, upon 
the presence and expression of virulence factors and according to host’s susceptibil-
ity (e.g. immune status, epithelial breach, genetic predisposition), can be patho-
genic, i.e. causing tissue lesions or organ damage.

The virulence of a bacterial strain depends on the presence and expression of 
virulence factors and is solely dependent on the strain characteristics. A virulence 
factor can be defined as a determining factor (i.e. gene product) that would help 
improve the survival of a bacterium within the host or by causing more cellular and 
tissue damage. Several classes of virulence factors should be recognised, including 
(1) toxins, (2) effectors of secretion systems, (3) adhesive factors, (4) invasive fac-
tors, (5) resistance to reactive oxygen and nitrogen species, (6) immune system 
escape, and (7) nutrient uptake. Antibiotic resistance determinants, although they 
may contribute to the pathogenesis (e.g. in a patient treated with antibiotics), form 
a special class of genes and are not discussed in this chapter.

4.1.1  �Toxins

Bacterial toxin is a general term to describe a diverse set of virulence factors that are 
generally secreted by the bacterium and cause damage to host cells. It consists of 
several subcategories with different modes of actions: (i) pore-forming toxins, (ii) 
adenylate or guanylate cyclase-affecting toxins, (iii) protein synthesis-inhibiting 
toxins, (iv) surfactant-like toxins, (v) superantigens, and (vi) neurotoxins [5].

Fig. 4.1  Pathogenicity as the result of the host-pathogen interaction. In this model, highly virulent 
bacteria can be pathogenic regardless of the host status (e.g. Mycobacterium tuberculosis), while 
other bacteria are generally considered as less virulent than most pathogen and would be patho-
genic only in specific situations (e.g. Staphylococcus epidermidis is pathogenic only when an 
intravenous catheter is in place or when patients are immunosuppressed)
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	 (i)	 Pore-forming toxins have one of the most straightforward mechanisms. Indeed, 
these molecules are able to form pores in host cells, which causes influx and 
efflux of ions, small molecules and proteins and eventually leading to cell 
death [6]. For instance, bacterial-mediated haemolysis, unraveled early on in 
the history of microbiology (19th and 20th centuries), was shown to be due to 
pore-forming toxins, such as the listeriolysin O of Listeria monocytogenes, 
streptolysins O and S of Streptococcus pyogenes, or the staphylococcal alpha- 
and gamma-toxin  [7–12]. Another example of pore-forming toxins is the 
Staphylococcus aureus Panton-Valentine Leucocidin (PVL, LukSF) (or other 
leucocidins such as LukGH or LukDE), which can directly lyse human leuko-
cytes [10].

	(ii)	 Adenylate and guanylate cyclase–affecting toxins are a particular class of tox-
ins, found for instance in enteropathogens such as Escherichia coli and Vibrio 
cholerae, or in respiratory pathogens such as Bordetella pertussis, the caus-
ative agent of pertussis [5]. These toxins penetrate the host cell and lead to an 
increased production of cyclic AMP or cyclic GMP, and eventually to the up-
regulation of ion channels and to an increased volume of mucosal secretion 
(water follows the osmolality and is attracted into the lumen)  [13–20]. 
Diarrhoea, emesis and cough are, respectively, the resulting symptoms, which 
are thought to favor the bacterial spread to other hosts. Interestingly, these 
toxins may have a broader spectrum of action. For instance, B. pertussis toxins 
could also inhibit phagocytosis, cytokine production and oxidative burst [5].

	(iii)	 Protein synthesis–inhibiting toxins dramatically contribute to the pathogenic-
ity of several bacteria, eventually leading to host cell death. For instance, the 
diphtheria toxin, encoded by a lysogenic bacteriophage of Corynebacterium 
diphtheriae, ADP-ribosylates the elongation factor 2 of the host cell and thus 
prevents protein synthesis [21]. This toxin causes local damages at the site of 
infection, the respiratory tract, with the formation of characteristic pseudo-
membranes and also systemic damages, such as heart and other end-organ 
injuries [22, 23]. Another classical example is the Shiga toxin producing 
Escherichia coli (STEC) and the role of Shiga toxins in the pathogenesis of 
haemolytic and uremic syndromes [24].

	(iv)	 Surfactant-like toxins constitute a particular class of toxins with amphipathic 
properties capable to disrupt lipid bilayers of the host membrane. Best exem-
plified by phenol-soluble modulins of staphylococci, they have a broad spec-
trum of actions, such as host cell lysis, pro-inflammatory stimulation, and 
contribution to biofilm formation [25, 26]

	(v)	 Superantigens, produced mainly by S. aureus or Streptococcus pyogenes, are a 
specific class of toxins that can bind both the lymphocytic T-cell receptors and 
the Major Histocompatibility Complex (MHC). Thus, it activates up to 20% of 
lymphocytes in a non-specific manner, ultimately leading to an inflammatory 
cytokine storm in the host and potentially to cardiovascular collapse due to an 
increased vascular permeability and death due to shock and multi-organ fail-
ure [27].
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	(vi)	 Neurotoxins, such as the botulinum or tetanus toxins produced by Clostridium 
botulinum and Clostridium tetani, respectively, are a separate category of 
toxin, able to modulate the transmissions of nerves impulses [28, 29].

4.1.2  �Secretion Systems and Their Effectors

Although most toxins are secreted by various bacterial secretion systems, some spe-
cific secretion systems have an important role in secreting the so called “effectors” 
that are able to induce damage in the target cell, and could be considered a distinct 
class of virulence factors. First, the type III secretion system (T3SS) is found in 
several Gram-negative pathogens, such as Salmonella spp., Shigella, Pseudomonas 
spp. and Yersinia spp. [30]. In addition, it is also encoded by intracellular pathogens, 
such as Chlamydia trachomatis, Waddlia chondrophila and plays a central role in 
their pathogenesis [31]. T3SS assemble into a needle-like apparatus conserved 
across distant bacterial species. It is able to secrete its effectors into the target cell, 
which may affect a broad range of cellular functions, such actin cytoskeletal dynam-
ics, gene expression and post-translational modifications, signal transduction path-
ways, and vesicle transport and endocytic trafficking [32]. Second, the type-four 
secretion system is an important virulence factor of Gram negative and Gram posi-
tive bacteria involved in various cellular processes including conjugative horizontal 
gene transfers and contact-independent DNA uptake, as well as secretion of toxins 
or effector proteins in the target cell [33]. Third, the type VI secretion system is also 
particularly interesting for bacterial virulence: in the context of polymicrobial infec-
tion, it helps pathogens to compete with other bacteria and to colonize a niche; for 
intracellular bacteria such as Burkholderia spp. and Francisella tularensis, it can 
also specifically mediate virulence (e.g. phagosomal escape for F. tularensis) [34, 
35]. Finally, the type VII secretion systems (T7SS) is a key virulence factor of 
M. tuberculosis and other mycobacteria [36]. It can also be found in many 
Actinobacteria and in Firmicutes (with a type-VII-like secretion system) [37]. The 
most famous M. tuberculosis effectors are Esx-A (ESAT-6) and Esx-B (CFP-10). 
They are involved in modulation of the T-cell response, phagosomal escape and 
exhibit some direct effect on the membrane of host cells [38].

4.1.3  �Adhesive Factors

Adherence to various surfaces (e.g. the endothelium or any prosthetic device), can 
be an important determinant of bacterial pathogenesis [39, 40]. A broad range of 
proteins or protein assemblies can promote bacterial attachment and are classically 
called adhesins (one protein) or pili (large protein assemblies). For instance, several 
pathogens associated with endocarditis, such as Bartonella henselae, Eikenella cor-
rodens and Cardiobacterium hominis have been shown to encode adhesins [41–43]. 
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Regarding pili, an example is the type IV pili of Neisseria meningitidis that allows 
attachment to the epithelium, invasion into the bloodstream, attachment to the brain 
microvascular endothelium and crossing of the blood-brain barrier to cause menin-
gitis [44, 45]. Furthermore many pathogens are able to produce biofilms, which are 
matrices of hydrated extracellular polymeric substances, composed mainly of poly-
saccharides, proteins, nucleic acids and lipids formation [46]. It promotes the 
mechanical attachment of the micro-organisms and the large three-dimensional 
structure of some adhesins, reduces the susceptibility of bacteria to various stresses 
and to antibiotic therapies [47] as well as their engulfment by phagocytic cells.

4.1.4  �Invasive Factors

Some virulence factors can help the bacteria invade tissues and promote their sys-
temic dissemination. For instance, streptokinase and staphylokinase activate plas-
minogen into plasmin, which can then break down fibrin clots. These proteases are 
involved in tissue spreading by destroying the extracellular matrix and fibrin fibers 
that holds cells together [48, 49]. Many other bacterial proteases can degrade the 
extracellular matrix or even surprisingly the DNA nets of neutrophils and partici-
pate in bacterial invasion [50–53].

4.1.5  �Resistance to Reactive Oxygen and Nitrogen Species

Many genes are involved in the resistance to stresses that bacteria encounter within 
the host [54]. For instance, genes involved in resistance to reactive oxygen or nitro-
gen species can affect bacterial survival. The S. aureus catalase enables the break-
down of hydrogen peroxide and thus was thought to improve the survival of bacteria 
to the killing by neutrophils [55]. However, it was later shown that catalase-negative 
S. aureus infection can retain virulence, highlighting the plethora of bacterial com-
pensatory “virulence” mechanisms [56, 57].

4.1.6  �Immune System Escape

To increase their survival, bacteria have developed a broad range of molecular 
means to subvert both the innate and adaptive immune systems of the host. First, 
many bacteria are able to prevent phagocytosis, the most straightforward way to 
clear bacteria. For instance, the production of a polysaccharide capsule (e.g. for 
Streptococcus pneumoniae) can prevent bacterial opsonisation by the complement 
system or by immunoglobulins [58]. Furthermore, bacteria, and particularly intra-
cellular bacteria, have developed many different ways to escape the endosome−/
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phagosome- lysosome pathway, by manipulating the host cellular pathways [59–
61]. Some pathogen strategies aim at degrading host chemokines involved in the 
inflammatory response to attract neutrophiles, like interleukin-8, with specific pro-
teases (e.g. SpyCEP of S. pyogenes) [62]. Bacterial proteases can also cleave immu-
noglobulins, such as IgA1 or IgG, which promote bacterial attachment to mucosal 
surfaces and survival, respectively [63, 64]. Conversely, bacteria can also recruit 
regulatory molecules. Neisseria meningitidis recruits factor H, which prevents the 
activation of the complement [65]. Lipopolysaccharide, besides being an important 
immune system stimulating factor (that can eventually lead to septic shock), is also 
known to contribute to the resistance to complement of K. pneumoniae [66].

4.1.7  �Nutrient Uptake

The fight for nutrients is a complex interplay between the host and the pathogen. 
Iron, an inorganic ion, is required for many eukaryotic and bacterial processes and 
is involved in virulence and pathogenicity [67]. Bacteria have developed many ways 
to circumvent every iron-sequestration strategies of the host. For instance, bacteria 
can acquire iron, which is bound to transferrin, lactoferrin or hemoglobin. 
Furthermore, iron tightly regulates many virulence factors (e.g. the diphtheria toxin) 
[68]. For intracellular bacteria, the acquisition of nutrients is also critical for their 
survival [61, 69]. In addition to iron and other nutrients, the acquisition of choles-
terol, for instance, is made after manipulation of the host cell machinery [70].

From a genomic perspective, bacteria – including pathogenic ones – generally 
present highly plastic genomes. We should differentiate the core-genome, consist-
ing of conserved genes between all bacteria of a species or any other clade (core 
genes), from the accessory genome, which includes all the variable genetic ele-
ments of a given species or clade. Horizontal gene transfers, mediated by bacterio-
phages, plasmids or recombination, are important drivers of bacterial evolution and 
pathogen adaptation [71]. Virulence determinants can thus be either encoded in all 
bacterial strains of a given species or sporadically occur in some virulent strains. 
For instance, several S. aureus toxins, such as the alpha-toxin and some phenol-
soluble proteins [10], are present in every S. aureus isolates whereas the PVL toxin 
is only encoded by the genome of some more virulent S. aureus strains. Core-
genome sizes vary a lot across different bacterial species [72–74]. Good knowledge 
of the genomics of the pathogen is thus required for a successful identification and 
interpretation of virulence markers [3]. If a virulence factor is encoded by a core-
gene, it generally means that the species identification itself implies the presence of 
that trait (if strictly present in the core-genome). However, when assessing virulence 
factors we should not focus only on the accessory genes since variants (such as 
single-nucleotide polymorphisms (SNPs), deletion or insertion events) may occur 
in core genes, leading potentially to loss or gain of function that may increase or 
decrease the virulence of a given strain.

F. Tagini et al.



51

Most of the knowledge on virulence factors has been gathered thanks to in vitro 
experiments or animal models of infection. However, the overall contribution to 
pathogenicity of virulence factors is often less clear in humans. Indeed, significant 
differences between humans and mice may impact the interpretations of animal 
experiments and extrapolation of obtained results to humans. Furthermore, the pres-
ence of genes encoding virulence factors is usually not sufficient by itself to increase 
the virulence of a bacteria. Indeed, transcriptional modulation and expression of the 
protein, which depend on complex regulatory networks, are truly determining the 
virulence end-phenotype. These regulators depend on various mechanisms, such as 
the activity of two-component systems [75], expression of regulatory non-coding 
RNAs [76] or sigma factors [77].

By providing a detailed map of the virulence factors encoded in a bacterial strain, 
WGS could bring new useful predicting tools for clinical microbiologists. In this 
chapter, we will review the main current and foreseen clinical applications where 
WGS has or could have an added value. In addition, we will discuss the main techni-
cal approaches and limitations of WGS as well as the validation and interpretation 
of the results.

4.2  �Clinical Applications

For WGS analyses, requests to identify known virulence factors may be driven by 
various reasons. A critical assessment of the benefits for the patient or public health 
is thus important. Therefore, one should always wonder: will  the analysis have 
any impact on patient’s treatment or on any other management aspects (for instance, 
by undertaking specific infection control measures)? If the answer is negative, then 
the utility of the analysis is probably limited to the research field. Thus, there are 
two main motives for virulence determinants detection: (a) VFs detection for per-
sonalised treatment and/or clinical management, and (b) epidemiological surveil-
lance of virulent clones.

In conventional clinical microbiology workflows, the virulence properties of 
bacterial isolates are rarely characterised [1]. Indeed, the identification of the spe-
cies brings up usually the possibility to infer the general pathogenic potential of an 
isolate. For instance, the identification of Listeria monocytogenes in the cerebrospi-
nal fluid of a patient proves meningitis. Based soley on the identification of the 
bacterium, we assume that the strain is pathogenic in that situation, and that a set of 
genes involved in virulence and pathogenesis is present. Knowing whether the strain 
encodes some accessory virulence genes is unlikely to change patient management. 
However, in this particular example, WGS could still be useful for typing and public 
health surveillance. Furthermore, as the ultimate typing method, WGS can also pro-
vide a rapid taxonomic assignment of an isolate by classifying it to a particularly 
virulent clade (e.g. species, subspecies or serovar). Indeed, for many pathogens, 
several clonal complexes have been associated to increased virulence or poorer 
prognosis (e.g. for S. aureus, E. coli, and many more) [78, 79]. As many virulence 
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genes are acquired through horizontal gene transfer, typing analyses based on whole 
genomes data can add additional assessment of virulence factor content, allowing to 
monitor the spread of established virulence factors.

E. coli, is another well-illustrating example. Due to its highly plastic genome and 
in the context of the host-pathogen interaction, Escherichia coli presents variable 
phenotypes ranging from commensal interactions to very invasive diseases. For 
instance, upon the acquisition of specific virulence genes (Table 4.1), E. coli can 
present very specific pathogenic features, classified into pathotypes [80]. However, 
the pathotype definition seems to lose relevance with the rising number of virulence 
factor combinations and virulence phenotypes [80]. For instance, the recently 
described Shiga-toxin producing enteroaggregative E.coli (STEAEC) is a hybrid 
between STEC and EAEC [81]. In addition, the Shigella B13 carrying the locus 
enterocyte effacement (LEE) pathogenicity island is more closely related to E. alberti 
than to E. coli [82]. Therefore, there is a clear added value to detect virulence factors 
in order (a) to monitor and predict the emergence of new pathotype combinations, 
and (b) to identify horizontal transfers events of known virulence factors.

In addition to E. coli and S. aureus, the detection of virulence factors can also be 
recommended in some other specific cases. This concerns mostly bacterial species 
that are known to exhibit a high virulence variability. For instance, C. diphtheriae 
can cause the clinical disease diphtheria when encoding tox gene and expressing the 
diphtheria toxin (cf. section 1). Specific PCRs are available to detect the tox gene 
but are usually only available at national reference centers (together with toxin pro-
duction assays). Toxigenic C. diphtheriae infections require specific isolation strat-
egies and specific patient’s follow-up to monitor potential cardiac toxicity. Ruling 
out the presence of the toxin may take time because of referral to a reference center 
for testing [83]. Local WGS analysis in this context can be more time- and cost-
effective than the standard procedures [83].

Another example of extensively studied toxin is the Panton-Valentin leucocidin 
(PVL) of S. aureus. For recurrent skin and soft tissue infections, the detection of the 
toxin was shown to be useful. Indeed, specific decolonisation strategies may be 
introduced [84]. Although considered to be a marker of invasiveness, its association 
with pneumonia, bacteraemia and musculoskeletal infections was shown to be ques-
tionable [85]. Conversely, PVL-positive strains are associated with skin and soft 
tissue infections and are more likely to be treated surgically. A large set of virulence 
factors is encoded in S. aureus genomes but their identification is currently unlikely 
to lead to the modification of the antibiotic therapy (Table 4.1) [86]. Indeed, the 
choice of therapy is currently driven mainly by the antibiotic susceptibility of the 
strain and by clinical presentation rather than by the presence of the PVL or other 
virulence factors [85]. For instance, in the presence of severe necrotising pneumo-
nia, clindamycin or linezolid, both inhibitors of the ribosomes and protein synthe-
sis, can be introduced [87]. Interestingly, a genome-wide association study of 
methicillin-resistant S. aureus could predict isolates toxicity from their genomic 
sequences, looking at SNPs, insertion and deletions events [88]. However, there is a 
need for more genotype-outcome associations, before virulence determinants can 
be integrated into the clinical management of S. aureus infections [89].
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The characterisation of a strain in the presence of a severe clinical presentation 
could be beneficial for the patient or for the public health measures to prevent trans-
mission that may occur. In the context of toxic shock syndrome, sequencing of the 
S. aureus or S. pyogenes strain can potentially bring useful information. For instance, 
when dealing with clustered cases of severe infection, WGS may be not only useful 
to investigate the genetic distance between organisms but also to characterise the 
hypervirulent emerging clone [72]. However, the management of toxic shock syn-
drome should be independent of WGS results. Indeed, clinical recognition of the 
syndrome, cardiovascular resuscitation, removal of the source (foreign body 
removal or surgery), antibiotic treatment and adjunctive therapies, such as clindamy-
cin or intravenous immunoglobulins, should be introduced in every patient present-
ing these syndromes without delay [90].

Overall, when facing an outbreak or for epidemiological surveillance, WGS can 
be used to quickly characterise VFs encoded in the genome of epidemic clones or 
the emergence of a new virulent strain, which is particularly relevant from a public 
health or hospital hygiene perspectives. Furthermore, the characterisation of puta-
tive bioterrorist agents can be relevant for reference centers [91]. WGS-based clini-
cal management will probably rise in the coming years.

4.3  �Methods and Procedures

To implement WGS in clinical microbiology or public health laboratories, the 
genomic platform needs to fulfill national and international standards in laboratory 
medicine (for instance, the ISO 15189:2012 certification) [92]. Therefore, each part 
of the workflow should benefit from standard operating procedures (SOPs), each lab 
member from competency assessments and a strict monitoring of laboratory sup-
plies should be done [93]. To ensure good quality results, several specific quality 
control checkpoints as well as the use of internal and external quality controls are 
required [94] (Table 4.2). External quality control programmes (proficiency testing) 
are currently developed for WGS in microbiology, but most of them have initially 
been aimed at assessing the performance of WGS in outbreak investigation, SNP 
calling and antibiotic resistance gene detection [95]. Furthermore, each proposed 
analysis should undergo validation studies, through research and development proj-
ects, to assess how the technique performs in the laboratory setting. Such accredita-
tion has been completed by our bacterial genomics diagnostic laboratory in 2018 for 
typing and resistance genes prediction of any bacterial strain as well as for a few 
virulence factors of S. aureus, since analysis of “virulome” information is still in the 
process of routine implementation.

4  Whole-Genome Sequencing for Bacterial Virulence Assessment



56

As for all WGS analysis, it is also recommended to use one control strain (e.g. for 
each run) that should pass each of the QC checkpoints and would be a positive control 
for the complete workflow [94]. In addition, external quality controls should also be 
performed on a regular basis. The use of a no-template control can also be added to 
control for de-multiplexing errors of Illumina. Hard criteria mean that if these steps do 
not pass the cutoff, the analysis should be repeated. When a value does not reach a soft 
criterion, this needs to be highlighted and should be critically interpreted. N50, size of 
the contig lying at the 50% of the total assembly length when contigs are ordered by 
sizes; L50, the smallest number of contigs to reach the N50

4.3.1  �Sequencing

Whole-genome sequencing is usually performed from pure bacterial culture. 
Standard procedures are increasingly available for this technique [96]. The choice 
of sequencer should be done to match the laboratory settings, budget and desired 

Table 4.2  General quality metrics and controls for an Illumina-based workflow

Category Metrics Comments

DNA 
extraction

DNA concentration Hard criteria (e.g. >1 ng/ μl).
DNA purity Hard criteria (e.g. A260/280 ratio ≥ 0.7).

Library 
preparation

Library size concentration Hard criteria (e.g. ≥1 nM).
Library size distribution Hard criteria (e.g. fragments sizes should be 

comprised between <0.3 kb and > 3 kb).
Sequencing PhiX control Hard criteria; assessment of error rates (e.g. <4.9%).

Per cent of bases with quality 
score > Q30 for the run (%Q30)

Hard criteria; it should be defined according to 
the platform characteristics.

Reads QC Number of reads passing the 
QC

This metric should provide sufficient theoretical 
coverage (number of reads * mean read length / 
expected size of the genome).

Assemblies Assembly length Soft criteria; should correspond to the expected 
genome size.

Number of contigs Soft criteria; it should correspond to expected 
fragmentation level.

GC content Soft criteria; it should correspond to the 
expected GC content.

N50 Soft criteria; it is a metric of the assembly 
fragmentation and should be a warning sign 
when lower than an expected cutoff.

L50 Soft criteria; number of contigs larger or equal 
than N50. It should be a warning when higher 
than an expected cutoff.

Sequencing depth Mean sequencing depth should be above a cutoff 
(e.g. hard cutoff of 60x; soft cutoff of 100x).

Detection of 
the VFs

Percentage of detected VF in a 
control strain

Hard criteria; the reason for the false negative should 
be determined before any interpretation of the run.

Detection of 
the variants

Number of called mutations of 
variant in a control strain

Hard criteria; if above a defined cutoff, the 
reason should be determined.
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output [92, 97]. The main technical features of available sequencers was already 
discussed elsewhere [98]. In recent years, the Illumina company (San Diego, USA) 
took a large proportion of the sequencing market share [99]. Short read technologies 
can answer many clinical questions, including in terms of virulence assessment. 
Long read technologies, such as Nanopore Sequencing (Oxford Nanopore, GB) or 
Pacific Biosciences (Menlo Park, USA), have the advantage of improving the 
genome assembly by facilitating the resolution of repeats. Solving the genome 
structure provides additional useful information, such as the genomic localisation of 
virulence factors (ex: on a plasmid or a chromosomal location), which could indi-
cate the potential for transmissibility of virulence factors between strains. 
Furthermore, the Nanopore sequencing technology can acquire data in real-time, 
which can speed up the time-to-diagnosis; as soon as a defined number of reads has 
been acquired, a preliminary interpretation could be theoretically done, potentially 
reducing the turnaround time.

4.3.2  �Software and Pipelines

Raw sequencing reads should first be quality controlled and trimmed for remaining 
adapters (when using an Illumina sequencer) or low-quality nucleotides (for 
instance, using Trimmomatic [100]). Then, three main approaches can be used 
(Fig. 4.2):

	 (i)	 Virulence factors can be searched in the assembled genome (e.g. assembled 
using SPAdes [101]). A reference database of known virulence factors is used 
to identify homologs in the newly sequenced genome. The detection of viru-
lence factors can be made with any sequence similarity search tool such as 
BLAST (NCBI). Searches can be performed using nucleotide or amino acid 
sequences. The use of amino acid sequences is less stringent than nucleotide 
sequences and allows the detection of more distantly related homologs. The 
presence of repeats in bacterial genomes impairs the assembly of the complete 
genome from short reads. Most assemblies are split in multiple fragments 
(what is commonly referred as “contigs”) If a gene is split over two different 
contigs, it might be missed by homology search tools; particularly if results are 
filtered based on query coverage, which is actually recommended to avoid 
detecting only fragments sharing high sequence identity. An example of a spe-
cific tool is Kleborate, which is dedicated to the assessment of Klebsiella spp. 
virulence factors directly from genome assemblies [102].

	(ii)	 The second approach bypass the assembly step and search for known virulence 
factors in reads, reducing the probability of false negative results associated 
with gapped assemblies. Various tools can be used to map reads (e.g BWA, 
Samtools, Diamond) on a chosen reference genome or a set of virulence fac-
tors [103–105]. This allows the detection of specific genetic variants of viru-
lence genes. Alternatively, specialised homology search tools for big datasets 
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(e.g Diamond) can be used to perform direct searches of virulence factors 
in reads.

	(iii)	 Methods based on the detection of k-mer associated with virulence, combine 
both the advantage of detecting variants and genes [106]. As a reminder, k-mers 
are in silico fragments of k size of a DNA sequence (i.e. reads). The general 
principle of this technique is to look for exact matches, allowing to check for 
the presence of specific genetic variants and of any sequence of interest. 
Nevertheless, this approach will fail to identify virulence factor genes that 
diverge too much from the reference sequence. When dealing with poorly 
characterised pathogens, Hidden Markov Models (HMM) can be used to detect 
amino acid sequences sharing low sequence identity but sharing likely a simi-
lar functional domain and by extension, functions. For instance, a curated data-
base of protein domains associated to antibiotic resistance, called ResFAM, 
was recently developed [107]. Similarly, dedicated curated databases for viru-
lence domain, when created, would be useful in the same manner. For secre-
tion systems, a tool using HMM called Macsyfinder was developed [108]. 
However, the use of HMM may be limited to the research field, since its prin-
cipal advantage is to identify domains encoded in distant bacterial genomes.

To ensure reproducibility and to fulfill laboratory medicine standards, the use of 
robust and versioned bioinformatics pipeline is required. Depending on the bioin-
formatics workforce available at a given setting, clinical microbiologists may prefer 

Fig. 4.2  General overview of the possible bioinformatic alternatives to detect virulence factors 
(VFs). Several analyses are proposed by online pipelines. This is a simplified view; approaches can 
be combined. BLAST analyses can also be performed after gene annotation (for instance, pipelines 
can BLAST predicted amino acid sequences on the reference database of virulence factors). 
HMM, hidden Markov model
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commercial, in-house software or web-based pipelines. Commercial software has 
the advantage of being developed and validated by the company. For instance, the 
Ridom SeqSphere and software, which can perform a broad range of WGS analy-
ses, can also detect a set of virulence genes and variants developed for a DNA-
microarray detecting Staphylococcus aureus virulence and resistance genes [109]. 
However, commercial software tools are usually black boxes, which prevent the 
understanding and correct interpretation of inherent technical limits. Conversely, 
in-house software or open-source software allow continuous developments and pro-
vide a larger flexibility when the analysis needs to be adapted to a certain case, to 
specific set of virulence factors. As many software tools have dependencies, dedi-
cated tools allow the creation of stable informatic environments. Furthermore, the 
whole pipeline can be contained in virtual machines. One example of developed 
pipeline is MetaGenLab pipeline (docker container available https://hub.docker.
com/r/metagenlab/diag_pipelines), which is a versioned snakemake pipeline, call-
ing software using a conda environment to perform typing, antibiotic resistance and 
virulence analyses (development open source version available on GitHub (https://
github.com/metagenlab). Finally, online resources such as VFanalyzer and PATRIC 
are briefly discussed below. Concerns about online platforms include data protec-
tion of the patients and, traceability, versioning, and reproducibility of the results.

4.3.3  �Databases

A good reference is necessary to make reliable identifications of virulence factors. 
Several databases have been designed specifically for virulence factors or contain 
specific sections associated to virulence. The most widely used database of viru-
lence factors for human pathogens is the curated Virulence Factor Database (VFDB) 
[110, 111]. VFDB is associated with a web-resource (named VFanalyzer) to submit 
assembled sequences for online analysis [112]. Victor is another manually curated 
database of virulence factors integrating data from bacterial, viral and eukaryotic 
pathogens [113]. The Pathosystems Resource Integration Center (PATRIC) is a 
large database integrating various data, including genomics, transcriptomics, pro-
tein–protein interactions, three-dimensional protein structures and sequence typing 
data as well as associated metadata [114]. PATRIC integrates data from both VFDB 
and Victors databases as well as additional manually curated virulence factors [115]. 
Sequencing reads can be submitted to the PATRIC platform for analysis [116]. 
Finally, PHI-base is a database containing curated genes involved in host-pathogen 
interactions [117]. Initially focusing on plant pathogens, it also contains approxi-
mately 30% of data on bacteria of medical and environmental importance [117].

Surprisingly, there is very little overlap between the VFs indexed in those four 
databases (Fig. 4.3). It means that each dataset presents very specific VFs. Focusing 
on S. aureus VFs, we observed that only VFDB (as well as PATRIC since it inte-
grates VFDB data) presented the classical and main VFs that could be expected for 
this pathogen (Table  4.1). For Victors and PHI-base, many of listed VFs were 
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identified from large screens for mutants presenting attenuated in virulence as com-
pared to wild-type strains (as reported for instance by Mei et al. [118]). As of 2019, 
VFDB or PATRIC seem to be the most suited database to investigate the virulence 
of human pathogens.

4.3.4  �Ontologies

There is a need for standardised vocabularies (or ontologies) to properly describe 
virulence factors and their interactions with their host. Ontologies provide a denom-
ination reference and should be resistant to homonymy. VFDB uses a standardised 
classification system and PHI-base uses standardised terms to annotate VFs, but 
there are currently no standards that are used by those web resources. A lot of work 
is still needed to setup an ontology for pathogen-host interactions and virulence fac-
tors that could be used to harmonise the information stored in curated VF data-
bases [119].

Fig. 4.3  Comparison of the content of VFDB, VICTORS, PHI-Base and PATRIC_VF (February 
2019). Protein sequences were clustered at 90% of amino acid sequence identity with silix (https://
bmcbioinformatics.biomedcentral.com/articles/10.1186/1471-2105-12-116). PATRIC also inte-
grate VFDB and VICTORS VFs and those were discarded from the analysis
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4.3.5  �Further Developments

In the previous section, we discussed methods focusing on WGS from pure bacterial 
cultures. However, the development of culture-independent approaches, such as 
shotgun metagenomics, is very promising. Indeed, the detection of specific reads 
associated with virulence factors in various specimen types, could be sufficient in 
order to take measures to improve patient management. This approach has already 
provided promising results for pathogen detection in the context of antibiotic treat-
ments or for the diagnosis of fastidious bacteria [120, 121]. Going further than 
assessing the presence and absence of genes associated to virulence, the develop-
ment of dedicated diagnostic tools and databases allowing to effectively character-
ise SNPs (in coding and non-coding sequences) as well as insertion / deletions 
events, would be a major advance in the understanding of virulence. In addition, 
conditional gene annotation, taking into account the presence of other genetic fea-
tures (mutations or other genes), could help determine the virulence of a gene. 
Combination with other omics technologies, such as transcriptomics and proteomics 
could be the next revolution in clinical microbiology. For instance, the development 
of SWATH-MS for proteomics analyses showed promising results for M. tuberculo-
sis infection [122]. It is also likely that particular VF could also be detected and 
integrated in the clinical interpretation.

WGS opens up the possibility to perform large-scale studies (correlation studies) 
in order to identify putative variant or genes with prognosis value [106]. Furthermore, 
a progressive integration of WGS data in clinical score or even genomic status of the 
host could be the next step needed to reach a good predictive score, always aiming 
for more personalised medicine. Predictive data could set for instance the indication 
for a dedicated treatment, follow-up or management.

4.4  �Interpretation, Validation and Impact

As for any microbiological analysis, the interpretation of the results should take into 
account pre-analytical and analytical variables. Several quality scores should be 
assessed in order to validate the analysis (Table 4.2). Hard criteria (e.g. if below, the 
analysis should be repeated) and soft criteria may be used (e.g. if borderline with a 
quality metrics, results can still be interpreted depending on the rest of the metrics 
and on the performed analysis). Once the analysis has been validated technically, a 
critical interpretation must be done by the clinical microbiologist, who should be 
able to integrate (i) technical aspects and understand the limits of the test, and (ii) 
the clinical and microbiological aspects, such as the isolation site, the suspected 
disease, the biology of the bacterial species, etc. All these data should finally be 
transmitted to the clinician requesting the analysis using a standardised report. The 
format of these reports can be complex to design, as it is required to present in a 
highly summarised way the main patient’s data, the main genomic findings and the 
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interpretation. To help design such a report, back-and-forth discussions between the 
technical team, the clinical microbiologists and the physicians should be done 
[123]. As WGS data also includes typing analysis and the identification of antibiotic 
resistant determinant, generic reports must have the possibility to integrate all these 
data in a comprehensive manner.

The training in the interpretation of WGS analyses will be a challenge in the 
coming years for clinical microbiologists, particularly in the context of a rapidly 
evolving technology. Clinical microbiologists will also have to teach this to a vari-
ety of medical personal  such as medical students, infectious diseases specialists, 
epidemiologists and any person involved in the management of patients with severe 
infectious disease (e.g. intensive-care specialists, …).

4.5  �Future Perspectives

As of 2019, WGS appears to be a game-changing technology for clinical microbiol-
ogy because it allows the broad detection of any DNA sequence, regardless of the 
availability of a specific diagnostic test (e.g. PCRs). As such, sequencing platforms 
definitely open up the possibility to detect specific virulence factors in a competitive 
turnaround time if the strain needs to be sent to a national reference center. 
Furthermore, WGS allows the epidemiological surveillance of the emergence of 
virulent clones, therefore possibly preventing the spread of these at early stages.

However, virulence assessment using WGS has not yet revealed its full potential. 
Indeed, for many situations, the technique is limited by its poor predictive value in 
terms of patient outcome, which depends on the expression level of virulence fac-
tors as well as on the host’s susceptibility. Many developments are foreseen thanks 
to various methods, including the identification of new targets, their implication in 
clinical scores, and the combinations with other omics techniques, such as tran-
scriptomics and proteomics, which could be the next developmental steps. On the 
genomic side, not only the detection and characterisation of virulence factors will 
be further developed, but also the detection of specific variants in regulatory mecha-
nisms associated to increased virulence.
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Chapter 5
Epidemiological Typing Using WGS

Lieke B. van Alphen, Christian J. H. von Wintersdorff, 
and Paul H. M. Savelkoul

5.1  �Basic Concepts of Bacterial Typing

5.1.1  �General Concepts

Bacterial typing is the identification of different strain-types within the same spe-
cies. Bacterial typing has been used more and more intensively for infection control 
purposes of identifying outbreaks of a specific strain. With the use of typing, both 
person-to-person transmission of bacterial strains can be identified, source identifi-
cation of the outbreak and follow up of effectiveness of infection control measure-
ments can all be determined.

Typing has two levels of interpretation: the actual comparison of bacterial iso-
lates and their identity at the taxonomic level, followed by a interpretation in com-
bination with the clinical and epidemiological data of the patients involved. The 
latter is crucial to identify transmission, clustering of patients carrying the same 
strain and eventually analysing an outbreak.

Since the era of molecular techniques, many different methods have been devel-
oped and used for strain typing. Each method has its pros and cons and may be 
either species-specific (e.g. spa typing S. aureus) or general (e.g. Amplified frag-
ment length polymorphism -AFLP), so the selection of the appropriate technique 
should be made based on the performance characteristics of the test in combination 
with the goal of infection control typing.

The classical general performance characteristics for typing methods include 
typeability, discriminatory power, reproducibility, flexibility, portability and 
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concordance (Table  5.1) [1].Typeability indicates the proportion of isolates the 
method is able to type, while the discriminatory power is a measure of the resolu-
tion: how well the method can discriminate between related/unrelated isolates. A 
method should also be reproducible, flexible, meaning many different species can 
be typed, and portable, so the results can be compared or transferred between labs. 
Concordance with epidemiological data and ease of interpretation are necessary to 
reliably interpret the result in a timeframe that fits with the appropriate intervention 
actions. In addition, the technical difficulty is important, as not all laboratories 
might be able or willing to adopt certain techniques.

Next to the classical characteristics of typing methods, the ideal typing method 
for infection control purposes should generate data that can be stored for compari-
son into a portable database. Moreover, it should be cheap and fast and preferably 
applicable to all bacterial species. Unfortunately, there is still no ideal typing method 
fulfilling all these optimal characteristics.

Table 5.1 summarises the basic characteristics of all commonly used typing 
methods. Among the genotypic typing methods a rough distinction can be made 
between band-based methods-(e.g. multi-loci variable-number tandem repeat anal-
ysis (MLVA), AFLP, Pulsed-field Gel Electrophoresis (PFGE) and sequence-based 
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12h + $ SS ++ +/++b ++ -/+++c

72h +++ $$$ H/SSd +++ +++ +++ +++

72h +++ $$$ H/SSd +++ +++ +++ +++

72h +++ $$$ H/SSd +++ +++ +++ +++

AFLP

Rep-PCR
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WGS - SNP analysis

WGS - cgMLST

WGS - wgMLST

Table 5.1  General typing method characteristics

Typeability: usefulness of a method to identify a strain type (= % typeable strains)
Discriminatory power: resolution of methods to discriminate independent strains
Flexibility: the number of different species that can be typed by the same method
Portability: method can be easily transferred between labs
Concordance: level of agreement of the typing results to the epidemiological observations
Reproducibility: reproducibility of the typing results independent to time
aH highly flexibility; SS: species specific
bDepending on band-based analysis (+) or automated fragment size analysis (++)
cDepending on band-based analysis (−) or automated fragment size analysis (+++)
dMethodology is highly flexible, bioinformatical analysis is species specific
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methods (e.g. spa, multilocus sequence typing (MLST), whole-genome sequenc-
ing). In general, fragment-based methods have shorter turnaround times (except for 
PFGE), as PCR is the underlying technique and typing results can be generated 
within a day. This makes these techniques ideal when rapid results are needed, how-
ever, the reproducibility of some of these techniques tends to pose a problem and the 
portability is not as good. Recently, the possibility of using automated band separa-
tion on capillary sequencers has increased the reproducibility and portability 
remarkably. New developments in these methods promise even higher reproduc-
ibility, portability and speed, but this needs to be further established.

In the sequence-based methods, the results are more straightforward, increasing 
the portability and reproducibility. Recent technical and pipeline algorithm develop-
ments in the NGS applications and equipment has remarkably decreased the turn-
around times and costs. The bioinformatics and data analysis, combined with data 
storage and management, seems to be the main limiting factor. Rapid advancements 
in automated data-analysis systems are currently being made to address this 
problem.

5.1.2  �Purpose/Applications of Typing

Choosing the optimal typing technique relies greatly on the application of typing 
results. Typing techniques used for surveillance purposes such as monitoring the 
prevalence of multi-drug resistant organisms (MDROs) on a national or global 
scale, may be different from the ones used for local typing for rapid implementation 
of infection control measures. In both applications, high discriminatory power is 
essential, but the speed of results and rapid recognition of spread within a hospital 
might be more critical. These considerations, in combination with costs and skills/
machinery needed to perform specific tests, might lead to choosing different typing 
methods. It is therefore of utmost importance to recognise all the different aspects 
of a particular technique, in order to able to choose the optimal technique (or tech-
niques) that is best suited for the problem at hand.

5.1.3  �Variability

Interpretation of data in epidemiological typing can be difficult due to inherent vari-
ability at several levels within the typing system used. This variability can be at a 
technical level, a biological level or even an evolutionary level.

Every method used for typing will show a certain degree of technical variability, 
which can be assessed by repeating measurements of the same biological samples. 
This technical variability will differ per employed method and can be heavily 
dependent on the protocols and chemicals used. An important issue to reduce tech-
nical variability is the standardisation of the complete typing procedure. Small 
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differences within a given method will introduce variability in the results and may 
eventually lead to misinterpretation of related/unrelated strains. Use of internal 
quality/reference markers may be useful to further reduce the effect of small techni-
cal differences within a given method.

Understanding or reducing the biological differences between strains of a given 
species, however, is much more challenging. Biological variation is a natural sur-
vival mechanism in all micro-organisms. Biological variation is a regulated and 
reversible process, wherein specific DNA fragments are changed under certain envi-
ronmental conditions as a reaction of the micro-organism to these conditions. This 
may lead to temporarily different genotypic (and phenotypic) results especially with 
high discriminatory typing techniques. The level of these changes is species-
dependent and varies from very sporadic to large parts of the genome. When using 
a typing method, the genetic variation of a given species should be validated and 
taken into account, to be able to determine cut-off values for different and identical 
strains. Basically a cut-off value has to be beyond the biological variation level.

The last important consideration when discussing variability is the evolutionally 
variation or evolutionary clock. This variation is divided into two timeframes. First, 
under short term conditions within the host the microorganism may change in minor 
point mutations, like single nucleotide polymorphisms (SNP), based on its own 
molecular clock. These changes are well established and unique to each isolate and 
the cut-off value used for that micro-organism will indicate when it can be desig-
nated as a different strain. Second, when a given micro-organism stays within a host 
for a long period of time, the genetic changes within the micro-organism will be 
directed by the host immune status selecting a host specific strain (e.g. Helicobacter 
pylori). These species, however, are not part of nosocomial transmission routes and 
will not play a role in outbreak situations, but when typing these strains, it should be 
realised that they may have adapted to the host in a unique genomic way.

5.2  �Established Typing Methods

5.2.1  �Pulsed-Field Gel Electrophoresis (PFGE)

The traditional “gold-standard” molecular typing method for a wide spectrum of 
clinically relevant pathogens is PFGE, a fragment-based method analysing the com-
plete genome of a bacterium [2]. Briefly, the (intact) genomic DNA is released and 
cleaved with one or more restriction enzymes that infrequently cut DNA, resulting 
in large DNA fragments. These fragments are separated on an agarose gel by pulsed-
field electrophoresis, where the orientation of the electric field changes periodically. 
In PFGE a large portion of the genome is assessed and large genomic events, such 
as recombinations, insertions or deletions of large mobile elements will result in a 
change in the PFGE pattern due to altered restriction sites. In addition, large plas-
mids can also be observed on the gel. PFGE used to be the primary approach for 
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outbreak characterisation and the analysis of transmission events, but dependent on 
the pathogen and the resources of the laboratory, other higher throughput methods, 
like multilocus sequence typing (MLST), multi-loci variable-number tandem repeat 
analysis (MLVA) and next-generation sequencing are replacing this method. 
Notably, it is a relatively inexpensive, but time-consuming method, with relatively 
high discriminatory power, good epidemiological concordance and excellent repro-
ducibility, and thus it will remain the method of choice in low-resource settings until 
other methods become less expensive. In addition, standardised protocols (through 
Pulsenet and Harmony) and quality control panels are available for some bacterial 
species, increasing the portability and quality control [3, 4].

5.2.2  �Repetitive Extragenetic Palindromic Sequence-Based 
PCR (REP-PCR)

One of the first PCR-based typing techniques enabling database storage and pattern 
comparison is the REP-PCR. The PCR uses specific primers directed against spe-
cific repetitive elements on the chromosomal DNA of bacteria for amplification. 
These repetitive elements include the BOX; REP; ERIC elements. The amount of 
these elements and their variation are strain-specific, and the resulting patterns can 
be stored in a database for future comparison with new strains. Although this method 
was very rapid and sensitive, it also mandated the use of standardised buffers and 
protocols. The method is still being used by different labs and a commercial system 
including interpretation and database comparison is available. The discriminatory 
power of the method is acceptable but not as high as fragment-based methods. The 
advantage of this method is its flexibility since the method is more or less indepen-
dent of the bacterial species involved [5].

5.2.3  �Variable Number of Tandem Repeat (VNTR) Typing

In bacterial genomes, many regions with repetitive nucleotide repeats can be found, 
both in coding and non-coding regions. These repeats can be very small (a few 
bases) or extend over longer stretches such as 100 base pairs in length. Loci consist-
ing of several repeats directly adjacent to each other vary in number: a variable 
number of tandem repeat locus. These repeats are prone to mutation due to slipped 
strand mispairing during DNA replication. In VNTR typing, differences in the num-
ber of repeats are assessed to distinguish isolates using PCR based techniques and 
separation on an automated sequencer. To increase the discriminatory power, fre-
quently multiple loci are used, in a multiple-locus VNTR analysis (MLVA). This 
method is used for a wide array of organisms. Pulsenet harmonisation protocols are 
available for E. coli O157 and S. enterica serotypes Enteritidis and Typhimurium at 
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the CDC pulsenet website. Other (curated) databases exist for MRSA, Haemophilus 
influenza and many other organisms. Typing by MLVA is fast, unambiguous and 
discriminatory. The main limitation is that the method is not universal, as primers 
for each pathogenic species need to be developed. In addition, harmonisation of the 
allele amplicons is very important for the reproducibility of the data [6].

5.2.4  �Amplified Fragment Length Polymorphism 
Typing (AFLP)

In the AFLP method, genomic DNA fragments resulting from restriction with (one 
or) two enzymes are specifically ligated to double-stranded adaptors. These restric-
tion fragments with ligated adaptors are then selectively amplified by PCR, using 
universal primers complementary to the adaptor sequence, the restriction site 
sequence and a specific number of extra nucleotides (to be able to obtain the most 
optimal number of fragments). The PCR is performed with highly stringent condi-
tions at the beginning, ensuring efficient primer binding to the complementary 
nucleotide sequence of the template. In this way, a large number of restriction frag-
ments is amplified in a single reaction. The reaction is usually performed with one 
fluorescently labelled primer to facilitate separation on an automated DNA 
sequencer with a subsequent computer-assisted comparison. The most significant 
advantages of this method are the excellent discriminatory power, the flexibility and 
the speed: with only a limited set of reagents, using the same procedure, a wide 
variety of organisms can be typed. Developments in this technique have decreased 
the turn-around time to 8-12 h, making this a suitable method when rapid results are 
needed [7, 8].

5.2.5  �Single Locus Sequence Typing

Single locus sequence typing (SLST) can be used in organisms which contain genes 
that show a high rate of variability, usually because the gene product is exposed on 
the surface and consequently undergoes antigenic variation. In SLST, the gene of 
interest is amplified by PCR and subsequently sequenced [9]. Sequences can then 
be compared to an online database to determine a type. For example, typing of 
group A Streptococcus can be performed based on the sequence of the emm gene, 
which encodes the surface M-protein, a major virulence and immunological deter-
minant of this pathogen. For Campylobacter, the short variable region of the flaB 
gene, encoding the minor flagellin subunit FlaB, can be used to study Campylobacter 
epidemiology [10]. In these organisms, SLST can be used for epidemiological stud-
ies, but to fully discriminate closely related organisms, in outbreak situations for 
example, it usually has to be combined with another typing method as the single 

L. B. van Alphen et al.



75

locus sequencing does not give enough discriminatory power in closely related iso-
lates. In general, this method can be performed easily and the results are easy to 
interpret and portable, however, the resolution and costs are problematic in certain 
settings.

A particular form of SLST is the S. aureus protein A gene (spa) typing, in which 
the polymorphic X region of this gene is amplified and sequenced. This method 
relies on the identification of the short repeats in this region, which vary in the num-
ber of repeats and point mutations within the repeats. Each repeat is assigned a code 
and the spa-type is deduced from the order of the specifically coded repeats. The 
discriminatory power of spa typing is lower than PFGE, but it is swift, cost-effective, 
easy to use and has a standardised international nomenclature [11]. The major draw-
back is the fact that it is a single locus technique and can mis-classify isolates. This 
is illustrated by comparison to other techniques such as MLVA. According to the 
data generated over several years of performing simultaneous spa and MLVA typ-
ing, it was shown that the resolution of MLVA is superior to spa typing and that 
MLVA is sufficient to characterise MRSA isolates for surveillance [12].

Another example of SLST is ribotyping of the 16S–23S interspacer region (ITS) 
of Clostridium. Even though the method is not universally applicable and therefore 
not used for many species, it is successful for typing Clostridium difficile. With this 
technique, different strains are characterised based on the length heterogeneity of 
the ITS region. Currently, more than 400 ribotypes are described for C. difficile 
among which is ribotype O27 which is known for its virulence, high transmission 
rate and toxin production [13]. The ribotyping method for C. difficile is well stan-
dardised and, although compared to other methods not the ideal typing method, is 
still very useful for infection control purposes in health care institutions.

5.2.6  �Multilocus Sequence Typing

In multilocus sequence typing (MLST) the genetic relatedness is assessed using 
multiple genes. Here, multiple loci on the genome are amplified by PCR and subse-
quently sequenced. As multiple loci are analysed simultaneously, the discriminatory 
power is higher than SLST.  Depending on the varying degrees of genetic drift, 
which can be gene type and organism-specific, various types of genes can be chosen 
to be part of the MLST scheme [14]. Schemes using housekeeping genes are most 
common, as these are stable enough to be amplified by PCR, but show sufficient 
variation for discrimination. For example, for E. feacium an organism with high 
genome plasticity, resulting in a high degree of DNA banding pattern polymor-
phisms, a seven gene MLST gave insight into the population structure. However, the 
limited extent of variation in these genes also limits the discriminatory power, as for 
E. feacium, the discriminatory power of MLST is insufficient for hospital outbreak 
investigations [15].

Typing systems using polymorphic genes (usually genes under selective pres-
sure, such as virulence genes) have also been developed to increase the 
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discriminatory power. For C. trachomatis, several multilocus sequencing typing 
systems that vary in both the number and type of loci used (housekeeping versus 
polymorphic genes) have been developed due to the need for genotyping methods 
with high resolution [16]. Schemes employing combinations of housekeeping and 
polymorphic genes have been developed as well, as for Salmonella enterica, for 
which MLST that combines two housekeeping genes with two variable flagellin 
genes has been developed [17]. In MLST, the unique sequences of each loci (alleles) 
are assigned a number and the combination of alleles or allelic profile results in a 
sequence type which can then be determined using international online databases. 
The great advantage of this method is that it leads to unambiguous nomenclature of 
highly reproducible typing results. The most considerable disadvantages of this 
method are the time and labour involved, combined with the sometimes high cost of 
sequencing. In addition, for some pathogens, this method does not have enough 
discriminatory power for routine use in outbreak settings.

5.2.7  �Plasmid Typing

Plasmid fingerprinting (PF) was the first molecular method to be used as a bacterial 
typing tool and has been used successfully for the analysis of outbreaks of both 
nosocomial and community-acquired infections [18]. The number and size of the 
plasmids present are used as the basis for strain differentiation. The differentiation 
of large plasmids (100–150 kb) can be problematic using this method resulting in a 
loss of discriminatory power for isolates that contain only large plasmids. For some 
species, such as staphylococci, restriction enzyme analysis (REA) of plasmid DNA 
(REAP) is therefore performed to achieve better discriminatory power [18]. A sig-
nificant limitation is that some strains may not have detectable plasmids, necessitat-
ing other techniques. Moreover, bacterial plasmid content is highly subjective to 
change over time, and as such, PF has limited uses and has been replaced by more 
recent and robust typing methods.

As opposed to using plasmid content to type bacterial strains, methods to char-
acterise plasmids themselves were later designed due to their pronounced role in 
virulence, and antibiotic resistance. The most widely used plasmid typing classifica-
tion is based on the differentiation between incompatibility or Inc-types. This trait 
determines the ability of plasmids to coexist with other plasmids in the same bacte-
ria stably and is defined by their origin of replication. The most recent detection 
method is based on PCR detection (PCR-Based Replicon Typing or PBRT), target-
ing the major plasmid families occurring in Enterobacteriaceae [19]. More recently, 
this scheme was converted into a more rapid real-time PCR based method [20]. For 
an extensive collection of resistant Enterobacteriaceae, however, the majority of 
plasmids were found to belong to only four different plasmid families [21]. In order 
to achieve higher resolution within Inc-types of plasmids, they may be further sub-
typed by plasmid multilocus sequence typing (pMLST) [19].
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While typing of plasmids by these methods can provide valuable insights on the 
epidemiology of plasmids in bacterial populations, its use in tracking clonal out-
breaks is limited. As with PF, this is because plasmid content is subjective to change 
over time, usually independent of chromosomal alterations. Therefore it does not 
accurately reflect bacterial evolution and should only be used as an additional fea-
ture for differentiation.

However, with the increasing spread of plasmid-borne resistances such as the 
extended-spectrum beta-lactamases (ESBLs) and carbapenemases, typing of plas-
mids is becoming increasingly important. Moreover, the spread of resistance 
between different strains or even species through plasmid transfer is becoming an 
increasing concern in healthcare settings. The issue of typing of plasmids by whole 
genome sequencing (WGS) will be further discussed in Sect. 5.3.4 of this chapter.

5.2.8  �Proteomic Alternatives for Typing

Genome-based methods for typing are currently by far the most commonly used 
technologies. Nevertheless, there are new methodologies on the horizon that have 
the potential to play a role in future routine typing procedures, although some 
improvements are still needed. Currently, several proteomic methods are being 
tested for the applicability of bacterial strain typing. These methods include matrix-
assisted laser desorption/ionisation time-of-flight mass spectrometry (MALDI-TOF 
MS), Fourier Transform infrared spectroscopy (FTIR); Raman spectroscopy; near 
FTIR; ART FTIR [22–27].

All these methods produce a spectrum/profile based on phenotypic characteris-
tics of the species/strain. Almost all of these techniques can discriminate bacteria at 
the level of identification of species. Of which MALDI-TOF is the most well-known 
method. In many labs, MALDI-TOF is routinely used for the identification of cul-
tured bacterial species, which is a significant advantage for the implementation of 
different applications such as strain typing. [28].

Although most of these proteomic techniques are, in theory, capable of discrimi-
nating bacteria at the strain level, there are still substantial differences in practice. 
Based on strain analysis of these techniques compared to different genotypic meth-
ods like PFGE, Randomly amplified polymorphic DNA (RAPD), spa typing and 
MLST it is clear that none of these techniques reaches the discriminatory level 
needed for routine strain typing [28, 29]. The use of these technologies for typing is 
further discussed in chapters 9 and 11.

.
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5.3  �Whole-Genome Sequencing for Typing

5.3.1  �Whole-Genome Sequencing (WGS)

Using next-generation sequencing the whole genome of a bacterium can be 
sequenced. Depending on the sequencing technique used, the genome needs to be 
fragmented to a specific size and is then sequenced as short or longer fragments 
(reads) after which bioinformatics tools are used to sort the sequenced fragments 
back into genome pieces. For most applications, like SNP-based analysis and 
cgMLST, the sequence reads are assembled into the whole genomes, although 
assembly-free SNP analysis using k-SNP or assembly-free cgMLST can be per-
formed as well [30]. Assembly can be performed de novo, where the reads are 
assembled using only the information available in the reads, like a giant puzzle. 
These de novo assemblies most commonly do not result in completely assembled 
genomes, especially when using short read sequencing, as large stretches of identi-
cal sequence can be distributed throughout the genome and presence of plasmids 
and mobile elements can complicate assembly even further.

WGS has high typeability and flexibility and can be used as a standardised 
method for many pathogens. The large amount of data generated and the high reso-
lution and discriminatory power that can be achieved makes this a very powerful 
tool for surveillance and epidemiological investigations [31]. Currently, the main 
drawbacks are the costs, the computational power necessary for data analysis, and 
time, as the workflow needs to be improved with regard to turnaround time. 
Generating typing information within a timeframe where infection control mea-
sures can still be implemented is currently difficult to achieve. The availability of 
web-accessible bioinformatics platforms for data processing and analysis could 
facilitate the use of WGS for typing in clinical laboratory settings. These are becom-
ing more and more available, as automated extraction of typing information from 
whole genome sequence data has currently been developed for some bacterial 
pathogens on several platforms and development for other bacterial species is in 
progress.

5.3.2  �SNP Based Versus Allele-Based Approaches

The common set of genes shared between isolates within the same species is known 
as the core genome (cg). However, the biological and evolutionary variation within 
bacteria will give rise to differences in the genomic content between isolates of the 
same species. These differences can be point mutations like SNPs or deletions and 
insertions, which occur at a specific rate for each species, that varies widely between 
microorganisms [32].

Analysis of the genomic data for epidemiological or infection control purposes 
can be performed in a variety of approaches. For typing purposes using the whole 
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genome sequence data analysis can be performed using SNP based approaches or 
allele based approaches, like cgMLST or whole-genome (wg)MLST. Typically a 
cgMLST scheme is a little less discriminatory compared to an SNP based approach, 
but more suited for prospective analysis. When a wgMLST approach is used in 
which both cgMLST and the accessory genome are analysed, the discriminatory 
power can reach that of SNP-based approaches [33]. For some microorganisms, a 
cgMLST based scheme can perform similar to that of an SNP-based approach, as 
has been shown for E. faecium [34].

The major advantage of an allele-based approach is the possibility of a universal, 
standardised and expandable public nomenclature, which facilitates easy data shar-
ing. For SNP-based approaches, this is more difficult because of the requirement of 
a closely related reference sequence for the analysis. To exchange data, the use of 
the same reference sequence is obligatory for comparison. The choice of reference 
sequences can have a significant impact on the identification of SNPs, so the repro-
ducibility of a specific SNP analysis is dependent on the availability of all parame-
ters used, like the analysis pipeline and the reference sequence. If a relative distant 
organism is chosen as a reference, mapping will only occur against the similar 
regions, and unique or specific variable regions will not be analysed, leading to a 
loss of resolution [35]. When a closely related reference genome is unavailable, it is 
reasonable to generate a reference genome consensus by combining both de novo 
and mapping approaches to avoid losing coverage and detection of false SNPs. This 
approach has been used in the analysis of an outbreak of Burkholderia cepacia 
complex (Bcc) isolates [36].

In SNP-based typing, it is essential to identify regions within the core genome 
that contain high degrees of sequence diversity due to possible recombination, 
insertion of mobile genetic elements or other complex genetic events. Inclusion of 
these regions in the SNP typing could result in technical variability obscuring the 
actual evolutionary and/or biological variability and subsequently the phylogenetic 
analysis [37]. A genetic mutation introduces a single SNP whereas a recombination 
event can result in multiple SNPs or complex rearrangements. Both are, however, 
detected as a single recombination event in allele-based methods where whole 
alleles are used for comparison. This could allow a better definition of genetic rela-
tionships in bacteria with high recombination rates than using SNP based approaches. 
However, in allele-based approaches, it is also possible to misinterpret genetic 
events, especially when large regions flanking alleles have been exchanged.

One of the drawbacks of cgMLST is that comparisons can only be made based 
on common genes. For microorganisms with a high degree of variability, this means 
that the number of comparable genes, and thus the resolution, will be lower.

Micro-evolution events and genomic variability during outbreaks will need to be 
accounted for by validating specific appropriate thresholds for relatedness per spe-
cies and sometimes even for a specific outbreak clade. Some thresholds of clonality 
have been proposed [37] but should be considered as guidelines, as specific related-
ness thresholds are difficult to establish. These can vary per wg/cgMLST scheme/
procedure and need to be validated epidemiologically, thereby taking population 
genetics of the organism into account. The timeframe of comparison should also be 
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considered. i.e., the longer an outbreak lasts, the more likely some isolates will sur-
pass the proposed relatedness threshold.

5.3.3  �Nomenclature of WGS Data

The nomenclature of WGS data is standardised for some micro-organisms in public 
databases where cgMLST data can be translated into sequence type and clonal com-
plex data. However, this is not always sufficient to demonstrate the clonal distance 
between isolates. New methods are being suggested to infer more information in the 
nomenclature, such as including a measure of clonal distance in the nomenclature 
of SNP-based analysis- a method called ‘SNP-address’ [38]. The SNP address is 
build up demonstrating the number of SNP differences between isolates, inferred 
from phylogenetic analysis of a large number of isolates. This will quickly demon-
strate the distance between two isolates based on the SNP address. Recently, a simi-
lar nomenclature structure was proposed for cgMLST data within PulseNet 
International, where a strain nomenclature contained a hierarchy of several levels of 
similarity [39]. This could increase the amount of information inferred within a 
name, compared to the currently used sequence type and clonal complex. However, 
SNP or MLST address is still not widely implemented in scientific literature.

5.3.4  �The Accessory Genome

A considerable strength of employing WGS for epidemiological typing is that all 
genetic data becomes available, enabling the analysis of many additional genetic 
traits. This may include mobile genetic elements (MGEs) carrying antimicrobial 
resistance genes, as well as virulence factors.

Hence, the clustering of strains may be based on the presence or absence of 
accessory genes, in addition to variations in the core genome. The combined analy-
sis of variation in both the core, as well as the accessory genome can provide a 
superior resolution to establish a comprehensive understanding of the bacterial 
population epidemiology [33].

MGEs, such as transposons or plasmids, play a significant role in bacterial epi-
demiology. Virulence or antimicrobial resistance profiles are often associated with 
these structures, which can be highly mobile or have a broad host range, enabling 
their spread within a species, as well as between different bacterial species. In order 
to understand the potential of such MGEs, it is therefore essential to characterise 
their epidemiological spread.

Currently, WGS surveillance and outbreaks analyses typically revolve around 
tracing clonal strains through SNPs or cgMLST. However, this approach may not be 
appropriate when there is a rapid spread of a plasmid, leading to a ‘plasmid out-
break’ rather than, or even in addition to, a clonal outbreak (see Fig. 5.1) [37, 40]. 
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Additionally, resistance may also spread through MGEs such as transposons, which 
may rearrange the genetic configuration of genomes or plasmids [41]. In order to be 
able to include such events in epidemiological investigations, in-depth analysis and 
understanding of reconstructed genomes, as well as plasmids, is required.

At this time, the characterisation of plasmids by WGS is still a challenge. High-
throughput sequencing technologies generally produce short reads (a few hundred 
bases in length) [42]. Consequently, the complete reconstruction of plasmids is 
often problematic due to commonly occurring repetitive structures in plasmids. 
While there are several software algorithms available to improve the reconstruction 
of plasmids from fragmented assemblies [42], these often rely on heuristic tech-
niques, which may not always result in accurate assemblies [43, 44].

Improvements are being made, as newer software packages like PlasFlow [45] 
and MOB-suite [46] achieve higher accuracy of plasmid identification from short-
read sequencing data. Also, a web-accessible database has been developed (pAT-
LAS) to investigate and visualise relationships between plasmids [47]. As an 
alternative to overcome the problems short-read data generates, long-read sequenc-
ing technologies are capable of producing tens- to hundreds of kilobase long reads. 
This dramatically simplifies the assembly process, making these techniques better 
suited to reconstruct genomes and plasmids successfully. Compared to short-read 
technologies, however, these generally suffer from a lower throughput, higher error 
rate, and higher costs which restrict their use [48].

In order to make the epidemiological tracking of specific mobile genetic ele-
ments (e.g., horizontal spread of a plasmid) more feasible, a reference assembly 

Fig. 5.1  Illustration of a plasmid outbreak (green background) in comparison with a clonal out-
break (blue background). In a clonal outbreak, transmission (black arrow) of one single strain 
occurs between different subjects. In the event of a plasmid outbreak, transmission of various dif-
ferent strains or even species may occur, which harbour the same specific plasmid. The ‘outbreak 
plasmid’ is disseminated between strains or species through horizontal gene transfer and may go 
unnoticed when screening is performed only at the species or chromosomal level. Specific success-
ful strain-plasmid combinations may subsequently lead to clonal outbreaks (dotted black arrow)
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may be constructed using long-read techniques, after which short reads produced by 
WGS of more extensive collections of isolates or samples can be mapped against 
this reference (40).

5.3.5  �Backwards Compatibility with Established Methods

Backwards compatibility is essential to compare current WGS surveillance data 
with historical data generated with other typing techniques. For backwards compat-
ibility of band-based typing techniques such as PFGE, AFLP and MLVA, closure of 
the draft genomes is necessary before in silico analysis of the ensuing AFLP or 
PFGE profiles is possible. This means that genomes sequenced for surveillance pur-
poses should routinely be closed using long-read sequence technologies to ensure a 
proper transition and comparison from current reference technologies to WGS.

Obtaining sequence-based microbial typing information, such as spa typing or 
MLST typing data from draft genomes, is possible, and methods are freely available 
online [49]. For spa typing of methicillin-resistant staphylococcus aureus, WGS 
data combined with an optimised de novo assembly showed good compatibility 
with sanger sequencing-based spa typing [50]. However, using draft genomes can 
pose difficulties as well, especially when analysing a multicopy gene for backwards 
compatibility. Thus, novel bioinformatic tools circumventing these difficulties need 
to be developed, as has been done, for example, for Legionella pneumophila typ-
ing [51].

5.3.6  �Variability and Comparability of WGS Data

For whole-genome sequencing, efforts have been made to assess the variability and 
reproducibility of different whole genome sequencing technologies and analysis 
tools and the implications for the outcome. Phelan et  al. assessed the variability 
between two sequencing platforms and two analysis pipelines for tuberculosis resis-
tance and demonstrated platform-specific variability in coverage of some regions, 
which could have implications for drug resistance predictions [52]. In another study, 
high reproducibility and accuracy of bacterial typing using cgMLST for 
Staphylococcus aureus was seen among five laboratories assessing 20 bacterial 
samples [53]. However, in this study, isolated DNA was distributed, the same 
sequencing platform was used and both the sequence runs and data analysis were 
performed according to harmonised protocols. In a recent congress presentation, 
Carriço and colleagues showed that trimming, the choice of assembler and assem-
bly post-processing could have a significant impact on the cgMLST allele calling 
process, for an E. coli dataset [54]. This could mean that for cgMLST data, sharing 
of raw data from the same platform and/or the use of the harmonised protocols for 
sequencing and data analysis could be necessary for reproducible typing results 
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which can be compared between institutes. More research into the variability and 
comparability of data is necessary.

5.4  �Typing for Infection Control

Whole-genome sequencing has become an essential tool in the investigation of out-
breaks as tracing and characterisation of an outbreak can be performed with high 
resolution. Using this technique in real-time in health care settings is an exciting 
possibility; however, the cost-benefit and feasibility of achieving results within an 
actionable timeframe remains challenging. This method might not always be timely 
enough for standard continuous infection control surveillance, where there is a need 
for reliable typing systems that are easy and quick to handle aiming to screen and 
exclude clonal relatedness rather than confirm strain relatedness. Recent studies 
have shown that average sequencing turn-around time after initial culture, identifi-
cation and susceptibility testing ranged from 4.4 to 5.3 days [55], but shorter times 
of around 48 h have been reported as well [56]. For actionable results within the 
hospital setting, this might not be timely enough, so using a faster but less discrimi-
natory method in parallel, such as AFLP, MLVA or resistance-gene specific PCRs 
could help prevent a delay in outbreak recognition. Preferably, typing results in a 
hospital setting should be achieved within 12-24 h after isolate identification. Now 
that the turnaround time for WGS testing is decreasing remarkably, this is becoming 
feasible. For further discussion on outbreak investigation using WGS see Chap. 2.

5.5  �Future Perspectives

Typing methods are continuously developing and improving. The methods aim to 
discriminate different strains beyond the identification level. The first methods used 
to detect strain-specific differences were based on phenotypic characteristics within 
specific species e.g. phage typing in Staphylococcus and, more general, antibiotic 
resistance patterns or gel-electrophoresis of total proteins [57–59]. In the molecular 
era, this changed towards genotypic techniques which were quite laborious (e.g. 
PFGE) or rapid but non-specific (e.g. RAPD). Nevertheless, these methods pro-
vided a new way of identifying specific strains and outbreaks and created an impres-
sive array of new genotypic methods either species-specific or more general. The 
success of these methods and the applicability was strongly improved by new pos-
sibilities in different software packages, making it possible to build databases and 
compare the outcomes of these techniques with each other taking into account time 
and location. While some of these genotypic techniques have further improved and 
reached the level of rapid routine application in the hospital setting, WGS for typing 
has shown excellent results and is considered superior to all currently used methods 
owing to its optimal typing results at the highest discriminatory level. This will 
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allow the implementation of these methods in the near future. In order to be able to 
use these methods for routine typing-guided infection control measures, several 
issues including storage of typing results, standardisation, cost, speed and ease of 
use, should be further addressed.

In summary, the field of typing and typing techniques is changing rapidly at the 
moment. It may well be that typing in the near future will be applied on two differ-
ent levels: First, a rapid first-line screening with a molecular/proteomic method in 
health care settings for typing result guided infection control measures, followed by 
a deeper more thorough second line epidemiological WGS analysis. The following 
data can be used for further improvement of the first line typing results. In general, 
it can be expected that WGS based typing will be introduced more and more in 
health care settings as part of infection control policy to prevent and/or monitor the 
spread of specific strains and finding the source of these strains. This will play a role 
at a local, regional, national and international level using different molecular 
techniques.
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Chapter 6
Next-Generation Sequencing in Clinical 
Virology

Anneloes van Rijn-Klink, Jutte J. C. De Vries, and Eric C. J. Claas

6.1  �Metagenomic Sequencing for Pathogen Detection 
and Discovery

6.1.1  �Pathogen Detection

Viruses cause an important part of human infectious diseases. In addition to the 
already known diseases caused by viruses, they are the suspected, still unidentified, 
aetiological agent in several other diseases and are the leading cause of newly dis-
covered syndromes [2]. This, in combination with the steady emergence of new 
(pathogenic) viruses over the past years, suggests new pathogens will continuously 
be discovered [3]. In order to detect previously unknown viruses, there is a need for 
advanced detection methods, independent of culture or previous knowledge of 
nucleotide sequences. Unbiased next-generation sequencing (NGS), namely 
metagenomic NGS, is such a catch-all method. Metagenomics is the analysis of the 
complete genomic content in a clinical sample [4, 5]. Next to the detection of 
viruses, mNGS provides information on viral genotyping, virulence markers, epide-
miology, and resistance, as well as the presence of other potentially pathogenic 
micro-organisms and host information [6–9].

Current routine viral diagnostics are mainly based on nucleic acid amplification 
tests (NAAT) such as real-time polymerase chain reaction (rtPCR). These tech-
niques however, only target a predefined set of suspected viruses. Other pathogens 
or genetic diversity of the targeted viruses can lead to false-negative NAAT results. 
mNGS overcomes these limitations and seems to be a promising tool for routine 
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diagnostics in samples taken from patients with a clinical suspicion of infection but 
no aetiology detected.

Several proof-of-principle studies applying NGS for the detection of viruses in 
clinical samples such as cerebrospinal fluid, sera and respiratory samples have shown 
a good diagnostic yield, with a sensitivity comparable to real-time PCR [10–14].

Several clinical syndromes are presumed to have a viral aetiology, even though one 
cannot be isolated. These include, among others, meningoencephalitis, myocarditis 
and acute liver failure. Meningoencephalitis, for instance, is a severe clinical illness, 
for which in less than half of the patients an aetiologic agent is found. Although in 
20–50% of the patients, an infectious cause is likely, in a more substantial portion of 
patients, infection is suspected. Several studies demonstrated the diagnostic potential 
of mNGS in patients with meningoencephalitis, and several pathogens previously not 
associated with this illness such as parvo- and astroviruses, were identified in clinical 
samples, as well as new pathogens [15–20]. mNGS also appears to have a significant 
diagnostic value in myocarditis and liver failure [21, 22].

6.1.2  �Virus Discovery

With its unbiased approach, mNGS appears to be of crucial importance for outbreak 
management of emerging pathogens. Nearly all relevant outbreaks in recent years 
are caused by previously unknown viruses [7, 23–27]. To manage and control these 
outbreaks, it is essential to identify the aetiological agent rapidly. mNGS has been 
shown to enable this rapid identification of emerging, newly identified, viruses. Two 
outbreaks of haemorrhagic fever in Africa could be attributed to an arenavirus and a 
new rhabdovirus, called Bas-Congovirus, whereas a new phlebovirus was the caus-
ative agent causing an outbreak of fever and thrombocytopenia in China [28–31].

Examples of other previously unknown viruses discovered using mNGS are a 
novel astrovirus, VA1-HMO-C, in association with encephalitis [20, 32, 33]; a new 
Arenavirus, lujovirus, associated with three transplant-related deaths [34]; a new 
picornavirus, klassevirus, associated with gastroenteritis [35–37]; a novel enterovi-
rus (EV C109) in tropical febrile respiratory illness [38]; and a new phlebovirus, 
Heartland virus, associated with severe febrile illness [39]. In addition, the discov-
ery of new oncogenic viruses has been described, such as a new polyomavirus asso-
ciated with Merkel cell skin carcinoma [40]. Proof for an association between the 
aetiology of cancer and the finding of a virus in cancer tissue is hard to provide, but 
it is suggested that viruses cause 10–15% of the cancers. mNGS makes it possible 
to demonstrate viral sequences and viral integration in tumours and discover the 
role of new oncogenic viruses [40, 41].

Finally, several new polyomaviruses and a novel parvovirus have been 
described in current studies, but their association with a clinical outcome is less 
evident [42–46].

These studies clearly demonstrate the usefulness of mNGS in the field of virus 
discovery, although data should be interpreted with caution. With mNGS all viruses, 
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including non-pathogenic commensal viruses, are detected. Extensive further stud-
ies are required to identify the causative role of these newly discovered viruses in 
diseases. However, the rapid metagenomic identification of the pandemic SARS-
CoV2 in Wuhan in 2019 can be seen as a striking example of the added value of 
mNGS in virus discovery. 

Although mNGS shows promising results as described, the application of unbi-
ased NGS as a general routine tool has been implemented in a limited number of 
laboratories so far. There are still many hurdles that need to be overcome. First of 
all, the lack of standardised procedures, especially a high-throughput, unbiased pre-
treatment protocol for combined DNA and RNA sequencing, but also appropriate 
(process) controls, and clinically relevant read counts need to be established. 
Regularly, viral enrichment steps to increase the relatively low amount of viral reads 
and thus the sensitivity of the assays have been used, but evidently can introduce a 
detection bias. In addition, standardisation of the bioinformatics analysis, the choice 
of the pipeline and database used for analysis, quality control requirements, and in 
particular the interpretation of the data produced, all need optimisation to enable 
full and appropriate use of mNGS results. Next, the role of the virome needs to be 
established. Form a practical point of view, the costs and turnaround time of 
sequencing results are a matter of concern for diagnostic use, but rapid improve-
ments can be observed. Before mNGS can be introduced as a routine diagnostic 
tool, all these issues need to be addressed and validated carefully in order to fulfil 
current accreditation requirements.

The use of mNGS as a supplement to current diagnostics has already been estab-
lished in diagnostic laboratories. For those patients where standard diagnostic meth-
ods have been unable to identify a pathogen, mNGS can help detect unexpected or 
new pathogens. Though the role of mNGS in the clinical diagnosis of viral infec-
tions might still be relatively small, its diagnostic potential is huge and its contribu-
tion will increase over the next few years.

6.2  �Virome Analysis

The human microbiome typically consists of a community of microbes colonising 
the human body. The part of the microbiome consisting of viruses is the virome. The 
vast majority of publications on the microbiome of different human body compart-
ments have focused on bacteria. However, a growing number of studies address the 
virome, with the gut virome being the most prominent. The development of NGS 
has contributed to the characterisation of the virome with relation to health and 
disease. Most publications on the virome focus on DNA viruses whereas the RNA 
virome is understudied. An important explanation is that when focusing on the bac-
terial part of the microbiome with untargeted next-generation sequencing, double-
stranded (ds) DNA viruses can be studied simultaneously. In contrast, in order to 
study RNA viruses and single-stranded (ss) DNA viruses by untargeted NGS, spe-
cific pre-treatment with the conversion of the viral genome to dsDNA is necessary. 
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It is of importance to realise the bias towards dsDNA viruses in the literature result-
ing from this technical matter. Pan-virus-specific sequencing remains a challenge 
since viruses lack a universally conserved gene such as the 16S for prokaryotes that 
is used for targeted bacterial metagenomics.

Until several years ago, it was assumed that some human body compartments 
are sterile, based on the lack of detection of micro-organisms with culture and 
nucleic acid testing (NAT). In contrast, current published sequencing data on the 
virome suggest that any compartment of the human body is colonised with viruses. 
The human virome seems to be highly personalised but with dynamic composi-
tion depending on several variables (diet, antibiotic usage, age and genetic 
composition).

6.2.1  �The Human Virome in Different Body Compartments

The virome in different body compartments in relation to health and disease will be 
described in the next section. Figure 6.1 shows an overview of body compartments 
with their most commonly found prokaryotic (bacteriophages) and eukaryotic 
viruses thus describing the virome of healthy controls.

Gut

Gut
Most abundant: unknown (viral) sequences
Phages (majority of known sequences)

dsDNA podo-, sipho- and myoviruses
ssDNA microviruses

Eukaryotic viruses (minority of known sequences)
ssDNA anello-, circo-, geminiviruses 
dsDNA adeno-, polyomaviruses
ssRNA astro-, calici-, picornaviruses 

plant pathogens: pepper mild mottle virus, tobacco mosaic virus, 
tomato mosaic virus, alphaflexivirus, tombamovirus, virgavirus

dsRNA picobirnaviruses, chrysovirus

Blood/plasma 
Most abundant: Eukaryotic viruses

ssDNA anelloviruses (TTV, TT midi virus, TT mini virus, small anellovirus) 
dsDNA herpesviruses: HHV-6, HHV-7A/B, EBV, CMV  

Phages: potential pitfall of contamination of (commercial extraction and library preparation) reagents 
and sequencing controls (see text)

Blood

Respiratory tract

Respiratory tract 
Phages dsDNA sipho-, myoviruses
Eukaryotic viruses dsDNA herpes-, adeno-, human papilloma viruses 

ssDNA anelloviruses 
ssRNA endogenous human retroviruses
dsRNA poxviruses

Fig. 6.1  Overview of the virome composition most commonly reported in literature, for different 
body compartments of asymptomatic adults. The focus was on reports with sequencing data on the 
virome of healthy controls [47, 49, 62–65, 76, 77, 123, 124]
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6.2.2  �The Gut Virome

In 2003, the first metagenomics analysis of viruses present in faeces was published. 
Faeces of a healthy male were analysed by sequencing of double-stranded DNA 
viruses. The majority of the sequences detected were not related to sequences in 
public databases. Of the matched sequences, the majority were bacterial, one fourth 
were phages and <5% eukaryotic viruses. By modelling, the complete virome was 
estimated to comprise of approximately 1200 different viral genotypes [47]. Others 
have confirmed the finding that the human gut virome mainly consists of phages, 
whereas only a minority consists of viruses infecting human, animals, amoeba and 
plants [48]. Phages can be either lytic (virulent) or lysogenic (dormant). Lytic (viru-
lent) phages lyse the bacterial host cell with lytic enzymes at the moment of viral 
release, whereas lysogenic phages integrate their DNA into the bacterial host 
genome and subsequent replication is dependent on host DNA replication. Lytic 
phages can have narrow or broad host ranges, respectively infecting one bacterial 
strain or multiple species of closely related bacteria. The most common phages 
detected by Breithart et al. [47] were siphoviruses (dsDNA viruses), followed by 
myoviruses (dsDNA), podoviruses (dsDNA) and microviruses (ssDNA), likely 
reflecting the presence of enteric bacteria present in the faecal sample. Analysing a 
larger series of faecal samples, Kim et  al. [49] confirmed the predominance of 
unknown sequences followed by sequences of podoviruses, siphoviruses and myo-
viruses, present in all samples of healthy individuals. Using a protocol aiming at ss 
and ds DNA viruses by random amplification with polymerase phi29, microviruses 
(ssDNA) made up 3–9% of known viruses. To date, this is the only publication 
focusing on single-stranded DNA viruses in human faeces [49].

The composition of the gut virome changes with age. Shortly after birth, the gut 
virome has the lowest diversity (corresponding with lower diversity of the bacterial 
microbiome) and consists mostly of phages that infect Gram-positive bacteria. 
Rapidly, the virome population becomes more diverse: in a twin study, DNA viruses 
were detected starting from 3 months after birth, with anelloviruses, circoviruses 
and geminiviruses being the most abundant (practically all newborns) and nanovi-
ruses, adenoviruses, polyomaviruses and parvoviruses being much less abundant (in 
the minority of the newborns) [50]. After 3 months of age, eukaryotic DNA virus 
richness increases further.

In adults, the gut virome is mostly unique to each individual and remains rela-
tively stable over time: 80% of the detected sequences of the gut virome (mainly 
uncharacterised bacteriophages) persisted over 2–5 years [51]. The composition of 
the human virome differs more between individuals than within one individual over 
time, even after a dietary intervention [52]. Thus, the human gut virome is highly 
personalised and temporally stable.

The gut virome has been studied in relation to several diseases. Changes in the 
gut virome, viral dysbiosis, have been associated with inflammatory bowel disease 
(IBD). Decreased amounts of phages were detected in ulcerated mucosal biopsies 
of patients with Crohn’s disease compared with non-ulcerated mucosa and healthy 
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controls [53, 54], though the role in pathogenesis is not clear. A study on faecal 
microbiota transplantation in Clostridium difficile infection found that when more 
phage taxa were transferred from donor to recipient, a favourable treatment out-
come was observed [55]. Adenoviruses have also been detected in faecal samples of 
IBD patients while absent in controls [56] and an increased number of adenoviruses 
have been found in HIV patients though without an association with HIV disease 
status or therapy [57].

Legoff et al. [58] suggested an association of picobirnaviruses with early post-
transplant graft-versus-host-disease (GVHD) in adult haematopoietic stem cell 
transplant patients. Though picobirnaviruses can be detected in a wide range of wild 
and domestic mammals including humans, pigs, swine, calves, foals and hamsters, 
a role as the cause of gastroenteritis is unclear [59]. Recently, picobirnavirus infec-
tivity of bacteria has been suggested [60]. The work of Legoff et al. [58] suggests 
that the presence of picobirnaviruses in faeces may serve as a potential biomarker 
for identifying the development of GVHD.

Few studies of the RNA gut virome have been published. In healthy donors, 
shotgun cDNA sequencing of filtrated faeces revealed that the majority of the 
viruses detected were plant RNA viruses, with pepper mild mottle virus (PMMV, 
ssRNA) being most abundant [61, 62]. Two third of faecal samples of healthy indi-
viduals on two different continents were PMMV positive. Other viruses detected in 
all individuals were tobacco mosaic virus (ssRNA, pathogenic for tobacco), tomato 
mosaic virus (ssRNA, pathogenic for tomato) though much lower abundant (0.1–3% 
of viruses). Plant pathogenic viruses were also detected in pepper-containing food, 
cereals, fruits, tobacco and other vegetables, suggesting ingestion as a source. 
Furthermore, picobirnaviruses (dsRNA) were detected at low abundance.

6.2.3  �The Blood/Plasma Virome

Several studies detect a variety of viruses present in the blood and plasma of healthy 
individuals. A recent study examining blood samples from 8000 healthy individuals 
[63] with a protocol aiming at dsDNA, detected the following viruses as the most 
abundant: human herpesvirus (HHV)-7  in 20% of individuals, HHV-4 (Epstein-
Barr virus) in 15%, anellovirus (torque teno virus, TTV and TTV-like mini virus, 
TLMV) in 9% and HHV6B in 5%. Only a small minority (1%) of the blood samples 
contained Merkel cell polyomavirus, HHV-5 (cytomegalovirus), human 
T-lymphotropic virus)HTLV) and human papillomavirus (HPV). Importantly, blood 
samples spiked with the positive control phiX174 phage contained extensive phage 
DNA (not limited to phiX174) whereas samples without phiX174 spike did not, 
suggesting contamination of commercial phiX174 materials. Contamination of 
commercial materials will be discussed further below.

Wylie et al. [64] compared the plasma virome of febrile children with afebrile 
children (up to the age of 3). Anelloviruses were the only viruses detected in afebrile 
children (three quarters). In contrast, the febrile children carried anelloviruses (all 
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children) and less often roselovirus, enteroviruses, polyomaviruses, astrovirus, and 
human pegivirus (formerly GB virus C/hepatitis G virus).

In a study on the temporal dynamics of the plasma virome in lung transplant 
patients, the plasma virome of healthy controls contained herpesviruses (100% of 
samples), siphoviruses (80%), anelloviruses (70%) and myoviruses (30%) [65]. The 
anellovirus abundancy was higher in lung transplant recipients than in healthy con-
trols, with up to 48 different anellovirus strains identified within a single lung trans-
plant recipient. Anelloviruses are considered as non-pathogenic, but the results of 
this study may serve as a potential marker for guiding immunosuppressive drug 
therapy after transplantation [65]. Higher TTV levels (NAAT) seem to be protective 
for rejection after kidney transplantation [66].

The proportion of anelloviruses have also been found to be increased in HIV-
infected subjects with low CD4+ compared to high CD4+ T cell count, indicating 
that progression to AIDS is associated with changes in the plasma concentration of 
commensal viruses [67]. In the plasma virome of healthy controls, anelloviruses 
were detected, in contrast to HIV/AIDS patients with bacteriophages and human 
endogenous retrovirus abundance without detection of anelloviruses. These data 
suggest immune control of the blood virome in healthy individuals.

The finding of viruses in blood samples is of particular interest in the blood trans-
fusion setting, where viral metagenomics through NGS has been proposed as an 
approach for the identification and surveillance of unknown or unexpected viruses 
that may be transmitted to recipients by blood products [68]. Plasma-pooled sam-
ples from recipients and donors of blood contained mainly anelloviruses and human 
pegivirus, but also hepatitis B and C viruses. Importantly, contaminants from com-
mercial nucleic acid extraction silica-binding spin columns were detected in several 
studies on the blood virome: parvovirus-like hybrid genome, PHV/NIH-CQV [68, 
69] and circoviruses/densoviruses and iridoviruses [70].

6.2.4  �The Oral and Respiratory Tract Virome

Several studies have focused on the virome of the oral cavity and respiratory tract. 
The saliva virome primarily consists of phages, mainly siphoviruses, myoviruses 
and podoviruses (detected in healthy individuals at any longitudinal time point) and 
less frequently papillomaviruses and inoviruses [71]. When compared to their fae-
ces, the salivary virome of healthy individuals more frequently contained papillo-
maviruses and less frequently microviruses and podoviruses. Principle component 
analysis of follow-up saliva samples of controls showed that many viruses are stable 
and specific in an individual [72]. Long-term (6 weeks) intravenous antibiotic ther-
apy has been associated with a high abundancy of papillomaviruses in saliva [73]. 
The proportion of shared virome sequences in gingival samples was found to be 
higher in patients with periodontal disease [71].

The virome in nasopharyngeal washings of pediatric children with respiratory 
symptoms and positive for respiratory pathogen NAAT were studied by Van 
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Boheemen et  al. (manuscript submitted). A protocol with combined detection of 
both DNA and RNA viruses enabled analysis of both DNA and RNA virome. The 
pathogens detected by NAAT (mainly influenza virus, rhinovirus, parainfluenzavi-
rus, human metapneumovirus) comprised 65–99% of the virome in the majority of 
cases, followed by respectively dsDNA bacteriophages (Caudovirales: siphoviruses, 
myoviruses, podoviruses), ssDNA bacteriophages, betaherpesviruses, human papil-
lomaviruses and human endogenous retroviruses (K113) (Fig. 6.2). Data from other 
studies in asymptomatic children indicate that the respiratory virome of healthy 
children is less diverse and mainly dominated by anelloviruses, that were detected 
in 10–20% of controls with only a small proportion of prevalent epidemic respira-
tory viruses [64, 74].

Figure 6.2 is an example of a krona plot of the virome detected in one nasopha-
ryngeal washing of a symptomatic pediatric patient infected with respiratory patho-
gen Adenovirus type non 40–41 (NAAT positive). Spike-in sequence controls: 
equine arteritis virus, phocine herpes virus and Enterobacteria phage phiX174 
(microvirus).

Fig. 6.2  Example of a krona plot of the virome detected in one nasopharyngeal washing of a 
symptomatic pediatric patient infected with respiratory pathogen Adenovirus type non 40–41 
(NAT positive). Spike-in sequence controls: equine arteritis virus, phocine herpes virus and 
Enterobacteria phage phiX174 (microvirus)
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In a study of the virome of bronchoalveolar lavage (BAL) samples from healthy 
lung transplant recipients, samples were predominated by anelloviruses and herpes-
viruses (all individuals at all time-points) and in a small minority of the samples 
coronaviruses, siphoviruses, myoviruses and papillomaviruses [65]. Graft dysfunc-
tion was associated with lower anellovirus loads in BAL fluids of lung transplant 
patients, suggesting that immune activation may restrict TTV abundance in the 
lung [75].

The virome of the respiratory tract has also been studied in cystic fibrosis (CF) 
patients. Sputum from non-CF controls was found to have more distinct phage com-
munities whereas phage communities in CF patients were highly similar and poten-
tially with lower richness (viral dysbiosis). Eukaryotic viruses detected in >60% of 
non-CF controls were retroviruses, adenoviruses, herpesviruses, papillomaviruses, 
iridoviruses, and poxviruses. Whereas sputum viromes of CF patients were domi-
nated by a few viruses including human herpesviruses and retroviruses, sputum of 
non-CF controls was higher in the diversity of eukaryotic viruses [76].

6.2.5  �The Genitourinary Virome

A limited number of reports have been published on the genitourinary compart-
ment. Phages and low-risk genotypes of human papillomaviruses (95% of the indi-
viduals) seem to be the main components of the urinary virome, followed by 
herpesviruses and polyomaviruses [77, 78]. No association of the urinary virome 
with urinary tract infections was found in that specific study [78]. In vaginal sam-
ples from healthy individuals studied for DNA viruses, the most abundant viruses 
were human papillomaviruses, followed by cytomegalovirus, anelloviruses, lym-
phocryptoviruses and roseoloviruses [77].

6.2.6  �The Skin Virome

Few studies have focused on DNA in skin swabs and found mainly phages (myovi-
ruses, siphoviruses) and papillomaviruses [79]. Additionally, human polyomavi-
ruses (6, 7 and Merckel cell polyomavirus), adenoviruses, anelloviruses, circoviruses, 
herpesviruses have been found, interestingly on healthy skin cells [80]. The role of 
the viral skin virome in health and disease is still unclear.

In summary, the knowledge on the human virome and its role in health and dis-
ease is growing since the earliest publication in 2003. More recent findings have 
resulted in new hypotheses on the potential contribution of the human virome to 
pathogenicity. Furthermore, a potential role as a useful marker for disease- such as 
early stages of GVH- has been suggested. In the near future sequencing information 
will become more widely available and is likely to contribute to the understanding 
of the role of the human virome and its dysbiosis in health and disease.
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6.3  �Antiviral Susceptibility and Resistance

Over the last decade, antiviral susceptibility testing has changed from a culture 
based assay to predominantly molecular testing, either by rapid analysis of SNPs by 
real-time PCR, hybridisation assays, or nucleotide sequence analysis. This part will 
discuss the application of NGS in the field of antiviral susceptibility testing.

Using Sanger sequencing, both identification of viruses, their evolution and 
potential accumulation of SNPs have been extensively studied. The major disadvan-
tage of Sanger sequencing is that only the majority variants of pathogens are identi-
fied. If a minor variant represents less than 20–25% of the total genomes, 
identification becomes problematic. Application of deep sequencing enables identi-
fication of these minor variants that comprise up to 1–5% of the population. In this 
way, more detailed information can be obtained on viral diversity in molecular epi-
demiology, virus evolution and viral in-host dynamics [81, 82]. Although these 
studies contribute to a better understanding of viral pathogenesis, spread and evolu-
tion, there is no direct impact on patient management. Therefore, the focus of this 
part is NGS application in antiviral susceptibility and resistance testing. This is 
especially relevant when treating infections of RNA viruses with intrinsically high 
mutation frequencies and replication capacity, in which the development of resis-
tance is common. Several studies have shown that by applying deep sequencing, a 
more accurate overview of the actual presence of these mutations can be obtained, 
with more resistance-associated mutations (RAM) being detected [83]. The most 
important question to answer is whether the presence of minor variant RAMs actu-
ally correlates with an increased risk for development of antiviral resistance. Initial 
studies were focusing on the technical possibility to detect minor variants using 
NGS and those were successful [84]. The long-term clinical effects with relation to 
the development of resistance in different viral groups needs to be further addressed.

6.3.1  �Herpesviruses

Herpes virus infections caused by herpes simplex viruses (HSV1 and HSV2), 
varicella-zoster virus (VZV) and cytomegalovirus (CMV) can be treated success-
fully with antivirals. The viral thymidine kinase (TK) and polymerase (POL) genes 
are the most common target for treatment and, as a consequence, mutations in these 
genes may confer resistance to the antiviral agents. Mutations in the exonuclease 
domain of the polymerase compromise proofreading capabilities and as such, can 
contribute to resistance.

In VZV, mainly acyclovir (ACV) resistance has been reported due to mutations in 
the TK gene (ORF36), although mutations in the POL gene (ORF28) conferring resis-
tance to cidofovir (CDV) or foscarnet (FOS) have also been described [85]. Deep 
sequencing applications by NGS are rare so far. Mercier-Darty et al. [86] compared 
Sanger sequencing to NGS in an orthotopic heart transplant patient. The patient 
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received valacyclovir (VACV) for prophylaxis of HSV and VZV for a year. Later, the 
patient developed herpes zoster (HZ) lesions, which were successfully treated with 
low dose VACV. A month later, extended HZ lesions appeared. As ACV resistance-
associated mutations (RAM) were detected by Sanger sequencing, therapy was 
switched to intravenous FOS with significant improvement. Subsequently, VACV was 
reintroduced as prophylaxis and the patient healed completely. Retrospectively, the 
PCR amplicons obtained for Sanger sequencing were also subjected to deep-sequenc-
ing after library preparation using the Nextera® kit on the Miseq® platform (Illumina). 
After 1.5 months of VACV therapy, Sanger results showed a Q69Stop RAM, which 
appeared present in 95% of the population by deep-sequencing. In pre-treatment sam-
ples, only natural polymorphisms within the TK and POL genes were detected. NGS, 
however, revealed TK frameshift mutations: T-ins 688–691 (77%) and C-del 493–498 
(95%) that were retrospectively detected by Sanger sequencing as well. In addition, 
minor variants, not reported by Sanger, were detected: 13% C-del 664, 4% C-del 
493–498. No POL RAMS were identified under FOS therapy. In conclusion, deep 
sequencing by NGS provided improved detection of minor variants and showed the 
presence of mixed populations.

HSV-1 is another clinically significant alpha herpesvirus, being a major cause of 
morbidity and mortality in haematopoietic stem cell transplant (HSCT) patients, 
usually mandating ACV prophylaxis. Especially in immunocompromised patients, 
prolonged treatment may result in ACV resistant isolates in up to 5–10% of HSCT 
patients [87]. Fujii et al. [88], have compared Sanger sequencing to NGS for detec-
tion of acyclovir-resistant HSV-1 variants in this patient group. In four patients ana-
lysed, all mutations detected by Sanger sequencing were also detected by 
NGS. However, in two patients, additional RAMs were detected. In one patient 5% 
variants carried a G-del 615–619 in the TK gene, and in another patient 11% C-del 
620–622 was detected, illustrating that mutations were detected earlier by NGS and 
low abundance variants were identified that were missed by Sanger sequencing. An 
essential drawback of this study is that sequencing was performed on cultured iso-
lates, as direct amplification of the amplicons from clinical materials was unsuc-
cessful. Because of this and the higher costs, the authors were uncertain whether 
this method was suitable for use in a clinical setting.

Most studies in the field of antiviral resistance of herpesvirus have been per-
formed on CMV as it is one of the most significant pathogens after solid organ 
transplantation with a highly diverse range of clinical complications [85]. Here, 
ganciclovir (GCV) and oral valganciclovir (VGCV) are used for treatment and pro-
phylaxis. Detection of minor CMV resistant variants has already been achieved 
several years ago by pyrosequencing [89–92].

Chou et al. [93] describe a fatal case of CMV infection in a chronic lymphocytic 
leukaemia (CLL) patient, where a CLL relapse was accompanied by CMV reactiva-
tion with increasing viral load despite valganciclovir (vGCV) treatment. Suspected 
pneumonia resulted in a switch to intravenous FOS, which resulted in clinical 
improvement. Later the patient developed diffuse CMV pneumonia, which stabi-
lised using high dose vGCV and intravenous CDV. Upon de-escalation of the treat-
ment regimen, a new sharp rise in viral load was observed in the presence of CLL 
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relapse, and at this point, treatment was stopped and eventually the patient died. 
Five samples obtained during 19 weeks of treatment were analysed by Sanger 
sequencing. Retrospectively, deep sequencing using PCR amplification and Roche 
454 GS sequencing was performed. Unfortunately, no pre-treatment samples were 
available. The deep sequencing clearly illustrated rapid evolution of mutations con-
ferring multidrug resistance, of which resistant subpopulations were detected weeks 
earlier.

Garrigue et al. [94] quantified the difference between Sanger and deep sequenc-
ing by mixing wild type and mutant plasmids and observed reliable detection of 2% 
variants by NGS and 20% by Sanger sequencing. This was also shown in clinical 
practice; with a 9.6% variant threshold detected using NGS, while Sanger reported 
a wild type virus. In addition, viral diversity of the TK gene (UL97) was studied in 
5–8 samples per patient from four patients with and without antiviral treatment, and 
RAMs in the UL97 gene were detected as well.

6.3.2  �Influenza Viruses

For influenza, antiviral treatment dates back to 1966, when Symmetrel® (Amantadine) 
was introduced. Amantadine blocks the influenza M2 ion channel, a product of the 
matrix gene segment of influenza A (but not influenza B) viruses. Resistance is 
induced by mutations in the M2 gene coding for the ion channel pore, most frequently 
the S31N mutation. Resistance testing is possible by testing for this mutation by 
allele-specific PCR. However, currently, over 99% of all circulating human influenza 
virus A strains, the subtypes A(H1N1)pdm09 as well as A(H3N2), are resistant to 
Amantadine, and therefore this antiviral is no longer of use in clinical practice.

Neuraminidase inhibitors (NAI) are the most effective antivirals for treatment of 
influenza infections, and despite alternatives, oseltamivir has been the most widely 
prescribed NAI worldwide. The emergence of resistant viruses is infrequent since 
2009 and can be induced by prolonged treatment with NAI [95]. Rapid analysis of 
potential resistance is readily done by molecular assays detecting several mutations 
in both the viral neuraminidase (NA) and the hemagglutinin (HA). In influenza A 
virus (H1N1)pdm09, the H275Y mutation has been most frequently found, whereas 
for influenza A virus (H3N2)- E119V, R292K, and N294S are the primary muta-
tions conferring antiviral resistance. In influenza B viruses, changes at amino acids 
E117, D197, H273, and R374 are associated with resistance, but other RAMs and 
combinations of RAMs have been identified as well. SNP analysis by real-time 
PCR has been used as a tool for immediate screening of antiviral resistance in only 
a few hours [85].

Prior culture of viruses may select for variants not representing the virus popula-
tion in clinical specimens, and therefore a direct application to clinical samples 
should be preferably performed [96].

NGS has been applied in high throughput diversity and evolution studies [97], 
but not frequently for resistance testing, mainly because of the limited number of 
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SNPs playing a role in resistance and the relatively long turnaround time. Therefore 
NGS does not seem to be particularly beneficial for optimal patient management, 
although earlier detection of resistance markers has been shown. For detection of 
minor variants, Pichon et al. [98] used digital droplet PCR (ddPCR) and were able 
to detect minor (less than 1%) variants of oseltamivir-resistant viruses in a wild type 
(WT) population, enabling earlier detection of resistant viruses. Zhou et  al. [99] 
generated amplicons of the NA, HA and matrix genes of influenza A and B in a 
multiplex PCR. Application of these amplicons to NGS resulted in an in-depth anal-
ysis of antigenic evolution and antiviral resistance. WGS of influenza viruses has 
also been used as a tool for influenza surveillance [100].

Although at the moment the role for NGS in testing for antiviral resistance is 
limited, this clearly may change in the future. If NGS is applied as a catch-all 
method in the microbiology laboratory for diagnosis of acute infections (see the first 
part of this chapter), all additional information on potential resistance markers and 
even compensatory mutations [101] will be available to the clinician as well.

6.3.3  �Hepatitis Viruses

6.3.3.1  �Hepatitis B Virus (HBV)

Approximately 257 million people are chronically infected with HBV, and in 2015, 
an estimated 887,000 patients died (WHO factsheet hepatitis B, 18th July 2018). An 
interesting application of NGS in the field of HBV was the identification of risk fac-
tors for developing viral variants involved in hepatocellular carcinoma (HCC) as 
reviewed by Wu et al. [102] and Liu [103]. Antiviral treatment consisted of nucleo-
side/nucleotide analogues as lamivudine and tenofovir, which readily resulted in 
resistance development. Deep sequencing, mainly using the Roche/454 GS pyrose-
quencing platform, has been applied for early detection of RAMs and the presence 
of minor variants [104, 105]. Minor variants carrying RAMs have also been detected 
in patients not receiving treatment, 1.2% by Sanger sequencing and 15% by NGS 
[106]. However, Jones et  al. [107] showed that additional resistant variants may 
emerge as well once antiviral therapy had been initiated. Nowadays, tenofovir and 
entecavir are predominantly used for the treatment of HBV as they currently are the 
most potent antiviral agents. Important additional benefit of these drugs is the high 
genetic barrier for the development of resistance [108]. An important role for NGS 
in the analysis of antiviral resistance in HBV is therefore unlikely.

6.3.3.2  �Hepatitis C Virus (HCV)

An estimated 71 million people are living with chronic HCV infection of which 
approximately 399.000 per year die, mainly because of liver cirrhosis or HCC 
(WHO factsheet hepatitis,18th July 2018). Over the last decade, a huge 
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advancement in treating patients with hepatitis C was made direct-acting antiviral 
agents (DAA). Different classes of DAA are available- protease inhibitors, poly-
merase inhibitors, and the NS5A replication complex inhibitors. Combination 
therapy with NS5B polymerase inhibitor sofosbuvir (SOF) in combination with 
NS5A phosphoprotein inhibitors daclatasvir or ledipasvir (Harvoni®) has been 
shown very successful in treating a wide range of HCV genotypes, with a sus-
tained viral response of 95% after 12 weeks of therapy. This already indicates that 
the development of resistance is not a significant problem. Despite an extremely 
high replication rate of a trillion genomes per day and a high mutation rate of the 
polymerase, the genetic barrier for developing resistance to this drug is high. In 
vitro studies have been able to generate mutations that could be detected in resis-
tant isolates, but clinically this does not seem to be of importance [85]. In addi-
tion, resistance mutations in HCV are not archived in chronic HCV patients and 
therefore it is unlikely that minor variants will play a role in the risk of treatment 
failure, especially with the currently highly effective DAA treatment combina-
tions [109].

6.3.4  �Human Immunodeficiency Virus (HIV)

By the end of 2017, 36.9 million people were living with HIV, and still, yearly 1.8 
million new infections were detected. Despite significant advances in antiretroviral 
treatment, 940,000 people died of AIDS in 2017, the majority in Africa. Availability 
of appropriate combined antiretroviral therapy (cART) is still limited in those parts 
of the world with the largest infected population. In developed countries, HIV infec-
tion can be considered a chronic, incurable, infection and monitoring of viral loads 
and analysis of antiretroviral drug resistance is part of the standard care for HIV-
infected patients. Amplification and sequencing of (parts of) the pol gene, coding 
for the protease, reverse transcriptase, and integrase enzymes provides detailed 
information of RAMs that may result in decreased susceptibility to the major classes 
of antiviral drugs for HIV, the protease inhibitors (PI), nucleoside reverse-
transcriptase inhibitors (NRTI), non-nucleoside reverse-transcriptase inhibitors 
(NNRTI) and the integrase strand transfer inhibitors (INSTI). Additional sequence 
analysis of the env gene can determine the tropism i.e. co-receptor usage of the virus 
for which another limited class of co-receptor inhibitors is available. Sanger 
sequencing, either as part of commercial kits or in house assays [85] has been used 
for almost two decades to determine antiretroviral treatment failure in patients with 
increased viral loads. Web-based interpretation tools are available to aid in decision 
making [110].

With the high replication rate and high mutation frequency, variant viruses are 
likely to be part of the HIV quasi-species and HIV cART management may be 
improved by including NGS analysis to identify minor variants of RAMs. Primarily 
pyrosequencing was used to generate HIV deep sequencing results but by now 
other, improved platforms are available. Opportunities, limitations and potential for 
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HIV-1 clinical management have been recently reviewed [111].To aid analysis, a 
pipeline for minor variant analysis is also available [112].

The first application of deep sequencing for HIV was described over 10 years 
ago [113]. Since then, numerous studies have been carried out that support the con-
cept of improved and earlier detection of minor variants [114, 115]. More impor-
tantly, an increased risk for virological failure to first-line NNRTI based ART with 
the presence of minor variant RAMs at baseline has been described [116, 117]. 
Moreover, detection of minor variant co-receptor tropism sequences in sequences of 
the V3 region of the env gene by NGS has been shown to be predictive of the failure 
of treatment with maraviroc, a CCR5 receptor blocking antiviral [118].

For protease inhibitors, the presence of minor variant RAMs before treatment 
may be less problematic because of the high genetic barrier for resistance develop-
ment. This means that a combination of mutations is required to get a measurable 
effect on the antiviral susceptibility and these mutations will generally harm the 
viral fitness [119].

Nowadays, integrase inhibitors are being used more frequently as first-line anti-
viral agents. Few clinical studies are available on the use of deep-sequencing and 
the risk of virological failure. Pou et al. [120] estimated that a quarter of patients 
that experienced virological failure would benefit from more detailed information 
on RAMs deep sequencing resulting in more reliable salvage therapy.

6.4  �Future Perspective

Although NGS technology is improving, questions concerning reliable application 
remain, especially in viruses with a high mutation frequency in combination with a 
high replication rate. First of all, there are practical issues such as sampling bias and 
unequal amplification of viral quasi-species that may result in over- or under-
representation of variants [109]. This is especially true when using NGS technology 
generating short fragments of sequence data (all platforms except Pacific Biosciences 
and Oxford Nanopore) where it is difficult to establish the relevance of the sequences 
harbouring minor variant RAMs as the genetic context is unclear: is the identified 
RAM part of a viable virus genome?

Although NGS shows the potential for detection of minor variants at an earlier time-
point, the most important question is whether this will actually lead to increased risk of 
treatment failure. Currently, there is no definite answer to this question. As shown in the 
overview provided by Casadella and Rogers [111], these clinical consequences have 
been studied in only a few NGS studies and these do not provide a clear answer. Other 
reports speculate that the presence of minor variant RAMs does not determine the risk 
on development of resistance over time, but rather that a high diversity and diversifying 
selection of the virus population under treatment is the most important factor [121, 
122]. For analysing this hypothesis, the broad application of NGS remains an appropri-
ate tool. In summary, more clinical studies are required to show the clinical benefit of 
deep-sequencing using NGS platforms in optimising antiviral treatment.

6  Next-Generation Sequencing in Clinical Virology



104

References

	 1.	Cong J, Zhang X (2018) How human microbiome talks to health and disease. Eur J Clin 
Microbiol Infect Dis 37(9):1595–1601

	 2.	Woolhouse M, Gaunt E (2007) Ecological origins of novel human pathogens. Crit Rev 
Microbiol 33(4):231–242

	 3.	Woolhouse ME, Howey R, Gaunt E, Reilly L, Chase-Topping M, Savill N (2008) Temporal 
trends in the discovery of human viruses. Proc Biol Sci 275(1647):2111–2115

	 4.	Thomas T, Gilbert J, Meyer F (2012) Metagenomics - a guide from sampling to data analysis. 
Microb Inform Exp 2(1):3

	 5.	Wooley JC, Godzik A, Friedberg I (2010) A primer on metagenomics. PLoS Comput Biol 
6(2):e1000667

	 6.	van Boheemen S, de Graaf M, Lauber C, Bestebroer TM, Raj VS, Zaki AM et  al (2012) 
Genomic characterization of a newly discovered coronavirus associated with acute respira-
tory distress syndrome in humans. mBio 3(6) e00473-12

	 7.	Zaki AM, van Boheemen S, Bestebroer TM, Osterhaus AD, Fouchier RA (2012) Isolation 
of a novel coronavirus from a man with pneumonia in Saudi Arabia. N Engl J Med 
367(19):1814–1820

	 8.	Hoffmann B, Scheuch M, Hoper D, Jungblut R, Holsteg M, Schirrmeier H et al (2012) Novel 
orthobunyavirus in Cattle, Europe, 2011. Emerg Infect Dis 18(3):469–472

	 9.	Mongkolrattanothai K, Naccache SN, Bender JM, Samayoa E, Pham E, Yu G et al (2017) 
Neurobrucellosis: unexpected answer from metagenomic next-generation sequencing. J 
Pediatr Infect Dis Soc 6(4):393–398

	 10.	Petty TJ, Cordey S, Padioleau I, Docquier M, Turin L, Preynat-Seauve O et  al (2014) 
Comprehensive human virus screening using high-throughput sequencing with a user-friendly 
representation of bioinformatics analysis: a pilot study. J Clin Microbiol 52(9):3351–3361

	 11.	Yang J, Yang F, Ren L, Xiong Z, Wu Z, Dong J et al (2011) Unbiased parallel detection of 
viral pathogens in clinical samples by use of a metagenomic approach. J Clin Microbiol 
49(10):3463–3469

	 12.	Parker J, Chen J (2017) Application of next generation sequencing for the detection of human 
viral pathogens in clinical specimens. J Clin Virol 86:20–26

	 13.	Prachayangprecha S, Schapendonk CM, Koopmans MP, Osterhaus AD, Schurch AC, Pas SD 
et al (2014) Exploring the potential of next-generation sequencing in detection of respiratory 
viruses. J Clin Microbiol 52(10):3722–3730

	 14.	Hasan MR, Rawat A, Tang P, Jithesh PV, Thomas E, Tan R et al (2016) Depletion of human 
DNA in spiked clinical specimens for improvement of sensitivity of pathogen detection by 
next-generation sequencing. J Clin Microbiol 54(4):919–927

	 15.	Kawada J, Okuno Y, Torii Y, Okada R, Hayano S, Ando S et al (2016) Identification of viruses 
in cases of pediatric acute encephalitis and encephalopathy using next-generation sequenc-
ing. Sci Rep 6:33452

	 16.	Guan H, Shen A, Lv X, Yang X, Ren H, Zhao Y et al (2016) Detection of virus in CSF 
from the cases with meningoencephalitis by next-generation sequencing. J Neurovirol 
22(2):240–245

	 17.	Brown JR, Bharucha T, Breuer J (2018) Encephalitis diagnosis using metagenomics: applica-
tion of next generation sequencing for undiagnosed cases. J Infect 76(3):225–240

	 18.	Chan BK, Wilson T, Fischer KF, Kriesel JD (2014) Deep sequencing to identify the causes of 
viral encephalitis. PLoS One 9(4):e93993

	 19.	Benjamin LA, Lewthwaite P, Vasanthapuram R, Zhao G, Sharp C, Simmonds P et al (2011) 
Human parvovirus 4 as potential cause of encephalitis in children, India. Emerg Infect Dis 
17(8):1484–1487

	 20.	Quan PL, Wagner TA, Briese T, Torgerson TR, Hornig M, Tashmukhamedova A et al (2010) 
Astrovirus encephalitis in boy with X-linked agammaglobulinemia. Emerg Infect Dis 
16(6):918–925

A. van Rijn-Klink et al.



105

	 21.	Takeuchi S, Kawada JI, Okuno Y, Horiba K, Suzuki T, Torii Y et  al (2018) Identification 
of potential pathogenic viruses in patients with acute myocarditis using next-generation 
sequencing. J Med Virol 90(12) 1814–1821

	 22.	Suzuki T, Kawada JI, Okuno Y, Hayano S, Horiba K, Torii Y et al (2017) Comprehensive 
detection of viruses in pediatric patients with acute liver failure using next-generation 
sequencing. J Clin Virol 96:67–72

	 23.	Nichol ST, Spiropoulou CF, Morzunov S, Rollin PE, Ksiazek TG, Feldmann H et al (1993) 
Genetic identification of a hantavirus associated with an outbreak of acute respiratory illness. 
Science 262(5135):914–917

	 24.	Rota PA, Oberste MS, Monroe SS, Nix WA, Campagnoli R, Icenogle JP et  al (2003) 
Characterization of a novel coronavirus associated with severe acute respiratory syndrome. 
Science 300(5624):1394–1399

	 25.	Dawood FS, Jain S, Finelli L, Shaw MW, Lindstrom S, Garten RJ et al (2009) Emergence of 
a novel swine-origin influenza A (H1N1) virus in humans. N Engl J Med 360(25):2605–2615

	 26.	Shinde V, Bridges CB, Uyeki TM, Shu B, Balish A, Xu X et al (2009) Triple-reassortant 
swine influenza A (H1) in humans in the United States, 2005-2009. N Engl J Med 
360(25):2616–2625

	 27.	Gao R, Cao B, Hu Y, Feng Z, Wang D, Hu W et al (2013) Human infection with a novel avian-
origin influenza A (H7N9) virus. N Engl J Med 368(20):1888–1897

	 28.	Briese T, Paweska JT, McMullan LK, Hutchison SK, Street C, Palacios G et al (2009) Genetic 
detection and characterization of Lujo virus, a new hemorrhagic fever-associated arenavirus 
from southern Africa. PLoS Pathog 5(5):e1000455

	 29.	Grard G, Fair JN, Lee D, Slikas E, Steffen I, Muyembe JJ et al (2012) A novel rhabdovirus 
associated with acute hemorrhagic fever in central Africa. PLoS Pathog 8(9):e1002924

	 30.	Xu B, Liu L, Huang X, Ma H, Zhang Y, Du Y et al (2011) Metagenomic analysis of fever, 
thrombocytopenia and leukopenia syndrome (FTLS) in Henan Province, China: discovery of 
a new bunyavirus. PLoS Pathog 7(11):e1002369

	 31.	Yu XJ, Liang MF, Zhang SY, Liu Y, Li JD, Sun YL et al (2011) Fever with thrombocytopenia 
associated with a novel bunyavirus in China. N Engl J Med 364(16):1523–1532

	 32.	Brown JR, Morfopoulou S, Hubb J, Emmett WA, Ip W, Shah D et al (2015) Astrovirus VA1/
HMO-C: an increasingly recognized neurotropic pathogen in immunocompromised patients. 
Clin Infect Dis 60(6):881–888

	 33.	Fremond ML, Perot P, Muth E, Cros G, Dumarest M, Mahlaoui N et al (2015) Next-generation 
sequencing for diagnosis and tailored therapy: a case report of astrovirus-associated progres-
sive encephalitis. J Pediatr Infect Dis Soc 4(3):e53–e57

	 34.	Palacios G, Druce J, Du L, Tran T, Birch C, Briese T et al (2008) A new arenavirus in a cluster 
of fatal transplant-associated diseases. N Engl J Med 358(10):991–998

	 35.	Holtz LR, Finkbeiner SR, Zhao G, Kirkwood CD, Girones R, Pipas JM et  al (2009) 
Klassevirus 1, a previously undescribed member of the family Picornaviridae, is globally 
widespread. Virol J 6:86

	 36.	Greninger AL, Runckel C, Chiu CY, Haggerty T, Parsonnet J, Ganem D et al (2009) The 
complete genome of klassevirus – a novel picornavirus in pediatric stool. Virol J 6:82

	 37.	Li L, Victoria J, Kapoor A, Blinkova O, Wang C, Babrzadeh F et al (2009) A novel picorna-
virus associated with gastroenteritis. J Virol 83(22):12002–12006

	 38.	Yozwiak NL, Skewes-Cox P, Gordon A, Saborio S, Kuan G, Balmaseda A et al (2010) Human 
enterovirus 109: a novel interspecies recombinant enterovirus isolated from a case of acute 
pediatric respiratory illness in Nicaragua. J Virol 84(18):9047–9058

	 39.	McMullan LK, Folk SM, Kelly AJ, MacNeil A, Goldsmith CS, Metcalfe MG et al (2012) 
A new phlebovirus associated with severe febrile illness in Missouri. N Engl J Med 
367(9):834–841

	 40.	Feng H, Shuda M, Chang Y, Moore PS (2008) Clonal integration of a polyomavirus in human 
Merkel cell carcinoma. Science 319(5866):1096–1100

	 41.	Flippot R, Malouf GG, Su X, Khayat D, Spano JP (2016) Oncogenic viruses: lessons learned 
using next-generation sequencing technologies. Eur J Cancer 61:61–68

6  Next-Generation Sequencing in Clinical Virology



106

	 42.	Siebrasse EA, Reyes A, Lim ES, Zhao G, Mkakosya RS, Manary MJ et al (2012) Identification 
of MW polyomavirus, a novel polyomavirus in human stool. J Virol 86(19):10321–10326

	 43.	Yu G, Greninger AL, Isa P, Phan TG, Martinez MA, de la Luz SM et al (2012) Discovery of 
a novel polyomavirus in acute diarrheal samples from children. PLoS One 7(11):e49449

	 44.	Buck CB, Phan GQ, Raiji MT, Murphy PM, McDermott DH, McBride AA (2012) Complete 
genome sequence of a tenth human polyomavirus. J Virol 86(19):10887

	 45.	Sauvage V, Foulongne V, Cheval J, Ar Gouilh M, Pariente K, Dereure O et al (2011) Human 
polyomavirus related to African green monkey lymphotropic polyomavirus. Emerg Infect Dis 
17(8):1364–1370

	 46.	Phan TG, Vo NP, Bonkoungou IJ, Kapoor A, Barro N, O'Ryan M et al (2012) Acute diar-
rhea in West African children: diverse enteric viruses and a novel parvovirus genus. J Virol 
86(20):11024–11030

	 47.	Breitbart M, Hewson I, Felts B, Mahaffy JM, Nulton J, Salamon P et al (2003) Metagenomic 
analyses of an uncultured viral community from human feces. J Bacteriol 185(20):6220–6223

	 48.	Carding SR, Davis N, Hoyles L (2017) Review article: the human intestinal virome in health 
and disease. Aliment Pharmacol Ther 46(9):800–815

	 49.	Kim MS, Park EJ, Roh SW, Bae JW (2011) Diversity and abundance of single-stranded DNA 
viruses in human feces. Appl Environ Microbiol 77(22):8062–8070

	 50.	Lim ES, Zhou Y, Zhao G, Bauer IK, Droit L, Ndao IM et al (2015) Early life dynamics of the 
human gut virome and bacterial microbiome in infants. Nat Med 21(10):1228–1234

	 51.	Minot S, Bryson A, Chehoud C, Wu GD, Lewis JD, Bushman FD (2013) Rapid evolution of 
the human gut virome. Proc Natl Acad Sci U S A 110(30):12450–12455

	 52.	Minot S, Sinha R, Chen J, Li H, Keilbaugh SA, Wu GD et al (2011) The human gut virome: 
inter-individual variation and dynamic response to diet. Genome Res 21(10):1616–1625

	 53.	Lepage P, Colombet J, Marteau P, Sime-Ngando T, Dore J, Leclerc M (2008) Dysbiosis in 
inflammatory bowel disease: a role for bacteriophages? Gut 57(3):424–425

	 54.	Norman JM, Handley SA, Baldridge MT, Droit L, Liu CY, Keller BC et al (2015) Disease-
specific alterations in the enteric virome in inflammatory bowel disease. Cell 160(3):447–460

	 55.	Zuo T, Wong SH, Lam LYK, Lui R, Cheung K, Tang W et al (2017) Bacteriophage transfer 
during fecal microbiota transplantation is associated with treatment response in Clostridium 
Difficile infection. Gastroenterology 152(5):S140–S1S1

	 56.	Wang W, Jovel J, Halloran B, Wine E, Patterson J, Ford G et al (2015) Metagenomic analysis 
of microbiome in colon tissue from subjects with inflammatory bowel diseases reveals inter-
play of viruses and bacteria. Inflamm Bowel Dis 21(6):1419–1427

	 57.	Monaco CL, Gootenberg DB, Zhao G, Handley SA, Ghebremichael MS, Lim ES et al (2016) 
Altered virome and bacterial microbiome in human immunodeficiency virus-associated 
acquired immunodeficiency syndrome. Cell Host Microbe 19(3):311–322

	 58.	Legoff J, Resche-Rigon M, Bouquet J, Robin M, Naccache SN, Mercier-Delarue S et  al 
(2017) The eukaryotic gut virome in hematopoietic stem cell transplantation: new clues in 
enteric graft-versus-host disease. Nat Med 23(9):1080–1085

	 59.	Rosen BI, Fang ZY, Glass RI, Monroe SS (2000) Cloning of human picobirnavirus genomic 
segments and development of an RT-PCR detection assay. Virology 277(2):316–329

	 60.	Krishnamurthy SR, Wang D (2018) Extensive conservation of prokaryotic ribosomal binding 
sites in known and novel picobirnaviruses. Virology 516:108–114

	 61.	Zhang T, Breitbart M, Lee WH, Run JQ, Wei CL, Soh SW et al (2006) RNA viral community 
in human feces: prevalence of plant pathogenic viruses. PLoS Biol 4(1):e3

	 62.	Nakamura S, Yang CS, Sakon N, Ueda M, Tougan T, Yamashita A et al (2009) Direct metage-
nomic detection of viral pathogens in nasal and fecal specimens using an unbiased high-
throughput sequencing approach. PLoS One 4(1):e4219

	 63.	Moustafa A, Xie C, Kirkness E, Biggs W, Wong E, Turpaz Y et al (2017) The blood DNA 
virome in 8,000 humans. PLoS Pathog 13(3):e1006292

	 64.	Wylie KM, Mihindukulasuriya KA, Sodergren E, Weinstock GM, Storch GA (2012) Sequence 
analysis of the human virome in febrile and afebrile children. PLoS One 7(6):e27735

A. van Rijn-Klink et al.



107

	 65.	Segura-Wang M, Gorzer I, Jaksch P, Puchhammer-Stockl E (2018) Temporal dynamics of the 
lung and plasma viromes in lung transplant recipients. PLoS One 13(7):e0200428

	 66.	Schiemann M, Puchhammer-Stockl E, Eskandary F, Kohlbeck P, Rasoul-Rockenschaub S, 
Heilos A et  al (2017) Torque Teno virus load-inverse association with antibody-mediated 
rejection after kidney transplantation. Transplantation 101(2):360–367

	 67.	Li L, Deng X, Linsuwanon P, Bangsberg D, Bwana MB, Hunt P et al (2013) AIDS alters the 
commensal plasma virome. J Virol 87(19):10912–10915

	 68.	Sauvage V, Eloit M (2016) Viral metagenomics and blood safety. Transfus Clin Biol 
23(1):28–38

	 69.	Naccache SN, Greninger AL, Lee D, Coffey LL, Phan T, Rein-Weston A et al (2013) The per-
ils of pathogen discovery: origin of a novel parvovirus-like hybrid genome traced to nucleic 
acid extraction spin columns. J Virol 87(22):11966–11977

	 70.	Lysholm F, Wetterbom A, Lindau C, Darban H, Bjerkner A, Fahlander K et  al (2012) 
Characterization of the viral microbiome in patients with severe lower respiratory tract infec-
tions, using metagenomic sequencing. PLoS One 7(2):e30875

	 71.	Ly M, Abeles SR, Boehm TK, Robles-Sikisaka R, Naidu M, Santiago-Rodriguez T et al (2014) 
Altered oral viral ecology in association with periodontal disease. mBio 5(3):e01133–e01114

	 72.	Abeles SR, Robles-Sikisaka R, Ly M, Lum AG, Salzman J, Boehm TK et al (2014) Human 
oral viruses are personal, persistent and gender-consistent. ISME J 8(9):1753–1767

	 73.	Abeles SR, Ly M, Santiago-Rodriguez TM, Pride DT (2015) Effects of long term antibiotic 
therapy on human Oral and fecal viromes. PLoS One 10(8):e0134941

	 74.	Wang Y, Zhu N, Li Y, Lu R, Wang H, Liu G et  al (2016) Metagenomic analysis of viral 
genetic diversity in respiratory samples from children with severe acute respiratory infection 
in China. Clin Microbiol Infect 22(5):458.e1–458.e9

	 75.	Abbas AA, Diamond JM, Chehoud C, Chang B, Kotzin JJ, Young JC et al (2017) The peri-
operative lung transplant virome: torque Teno viruses are elevated in donor lungs and show 
divergent dynamics in primary graft dysfunction. Am J Transplant Off J Am Soc Transplant 
Am Soc Transplant Surg 17(5):1313–1324

	 76.	Willner D, Furlan M, Haynes M, Schmieder R, Angly FE, Silva J et al (2009) Metagenomic 
analysis of respiratory tract DNA viral communities in cystic fibrosis and non-cystic fibrosis 
individuals. PLoS One 4(10):e7370

	 77.	Wylie KM, Mihindukulasuriya KA, Zhou Y, Sodergren E, Storch GA, Weinstock GM (2014) 
Metagenomic analysis of double-stranded DNA viruses in healthy adults. BMC Biol 12:71

	 78.	Santiago-Rodriguez TM, Ly M, Bonilla N, Pride DT (2015) The human urine virome in 
association with urinary tract infections. Front Microbiol 6:14

	 79.	Hannigan GD, Meisel JS, Tyldsley AS, Zheng Q, Hodkinson BP, SanMiguel AJ et al (2015) 
The human skin double-stranded DNA virome: topographical and temporal diversity, genetic 
enrichment, and dynamic associations with the host microbiome. mBio 6(5):e01578–e01515

	 80.	Zarate S, Taboada B, Yocupicio-Monroy M, Arias CF (2017) Human Virome. Arch Med Res 
48(8):701–716

	 81.	Leung P, Eltahla AA, Lloyd AR, Bull RA, Luciani F (2017) Understanding the complex 
evolution of rapidly mutating viruses with deep sequencing: beyond the analysis of viral 
diversity. Virus Res 239:43–54

	 82.	Wohl S, Schaffner SF, Sabeti PC (2016) Genomic analysis of viral outbreaks. Ann Rev Virol 
3(1):173–195

	 83.	Tzou PL, Ariyaratne P, Varghese V, Lee C, Rakhmanaliev E, Villy C et al (2018) Comparison 
of an in vitro diagnostic next-generation sequencing assay with sanger sequencing for HIV-1 
genotypic resistance testing. J Clin Microbiol 56(6) e00105-18

	 84.	Fernandez-Caballero JA, Chueca N, Poveda E, Garcia F (2017) Minimizing next-generation 
sequencing errors for HIV drug resistance testing. AIDS Rev 19(4):231–238

	 85.	van der Beek MT, Claas ECJ (2016) Phenotypic and genotypic antiviral susceptibility test-
ing. p.201-228. Clinical virology manual, 5th edn. Eds. Loeffelholz, Hodinka, Young, Pinsky. 
American Society of Microbiology, Wiley, Hoboken, NJ.

6  Next-Generation Sequencing in Clinical Virology



108

	 86.	Mercier-Darty M, Boutolleau D, Lepeule R, Rodriguez C, Burrel S (2018) Utility of ultra-
deep sequencing for detection of varicella-zoster virus antiviral resistance mutations. Antivir 
Res 151:20–23

	 87.	Chen Y, Scieux C, Garrait V, Socie G, Rocha V, Molina JM et al (2000) Resistant herpes sim-
plex virus type 1 infection: an emerging concern after allogeneic stem cell transplantation. 
Clin Infect Dis 31(4):927–935

	 88.	Fujii H, Kakiuchi S, Tsuji M, Nishimura H, Yoshikawa T, Yamada S et al (2018) Application 
of next-generation sequencing to detect acyclovir-resistant herpes simplex virus type 1 vari-
ants at low frequency in thymidine kinase gene of the isolates recovered from patients with 
hematopoietic stem cell transplantation. J Virol Methods 251:123–128

	 89.	Sahoo MK, Lefterova MI, Yamamoto F, Waggoner JJ, Chou S, Holmes SP et  al (2013) 
Detection of cytomegalovirus drug resistance mutations by next-generation sequencing. J 
Clin Microbiol 51(11):3700–3710

	 90.	Kampmann SE, Schindele B, Apelt L, Buhrer C, Garten L, Weizsaecker K et  al (2011) 
Pyrosequencing allows the detection of emergent ganciclovir resistance mutations after 
HCMV infection. Med Microbiol Immunol 200(2):109–113

	 91.	Schnepf N, Dhedin N, Mercier-Delarue S, Andreoli A, Mamez AC, Ferry C et  al (2013) 
Dynamics of cytomegalovirus populations harbouring mutations in genes UL54 and UL97 in 
a haematopoietic stem cell transplant recipient. J Clin Virol 58(4):733–736

	 92.	Benzi F, Vanni I, Cassina G, Ugolotti E, Di Marco E, Cirillo C et al (2012) Detection of gan-
ciclovir resistance mutations by pyrosequencing in HCMV-infected pediatric patients. J Clin 
Virol 54(1):48–55

	 93.	Chou S, Ercolani RJ, Sahoo MK, Lefterova MI, Strasfeld LM, Pinsky BA (2014) Improved 
detection of emerging drug-resistant mutant cytomegalovirus subpopulations by deep 
sequencing. Antimicrob Agents Chemother 58(8):4697–4702

	 94.	Garrigue I, Moulinas R, Recordon-Pinson P, Delacour ML, Essig M, Kaminski H et al (2016) 
Contribution of next generation sequencing to early detection of cytomegalovirus UL97 
emerging mutants and viral subpopulations analysis in kidney transplant recipients. J Clin 
Virol 80:74–81

	 95.	Gooskens J, Jonges M, Claas EC, Meijer A, Kroes AC (2009) Prolonged influenza virus 
infection during lymphocytopenia and frequent detection of drug-resistant viruses. J Infect 
Dis 199(10):1435–1441

	 96.	Qi Y, Fan H, Qi X, Zhu Z, Guo X, Chen Y et al (2014) A novel pyrosequencing assay for the 
detection of neuraminidase inhibitor resistance-conferring mutations among clinical isolates 
of avian H7N9 influenza virus. Virus Res 179:119–124

	 97.	Roosenhoff R, van der Linden A, Schutten M, Fouchier RAM (2017) A9 Deep sequencing 
analysis to investigate the importance of within host genetic diversity and evolution of influ-
enza A viruses for the development of resistance against neuraminidase inhibitors. Virus Evol 
3(Suppl 1) vew036.008

	 98.	Pichon M, Gaymard A, Josset L, Valette M, Millat G, Lina B et al (2017) Characterization of 
oseltamivir-resistant influenza virus populations in immunosuppressed patients using digital-
droplet PCR: comparison with qPCR and next generation sequencing analysis. Antivir Res 
145:160–167

	 99.	Zou X, Guo Q, Zhang W, Chen H, Bai W, Lu B et al (2018) Dynamic variation and rever-
sion in the signature amino acids of H7N9 virus during human infection. J Infect Dis 
218(4):586–594

	100.	McGinnis J, Laplante J, Shudt M, George KS (2016) Next generation sequencing for whole 
genome analysis and surveillance of influenza A viruses. J Clin Virol 79:44–50

	101.	Wu NC, Young AP, Dandekar S, Wijersuriya H, Al-Mawsawi LQ, Wu TT et  al (2013) 
Systematic identification of H274Y compensatory mutations in influenza A virus neuramini-
dase by high-throughput screening. J Virol 87(2):1193–1199

	102.	Wu IC, Liu WC, Chang TT (2018) Applications of next-generation sequencing analysis for 
the detection of hepatocellular carcinoma-associated hepatitis B virus mutations. J Biomed 
Sci 25(1):51

A. van Rijn-Klink et al.



109

	103.	Liu WC, Wu IC, Lee YC, Lin CP, Cheng JH, Lin YJ et al (2017) Hepatocellular carcinoma-
associated single-nucleotide variants and deletions identified by the use of genome-wide 
high-throughput analysis of hepatitis B virus. J Pathol 243(2):176–192

	104.	Chen S, Wu J, Gu E, Shen Y, Wang F, Zhang W (2016) Evaluation of the dynamic pattern of 
viral evolution in patients with virological breakthrough during treatment with nucleoside/
nucleotide analogs by ultradeep pyrosequencing. Mol Med Rep 13(1):651–660

	105.	Lowe CF, Merrick L, Harrigan PR, Mazzulli T, Sherlock CH, Ritchie G (2016) Implementation 
of next-generation sequencing for hepatitis B virus resistance testing and genotyping in a 
clinical microbiology laboratory. J Clin Microbiol 54(1):127–133

	106.	Lok AS, Ganova-Raeva L, Cloonan Y, Punkova L, Lin HS, Lee WM et al (2017) Prevalence 
of hepatitis B antiviral drug resistance variants in North American patients with chronic hepa-
titis B not receiving antiviral treatment. J Viral Hepat 24(11):1032–1042

	107.	Jones LR, Sede M, Manrique JM, Quarleri J (2016) Hepatitis B virus resistance substitutions: 
long-term analysis by next-generation sequencing. Arch Virol 161(10):2885–2891

	108.	Cho H, Ahn H, Lee DH, Lee JH, Jung YJ, Chang Y et  al (2018) Entecavir and tenofovir 
reduce hepatitis B virus-related hepatocellular carcinoma recurrence more effectively than 
other antivirals. J Viral Hepat 25(6):707–717

	109.	Smit E (2014) Antiviral resistance testing. Curr Opin Infect Dis 27(6):566–572
	110.	Liu TF, Shafer RW (2006) Web resources for HIV type 1 genotypic-resistance test interpreta-

tion. Clin Infect Dis 42(11):1608–1618
	111.	Casadella M, Paredes R (2017) Deep sequencing for HIV-1 clinical management. Virus Res 

239:69–81
	112.	Huber M, Metzner KJ, Geissberger FD, Shah C, Leemann C, Klimkait T et al (2017) MinVar: 

a rapid and versatile tool for HIV-1 drug resistance genotyping by deep sequencing. J Virol 
Methods 240:7–13

	113.	Wang C, Mitsuya Y, Gharizadeh B, Ronaghi M, Shafer RW (2007) Characterization of muta-
tion spectra with ultra-deep pyrosequencing: application to HIV-1 drug resistance. Genome 
Res 17(8):1195–1201

	114.	Stelzl E, Proll J, Bizon B, Niklas N, Danzer M, Hackl C et al (2011) Human immunode-
ficiency virus type 1 drug resistance testing: evaluation of a new ultra-deep sequencing-
based protocol and comparison with the TRUGENE HIV-1 Genotyping Kit. J Virol Methods 
178(1–2):94–97

	115.	Avidor B, Girshengorn S, Matus N, Talio H, Achsanov S, Zeldis I et al (2013) Evaluation of 
a benchtop HIV ultradeep pyrosequencing drug resistance assay in the clinical laboratory. J 
Clin Microbiol 51(3):880–886

	116.	Cozzi-Lepri A, Noguera-Julian M, Di Giallonardo F, Schuurman R, Daumer M, Aitken S 
et al (2015) Low-frequency drug-resistant HIV-1 and risk of virological failure to first-line 
NNRTI-based ART: a multicohort European case-control study using centralized ultrasensi-
tive 454 pyrosequencing. J Antimicrob Chemother 70(3):930–940

	117.	Li JZ, Paredes R, Ribaudo HJ, Svarovskaia ES, Metzner KJ, Kozal MJ et al (2011) Low-
frequency HIV-1 drug resistance mutations and risk of NNRTI-based antiretroviral treatment 
failure: a systematic review and pooled analysis. JAMA 305(13):1327–1335

	118.	Swenson LC, Chui CK, Brumme CJ, Chan D, Woods CK, Mo T et  al (2013) Genotypic 
analysis of the V3 region of HIV from virologic nonresponders to maraviroc-containing regi-
mens reveals distinct patterns of failure. Antimicrob Agents Chemother 57(12):6122–6130

	119.	Wensing AM, Calvez V, Gunthard HF, Johnson VA, Paredes R, Pillay D et al (2017) 2017 
update of the drug resistance mutations in HIV-1. Top Antivir Med 24(4):132–133

	120.	Pou C, Noguera-Julian M, Perez-Alvarez S, Garcia F, Delgado R, Dalmau D et al (2014) 
Improved prediction of salvage antiretroviral therapy outcomes using ultrasensitive HIV-1 
drug resistance testing. Clin Infect Dis 59(4):578–588

	121.	Fun A, Leitner T, Vandekerckhove L, Daumer M, Thielen A, Buchholz B et al (2018) Impact 
of the HIV-1 genetic background and HIV-1 population size on the evolution of raltegravir 
resistance. Retrovirology 15(1):1

6  Next-Generation Sequencing in Clinical Virology



110

	122.	Kearney MF, Spindler J, Wiegand A, Shao W, Haubrich R, Riddler S et  al (2018) Lower 
pre-ART intra-participant HIV-1 pol diversity may not be associated with virologic failure in 
adults. PLoS One 13(1):e0190438

	123.	McElvania TeKippe E, Wylie KM, Deych E, Sodergren E, Weinstock G, Storch GA (2012) 
Increased prevalence of anellovirus in pediatric patients with fever. PLoS One 7(11):e50937

	124.	Young JC, Chehoud C, Bittinger K, Bailey A, Diamond JM, Cantu E, Haas AR, Abbas A, Frye 
L, Christie JD, Bushman FD, Collman RG (2015) Viral metagenomics reveal blooms of anel-
loviruses in the respiratory tract of lung transplant recipients. Am J Transplant 15(1):200–209

A. van Rijn-Klink et al.



111© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2021
J. Moran-Gilad, Y. Yagel (eds.), Application and Integration of Omics-powered 
Diagnostics in Clinical and Public Health Microbiology, 
https://doi.org/10.1007/978-3-030-62155-1_7

Chapter 7
Metagenomic Applications for Infectious 
Disease Testing in Clinical Laboratories

Laura Filkins and Robert Schlaberg

7.1  �Introduction

An explosion of technological advancements in clinical microbiology over the past 
two decades is rapidly transforming the laboratory diagnosis of infectious disease. 
Some of the most influential advancements include introduction of rapid organism 
identification by matrix-assisted laser desorption-ionisation time-of-flight (MALDI-
TOF) mass spectrometry and DNA sequencing of marker genes, increased avail-
ability of direct-from-specimen nucleic acid detection tests (NAAT, including 
syndromic panels), targeted detection of genetic markers to rapidly predict antimi-
crobial resistance [1, 2]. These methods decrease time-to-results, provide accurate 
identification and improved sensitivity compared to classic methods, enable clini-
cians to select optimal antimicrobial therapy sooner, and reduce overuse of antibiot-
ics [3, 4].

While the current clinical microbiology methods have greatly improved routine 
diagnostics, these approaches have limitations. Both culture-dependent and inde-
pendent methods are only able to detect a limited repertoire of organisms. Utilising 
these methods, only targeted (pre-selected), viable, and/or culturable micro-
organisms will be detected. Additionally, strains exhibiting non-standard pheno-
types (biochemical identification), altered protein expression profiles (MALDI-TOF), 
or genetic variation (NAAT) within the targeted micro-organism groups may lead to 
incorrect or false-negative results. For NAAT, frequent test redesign may be 
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necessary, especially when new pathogens emerge as has recently been highlighted 
by the need to design, manufacture, validate, and distribute new NAAT to detect the 
emerging SARS-CoV-2. Further, differentiating strains of the same species (strain 
typing) for diagnostic, surveillance, and infection prevention purposes usually 
requires additional testing, which limits availability and timeliness of results. 
Metagenomic next-generation sequencing (NGS) directly from patient specimens 
in clinical laboratories (clinical metagenomics) helps overcome these challenges as 
it provides a hypothesis-free, genome-based, high-resolution alternative to conven-
tional testing. Clinical metagenomics enables detection of organisms that are diffi-
cult to culture, slow growing, genetically divergent, while also providing genotypic 
information for the purpose of strain-typing or prediction of antimicrobial resistance.

As clinical metagenomic testing is adopted by a rapidly growing number of labo-
ratories the need for standardised, streamlined, high quality, and compliant work-
flows increases. In this chapter, we present an overview of current technologies, 
remaining challenges, and approaches to overcome them. We define metagenomic 
sequencing as the process of sequencing nucleic acid (RNA and/or DNA) directly 
from clinical specimens, including the use of workflows that apply target enrich-
ment, host depletion or other pre-sequencing steps.

7.2  �Clinical Need for Advanced Testing

The efficacy of conventional diagnostics varies based on the clinical syndrome, 
patient population, and breadth of available diagnostic resources. The most chal-
lenging clinical syndromes to diagnose are those that present with non-specific 
symptoms, have a broad differential, and are unresponsive to empiric therapy. 
Strong interest is placed on the application of metagenomic testing for the diagnosis 
of meningitis/encephalitis, pneumonia, fever of unknown origin (FUO), bone and 
joint infections, intraocular infections, and others. Glaser and colleagues reported 
that a likely aetiologic agent of encephalitis was identified in less than 40% of 
patients enrolled in the California Encephalitis Project [5]. Similarly, diagnosis of 
community acquired and healthcare associated pneumonias is challenging with cur-
rent testing approaches returning negative results in 20–60% of cases [6–8]. Further, 
determining the true aetiologic agent of pneumonia when one or more potential 
pathogens are detected often requires additional scrutiny and clinical interpretation, 
especially with pathogens that are highly prevalent, can also be commensals, persist 
after an acute infection, or causes varying disease severity [9]. In prosthetic joint 
infections, conventional culture methods fail to identify the causative micro-
organism in about 40–50% of cases. Broad-range PCR or NGS can increase the 
diagnostic yield by 25% or more compared to culture [10, 11]. Sequencing of cell-
free DNA (cfDNA) from plasma has recently been applied for the detection of 
micro-organisms associated with numerous clinical indications including sepsis, 
FUO, pneumonia, deep-seated infections, and others [12–15]. Finally, clinical 
metagenomics is a promising approach for the diagnosis of intraocular infections. 
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The very small specimen quantity that is obtainable from intraocular sources limits 
the number of NAAT and culture testing that can be performed. Using current 
molecular methods, fungi and viruses can be detected with >90% sensitivity and 
75–90% sensitivity for bacterial detection from ocular sources, but achieving these 
sensitivities requires multiple assays and relatively large specimen volume [16]. 
Metagenomic sequencing provides a unified testing alternative that requires less 
specimen volume than a combination of bacterial, mycobacterial, fungal and viral 
culture, and multiple pathogen-specific NAAT [17].

Metagenomics can provide a diagnosis in many challenging diagnostic scenarios 
when conventional methods may be unsuccessful, as discussed below (Fig. 7.1). 
Additional applications of NGS in clinical microbiology include antimicrobial 
resistance (AMR) prediction, molecular epidemiology, and microbiome community 
profiling which are not covered here [18–21] but in other chapters of this book.

Clinical metagenomics can decrease time-to-results for slow growing or hard to 
diagnose micro-organisms, provide rapid, high-resolution micro-organism identifi-
cation, resistance prediction to support optimal treatment choices, and reduce costs 

Fig. 7.1  Applications for metagenomic pathogen detection. Untargeted metagenomic next-
generation sequencing is a culture-independent method that identifies pathogens by microbial 
nucleic acid detection directly from the patient specimen. This method detects nucleic acid from 
viable or non-viable cells and extracellular nucleic acids. Detection of variant strains and novel 
organisms is possible. Turnaround time for metagenomics test results is variable, typically ranging 
from 24 hours to 2 weeks, depending on the test design. Finally, whole genome or multiple gene 
sequencing enables specific classification of micro-organisms, even those that are phylogenetically 
closely related

7  Metagenomic Applications for Infectious Disease Testing in Clinical Laboratories



114

by providing a comprehensive approach to answering multiple diagnostic questions 
[22]. However, for patients and clinicians to benefit from these advantages, signifi-
cant changes in diagnostic algorithms and laboratory workflows will be required. 
While case reports have been published in diverse disease areas highlighting the 
power of clinical metagenomics, few clinical trials systematically comparing diag-
nostic yield and clinical benefit to standard of care have been conducted. Some of 
the most notable case reports and case series are based on cerebrospinal fluid (CSF) 
testing yielding unexpected aetiologies, including neuroleptospirosis in a pediatric 
patient with severe combined immunodeficiency, chronic meningoencephalitis due 
to Cache Valley Virus in a patient with X-linked agammaglobulinaemia, and neuro-
brucellosis in a female paediatric patient [23–25]. In a multicentre clinical trial for 
diagnosis of meningitis and encephalitis, 27.9% of enrolled patients were ultimately 
diagnosed with an infectious pathogen; of which, 33% of pathogens were detected 
by both conventional testing and metagenomic NGS on CSF, 45% by conventional 
testing only, and 22% by metagenomic NGS only [26]. The SEP-SEQ study 
employed metagenomic pathogen detection from plasma cfDNA and demonstrated 
detection of probable infectious causes of sepsis in an additional 15% of patients 
undiagnosed by conventional testing [15]. Similarly, Long et al. showed increased 
bacterial detection using plasma cfDNA compared to standard blood culture alone 
in patients with suspected sepsis in addition to detection of viral pathogens in 18% 
of the patients [27]. Testing of nasopharyngeal/oropharyngeal swabs from children 
hospitalised for community-acquired pneumonia by next-generation RNA sequenc-
ing identified previously missed putative pathogens in approximately 30% of 
patients [28].

Metagenomics is also a powerful tool to discover novel or emerging pathogens 
that escape detection by conventional methods. An early example was the identifica-
tion of a novel rhabdovirus in serum from a patient with haemorrhagic fever [29]. 
Since then, pathogen (especially viral) discovery has been accelerated by the use of 
metagenomic sequencing and led to the detection of Henan Fever Virus, a novel 
bunyavirus in patients with fever, thrombocytopenia, and leukaemia syndrome; a 
novel arenavirus related to the lymphocytic choriomeningitis viruses in a cluster of 
fatal organ transplants; Lujo virus, an arenavirus first discovered from an outbreak 
of five cases of hemorrhagic fever in South Africa [30–32]; the recently discovered 
SARS-CoV-2; and many others.

These and other success stories were among the first evidence demonstrating the 
power of metagenomics-based pathogen detection for clinical diagnosis. However, 
until recently testing workflows and equipment were too slow, too expensive, 
required too much expert knowledge, and bioinformatics skills to be implemented 
in clinical laboratories. As these barriers are being removed, clinical metagenomics 
is increasingly being implemented in routine diagnostic algorithms. Further opti-
mising, streamlining, and accelerating specimen preparation and sequencing tech-
nologies, standardising micro-organism identification, result interpretation, and 
quality control methods will facilitate adoption by clinical laboratories.
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7.3  �Test Design and Development

The potential benefits of utilising NGS technologies in clinical microbiology has 
been strongly demonstrated with case reports and initial clinical studies, including 
those described above. While the gains are substantial, as with any new technology, 
performance must be characterised for each clinical application and testing approach 
so that risks can be mitigated. Here, we describe technical and clinical challenges of 
metagenomic analyses for infectious disease diagnosis and suggest approaches to 
improve test characteristics while minimising sources of potential error.

7.3.1  �Pre-Analytic Factors

As with any laboratory test, pre-analytic factors affect performance. Relevant fac-
tors include appropriate patient selection, defining relevant specimen types, speci-
men collection, preservation, transport, and storage conditions, and determining 
specimen stability. Pre-analytical steps need to be controlled and specimen rejection 
criteria need to be defined [33]. These factors are not unique to metagenomic testing 
but can affect the testing outcome differently than other microbiologic methods. For 
example, leaving a sputum specimen at room temperature for extended periods may 
result in reduced viability of fastidious pathogens, which can affect their recovery 
by culture. Results for that same specimen could be affected by over-growth of 
normal flora or degradation of pathogen nucleic acids limiting the sensitivity of 
metagenomics. Either scenario could cause decreased test sensitivity and would 
likely change the interpretation of results.

7.3.2  �Specimen Preparation

At minimum, wet bench processes include nucleic acid extraction, library prepara-
tion, and sequencing. Additional wet bench procedures can enhance detection of 
pathogen-derived nucleic acids during sequencing, such as pathogen enrichment 
and removal of host nucleic acid or cells.

7.3.2.1  �Nucleic Acid Extraction

Efficient, nucleic acid isolation is essential for producing high-quality sequencing 
libraries and reliable pathogen identification results. The target nucleic acid of inter-
est (RNA versus DNA, or both) must be determined during test design to best 
address the needs of the test. DNA is useful when evaluating bacterial, fungal, and 
eukaryotic targets and for detection of DNA viruses. However, RNA extraction 
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sequencing is required for detecting RNA viruses. DNA enables whole-genome 
sequencing, whereas RNA sequencing is limited to those genes that are actively 
expressed. RNA can be advantageous for detection of pathogens that have high 
levels of gene expression, as the number of nucleic acids in the sequencing dataset 
is amplified compared to the amount of nucleic acid that would be present from a 
genome. Conversely, latent infections with quiescent micro-organisms may be more 
difficult to detect using RNA compared to DNA.

Specimen type and relevant pathogens guide selection of extraction methods 
[34]. Tissue and stool typically require more aggressive methods, such as mechani-
cal lysis or bead beating, to release nucleic acids due to the physical composition of 
the specimen, whereas for other specimens, such as CSF or synovial fluid, chemical 
lysis is sufficient. Target micro-organisms with thick cell walls, including many 
fungi, usually require a mechanical, bead beating lysis method. Finally, the use of 
high purity plasticware and reagents (i.e. tubes, columns, buffers) with low levels of 
contaminating nucleic acids reduces detection of background organisms.

7.3.2.2  �Pathogen Enrichment

A common challenge of untargeted metagenomic analysis for pathogen detection is 
the significant proportion of sequencing reads that are derived from host nucleic 
acid. Host cells or free nucleic acids compete with pathogen nucleic acid during 
sequencing and can reduce the analytical strength. Methods to enrich pathogen-
derived and/or reduce host-derived nucleic acids can improve analytical sensitivity 
while reducing sequencing costs by reducing the depth of sequencing required to 
detect low abundance organisms. Target enrichment can be achieved by capture of 
pathogen nucleic acid or PCR-based enrichment. A common approach in microbi-
ome studies focused specifically on bacterial or fungal communities is PCR ampli-
fication of marker genes followed by next-generation sequencing of PCR amplicons. 
Broad-range primers usual target conserved regions of the 16S rRNA gene (bacte-
ria) or ITS region (fungi), or other highly conserved genes and are applied for 
amplification from total DNA (or less commonly cDNA) [35]. The resulting bacte-
rial or fungal-enriched nucleic acid pool is then used for library preparation. This 
broadly targeted approach is also utilised for analysis of clinical specimens when 
suspicion for bacterial or fungal aetiology is strong, however detection of a caus-
ative micro-organism is limited to the selected category. Multiple primer enrich-
ment can similarly be used to increase nucleic acid quantities for viral detection 
[36]. Capture-based enrichment methods have also been employed to select for 
sequences from organisms of interest [37]. However, bias is introduced by both 
broad targeting amplification methods, random amplification methods, and sequence 
capture [38–40]. Therefore, bias should be closely evaluated and characterised dur-
ing clinical test development when these enrichment methods are used.

For untargeted metagenomic approaches, host-depletion is an important consid-
eration and can increase detection of pathogens [41]. A variety of host-depletion 
methods exist and are applied at different steps within the sequencing workflow. 

L. Filkins and R. Schlaberg



117

One approach is to deplete host nucleic acids before extraction. Allander et al. dem-
onstrated improved detection of enveloped DNA viruses after treatment of serum 
with DNase to reduce extracellular host DNA [42]. For RNA sequencing, the 
removal of highly abundant host RNA includes ribosomal RNAs (most specimen 
types) or globin transcripts (whole blood specimens). Common methods of targeted 
RNA depletion include probe-based removal and target cleavage after nucleic acid 
extraction. See further discussion in Chap. 8.

7.3.2.3  �Library Preparation

Sequencing libraries preparation methods have improved rapidly involving fewer 
and fewer steps, becoming faster to perform (often within a few hours or less), and 
can be automated on routine liquid handling instruments. Workflows are further 
streamlined by methods that limit the need for quality control and quantification of 
sequencing libraries. For optimal efficiency and to reduce costs, laboratories usually 
pool multiple barcoded libraries for sequencing on one sequencing run. Barcodes 
should be selected and demultiplexing parameters should be defined to limit mis-
association of sequencing reads (“index cross-talk”, “barcode hopping”) as this can 
cause false-positive results [43, 44]. Strategies include dual indexing and design or 
selection of barcodes with maximal edit distance. Ideal sequencing datasets are 
diverse, containing numerous different reads mapping to each target micro-
organism. Therefore, library preparation methods that produce libraries with mini-
mal duplication and increased diversity of reads typically yields higher-quality 
sequencing datasets and higher-confidence pathogen detection.

7.3.2.4  �Sequencing

The selection of a sequencing platform is a critical step in the design phase of test 
development. Considerations should include resources already available at the insti-
tution, capital expense requirements, complexity of specimen preparation, reagent 
and sequencing run cost, desired read length, total read number per run, sequencing 
run time, sequencing error profile, and bioinformatics/analysis support. Prioritisation 
of these variables for individual applications in clinical microbiology will vary 
making one sequencing platform preferable over another given the precise needs of 
the test. Sequencing platform characteristics have been summarised elsewhere [35, 
45, 46]. A comparison of Illumina sequencing platform (short read) versus Oxford 
Nanopore MinION platform (long read) of stool from pre-term infants demon-
strated that long reads improved species-level detection for some bacteria, while the 
high error rate of the MinION prevented species-level identification for other bacte-
rial genera that were successfully identified by Illumina [47]. This example high-
lights the challenges of either approach (long versus short read length) and the 
importance of tailoring the test design for the goal of an individual test.
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The sensitivity of detection and specificity of micro-organism identification in 
specimens with low pathogen load is improved with increased sequencing depth, 
especially when de novo genome assembly is required for identification [48]. 
Unfortunately, increasing sequencing depth comes with increased cost and often 
longer run times. Speeding up the sequencing step of metagenomics workflows is a 
high priority for clinical applications as infectious disease testing requires a more 
rapid turn-around time than other genomics applications. In contrast to short read 
sequencing platforms, some long read technologies allow real time analysis which 
can be used to terminate sequencing when sufficient data has been generated. Using 
the Oxford Nanopore MinION, Greninger et  al. demonstrated that sufficient 
sequencing data could be achieved to identify viral pathogens in high load serum 
specimens with <10 minutes of sequencing time, whereas moderate load specimens 
required 30–40 minutes [49].

7.3.3  �Sequence Analysis

Clinical metagenomics presents unique challenges when compared to academic dis-
covery applications. In research settings, the focus is often on comprehensive analy-
ses (e.g. whole genome sequences) and increased time for computation and manual 
analysis by experts are acceptable. Additionally, multiple different analysis 
approaches are frequently used, often in a batched mode for all specimens that are 
part of a given study, to extract all pertinent genetic information and/or enable quan-
tification of gene expression or organism abundance. In contrast, clinical testing 
requires testing and interpretation of results on a daily basis by a number of opera-
tors, strict adherence to pre-determined and validated procedures and interpretative 
criteria. Software used for data analysis needs to be diagnostic grade, version con-
trolled, regularly updated, and meet data protection and privacy requirements. All 
procedures must be thoroughly vetted and turnaround time (TAT) for computational 
analysis steps are essential to the clinical utility of metagenomic tests. The selection 
of all analysis steps, including run quality pass/fail, read quality filtering, read clas-
sification (for organism detection) and/or contig assembly (for strain typing and de 
novo discovery), micro-organism determination, and reporting needs to be carefully 
determined based on the clinical application.

7.3.3.1  �Sequence Analysis Tools

Preferred sequence data analysis methods may depend on the intended use of the 
test and the type of results that need to be generated [50–56]. Numerous bioinfor-
matics tools have been published for research applications and vary in their approach 
to analysing sequences, accuracy and sensitivity of read classification, run time, and 
other characteristics [51, 52, 54, 56]. Requirements for data analysis software used 
in diagnostic workflows and need for bioinformatics support have to be taken into 
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consideration when determining sequence analysis strategies. General approaches 
for sequence data analysis and read classification include alignment-based and 
alignment-free methods (k-mer based), use of whole genome or marker gene-based 
approaches (e.g. rRNAs, other conserved genes) [57–66].

Analysis time is a critical characteristic for clinical NGS-based tests, as extended 
TAT limits clinical utility. General approaches to faster read classification include 
reducing the number of sequence comparisons by limiting the number of query (i.e. 
reads per specimen) or reference sequences (i.e. database size) and utilising faster 
sequence comparisons tools (i.e. faster alignment or alignment-free methods) [57]. 
Reducing the number of query sequences is most commonly achieved by removal 
of duplicate reads, binning or clustering of sequences before querying and subse-
quent querying of a single representative sequence for each cluster and assembly of 
sequences into longer contigs [67]. Database sizes can be reduced by limiting 
redundancy while representing as much sequence diversity as possible [68]. 
However, for clinical diagnostics reducing reference database sizes carries substan-
tial risk for loss of performance via higher rates of false negative (pathogen-derived 
reads do not match the representative sequence closely enough to be identified) and 
false positive results (mis-assignment of reads to the next-closest reference sequence 
if a better, correct match is missing). Thus, database design is a critical component 
of clinical metagenomics tests. Many open source sequence analysis tools (e.g. 
Kraken) allow users to provide their own reference sequences, allowing customisa-
tion to specific requirements and applications [52]. However, extreme bias and lim-
ited quality of public reference databases pose substantial challenges when broad 
pathogen detection requirements necessitate comprehensive databases [69, 70]. In 
recent years, rapid read classification tools have been developed that reduce the 
need to limit the size of reference sequence databases. Analyses that took days or 
longer can now be performed within an hour or less [51, 60, 63]. In addition, to 
speed the ease of use, reliability and accuracy, independence of expertise of the user, 
and version control are other important features for data analysis tools to be used as 
part of clinical metagenomics workflows.

7.3.3.2  �Organism Classification and Result Interpretation

Independent of the selected bioinformatic analysis tool, criteria for micro-organism 
classification and result interpretation must be defined. Important considerations 
include relative importance of sensitivity vs. specificity of pathogen detection, rel-
evant micro-organism abundance (e.g. are low-positive results relevant?), composi-
tion and abundance of normal microbiota (e.g. do pathogens need to be differentiated 
from closely related commensals?, which ones?), expected biologic sequence diver-
sity for relevant pathogens (e.g. RNA viruses), and prioritisation and interpretation 
of results (e.g. do certain commensals need to be excluded or high-impact patho-
gens be prioritised for reporting purposes?). In general, if the focus is on sensitivity, 
less stringent classification and interpretation criteria may be appropriate whereas 
applications that require high specificity will need to employ more stringent 
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classification and interpretation criteria. In addition, stringency may have to vary 
substantially between different taxa and require adjustment for given sequencing 
read lengths and sequencing error profiles. For example, classification of pathogens 
with divergent genomes (e.g. RNA viruses) may require laxer sequence comparison 
conditions (smaller k in k-mer based approaches, shorter seed length and higher 
tolerance for gaps and mismatches) or protein-level analyses (i.e. comparison of 
translated nucleotide query sequences against a protein or translated nucleotide 
database) to maximise sensitivity. While traditionally slow, these searches can now 
be performed at rapid speed [51, 58, 60, 63]. Final classification and interpretation 
criteria for a test as a whole or given micro-organism will impact test performance 
and should be acknowledged in the test information provided to clinicians.

7.3.3.3  �Identifying Contamination

Sequencing artifacts (e.g. low-quality reads) and sequencing data representing con-
tamination introduced during specimen collection or processing (e.g. reagent con-
tamination) need to be anticipated, identified as such, and differentiated from 
relevant, specimen-derived sequences. Contamination may arise from reagents con-
taining microbial DNA (e.g. due to environmental contamination, as part of recom-
binant enzymes, etc.), may be introduced during specimen collection, storage, or 
processing, mis-inoculation or impurities of barcode sequences, carry-over of 
within sequencing instruments, index hopping, and other mechanisms [44, 71, 72]. 
The use of ultra-pure reagents in well controlled molecular laboratory settings 
reduces but often cannot completely eliminate the risk of contamination. Therefore, 
carefully selected external (positive and negative) controls and internal (spike-in) 
controls are needed throughout the entire workflow to identify sequences not derived 
from the clinical specimen [73].

7.3.3.4  �Result Interpretation

Some of the consideration for determining which detected micro-organisms should 
be included in a diagnostic report may include: (1) comparison of micro-organisms 
detected in patient specimens with those identified in external controls; (2) in shot-
gun metagenomic workflows, the detection level for a given micro-organism 
depends on the presence and abundance of other organisms and host nucleic acid; 
because those may differ between patient specimens and external controls, simply 
excluding micro-organisms found in external controls may not yield the optimal 
results; approaches that take the biomass and composition of the specimen into 
consideration have been developed [74, 75]; (3) as discussed above, a priori defin-
ing those organisms that are relevant for a given test and prioritising those for 
reporting may be beneficial; (4) adjusting confidence thresholds for reporting of 
organisms based on the intended use of the test, impact of a given detection, com-
pleteness of reference databases and/or genetic variability of relevant 
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micro-organisms; and (5) reporting only of those organisms that meet a validated 
minimum reporting detection thresholds. Thresholds may be based on a number of 
individual metrics or combinations of criteria including minimum total number of 
reads assigned to a given organism, establishing a minimum proportion of genes or 
genome that needs to be identified, minimum depth of coverage over a pre-
determined region of the genome, and others. Thresholds may need to be custom-
ised for specific micro-organisms. In particular, taxa from dense parts of the 
phylogenetic tree (i.e. with genetically similar neighbours) may require particular 
attention. By tailoring detection and reporting criteria to individual micro-organisms, 
sensitivity and specificity can be maximised.

7.3.3.5  �Approach to Test Validation

Ideally, validations would include clinical specimens with known results based on 
high-quality predicate tests, with known quantities, covering all relevant micro-
organisms detectable by the sequencing test, in all relevant specimen matrices, com-
bined with clinical specimens that contain micro-organisms that need to be 
differentiated from relevant organisms to avoid false-positive results. However, due 
to limited availability of well-characterised specimens, lack of a universal reference 
method, and the sheer scope of clinical metagenomics tests, this is generally not 
realistic. There is currently no consensus on how laboratories should strike a bal-
ance between sufficiently characterising test performance while using limited 
resources judiciously. Approaches often include a combination of positive and neg-
ative patient specimens (based on conventional tests), spiked patient specimens, 
reference materials (as individual positives or mock communities, with or without 
matrix), and in silico generated mock specimens (based on simulated micro-
organism sequences with or without real or mock matrix sequences) [15, 28, 76]. 
Usually, positives at least for the most common pathogens and commensals can be 
sourced for the relevant specimen types. Mock specimens (laboratory spiked or in 
silico generated) can help assess performance for detection of clinically important 
but less widely available micro-organisms. Serial dilution studies (again, laboratory 
spiked or in silico generated) can be used to assess sensitivity while specificity can 
also be tested using negative patient specimens, blanks, and in silico generated 
specimens. As with other diagnostic tests, routine performance characteristics 
(accuracy, reproducibility, sensitivity, specificity, stability, etc.) should be 
considered.

Testing of in silico generated specimens enables assessment of a much larger 
number of relevant pathogens and commensals at low cost and with complete 
knowledge of the expected results. Sequencing data of the same size, read length, 
and error profile can be constructed computationally (in silico) and analysed with 
the diagnostic pipeline. As discussed above, sequencing data from real patient spec-
imens often contains sequence artefacts and sequences that did not originate from 
the specimen. If using in silico generated specimens, this should be taken into con-
sideration. Relevant sample composition can be recapitulated by generating 
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sequencing data from the host (human DNA sequences), common contaminants, 
and commensals [28]. A large number of metagenomics datasets are also available 
from public databases and may help avoid over-training when in silico data are 
generated from sequences contained in classification databases (i.e. perfect matches 
exist for simulated specimens) [77, 78]. In silico testing is especially important for 
validation of rare but clinically important pathogens, including emerging pathogens 
and biosafety level (BSL)-3 or BSL-4 agents that may not be practical to handle for 
spiking experiments. This approach can also be useful for studying closely related 
taxa that may be common but difficult to differentiate (e.g. Streptococcus pneu-
moniae and S. mitis) as specimen composition can be fully controlled, including 
their relative abundance.

7.3.4  �Quality Management

Quality control and quality assurance must be implemented throughout the metage-
nomic testing process. All steps of testing, including pre-analytic, analytic, and 
post-analytic should be assessed through the laboratory’s quality procedures [79]. 
There is no consensus yet on the specifics and extent of quality control measures. 
Some approaches are listed below.

7.3.4.1  �Quality Control and Assessment

Analysis of specimen-level and run-level quality metrics is recommended through-
out the specimen processing and data analysis workflow, including pre-analytic 
specimen checks, nucleic acid yield, assessment of library quantity and quality, 
evaluation of sequencing data quality and quantity for the entire run (including 
results for external controls) and for each specimen [28]. Sequencing error rate and 
base call quality are among the commonly used metrics to assess run performance. 
Pass/fail criteria should be defined to ensure high quality results without being 
overly stringent, resulting in unnecessary costs and delays. For positive control 
specimens, the expected identity and relative abundance of detectable organisms is 
known, and expected results need to be obtained. Negative controls can consist of 
matrix-matched or blank specimens and help identify contamination (see above). 
Matrix-matched controls can also identify problems that are dependent on specimen 
characteristics (e.g. viscosity, presence of inhibitors). Internal controls (e.g. whole 
micro-organisms also controlling for extraction, or synthetic nucleic acid) should be 
selected so that they can be readily differentiated from micro-organisms of interest 
and can be spiked into a master mix that is used for all specimens (e.g. lysis buffer) 
or be used as specimen-specific spike-in control with a unique sequence [28]. 
Depending on the specific strategy, internal controls can be used as processing con-
trols, to monitor specimen composition, and identify specimen-to-specimen 
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contamination. The number of sequencing reads and/or sequence coverage of spike- 
in controls can also be used to assess specimen adequacy.

7.3.4.2  �TAT

To be clinically actionable, results need to be reported in a timely manner. Longer 
TAT tests may have clinical utility for chronic infections. At least for short read 
platforms, sequencing library preparation and NGS contribute the most to the over-
all TAT. Often, host depletion or target enrichment steps can further increase pro-
cessing times. When determining the need for automation, the rate of errors during 
sample processing, repeat rates, reproducibility, as well as impact on TAT should be 
taken into consideration. Time to result can also be highly variable for different 
sequencing platforms and throughput needs, ranging from less than an hour to mul-
tiple days [45]. Data analysis (even for diagnostic applications) can now be per-
formed in well below an hour [51, 60, 63] and data analysis steps often do not 
significantly contribute to the overall TAT any more. Workflow management further 
impact TAT. To minimize TAT, organising workflows in at least two shifts may be 
required. Implementation of clear protocols including repeat algorithms and multi-
ple pass/fail check points throughout testing and special considerations for speci-
mens with short storage stability that may not support repeat testing is especially 
important for minimizing TAT during non-ideal testing situations.

7.4  �Remaining Challenges for NGS in Clinical Diagnostics

Breakthroughs in specimen preparation, sequencing technology, and computational 
biology enabled introduction of the first clinical metagenomics tests at select refer-
ence and public health laboratories. Protocols and technologies evolve rapidly and 
implementing clinical metagenomics tests is becoming feasible for a growing num-
ber of laboratories. To further increase access, future workflow improvements will 
likely increase analytical sensitivity, reduce TAT and costs (both per sample costs 
and capital expense requirements), streamline test development. Clinical outcome 
and test utilisation studies are needed to establish guidelines for best ordering 
practices.

7.4.1  �Sample Processing

An ongoing challenge for metagenomics-based testing is the fact that host nucleic 
acid and pathogen nucleic acid compete during library preparation and sequencing. 
Numerous methods for both pathogen target enrichment and host (nucleic acids or 
cell) depletion exist aiming at increasing sensitivity and decreasing the required 
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sequencing depth, and therefore cost [41, 42, 80]. However, most available methods 
have considerable limitations, requiring fresh specimens, high molecular weight 
nucleic acid, long incubation times, or off-target effects. For RNA-sequencing-
based workflows, ribosomal RNA (rRNA) and globin depletion (for bloody speci-
mens) are commercially available. In addition, greater ease-of-use and lower costs 
of customized depletion probes makes it feasible to also consider removal of other 
highly abundant transcripts. Similar technology has also made it possible to design 
target enrichment workflows that allow for broad pathogen detection [37, 81–84]. 
Potential cross-reactivity between host and pathogen sequences - that may be diffi-
cult to exclude or quantify - remains a challenge for hybridisation-based depletion 
methods. Another concern is loss of specimen nucleic acid and pathogen yield in 
additional processing steps. Commercially available depletion or enrichment meth-
ods are needed that reduce cost and workflow barriers for diagnostic laboratories 
and maximise analytical sensitivity of broad NGS-based pathogen detection tests.

Clean reagents that are free of contaminating nucleic acids and workflows that 
reduce the risk for environmental contamination are essential for molecular testing 
in general but problems are amplified for clinical metagenomics tests due to their 
broad scope [85, 86]. The impact of any improvements will be greatest on low bio-
mass specimens that are most vulnerable to artifacts introduced by reagent and envi-
ronmental contamination.

Complexity of metagenomics specimen preparation workflows provide a barrier 
for laboratories. Resources including laboratory space for unidirectional workflow, 
personnel training, and expertise for data analysis and interpretation have to antici-
pate and accommodate workflow complexities [87]. Future development will have 
to focus on simplifying workflows, minimising hands-on time, reducing expertise 
needed for post-sequencing steps, including quality control/quality assurance of 
metagenomics workflows. Many of these problems have been addressed in other 
areas of NGS testing already and lessons can be applied to clinical metagenomics, 
and the next years are likely to bring substantial improvements in ease-of-use and 
performance of metagenomics tests.

7.4.2  �Sequencing and Data Analysis

In addition to user-friendly data analysis and reporting tools designed for use by 
clinical laboratories, the combination of fast (within approximately 4 h), reliable, 
and economical sequencing platforms will be essential for broad adoption of clini-
cal metagenomics in clinical and public health laboratories. Decreased costs could 
also open NGS technology to a number of additional microbiology applications. For 
example, laboratories might consider more general use of whole genome sequenc-
ing for identification of clinical isolates.

Sequence data analysis, organism identification, and reporting will need to be 
further standardised [88]. Currently, most laboratories use customised analysis tools 
and criteria limiting reproducibility of results and external validity of published 
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studies [89]. Standardised data analysis will also reduce the effort needed for labo-
ratories to develop metagenomics tests. NGS data analysis software should include 
user interfaces designed for laboratory staff (i.e. not requiring bioinformatics skills), 
reporting functionality, including interfacing of results with laboratory information 
systems, and support routine result review and release workflows [90].

7.4.3  �Test Utilization

As with any new technology, optimal applications for clinical metagenomics need 
to be established. More clinical utility studies need to be performed with specific 
application, patient enrollment criteria, comprehensive predicate testing, defined 
specimen collection, preservation, and processing protocols, and clinical outcome 
data. Currently, the most common scenario for ordering clinical metagenomics tests 
is in critically ill patients in addition to standard diagnostic workup or after standard 
testing is unsuccessful. The use as a test of last resort has the disadvantages of fur-
ther prolonging the time to diagnosis and limiting testing to patients with low pre-
test probability. In addition, current testing approaches often provide an incomplete 
picture of the potential pathogens detected. At least on some specimen types (e.g. 
respiratory specimens) identification of one potential pathogen does not exclude the 
possibility that additional, possibly more relevant pathogens may have gone unde-
tected. Incorporating metagenomics tests earlier may benefit patients and reduce 
unnecessary testing but adequate patient selection criteria need to be defined. For 
example, in patients with risk factors or clinical presentations that lead to a long list 
of differential diagnoses, broad pathogen detection with a single test early on could 
shorten the time to diagnosis and reduce costs for unnecessary testing and inade-
quate treatment. Another application is specimens that usually have very limited 
volume available but require testing for a number of organisms (e.g. vitreous or 
intraocular fluid). Limited specimen volume may allow clinicians and laboratories 
to perform only a few pathogen-specific tests. Being able to test for a much larger 
number of potential pathogens with a single test provides an advantage to metage-
nomics tests [91]. Further clinical studies are required to identify high yield testing 
situations with positive clinical impact.

7.4.4  �Incidental Findings

One potential consequence of untargeted testing is the inadvertent detection of host 
genomic variants, unexpected pathogens (e.g. sexually transmitted infections), or 
non-validated micro-organisms with confident detection and clear clinical signifi-
cance. Thus, the question “should the additional information be disclosed to the 
patient?” becomes relevant. To avoid incidental detection of host genomic variants, 
human sequence data can be removed or not analysed further [92] and patient 
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privacy considerations or requirements may dictate methods for storing and pro-
cessing data [93]. The possibility of generating incidental findings requires balanc-
ing best clinical care with patient privacy [94–96]. The American College of Medical 
Genetics and Genomics (ACMG) has published recommendations for reporting of 
specific conditions, genes, or variants when discovered incidentally [97]. Similar 
guidelines have not been published yet for incidental results generated by metage-
nomics tests.

7.5  �Conclusions

The development of metagenomic tests for pathogen detection has the potential to 
change the face of laboratory testing for infectious diseases. Published cases and 
early clinical studies demonstrate the promise of detecting unexpected, uncommon, 
slow growing, co-infecting pathogens in difficult-to-diagnose patients [12–15]. This 
technology can be particularly useful for diagnosis of rare micro-organisms for 
which there is a lack of available clinical tests and detection of uncommon variants 
of common pathogens [26, 98]. The untargeted nature of testing enables broad 
pathogen detection from a single, low-volume specimen, which is especially impor-
tant for testing in children, precious specimens (e.g. intraocular fluid, CSF), or those 
that are difficult to recollect (e.g. specimens collected before initiation of antimicro-
bial therapy). In addition to clinical diagnoses, metagenomics also has many impor-
tant applications in public health testing and infection control (e.g. strain typing, 
profiling for molecular resistance determinants, or surveillance).

Understanding and defining appropriate clinical indications for metagenomics 
testing remains a challenge and clinical utility studies will be needed. Conducting 
those studies and continuously improving metagenomics tests will require a multi-
disciplinary approach, involving clinical, laboratory, computational biology, and 
data science teams. Because of the heavy dependence on sequencing and data anal-
ysis technologies, collaborations between laboratory experts and test developers 
will also be required. Analytic phase improvements include optimisation of wet-
bench methods, sequencing technology, and data analysis procedures. Result analy-
sis and reporting can be improved to better assist clinicians in interpretation of 
results. Test development and validation will likely continue to provide challenges 
to laboratories until methods are more standardised and guidance documents 
become available. In their absence, laboratories will have to use judgment, a risk-
based approach, and consider a combination of the different validation strategies 
outlined above. Microbiology test results are generally reported as “detected” or 
“not detected”. Given the vast quantity and resolution of data acquired by metage-
nomic approaches, the laboratory has the opportunity to provide additional, clini-
cally relevant information to assist result interpretation. Reporting may include not 
only an micro-organism name, but the quantity at which it was detected, genotypic 
information, genetic markers of drug resistance, and even gene expression activities 
of detected pathogens. By their sheer breadth, metagenomics tests also require a 
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paradigm that relies less on extensive expertise in a certain class of pathogens as the 
same workflow will produce results across all categories of pathogens.
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Chapter 8
Integrating Metagenomics in the Routine 
Lab

Etienne Ruppé, Yannick Charretier, Vladimir Lazarevic, 
and Jacques Schrenzel

8.1  �Introduction

The broad availability of next-generation sequencing (NGS) tools as well as the 
avalanche of papers, reports [1–4] and scientific conferences [5–7] on the applica-
bility of such methods in routine clinical practice cast little doubts about their poten-
tial. Yet, the timing for their implementation in routine remains actively debated. 
Metagenomics, in general, describes the sequencing of a diverse set of micro-
organisms from a sample. This can be further divided into amplicon-based  – in 
which certain elements are amplified before sequencing (usually 16S rRNA bacte-
rial genes) thus identifying only the amplicon, and shotgun metagenomics where 
the entire genomic content of a sample is sequenced in an unbiased manner. The 
methods described in this chapter will refer to the latter.

Clinical metagenomics (CMg), based on whole genome sequencing (WGS) of 
clinical samples, offers the potential to directly detect all micro-organisms present 
in a sample or even detect RNA viruses if coupled to a reverse-transcription step. 

E. Ruppé 
Laboratoire de Bactériologie, Université de Paris, Hôpital Bichat, Paris, France 

Y. Charretier · V. Lazarevic 
Genomic Research Laboratory, Service of Infectious Diseases, Geneva University Hospitals 
and Faculty of Medicine, Geneva, Switzerland 

J. Schrenzel (*) 
Genomic Research Laboratory, Service of Infectious Diseases, Geneva University Hospitals 
and Faculty of Medicine, Geneva, Switzerland 

Bacteriology Laboratory, Service of Laboratory Medicine, Geneva University Hospitals, 
Geneva, Switzerland
e-mail: jacques.schrenzel@genomic.ch

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62155-1_8&domain=pdf
https://doi.org/10.1007/978-3-030-62155-1_8#DOI
mailto:jacques.schrenzel@genomic.ch


134

This approach could therefore provide the detection of all micro-organisms present 
in the sample, including those organisms that are fastidious or even cannot be culti-
vated. By skipping the cultivation step, CMg could constitute a rapid and generic 
approach providing all medically-actionable information: the presence or the 
absence of micro-organisms (detection), their identification to the species level or 
even beyond (speciation, and potentially some genotyping capabilities), the detec-
tion of antimicrobial resistance determinants (i.e. antimicrobial resistance-confer-
ring genes and mutational events associated with resistance) with the potential to 
guide antibiotic therapy and virulence-associated genes. In theory, sequencing-
based diagnostics could compete and maybe replace conventional methods.

This is, of course, an overly optimistic description, and current results do only 
address some of those expectations. Remarkably, the potential of CMg to replace 
conventional methods requires to benchmark it against a tremendous number of 
parameters which have been developed and validated over decades, in order for it 
to run smoothly in our routine laboratories. These new methods will have to show 
their superiority (or lack thereof) against all such parameters and in the meantime, 
they cannot be considered as substitution methods, but should instead be seen as 
complementary tools. The massive routine implementation of CMg might happen 
in the next years, after having addressed these numerous elements. In the mean-
time, academic labs have rapidly adopted these tools as a growing research field 
and as advanced methods for trying to elucidate complex cases.

What is then required to use and offer CMg assays? Moreover, what is to be 
further demonstrated for routine implementation of such methods to take place?

This chapter aims at describing current common hurdles encountered when 
attempting to utilise CMg to clinical samples and discuss ways to overcome them. 
These include sample preparation and wet lab issues such as managing human 
DNA, analysis and bioinformatic challenges, medical value and reimbursement, 
certification and documentation ethics and logistics aspects.

8.2  �Sample Preparation

Several problems arise from the fact that CMg involves direct sequencing from 
clinical samples (WGS metagenomics) without prior amplification of the desired 
target (amplicon-based metagenomics). The major ones being (i) the presence of 
human DNA in high abundance (often more than 90% of the entire genomic con-
tent), and (ii) the low copy number of the micro-organisms present. The next para-
graphs will address sample preparation procedures that have been developed to 
increase the yield of desired nucleic acids. The choice will depend on the specimen 
sampled and the clinical question to be answered. However, in all cases, the user 
will have to make sure (and document) that desired nucleic acids are correctly pre-
served, extracted and sufficiently purified to be sequenced.
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8.2.1  �Human DNA Removal

A fundamental dilemma -not yet solved, is whether to remove human DNA or not 
during the nucleic acid extraction step. Human DNA removal allows a more in-
depth exploration of the sample by saving DNA sequencing capabilities, but at the 
expense of non-specifically reducing the abundance of microbial DNA. Removal of 
human DNA might also display very different effects across all microbial species. 
For example, and according to our experience, the method used to “selectively” lyse 
human cells and then remove human DNA might affect the recovery of Gram-
negative more than that of Gram-positive bacteria.

Human DNA removal methods should, therefore, be developed and calibrated to 
minimise the unwanted effects on the most sensitive bacterial cells. Do we need to 
provide a guaranteed minimal analytical sensitivity, i.e. a kind of guaranteed detec-
tion threshold? Or should we focus only on the most relevant bacterial targets 
expected in that type of sample? One might argue that all sample types are not equal 
and that such a generic statement is impossible, as in some cases, human DNA 
removal is not needed.

The following paragraphs will elaborate on the different methods for human 
DNA removal using different techniques at different steps of the sample preparation.

8.2.1.1  �Pre-extraction Depletion

To decrease the proportion of sequencing reads derived from human cells, selective 
lysis of human cells by chaotropic agents, detergents or osmotic shock have been 
used, followed by free DNA degradation (enzymatic or chemical).

First, the Ultra-Deep Microbiome Prep kit from Molzym (Bremen, Germany) 
uses guanidine hydrochloride and detergents to lyse blood cells and a nuclease able 
to degrade human DNA in a chaotropic/detergent environment before extraction of 
DNA from micro-organisms [9]. As an example, the above-described protocol was 
successfully put in practice with a bronco-alveolar lavage sample from an immuno-
compromised patient [10]. When the Ultra-Deep Microbiome Prep protocol was 
compared to mechanical disruption, a 310-fold increase in the bacterial/human 
DNA ratio was observed. The enrichment for solid tissues was not as efficient as for 
a liquid sample, but it may not necessarily be needed, as shown in a case of brucel-
losis identified without an enrichment process in liver tissue biopsy [11].

Second, the QIAamp DNA Microbiome kit from Qiagen (Hilden, Germany) uses 
a differential lysis of the human host cells with the AHL buffer (unknown composi-
tion) followed by a benzonase (a genetically engineered endonuclease from Serratia 
marcescens able to degrade all forms of DNA and RNA) digestion of exposed 
nucleic acids before microbial DNA extraction [12, 13]. Different surfactants have 
been tested for their ability to lyse human cells selectively [14]. For nasopharyngeal 
aspirate and cerebrospinal fluid specimens spiked with bacterial and viral control 
strains, the best results were obtained with saponin and Triton-X-100.
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Third, Marotz et al. described a procedure of chemical degradation of human 
DNA that consisted of selective osmotic lysis of mammalian cells followed by a 
propidium monoazide (PMA) treatment [15]. PMA is a photoreactive DNA interca-
lator used to detect viable micro-organisms. Upon exposure to visible light, the 
azide group of PMA is cleaved and a covalent bond is formed between PMA and 
DNA. This chemical modification is thought to fragment DNA. By applying this 
method to saliva samples, exposed DNA of human host cells were efficiently 
depleted (90%).

The choice of the method for host cell depletion will depend on the sample type. 
Methods designed to be used for the pre-treatment of whole blood would require 
adaptations when they are used for other sample types (notably solid tissue).

8.2.1.2  �Post-extraction Enrichment/Depletion

	(i)	 Selective enrichment based on DNA methylation density

DNA methylation is essential for many important biological functions, includ-
ing protection of self DNA in both prokaryotes and eukaryotes. The three methyl-
ated bases N6-methyladenine (m6A), C5-methyl-cytosine (m5C) and 
N4-methyl-cytosine (m4C) are differentially present in prokaryotes and eukary-
otes [16]. Bacterial DNA enrichment procedures based on the specific binding of 
methylated or non-methylated cytidylate-phosphate-deoxyguanylate (CpG) 
motifs have been used for samples from different body sites such as blood, saliva, 
synovial fluid or sonicate fluid of the explanted orthopaedic device and showed 
various efficacy [13–18].

	(ii)	 Depletion of abundant sequences by hybridisation (DASH)

Bacterial adaptive immune systems (CRISPR/Cas systems) that rely on binding 
and cutting programmed target sequences, were exploited to perform selective 
depletion of human mitochondrial rRNA sequences by DASH. The DASH method 
could be employed during the preparation of sequencing libraries, after the 
transposon-mediated fragmentation but prior to the amplification step. For example, 
using DASH, the sequencing depth required to detect the fungus, amoeba and the 
tapeworm reads from the cerebrospinal fluid RNA samples of infected patients, was 
efficiently lowered [19].

	(iii)	 Depletion of rRNA and mRNA

Shotgun sequencing of enriched rRNA or total RNA, which mainly consists of 
rRNA molecules, offers an alternative to commonly used meta-taxonomic approaches 
based on amplification and sequencing of 16S rRNA gene fragments [20]. The advan-
tage of this method is that it does not introduce amplification bias. In addition, it is 
expected to be less affected by contaminant DNA present in reagents.

The Ribo-Zero rRNA enrichment/depletion method is based on the complementarity 
between affinity-tagged antisense rRNA and rRNA molecules [20]. Both eukaryotic 
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(cytoplasmic and mitochondrial) and prokaryotic rRNA molecules can be either 
depleted or isolated using this approach. The Ribo-Zero rRNA depletion method 
enriched up to 40-fold for non-rRNA transcripts and resulted in profiles similar to those 
obtained without rRNA depletion for both bacterial culture and stool samples [21]. The 
rRNA removal worked equally well for intact and fragmented total RNA, a feature 
important for clinical samples that could contain partly degraded RNA. Avraham et al. 
took advantage of this method to develop a simultaneous analysis of host and pathogen 
transcriptomes [22]. Their protocol, including efficient lysis of host (bead-beating) and 
bacterial (enzymatic) cells, is applicable to different host cell types and it is well adapted 
for intracellular organisms such as Salmonella enterica.

The eukaryotic mRNA is polyadenylated at 3′ in contrast to most prokaryotic 
mRNA. This feature has been used for the enrichment of prokaryotic mRNA based on 
oligo-(dT) cellulose-binding such as the poly(A)Purist™ MAG kit (Thermo Fischer 
Scientific, Waltham, MA) [23]. The MICROBEnrich™ kit (Thermo Fischer Scientific) 
was designed to specifically deplete mammalian 18S rRNA, 28S rRNA and mRNA 
while the MICROBExpress™ kit (Thermo Fischer Scientific) was designed to specifi-
cally deplete bacterial 16S rRNA and 23S rRNA [24]. These kits can be combined to 
enrich bacterial mRNA from the samples containing both eukaryotic and bacte-
rial cells.

In the same manner, the Ribo-Zero Gold rRNA removal kit (Illumina Inc., San 
Diego, CA) can be combined with the Poly(A) Purist™ MAG kit to enrich bacterial 
mRNA. The Ribo-Zero based depletion performed better than MICROBEnrich™/
MICROBExpress™ approach in the study of the metatranscriptome of the termite 
gut microbiota [25].

8.2.2  �Direct Sequencing Approaches

8.2.2.1  �Use of Whole Genome Amplification for Low-Input Samples, 
Rare or Single Cells

Whole genome amplification (WGA) is a useful tool to increase the amount of input 
DNA of low-biomass samples. The most used WGA technique is based on multiple 
displacement amplification (MDA) [26]. The high yield of amplified DNA and the 
low error rate of the Phi29 polymerase used for MDA are significant advantages of 
this technique. The amplification bias is the first limitation of WGA that could be 
lowered by emulsion-based partitioning of WGA reactions, allowing reproducible 
metagenomic studies of low biomass samples [27]. A second limitation of WGA 
(but also of other NGS techniques for microbial community assessment [28]) is the 
presence of contaminating DNA in reagents [29, 30]. Different visual, statistical, 
methodological and ecological approaches have been described to recognise reagent 
contamination, especially for low-biomass samples [31]. Hansen et al. reported the 
combination of MDA and Nanopore (Oxford Nanopore Technologies, Oxford, 
United Kingdom) sequencing for a portable identification of the causative agent of 
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an outbreak [32]. They established the protocol for the rapid identification of RNA 
viruses, using Zika virus as a model, in a suitcase laboratory in less than 7 hours 
after the samples were taken.

8.2.2.2  �Direct Sequencing of Circulating Cell-Free DNA

Cell-free circulating nucleic acids present in biological fluids such as serum, plasma or 
urine are usually bound to proteins or enveloped in vesicles. Grumaz et al. described a 
method for diagnosis of septicaemia based on WGS of cell-free circulating DNA 
(cfDNA) in plasma samples from septic patients and uninfected controls [33] with 
enhanced performances compared to standard diagnostic [34]. Their procedure included 
removal of cells by two centrifugation steps, followed by recovery of cfDNA from its 
complexes in highly denaturing conditions at high temperature using a Circulating 
Nucleic Acid kit (Qiagen). A microbial cfDNA test developed by Karius Inc. was ana-
lytically validated using sheared genomic DNA from a panel of 13 micro-organisms 
[35]. Their study established the performances both in 358 contrived plasma samples 
and in 580 clinical samples as well as using in silico simulated infections.

8.2.3  �Targeted Sequencing or Selective Sequencing

8.2.3.1  �On-Target Sequencing (Bait-Capture Approach)

A method initially developed for human exome enrichment [36], based on hybridisa-
tion of biotinylated RNA baits, was expanded to selectively capture target DNA (or 
RNA) and enrich pathogen transcripts, virome, resistome and virulome [37–40]. 
Before sequencing, the captured DNA (or RNA) are eluted and amplified by PCR with 
universal primers, which induce a bias in the representation of nucleic acid fragments.

Loss of molecules and amplification artefacts could cause underestimation and 
overestimation of the molecule count, respectively. The use of unique molecular 
identifiers (UMIs), alone or in combination with algorithms that take into account 
stochastic properties of PCR efficacy and sequencing depth, increases the accuracy 
of the counting molecules in NGS-based methods [41, 42]. The UMI method can 
reproducibly count the molecules after PCR amplification bypassing the need for a 
normalisation step.

8.2.3.2  �Selective Sequencing: The ‘Read Until’ Approach

Nanopore sequencing enables real-time data analysis [43]. As DNA molecules pass 
through the nanopore, an electrical signal is produced that depends on the specific 
bases in contact with the pore. The channels can be controlled independently in real-
time by reversing the voltage across the pore, rejecting undesired DNA molecules 
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and enabling selective sequencing of fragments of interest. This conceptual 
approach, named ‘Read Until’ by Oxford Nanopore Technologies, was shown to 
improve genome coverage of specific regions of Lambda and Ebola viruses [44].

8.3  �Bioinformatic Challenges

Clinical metagenomics (CMg) raises several challenges in terms of bioinformatic 
analyses, the main one being the quality of the databases used for input. As CMg 
aims at being an exhaustive method, it is expected to detect a broad range of possi-
ble micro-organisms that could be present in a clinical sample: bacteria, 
archaea, viruses (RNA and DNA), fungi and parasites. Moreover, beyond the iden-
tification of micro-organisms, CMg is expected to provide further information such 
as antimicrobial resistance determinants, which requires other specific databases.

Most CMg studies collected publicly available genomes from the NCBI RefSeq or 
nt databases and applied filters to select for high-quality genomes, such as SURPI 
[45]. Other studies have used pre-formatted databases such as Kraken miniDB [46] or 
the specific bacterial marker database MetaPhlAn2 [47]. Building a database for clini-
cal metagenomics requires both exhaustivity and accuracy. Genomes from RefSeq 
may not span all possible micro-organisms expected in a clinical sample, and con-
versely genomes from the nt database may lack curation or harbor contaminating 
DNA. Hence, a curation step of the genome database is a crucial one, which should 
involve bacteriologists, virologists, parasitologists, mycologists and 
bioinformaticians.

The same applies to specific databases such as antibiotic resistance databases. 
Several of them are now available [48], the most popular being ResFinder [49] and 
CARD [50]. None of them is exhaustive in that they do not totally overlap. Indeed, 
CARD harbours genes associated with antibiotic resistance (such as expression 
regulators of resistance genes) that do not fit the operational definition of antibiotic 
resistance genes proposed by Martinez et al. [51] and are not present in ResFinder. 
In addition, CARD includes some mutational patterns in bacterial intrinsic genes 
(such as mutations in topoisomerases associated with fluoroquinolone resistance) 
that ResFinder does not include.

Furthermore, one should keep in mind that the available databases mostly include 
antibiotic resistance determinants identified and characterised from cultivable bac-
teria, while CMg has the capacity of identifying uncultivable bacteria. Hence, 
detecting antibiotic resistance determinants in those bacteria would be challenging. 
The databases of antibiotic resistance genes identified in functional metagenomic 
studies such as FARME DB [52] or ResFinderFG (https://cge.cbs.dtu.dk/services/
ResFinderFG/) could be used, but they do not meet the exhaustiveness required for 
CMg. Accordingly, one should be cautious when inferring a resistance phenotype 
from metagenomic data when uncultivable bacteria are identified.

Although the data generated by CMg are highly diverse and complex, the bioin-
formatics pipeline is expected to be fast. Managing giga bases of sequence data is 
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hardly possible on standard laboratory computers, and either a local calculation 
cluster or a cloud-based one is necessary. Nonetheless, bioinformatics tools based 
on k-merised databases (that is reducing the complexity of the genome reference 
database by using a k-mer profile of the database instead of the sequences them-
selves) are considerably faster than solutions based on the direct mapping of reads 
onto reference databases. By considering species-specific marker genes instead of 
whole genomes, MetaPhlAn2 is also faster since the database is substantially 
reduced. Another computational resource-consuming step is the metagenomic 
assembly that is necessary to identify specific genes or small nucleotide variants. 
Still, the assembly can in some places be skipped by direct mapping of the reads 
onto a specific database, such as done by the software ARIBA [53] for the identifi-
cation of antibiotic resistance genes.

Differentiating the micro-organisms that were indeed present in the clinical sample 
from contaminants introduced during the entire process is another challenge. Indeed, 
metagenomic sequencing always reports the presence of micro-organisms, even on 
negative controls [28]. Given that some of those micro-organisms can be involved in 
infections, defining them as contaminants is problematic, and carries a significant 
clinical dilemma. For instance, Cutibacterium (formerly Propionibacterium) acnes is 
a frequent contaminant in CMg output [28, 54], but can also be involved in bone and 
joint infections [55] or nosocomial meningitis [56]. The identification of contami-
nants seems to be more frequent with low-biomass samples as observed in a study 
from our group (see Extended Data Fig. 6 from [54]). Hence, the bioinformatics pipe-
line should take into account the results from negative controls in order to assess the 
likelihood of the presence of micro-organisms in clinical samples. Grumaz et al. pro-
posed a sepsis indicating quantifier (SIQ) score based on the metagenomic sequenc-
ing of blood samples collected from non-septic patients, in order to assess whether the 
relative abundances of micro-organisms found in clinical samples is significantly dif-
ferent from that observed in negative controls. The pipeline developed by PathoQuest 
uses an in-house score based on various criteria such as the genome coverage, align-
ment distribution metric p-value, and the number of segments for segmented viruses. 
A score below 100 suggests that the micro-organism is a contaminant while a 
score > 1000 suggests that it is truly present. Wilson et al. sequenced the DNA from 
94 cerebrospinal fluid (CSF) samples obtained from patients with non-infectious 
inflammatory disorders and 24 negative controls (water and reagents) [57]. From that, 
they developed a weighted z score–based scoring algorithm aiming at reducing the 
taxonomic noise made by contaminants. They analysed 7 CSF samples with this algo-
rithm and found the causative agent to be among the top 2 micro-organisms reported 
by metagenomic sequencing.

Linking antibiotic resistance determinants (ARD) with their host is highly chal-
lenging. Most clinically-relevant antibiotic resistance genes are located on mobile 
genetic elements (MGEs, e.g. plasmids, phages or transposons) that spread between 
species. A possible way of linking antibiotic resistance genes to their host is to use 
the normalised depth of coverage of the antibiotic resistance gene and the median 
depth of sequencing of the bacteria found in the sample, with the assumption that 
the host harbours at least one copy of its ARD-encoding gene. Accordingly, the 
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normalised depth of sequencing of the ARD (nDOSARD) should not theoretically be 
smaller than the median normalised depth of sequencing nDOSHOST of the chromo-
somal genes of the host, assuming that the extraction process does not alter the 
proportion between chromosome and MGEs. Thus, if the ARD and the host are 

linked, the ratio 
nDOS

nDOS
ARD

HOST

 should be greater or equal to 1. Nevertheless,  such an 

association might be hazardous when several hosts are present. We tested this 
hypothesis on a subset of bone and joint infections samples in which only a single 
bacterial species had been found both in culture and metagenomic sequencing. 
Unexpectedly, we found such ratio to be <1 for Staphylococcus aureus and its pen-
icillinase-encoding gene blaZ (see the Extended Data Fig. 9 from [54]), suggesting 
that a subset of the S. aureus population does not carry blaZ. Subsequently, to the 
best of our knowledge, no bioinformatic solution linking ARD-encoding genes and 
their host is available. Some authors have proposed to physically connect the DNA 
(chromosome and MGEs) within the cell before the extraction so that during the 
bioinformatics process one could identify which reads derive from the same cell 
[58], but the protocol is still too complex to consider for routine implementation.

Another challenge is the output delivered by the bioinformatics pipeline. This out-
put should be clear to clinical microbiologists and clinicians in order to make clinical 
decisions (e.g. adapt the antimicrobial regimen). The CMg report should mention the 
micro-organisms found with a level of confidence (see the previous paragraph about 
contaminants), their quantification (relative abundance) and the information about 
antimicrobial resistance (presence of antibiotic resistance genes and/or mutational 
events associated with resistance). In addition, other bioinformatics parameters allow-
ing a better interpretation of the results should be provided such as the estimated 
genome coverage. For example, finding an Escherichia coli in a clinical sample with 
no antibiotic resistance gene but a genome coverage of <10% indicates that some 
antibiotic resistance genes may be present but that the depth of sequencing of the 
sample was not sufficient to detect them. Conversely, a genome coverage >90% will 
provide confidence in assessing the absence of antibiotic resistance genes.

8.4  �Examples of CMg Applications (Table 8.1)

8.4.1  �Bone and Joint Infections (BJI)

BJI are severe infections (most of them involving bacteria) that affect a growing num-
ber of patients [59]. Along with surgical intervention, the microbiological diagnosis is 
a keystone to the management of BJI in (i) identifying the bacteria causing the infec-
tion and (ii) assessing their susceptibility to antibiotics. Currently, this is achieved by 
culturing surgical samples on various media and conditions, together with an extended 
incubation time to recover fastidiously-growing bacteria that can be involved in 
BJI. Still, some bacteria will not grow under these conditions because of extreme 
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oxygen sensitivity, prior antibiotic treatment or metabolic issues (e.g. quiescent bacte-
ria in chronic infections). Consequently, the antibiotic treatment may not span all the 
bacteria involved in the infection, which can favour relapse and the need for repeated 
surgical procedures or prolonged wide-spectrum antibiotic treatments. For all those 
reasons, CMg appears to be a promising technology for the diagnosis of BJI.

At the time of writing, three studies have applied CMg on BJI samples [18, 54, 55]. 
The study from our group sequenced 24 BJI samples which were reported as positive 
by conventional culturing [54]. For polymicrobial samples (n = 16), 32/55 bacteria 
(58.2%) were detected at the species level and 41/55 [74.5%] at the genus level. 
Conversely, 273 bacteria not found in culture were identified, 182 being possible 
pathogens and 91 contaminants. Street et al. compared metagenomic sequencing with 
standard aerobic and anaerobic culture in 97 sonication fluid samples from prosthetic 
joint and other orthopaedic device infections [18]. Compared to sonication fluid cul-
ture, the sensitivity of metagenomic sequencing was 61/69 (88%) at the species level 
and 64/69 (93%) at the genus level, while specificity was 85/97 (88%) at the species 
level. Thoendel et al. sequenced 408 fluid samples obtained from patients who under-
went hip resection or knee arthroplasties, including 213 with infections and 195 with-
out infection (aseptic failure) [55]. When compared to conventional methods (culture), 
metagenomics was able to identify known pathogens in 95% (109/115) of culture-
positive samples, with additional potential pathogens detected in 9.6% (11/115). New 
potential pathogens were detected in 44% (43/98) of culture-negative samples. 
Conversely in samples from uninfected patients, the detection of micro-organisms 
was rare (7/195, 3.6%). The same group sequenced 168 synovial fluids obtained by 
synovial puncture in patients with failed knee arthroplasty including 107 with infec-
tion and 61 without [60]. Metagenomic sequencing yielded the same micro-organism 
as the one found in culture in 74 (90%, genus level) and 68 (83%, species level) of the 
82 culture-positive samples. For the 25 culture-negative samples from infected 
patients, metagenomic sequencing identified 4 (16%) samples with potential patho-
gens detected at the species level. As for the 60 culture-negative aseptic failure cases, 
metagenomic sequencing identified potential clinically-significant organisms in 11 
(18.3%) samples (11.7%, genus level and 4 (6.7%) species level), and 1 probable 
contaminant. Hence, these studies show the advantage of combining standard meth-
ods (i.e. culture) and CMg when dealing with serious infection as neither approach 
alone has a 100% sensitivity.

8.4.2  �Blood Samples

The area of sequencing-based microbiological diagnosis of blood samples is still 
evolving but has the potential to make a significant clinical impact, as standard cul-
turing has a relatively low yield for growing potential pathogens.

Gyarmati et al. sequenced 27 blood samples from 9 patients with acute leukae-
mia and suspected bloodstream infections (BSI) at different time points [61]. They 
identified diverse bacteria (C. acnes, Staphylococcus spp., Corynebacterium spp), 
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viruses (Torque Teno virus, Cutibacterium phages) and fungi (Fusarium oxyspo-
rum, Botryotinia fuckeliana, Aspergillus spp., Malassezia globosa) that were not 
identified in the negative controls. Of note, the reads assigned to bacteria were 
detected mostly at fever onset and in persistent fever (69% in both) but in less than 
1% in samples after antibiotic therapy. Likewise, Grumaz et  al. found that the 
cfDNA tended to be the most abundant in the context of septic shock and post-
operative abdominal surgery [33].

Parize et al. sequenced 101 blood samples from immunosuppressed patients in 
France [62]. An expert panel analysed the sequencing results. Metagenomic 
sequencing identified more micro-organisms than conventional methods (36/101 
(36%) vs 11/101 (11%), respectively). In 27 patients, a micro-organism was found 
by metagenomic sequencing but not using conventional methods, mainly 
Pseudomonas spp. (n = 17) and Streptococcus spp. (n = 6). Besides, two false nega-
tives were observed: 1 CMV and 1 E. coli (not considered as a true positive by the 
bioinformatic algorithm due to the E. coli DNA contamination of reagents).

8.4.3  �Respiratory Samples

Analysing respiratory samples poses a challenge, as these are taken from a non-
sterile site, and differentiating between colonisation and infection is complicated.

Our group reported the application of CMg on bronchoalveolar lavage (BAL) in 
an immunosuppressed patient [12]. Metagenomic sequencing found Mycobacterium 
abscessus and Corynebacterium jeikeium that were obtained in culture, as well as 
other anaerobic bacteria from the oropharyngeal microbiota.

Pendleton et al. reported two cases of hospital-acquired pneumonia caused by 
P. aeruginosa and S. aureus, respectively [63]. They sequenced mini BAL samples 
with the MinION (Oxford Nanopore Technologies) sequencers and in the first case 
identified one 3217 bp read assigned to P. aeruginosa and in the second case six 
high-quality reads assigned to S. aureus. Of note, the read assigned to P. aeruginosa 
was obtained 9 hours after the BAL was performed.

Schlaberg et al. sequenced the retrotranscribed RNA of nasopharyngeal/oropha-
ryngeal swabs from <5 year-old children (70 with community-associated pneumo-
nia without known aetiology and 90 with no respiratory symptoms) [64]. In children 
with pneumonia, RNA-seq detected 90% of pathogens detected by conventional 
methods, but also viruses that were not reported, such as anelloviruses, astroviruses, 
human herpes virus (HHV)-6 and HHV-7 in both children with and without pneu-
monia. Of note, adenoviruses, which have a DNA genome, were not detected using 
RNA-seq.

Langelier et al. sequenced the DNA and cDNA of BAL samples obtained from 
22 haematopoietic stem cell transplants (HSCT) recipients [65]. Conventional clini-
cal diagnostics identified micro-organisms in seven (32%) patients, all of which 
were detected by CMg, and six of which were considered pathogens. In six other 
patients, CMg identified micro-organisms not detected by conventional methods but 
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considered to be pathogens by the authors: two human coronavirus (HCoV) 229E, 
two human rhinovirus (HRV)-A, one Corynebacterium propinquum and one 
Streptococcus mitis. Besides, the authors measured the expression level of some of 
the host’s genes related to innate and adaptive immune responses. They found that 
the level of expression of these genes was higher in patients with confirmed 
pneumonia compared to others without pneumonia.

Lastly, Charalampous et al. sequenced 41 respiratory samples (37 sputa, three 
endotracheal aspirations and one BAL sample) from patients with suspected pneu-
monia, using Nanopore chemistry, after applying an optimised human DNA deple-
tion based on saponin [66]. Compared to culture results, they found a 96.6% 
sensitivity and 41.7% specificity. The turn-around time was notably fast, with 6 
hours from DNA extraction to results. The limit of detection of bacterial micro-
organisms was 104 colony-forming units per mL. In eight cases, CMg detected an 
additional bacterium not found in culture but potentially pathogenic: Moraxella 
catarrhalis (n = 2), Klebsiella pneumoniae (n = 1), P. aeruginosa (n = 1), S. aureus 
(n = 1) and Streptococcus pneumoniae (n = 3). The majority of bacteria found in 
conventional cultures were susceptible to the tested antibiotics. Out of 33 observed 
resistance to antibiotics, 14 could be explained by the antibiotic resistance genes 
found in CMg leaving 19 instances where no definitive explanation could be given, 
One of them being that, several antibiotic resistance genes such as tet(M) and mefA 
were likely borne by commensal bacteria.

8.4.4  �Central Nervous System Infections

Since the first cerebrospinal fluid (CSF) sequencing by Wilson et al. and the finding 
of Leptospira santarosai that was undetected by other clinical diagnostic tests [67], 
several studies have used metagenomic sequencing for the detection of micro-
organisms from CSF samples in the context of meningitis and meningoencephalitis. 
Indeed, these infections may be caused by a wide variety of bacteria, viruses and 
fingi, which raise challenges in terms of bacterial recovery (as previous antibiotic 
treatment may lead to a negative culture) and identification of the aetiological agent.

Recently, Simner et al. evaluated the performances of nine different protocols to 
detect pathogens in CSF using CMg [68]. They tested eight CSF samples which , in 
standard tests, were positive for viruses (n = 3), bacteria (n = 3) or Cryptococcus 
(n = 2), or were negative. Overall, the neat CSF performed better than pelleted or 
supernatant samples. In one sample, the identification of Cryptococcus was, how-
ever, unsuccessful by all protocols.

Perljewski et  al. sequenced the cDNA from 12 CSF samples obtained from 
patients with multiple sclerosis [69]. They identified the varicella-zoster virus 
(VZV) in 11 out of 12 samples, raising questions whether VZV has a possible role 
in multiple sclerosis, or merely represents chronic reactivation due to immunomod-
ulation. They also found several micro-organisms which were considered as 
contaminants.
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Finally, the application of CMg on CSF allowed the identification of rare patho-
gens such as Balamuthia, involved in amoebic meningoencephalitis [70, 71], 
Psychrobacter sp. [72] and Cutibacterium [56].

8.4.5  �Urinary Tract Infections

Urinary-tract infections (UTIs) are common infections that are mostly caused by 
Enterobacterales and Enterococcus sp. The microbiological diagnosis of UTI relies 
on semi-quantitative cultures of urine samples and concentrations thresholds.

Hasman et al. sequenced the total DNA recovered from 23 urine samples, 19 of 
which had high bacterial load in culture analysis [73]. Twelve urine samples did not 
yield enough DNA to be sequenced. When the urine culture yielded one bacterial 
species (n = 17), it was also identified by metagenomic sequencing. Besides the 
usual uropathgens, other bacteria were identified such as Aerococcus urinae.

In another study, Schmidt et  al. sequenced the DNA extracted from 10 urine 
samples obtained from patients and five spiked samples, using the Nanopore 
MinION [74]. In the 4-h time frame from sampling to results, metagenomic 
sequencing identified the main bacteria obtained by culture. In both studies, how-
ever, linking the relative abundances of sequencing reads to the bacterial load in 
urine was not attempted.

8.5  �Challenges in CMg Implementation

Overall, the routine clinical usage of CMg remains limited by a series of practical 
hurdles. We do firmly believe that the technical issues described above, related to 
the wet-lab or bioinformatics, will be progressively solved. Nevertheless, this will 
not suffice to ensure a straightforward transfer of CMg into medical laboratories. 
Indeed, implementing these new methods will face challenges both from the clini-
cian and the administration (payers, diagnostic companies, hospitals and issues 
regarding reimbursement) standpoints.

Clinicians may raise the following questions: does CMg provide similar and reli-
able information as traditional lab-work for making medical decisions? Does the 
medical literature support this statement? Will the analysis report be understandable 
by every clinician? When will these new methods be routinely taught to young phy-
sicians, to help them integrate CMg analyses in their future practice?

Payers will also require documentation that CMg, implying new wet-lab and IT 
tools, but also new human skills, is indeed “cost-efficient”. This concept has to be 
calculated for each of the potential payers. For hospital administrators, CMg imple-
mentation might be balanced against savings in other lab/radiological testings or by 
earlier discharge. For antimicrobial stewardship teams, CMg as a companion diag-
nostics might help advance using targeted therapies more rapidly. For public health 
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authorities, improved traceability will help address the ever-growing request of the 
lay public for transparency and more importantly, it will also likely provide more 
accurate outbreak analyses  by retrieving relevant genomic data for the micro-
organisms of interest.

Finally, these assays will need certification and documentation thereof, including 
participation in external quality control programs for proficiency testing. This also 
implies considering ethical aspects of collected samples and data, for building bio-
banks and providing a guarantee that the derived data will be used according to the 
law, trying as much as possible not to impair but to promote research using these data.

8.6  �Future Perspectives

CMg is one of the most promising methods for the diagnosis of infectious dis-
eases in the short/mid-term horizon. Indeed, CMg bears the capacity to identify a 
wide array of micro-organisms in an unbiased fashion, provided that the micro-
oranisms are already known and sequenced. Moreover, CMg can provide some 
actionable information about the antimicrobial resistance determinants of the 
detected micro-organisms, the genotype and the virulence genes content faster 
than current methods. Many technical hurdles remain to be addressed, but we 
assume that they should be overcome in the coming years. An important issue 
related to the routine implementation of CMg may indeed be the clinicians them-
selves. For decades, the diagnosis of infectious diseases relied on cultivation 
methods and, more recently, on the detection of nucleic acids of selected patho-
gens (targeted approach). Infectious diseases specialists still follow the paradigm 
of the detection of a pathogen in a potentially infected site to support the diagno-
sis of an infection. CMg will change this paradigm by bringing much more infor-
mation than current methods, mainly about the presence of bacteria not recognised 
as pathogens to date, sometimes considered to be “unwanted” information or data 
of uncertain clinical significance by clinicians. Furthermore, CMg could also pro-
vide some information related to the host’s response, challenging the current diag-
nostic paradigm. CMg will, therefore, probably reflect a new way to perceive and 
diagnose infectious diseases.
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Chapter 9
Advanced Applications of MALDI-TOF 
MS – Typing and Beyond

Aline Cuénod and Adrian Egli

9.1  �General Introduction

Within the last decade, Matrix-Assisted Laser Desorption Ionisation  – Time of 
Flight mass spectrometry (MALDI-TOF MS) has revolutionised species identifica-
tion in clinical microbiology routine diagnostics and continuous to replace conven-
tional and biochemical methods for bacterial species identification [1]. Bacterial 
whole cell-mass spectrometry allows identifying microbes to the species level 
within minutes from cultured single isolates [2]. Several studies have shown that 
MALDI-TOF MS is a reliable, reproducible and cost-effective method for rapid 
bacterial and fungal species identification [3–7]. The accuracy of MALDI-TOF MS 
identification has been investigated by several studies and was determined to be 
79.9–93.6% at the species level and 94.5–97.2% at the genus level [8–11]. Since 
these early validation studies, further database updates and optimisation of the 
workflows and procedures have additionally increased the accuracy of the method 
[12]. It has been shown, that for some species e.g. within the family of 
Enterobacteriaceae, identification by MALDI-TOF MS is more accurate than 16S 
rRNA gene sequence analysis which is a highly reputable species identification 
method [8]. In this chapter, we will discuss the challenges and opportunities of bac-
terial typing using MALDI-TOF MS, beyond species identification.
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9.1.1  �MALDI-TOF MS Functions and Workflow

In diagnostic routine MALDI-TOF MS workflows, a single bacterial colony is 
placed on the MALDI-TOF MS target plate, air-dried and coated with a specific 
matrix before measurement. The matrix serves as an energy absorbent organic com-
pound (e.g. alpha- Cyano-4-hydroxycinnamic (CHCA)), which co-crystallises with 
the bacterial sample. The target plate is then inserted to the mass spectrometer 
where a vacuum is established. Subsequently, a laser beam (e.g. nitrogen laser) is 
fired onto the sample-matrix crystals, evaporating and ionising the analytes in the 
sample, and forming a so-called “ion cloud”. The ions are accelerated in electro-
static potential, in a manner dependent on the mass and the charge of the ionised 
peptides. Ions with a low mass/charge (m/z) ratio are accelerated more easily and 
reach a higher velocity, whereas ions with a higher m/z ratio fly comparably slower. 
After acceleration, the ions enter a flight tube without an electrostatic field, where 
they are further separated according to their m/z ratio and detected at the end of the 
tube. The m/z ratio of an ion is determined by measuring the time, which is required 
to travel through the flight tube. According to this time of flight (TOF) information, 
a spectrum of m/z values is generated. As every sample generates a unique spec-
trum, these characteristic spectra are called Peptide Mass Fingerprints (PMF). The 
mass range in which peptides are detected in microbiological routine diagnostics is 
between 2000 and 20,000 Daltons. Although many aspects of this workflow are 
standardised, the technical and biological reproducibility of MALDI-TOF MS, and 
the generation of PMFs are variable both within a laboratory and certainly also in 
between different laboratories. High reproducibility of PMF quality is the most 
essential factor allowing typing beyond species identification [13].

9.1.2  �MALDI-TOF MS Based Identification Process

For “classical” species identification, the PMF of the unknown sample is compared 
to a database containing a set of PMF from well-characterised samples [1]. This 
comparison relies on multiple factors, including the number of characteristic 
species-specific peaks, which can be detected in both spectra. The two most widely 
used commercial systems in clinical microbiology routine are the MALDI Biotyper 
(Bruker Daltonik GmbH, Bremen, Germany) and the Vitek MS (bioMérieux, Marcy 
l’Etoile, France). A high percentage of the peaks of a spectrum correspond to ribo-
somal proteins, which are among the most abundant cytosolic proteins [14]. 
Molecular diagnostic tools such as 16S rRNA sequencing also rely on the specific 
diversity of the bacterial ribosome, making this an ideal target for most species for 
identification [15]. For (sub)typing applications using MALDI-TOF MS, such as 
the detection of species within a complex, in house developed or modified commer-
cial databases are often used with an increased or optimised set of PMFs of the 
bacterial species or isolates of interest. As later discussed in more detail, also the 
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PMF themselves can be compared between bacterial species e.g. in an outbreak 
scenario.

9.1.3  �Resolution of MALDI-TOF MS for Typing

In theory, some differences in the genetic sequence of bacterial strains can be 
reflected in MALDI-TOF MS. Single point mutations can lead to a change in the 
amino acid sequence of a protein, which can lead to a shift of mass of the protein. 
Currently available MALDI-TOF MS systems can detect m/z shifts of about 5–10 
daltons. Indeed, the resolution of MALDI-TOF MS has limits and is significantly 
lower than the resolution of DNA-based sequence analysis, as a SNP in the DNA 
sequence can only be detected if i.) the mutation leads to a change in the amino acid 
sequence, or premature truncation of the protein, ii.) the amino acids exchanged 
have different masses (e.g. glutamine and lysine have almost the same mass) and 
iii.) the mass of the protein is in the m/z range of the MALDI-TOF MS measure-
ment range [13, 16] and (iv) the protein is expressed in routine growth conditions.

9.2  �Current Challenges for Species Identification

Although MALDI-TOF MS is a highly valuable method for species identification 
in modern microbiological diagnostic laboratories, the technique also has several 
important technical limitations. Some bacterial species cannot be reliably separated 
and identified from closely related bacterial species. The low resolution for some 
species can have various reasons:

	 (i)	 Species classification of highly similar bacterial lineages. A prominent example 
of such uncertainty is the inability of MALDI-TOF MS to reliably distinguish 
between the species Escherichia coli and the four species of the genus Shigella. 
Strains of this taxonomic unit are considered as a single species based on DNA 
relatedness [17, 18]. There are only minor differences in their biochemical pro-
files and even pathogenicity does not provide an unambiguous classification as 
strains of the species E.coli can cause dysentery-like diarrhoea [19]. This species 
classification should be understood in a historical context and is maintained 
because of the severity of shigellosis and to avoid confusion in medical microbi-
ology [18]. Virulence factors which are typically associated with the genus 
Shigella are encoded on plasmids and unfortunately cannot be detected directly 
with MALDI-TOF MS [20, 21]. Multiple studies have attempted to distinguish 
strains of the species E.coli and strains of the four species of the genus Shigella 
by MALDI-TOF MS using an empirical approach to identify distinctive marker 
peaks [22, 23]. These suggestions have however not yet been validated and have 
not been implemented in routine diagnostics [24].
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	(ii)	 Genetic differences are not reflected in the MALDI-TOF MS spectra. Another 
example of closely related species which cannot, or can only partially be dis-
criminated by MALDI-TOF MS is the species within the Enterobacter 
cloacae-complex. Here, genome-wide analyses have identified several new 
species within the last few years [25]. The genetic differences are not reflected 
in MALDI-TOF MS, to the extent that distinction cannot be implemented with 
similar algorithms as those for more distantly related species [26]. Other exam-
ples where species identification by MALDI-TOF MS is still challenging and 
not yet implemented in routine microbiology are the viridans group strepto-
cocci [27], the Citrobacter freundii-complex [11, 28] and the Bacillus cereus 
group [29].

	(iii)	 Low quality of MALDI-TOF MS spectra. MALDI-TOF MS resolution increases 
with spectral quality, as with high-quality spectra the mass range can be 
enlarged and more peaks can be detected and compared. The quality of 
MALDI-TOF MS spectra is influenced by several factors such as the sample 
preparation protocol used, bacterial growth condition (type of liquid or solid 
media, aerobic or anaerobic incubation) and duration of incubation, quantity of 
bacterial material applied onto the target plate, the cleanliness of the matrix 
and the target plate, regular maintenance of device and regular and frequent 
calibrations [8]. The acquisition of good quality spectra in microbiological 
routine laboratories is possible, but standardisation of the above-mentioned 
factors needs to be implemented and an internationally accepted guideline is 
still missing.

In addition, the quality of MALDI-TOF MS spectra is also strongly dependent 
on the bacterial species. Bacterial factors which can impede the ionisation of cyto-
solic proteins include heavy capsule production (eg. hypermucoviscous K. pneu-
moniae), or the thickness of the bacterial cell wall of both Mycobacterium species 
[30] and yeast [31]. Bruker Daltonics have addressed the difficulty to break open the 
mycobacterial cell wall with the release of a ‘MycoEx’, a protocol for the sample 
preparation of Mycobacterium isolates and an associated database. Even with this 
improvement however, several species of the genus Mycobacterium remain indistin-
guishable using MALDI-TOF MS, including the species within the clinically most 
important Mycobacterium tuberculosis complex [32].

9.3  �MALDI-TOF Mass Spectrometry-Based Typing

Strains within a bacterial species can have very heterogeneous phenotypes such as 
virulence, antibiotic resistance or transmissibility. Bacterial typing refers to the dif-
ferentiation of sub-lineages within a species. The purpose of bacterial typing is to 
distinguish and recognise subgroups within a species, for example, those associated 
with a specific phenotype or epidemic strains (from clonal complexes to even single 
clones). Bacterial typing can help to decipher the population structure of a bacterial 
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species and to follow the development and spread of different subgroups over 
time [6].

Molecular typing methods such as Multi-Locus-Sequence-Typing (MLST) or 
Pulse-Field-Gel-Electrophoresis (PFGE) are well established and show a high dis-
criminatory power [33]. Most of the molecular typing methods are expensive, 
labour-extensive, require specific equipment and expertise. Also, data interoperabil-
ity and comparability are often reduced: as an example, PFGE typing data cannot be 
compared easily between different laboratories. Some typing methods were devel-
oped particularly for one bacterial species and cannot be adopted to other species, 
for example, spa typing for S. aureus [34] or PCR-ribotyping for C. difficile [35], as 
discussed in Chap. 5.

In recent years, some of these problems have been overcome with whole-genome 
sequencing (WGS), providing the currently highest resolution and highly interoper-
able, comparable and sharable data formats [36]. However, WGS based typing is 
still very expensive due to high reagent and equipment costs. Most WGS based 
workflows currently still require up to 1week for typing in a usual scenario, often 
too long as time-to-result is a critical element in allowing clinical actions. Due to 
these obstacles, WGS is only slowly transferring into routine diagnostics.

Therefore, MALDI-TOF MS-based typing may provide a fast and low-cost 
method to identify isolates for higher resolution typing such as WGS.  Indeed, 
MALDI-TOF MS can be used as a typing method requiring minimal sample prepa-
ration, with simple workflows and fast data analysis time. However, closely related 
species and sub-lineages of the same species provide somewhat ambiguous results 
when analysed with the conventional approach of pattern matching to reference 
spectra. Therefore, for bacterial typing with MALDI-TOF MS, different approaches 
are needed, including high standardisation of spectra acquisition and spectra analy-
sis and interpretation [6, 13].

Multiple studies have shown that MALDI-TOF MS is capable of identifying 
bacterial strains on a subspecies level. This can especially be useful in the situation 
of a cluster of infections to identify a potential outbreak [37–39].

Several studies have shown that the sub-lineage identification by MALDI-TOF 
MS matches phylogenetic classification using MLST. In some instances, it has been 
shown that phylogenetic units such as Clonal Complexes (CC) [40], Sequence 
Types (ST) [41] or even single clones [42] can be distinguished using MALDI-TOF 
MS. The distinction below species level becomes important if the distinguishable 
units within a species are associated with clinically significant phenotypes such as 
differences in antibiotic susceptibility, virulence or transmissions in an outbreak 
context. One meaningful subspecies discrimination is the identification of E. coli 
ST131 which plays an important role in the dissemination of extended-spectrum-β-
lactamases (ESBL). It is associated with high transmissibility and antibiotic resis-
tance [43, 44].

In this context, it is easily understandable why bacterial species which often 
cause infections of public health significance are most often subjected to typing 
studies. Therefore typing studies considering methicillin-resistant S. aureus, E.coli, 
C. difficile and Salmonella will be discussed in Sect. 9.6.
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9.4  �Different Typing Approaches

9.4.1  �Empirical Identification of Marker Peaks

Multiple studies have come up with empirical study designs, where spectra of the 
subgroups are compared, and discriminatory peaks are either identified through 
manual comparison or statistically more elaborated methods [40, 45, 46]. The iden-
tification of marker peaks to distinguish the most prevalent STs within methicillin-
resistant Staphylococcus aureus (MRSA) (ST5, ST59, ST239 ST45) [40] and to 
distinguish ST131 within the species E.coli [43, 47, 48] are successful examples of 
studies using this approach. Some studies have tried to go further and reach even 
single clone boundaries. In a study by Egli et al., ESBL-producing E. coli could 
successfully be grouped using MALDI-TOF MS typing in similar clusters to those 
seen using PFGE [42]. Since then, the reproducibility of these results has been con-
firmed through a multi-centre study where six diagnostic laboratories characterised 
the same strains. The technical reproducibility was the most important factor allow-
ing the correct grouping of the bacterial clones [13].

9.4.2  �Prediction of Marker Peaks from Bacterial 
DNA Sequences

Another approach to identify marker peaks is to predict m/z values from predicted 
genes within bacterial whole genome sequences. As ribosomal subunits are among 
the most abundant proteins in the bacterial cytosol and have relatively low masses, 
they can reproducibly be detected in MALDI-TOF MS spectra. Therefore, several 
studies predicting m/z values from whole-genome sequences have focused on ribo-
somal subunit proteins [49–53]. Ojima-Kato et al. applied this approach to distin-
guish serovars within E. coli and Salmonella enterica subsp. enterica [50, 51]. In 
both studies, m/z values of multiple biomarkers were calculated from WGS data and 
included in a database called ‘Strain Solution’, which is available from Shimadzu 
Corporation (Kyoto, Japan). These biomarkers include ribosomal and other house-
keeping proteins. MALDI-TOF MS spectra were analysed by matching the observed 
m/z profile of the biomarkers to the predicted m/z profiles.

9.4.3  �Expansion of the Mass Range to Detect Marker Peaks 
Otherwise Not Accessible

Another approach is to increase the mass range to capture peptides which have 
higher or lower m/z values than the routinely detected mass range (2000–20,000 m/z) 
[54, 55]. One such approach is to combine tryptic digestion and nano-liquid 
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chromatography. The resulting peptide fractions are then identified by MALDI-
tandem TOF (MALDI-TOF/TOF) MS; allowing the capture of informative peaks in 
a lower mass range, making it possible to identify Salmonella enterica subspe-
cies [54].

Increasing the mass range to higher m/z values has allowed the successful typing 
of C. difficile isolates, giving MALDI-TOF MS spectral data associated with respec-
tive PCR-ribotypes [55].

9.4.4  �Self-Learning Classification Algorithms

Recently, several studies have used self-learning algorithms and statistically sophis-
ticated methods such as shrinkage discriminant analysis or supervised neural net-
works to increase the resolution of conventional MALDI-TOF MS bacterial 
identification [41, 45, 56].

9.5  �Sample Preparation Methods Used for Typing

Integrating bacterial typing in the workflow of routine microbiology laboratories 
would be a major advantage to rapidly identify infection clusters and transmission 
within a health care institution.

As resolution increases with spectral quality, many studies use defined sample 
preparation protocols in order to acquire high-resolution spectra. The most widely 
applied preparation protocol for high-resolution spectra is the Ethanol-Formic 
acid protein extraction procedure proposed by Freiwald and Sauer [40, 42, 45, 57, 
58]. Beside the sample preparation, the age of the culture is a crucial element, 
which strongly influences the technical and biological reproducibility [13]. 
Table  9.1 summarises the methods used in selected MALDI-TOF MS typing 
studies.

9.6  �Examples

9.6.1  �Methicillin-Resistant Staphylococcus aureus

Staphylococcus aureus is one of the most frequently isolated bacterial species in 
clinical microbiological routine laboratories. S. aureus infections range from mild 
superficial skin infections to life-threatening diseases like endocarditis or sepsis 
[77]. Strains of the species S. aureus can harbour multiple different antibiotic 
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Table 9.1  Summary of selected typing studies and methods applied

Species Typing unit
Sample preparation 
method

Identification of 
distinctive peaks Ref

S.aureus CC5, CC8, CC22, 
CC30, CC45

Ethanol-formic acid 
protein extraction

Empirical marker 
detection, 
hierarchical 
clustering of profiles

[40]

CC5, CC8, CC22 and 
CC398

Direct smear, overlaid 
with CHAC matrix

Empirical marker 
detection (statistical 
tests supported by 
CLINPROTOOLS 
(Bruker Daltonics), 
classification by 
supervised neural 
network

[59]

ST5, ST59, ST239 ST45 Direct smear overlaid 
with formic acid and 
CHAC matrix

Machine learning 
approaches

[41]

PFGE, spa typing Direct smear, overlaid 
with CHAC matrix

Clustering of peptide 
mass fingerprinting

[39]

CC5, CC22, CC8, 
CC45, CC30, and CC1, 
MRSA, MSSA and 
borderline resistant S. 
aureus (BORSA)

Ethanol-formic acid 
protein extraction

Empirical marker 
detection, correlation 
to mutations in the 
genomes which cause 
the peak shift

[58]

ST239, ST5, ST59, 
ST45, and 20 MRSA-
OST (other clonal 
lineages)

Ethanol-formic acid 
protein extraction

Empirical marker 
detection (statistical 
tests supported by 
CLINPROTOOLS 
(Bruker Daltonics))

[60]

(PFGE)-types Direct smear, overlaid 
with CHAC matrix

Peptide mass 
fingerprinting 
(statistical tests 
supported by 
Bionumerics 
software)

[61]

26 different MALDI-
TOF groups comprising 
16 MRSA clonal 
complexes and 89 spa 
types

Direct smear, matrix: 
CHAC, ethanol-
formic acid protein 
extraction

Empirical marker 
detection, visual 
identification of 
marker peaks

[62]

Strain type USA300 Ethanol-formic acid 
protein extraction

Empirical marker 
detection (statistical 
tests supported by 
CLINPROTOOLS 
(Bruker Daltonics))

[63]

(continued)
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Table 9.1  (continued)

Species Typing unit
Sample preparation 
method

Identification of 
distinctive peaks Ref

CC398 Ethanol-formic acid 
protein extraction

Empirical marker 
detection (statistical 
tests supported by 
CLINPROTOOLS 
(Bruker Daltonics))

[64]

Staphylococcus 27 strains of the species 
S.aureus, S. hominis and 
S. epidermidis

MALDI with CeO2 
(metal oxide laser 
ionization [MOLI] 
MS)

Fatty acid 
components, 
principal component 
analysis

[65]

E.coli
ESBL

Outbreak strain STEC Ethanol-formic acid 
protein extraction

Machine learning 
algorithm (A.B.O.S. 
analysis)

[45]

Outbreak strain STEC Ethanol-formic acid 
protein extraction

Empirical marker 
identification, 
identification by 
LC-MS/MS and 
sequence comparison

[37]

53 flagellar/H antigen In house sample 
preparation protocol, 
matrices used: CHAC 
and 2, 
5-dihydroxybenzoic 
acid (DHB), low mass 
range

Calculation of 
expected H antigen 
m/z values from 
sequence data

[66]

Serotypes Solid culture: Direct 
spotting, liquid 
culture: in house 
sample preparation 
protocol, matrices: 
CHAC, sinapic acid 
(SA)

Predicting markers 
from ribosomal 
proteins encoded by 
the S10-spc-alpha

[51]

O157, O26 and O111 
Serovars

Direct spotting, 
matrices: CHAC, 
sinapic acid (SA)

Predicting markers 
from WGS data 
(ribosomal protein 
S15, L25, acid stress 
protein H-NS)

[67]

PFGE-related cluster Ethanol-formic acid 
protein extraction

Empirical marker 
identification, peptide 
mass fingerprinting, 
PCA

[42]

ST131 Ethanol-formic acid 
protein extraction

Empirical marker 
identification, 
(statistical tests 
supported by 
CLINPROTOOLS 
(Bruker Daltonics)

[48]

(continued)
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Table 9.1  (continued)

Species Typing unit
Sample preparation 
method

Identification of 
distinctive peaks Ref

ST131 Ethanol-formic acid 
protein extraction, 
direct spotting

Empirical marker 
identification, 
(statistical tests 
supported by 
CLINPROTOOLS 
(Bruker Daltonics)

[43]

Clostridioides 
difficile

PCR-ribotypes 001, 027 
and 126/078

Direct spotting, 
matrix: CHAH

Empirical marker 
identification 
(Superspectra™ 
function of 
SARAMIS™ 
AXIMA)

[46]

PCR ribotypes 010, 011, 
012, 015, 017, 020, 027, 
046, 081, SE13a, SE13d, 
SE20a and SE99/1

Direct spotting, and 
overlay trans-ferulic 
acid matrix solution 
(FeA) and ethanol-
formic acid protein 
extraction with CHAC 
matrix

High molecular 
weight typing, 
peptide mass 
fingerprinting 
(statistical tests 
supported by 
Bionumerics 
software)

[55]

Salmonella 
enterica

Subspecies Ethanol-formic acid 
protein extraction with 
CHAC matrix, 
followed by tryptic 
digestion and 
Nano-LC spotting

Empirical marker 
identification, in hose 
excel macro, 
identification by 
MALDI-TOF/TOF 
and NANO-LC

[54]

Serovars, ribosomal 
mass profiles

Direct spotting, 
matrices: CHAC, 
sinapic acid (SA)

Predicting markers 
from WGS data, 12 
biomarkers, 8 
ribosomal proteins 4 
non-ribososmal 
proteins

[50]

Haemophilus 
influence

Sp., comparison to 16S Ethanol-formic acid 
protein extraction with 
CHAC matrix

Empirical marker 
identification, peptide 
mass fingerprinting, 
PCA

[68]

(continued)
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Table 9.1  (continued)

Species Typing unit
Sample preparation 
method

Identification of 
distinctive peaks Ref

Leptospira Genomospecies, 
serovars, (L. interrogans 
Hebdomadis L. 
interrogans Australis L. 
interrogans Autumnalis 
L. interrogans 
Bratislava L. 
interrogans Canicola L. 
interrogans 
Copenhageni 
L.interrogansHardjo L. 
interrogans Pomona L. 
interrogans Pyrogenes 
L. interrogans 
Icterohaemorrhagiae L. 
interrogans Bataviae L. 
kirschneri 
Grippotyphosa)

Ethanol-formic acid 
protein extraction with 
CHAC matrix

Empirical marker 
detection (statistical 
tests supported by 
CLINPROTOOLS 
(Bruker Daltonics)

[69]

Yersinia Species In house tri Fluor acid 
(TFA) inactivation 
protocol for highly 
pathogenic 
microorganisms

Machine learning 
algorithms, in house 
Matlab program, 
identification my 
MALDI-TOF/TOF

[70]

Yersinia Y. pestis (TFA) inactivation 
protocol, direct 
spotting, DHB matrix

Supervised learning 
algorithm

[71]

Klebsiella 
pneumoniae

Hypervirulent strain K1 Ethanol-formic acid 
protein extraction with 
CAHC matrix

Empirical marker 
identification, 
(statistical tests 
supported by 
CLINPROTOOLS 
(Bruker Daltonics)

[72]

Mycobacterium 
absesus (sensus 
lato)

Mycobacterium absesus 
(sensu stricto) 
mycobacteria 
massiliensis

Modified 
mycobacterial 
preparation protocol 
suggested by 
bioMérieux

Empirical marker 
identification, peptide 
mass fingerprinting, 
HCA and PCA, two 
separate cluster 
analytical methods, 
were performed with 
DataLab software

[73]

Streptococcus 
pneumoniae

Capsule types 6A, 6B, 
6C, 9 N, 9 V or 14.

Formic acid/
Acetonitril premix, 
overlay with CHCA 
matrix

Empirical marker 
identification, peptide 
mass fingerprinting 
(statistical tests 
supported by 
Bionumerics 
software)

[74]

(continued)
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resistance mechanisms and especially methicillin-resistant S. aureus (MSRA) 
strains are a major concern for health care institutions worldwide [78]. Early detec-
tion of MRSA spreading clones is essential for the treatment and infection control 
measures [40]. Several studies have investigated the capability of MALDI-TOF MS 
to perform this task in order to reduce the need for DNA-based typing methods such 
as spa typing as they are laborious and time-consuming [34].

One way to rapidly detect potential MRSA is to identify the major Clonal 
Complexes (CC) which are associated with methicillin resistance. This method 
does not recognise the resistance mechanisms themselves, but rather phylogenetic 
markers which serve as proxies; although this can be a drawback, as the associa-
tion of resistances and CC can change over time. Sauget et al. summarised bio-
markers which were found to discriminate between the five most frequently 
detected MRSA CC (CC5, CC8, CC22, CC30, CC45) and the outbreak CC398 
[6]. The peak shift from 3876 to 3891 m/z was identified as a characteristic bio-
marker for CC5, caused by an underlying amino acid exchange in the non-anno-
tated protein SA2420.1 [40, 58, 60, 62]. Two recent studies have approached the 
distinction at a higher level, by identifying the major ST within MRSA, which are 
ST5, ST59, ST239 and ST45 [41, 60]. These two studies identified different dis-
tinctive signals, an example being ST45 where Zhang et al. identified a discrimi-
natory peak at 4808 m/z and Wang et al. identified a discriminatory low signal at 
4813 m/z. This could possibly indicate a peak shift from 4813 m/z to 4808 m/z for 
ST45. Two further studies have also correlated MALDI-TOF MS profiles to 
S.aureus PFGE types [39, 61].

Whether the absence of a peak can be used as a distinctive marker is questionable 
as the reproducibility of MALDI-TOF MS marker peaks can be influenced by mul-
tiple factors such as spectral quality and growth conditions.

Table 9.1  (continued)

Species Typing unit
Sample preparation 
method

Identification of 
distinctive peaks Ref

Bacillus 
coagulans

26 rep-PCR types Ethanol-formic acid 
protein extraction with 
CAHC matrix

Empirical marker 
identification, peptide 
mass fingerprinting, 
PCA in SARAMIS

[75]

B. pumilus 
group

Group A and P with 
species B. pumilus and 
B. altidunisis, 
respectively

Ethanol-formic acid 
protein extraction with 
CAHC matrix

SPECLUST analysis, 
in house algorithms

[76]

Rhizobia Bradyrhizobium 
japonicum strain G49, 
Sinorhizobium fredii 
strains NGR234 and 
USDA257

Direct smear, matrix: 
CHAC, suspension in 
25% formic acid, 
ethanol-formic acid 
protein extraction with 
CAHC matrix

Predicting markers 
from WGS data of 35 
ribosomal proteins

[53]

A. Cuénod and A. Egli



165

9.6.2  �Escherichia coli

Strains of the species Escherichia coli occur ubiquitously in the environment, being 
commensals in the human gut, but are also able to cause disease ranging from uri-
nary tract infections to sepsis [19]. As clinical phenotypes of this species are hetero-
geneous, a distinction below the species level is desirable. The species is classified 
into several phylogroups, where A and B1 are associated with non-pathogenic colo-
nisation whereas B2 and D are associated with extra-intestinal disease [79]. Within 
phylogroup B2, the ST131 has drawn special attention as it is associated with 
ESBL-production and has been the causative agent of multiple nosocomial out-
breaks within the last few years [44, 80]. Several typing methods have been adapted 
to the species E.coli such as PFGE, PCR-ribotyping, serotyping and MLST. Many 
of these have been subjected to studies attempting to correlate them with MALDI-
TOF MS findings: Chui et al. distinguished H-antigens, Egli et al. PFGE related 
clusters, Oijima Serovars and Nakamura et al. as well as Lafolie et al. distinguished 
ST131 [42, 43, 48, 51, 66]. Christner et al. and Oberle et al. distinguished outbreak-
related clones [13, 45].

Multiple distinctive peaks have been identified for ST131 [43, 48] but as Sauget 
et al. pointed out some of these are not specific to the sequence type level, but rather 
for all strains of phylogroup B2 [6].

Oberle et al. examined the technical and biological reproducibility of MALDI-
TOF MS by analysing 12 closely related ESBL strains representing two nosocomial 
outbreaks (cluster 1 and cluster 2) from six different centres. Interestingly, PCA 
analysis showed clustering of the spectra acquired in the same centres, reflecting 
technical differences between the centres.

Using discriminant analyses, the two outbreak clones could completely be sepa-
rated. Distinctive peaks were identified empirically using a classifier system from 
‘AppliedMaths’ by Bionumerics [13].

A recently published alternative approach to use MALDI-TOF MS typing for 
outbreak investigation [45]: ‘A.B.O.S.’ (‘A Better Omics System’; version 1.1.0; 
Ars Nova AG, Esslingen, Germany) is proposed as an easy to use software for the 
analysis of omics data. The software uses self-learning algorithms to identify group-
specific properties from large datasets by combining various multivariate analysis 
techniques and predicts the classification of MALDI-TOF MS spectra based on 
pre-assigned learning groups [45].

As an example, Christner et  al. successfully used the A.B.O.S. software for 
marker peak detection and classification of MALDI-TOF MS spectra from various 
E.coli samples which were isolated during a large Shiga-toxin producing E.coli 
(STEC) outbreak.

Enterobacteriaceae yield relatively high-quality MALDI-TOF MS spectra, even 
without applying protein extraction protocols. Direct spotting of sample on the 
MALDI-TOF MS target plate is used in several E.coli typing studies, suggesting 
that a subspecies identification of E.coli is possible in microbiological routine set-
tings [45, 51].
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9.6.3  �Clostridioides difficile

Clostridioides difficile are among the most common cause of diarrhoea in hospital 
settings [81]. Infections with C. difficile often occur in the elderly and in patients 
who have recently been treated with antibiotics. Multiple typing schemes have been 
established in order to monitor C. difficile infections and to rapidly identify out-
breaks. Examples are PFGE, multilocus variable-number tandem repeat analysis 
(MLVA) and PCR-ribotyping [35]. Like many conventional, sequence-based typing 
methods, these methods are accurate but laborious and time-consuming.

PCR-ribotypes are identified by comparing fragments of the 16S and the 23S 
rRNA genes using capillary gel electrophoresis. One of the first studies to examine 
the capability of MALDI-TOF MS to distinguish C. difficile PCR-ribotypes was 
conducted by Reil et al. [46], showing that the PCR-ribotypes 001, 027 and 078/126 
could be identified.

Rizzardi et al. established a MALDI-TOF MS typing method which could dis-
criminate between 14 different PCR-ribotypes. A higher resolution was accom-
plished by enlarging the m/z range, by also considering peaks between 30′000 and 
50′000 m/z (high molecular weight (HMW) typing method) [55].

In order to detect peaks in this higher m/z range, Ferullic acid (FerA) matrix was 
used. The higher mass range was empirically selected to improve resolution; in a 
second step, it was shown that the distinctive peaks detected in this range corre-
sponded mainly to C. difficile surface layer proteins and could also give information 
on the virulence of the strain. The MALDI-TOF MS HMW method has less dis-
criminatory power than the well-established PCR-ribotyping, as 35 HMW profiles 
were detected from strains including 59 PCR-ribotypes. Due to its easy and cheap 
implementation, HMW has the potential to complement conventional PCR-
ribotyping as it can be applied to a large number of strains with low costs, timewise 
and financially.

9.6.4  �Salmonella spp.

In line with MALDI-TOF MS HMW typing, which increases resolution by expand-
ing the mass range to detect higher m/z values, there have been attempts to expand 
the mass range towards lower m/z values. An example of this is the study by 
Gekenedis from 2014. In order to identify subspecies-specific peptide biomarkers, 
the samples were subjected to a standard Ethanol-Formic acid protein extraction 
[57]. The protein-rich solvent resulting from this procedure is further digested using 
Trypsin. The peptides were subjected to nano-liquid chromatography and then sub-
sequently identified by MALDI-TOF/TOF MS [54].

This method was found to increase the resolution to subspecies level and assigned 
biomarkers were identified for the three subspecies S. enterica subsp. arizonae 
(n = 17 biomarkers), S. enterica subsp. enterica (n = 22), and S. enterica subsp. 
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houtenae (n = 29). The number of distinctive biomarkers is relatively high com-
pared to studies which tried to identify biomarkers in the routinely applied mass 
range. In order to identify the biomarkers amino acid sequence and thereby identity, 
they were subjected to MALDI-TOF/TOF MS measurements.

Another approach to identifying bacterial strains beyond the species level is to 
predict distinctive m/z values from sequence data such as whole-genome sequences. 
Ojima-Kato applied this concept to the subspecies Salmonella enterica subsp. 
enterica [50].

Salmonella enterica is an opportunistic pathogen as it can colonise the gut of 
human and poultry. It regularly causes severe disease outbreaks often associated 
with the consumption of infected meat, vegetable or fruit [82]. Serotyping is the 
most widely used typing method. Agglutination assays identify it with specific anti-
bodies of the three surface antigens: the flagellar H, the oligosaccharide O, and the 
polysaccharide Vi [83]. There are more than 2600 different serotypes described. In 
2015 a surveillance study from the US identified the serotypes Typhimurium, 
Enteritidis, Newport, Heidelberg, and Javiana to be the most common with the first 
three responsible for almost half of all human infections analysed [84].

Ojima-Kato calculated the m/z values of 12 biomarkers, six of which were ribo-
somal proteins, from whole-genome sequence data and included them in the soft-
ware Strain Solution™ ver.2. These theoretically predicted mass profiles were 
subsequently correlated to serotypes, thereby including the most common outbreak-
associated serotypes such as Enteritidis and Typhimurium. From the acquired 
MALDI-TOF MS spectra, the mass profiles of the 12 biomarkers were determined, 
allowing the correct identification of the serotypes of 109/116 strains. Two of the 
wrongly classified strains belonged to the serotype ‘Typhimurium’, two to 
‘Staintpaul’ and three to the serotype ‘UN’ [50].

This approach can be applied to routine spectral quality but gains resolution  
with higher spectral quality, as the number of biomarkers identified increases. 
Theoretically predicting biomarkers allows you to exclusively consider previously 
predicted marker masses, making this technique independent of growth conditions 
such as age of the colony and the culture medium used.

9.7  �Future Perspectives

Bacterial typing using MALDI-TOF MS is possible, as illustrated with the exam-
ples shown. Unfortunately, most of the discussed typing applications are not very 
straight forward for a routine diagnostic laboratory. Often these methods are used in 
a research context, are time-consuming and require a significant degree of a machine 
and/or software knowledge. We anticipate that these applications will require more 
time in development and translational adaptations for routine use. Easy-to-use and 
straightforward software modules or databases for analysis would be necessary to 
allow the expansion of MALDI-TOF MS technology beyond the classical species 
identification.
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In addition, there are discrepancies concerning the reproducibility and feasibility 
of bacterial typing by MALDI-TOF MS [85, 86]. In part, these discrepancies can 
possibly be explained by differences in bacterial growth conditions and sample 
preparation. A desirable development would be the standardisation of growth condi-
tions, sample preparations, maintenance and calibration of the MALDI-TOF MS 
systems and data analysis methods across routine laboratories [6, 13]. This would 
allow the comparison and typing of spectra from different centres. An ideal scenario 
would be to include bacterial typing in the routine workflow. In routine hospital set-
tings, time to species identification can play a crucial role, and sample preparation 
has to stay as easy as possible and automated data analysis needs to be improved to 
gain resolution. Another vital step in bacterial typing is a well-curated database 
[87]. With the introduction of next-generation sequencing (NGS), bacterial taxon-
omy is changing at a remarkable speed. To keep track with this development, all 
strains in the database have to be well characterised, most desirably using whole-
genome sequencing. MALDI-TOF MS typing can be used to determine that two 
strains do not belong to the same clonal cluster. On the other hand, high similarity 
of MALDI-TOF MS spectra does not prove the clonal relationship of the underlying 
strains, but rather suggests, that the two strains should be typed with higher resolu-
tion methods. MALDI-TOF MS can therefore, in the situation of an outbreak, be 
used as a screening tool to assess a large number of isolates. Based on the spectral 
similarity or diversity, strains can be identified for subsequent high-resolution 
sequencing. Using such a screening strategy could help to focus on selected strains, 
thereby accelerating infection control interventions.
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Chapter 10
Advanced Applications of MALDI-TOF: 
Identification and Antibiotic Susceptibility 
Testing

Belén Rodríguez-Sánchez and Marina Oviaño

10.1  �Introduction

MALDI-TOF (Matrix-Assisted Laser Desorption Ionisation Time of Flight) MS 
(Mass Spectrometry) has been widely implemented in microbiology laboratories 
worldwide for the rapid identification of frequent and uncommon bacteria, both 
aerobic and anaerobic, mycobacteria, yeast and moulds based on their unique pat-
tern of proteins [1–3]. The idea of identifying bacterial isolates by their unique pat-
tern of proteins was already proposed in 1975 [4]. However, the technology was not 
available until 1985, when Koichi Tanaka, an engineer at Shimadzu Corporation 
(Kyoto, Japan), developed a soft desorption ionisation method that prevented pro-
teins from being fragmented after laser irradiation [5]. Almost at the same time, 
Michael Karas and Franz Hillenkamp reported the achievement of soft desorption 
ionisation by the use of an organic matrix [6]. The procedure described by these 
authors has been standardised, automatised and adapted to high-throughput by sev-
eral companies and it is now implemented globally as a rapid and accurate tool for 
microorganism identification.

Bacterial isolates can be either directly identified from colonies (“whole-cell” 
method) or submitted to a standard protein extraction procedure with ethanol, for-
mic acid and acetonitrile [7]. The “whole-cell” method and the “on-plate” short 
protein extraction with formic acid work for most common bacteria but some taxo-
nomic groups such as moulds or mycobacteria require pre-treatment [8, 9]. Either 
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whole cells or the extracted bacterial proteins are mixed with the organic matrix on 
an ad-hoc metallic plate, allowing the co-crystallisation of both elements. Several 
matrices are used for the identification of microorganisms in routine practice. 
α-cyano-4-hydroxycinnamic acid (Sigma Aldrich, St. Louis, USA) is the most com-
monly used, together with 2,5-dihydroxybenzoic acid, sinnapinic acid and ferulic 
acid (organic matrices are thoroughly detailed by Clark et al., 2013 [2]).

When the mixture is dry, the metallic plate is allocated within the MALDI-TOF 
instrument and submitted to brief nitrogen laser pulses that trigger the desorption-
ionisation reaction: the energy of the laser is transferred to the matrix-analyte mix-
ture that becomes a desorbed and ionised mass of molecules in the gas phase. These 
analytes are subsequently accelerated and the time they take to cross through a 
metallic tube under vacuum is measured by a TOF (Time of Flight) mass detector 
located at the end of the tube [1, 3]. The molecules are separated by their mass-to-
charge (m/z) ratio and a spectrum is obtained where m/z is represented on the x-axis 
and the intensity of the peaks on the y-axis.

The protein spectra generated are unique for a microbial species and can be used 
as their fingerprint. Thus, protein spectra from well-characterised microorganisms 
are used as Main Spectra Profiles (MSP) for the identification of other isolates from 
the same species. This method has been shown to be highly reliable for the micro-
bial species most commonly encountered in the clinical practice [10–14]. 
Commercial databases are available from different companies -bioMérieux (Marcy-
l’Étoile, France), Bruker Daltonik GmbH, Bremen, Germany). Moreover, in-house 
databases have been reported for taxonomic groups under-represented or lacking in 
the commercial databases [15, 16].

A search in PubMed (https://www.ncbi.nlm.nih.gov/pubmed) with the keywords 
“MALDI-TOF” and “identification” from 2008 to the time of writing yielded over 
3500 articles describing the rapid and accurate identification of a wide range of 
microorganisms using MALDI-TOF MS. This technology has demonstrated to be 
cost-effective, user-friendly and very flexible. The implementation of in-house 
libraries or the application of MALDI-TOF for direct identification of microorgan-
isms from clinical samples, typing or antibiotic susceptibility testing demonstrate 
this fact and the great potential of this technology [16–18].

10.2  �Identification of Microorganisms Directly from Clinical 
Samples (Fig. 10.1)

The high rate of satisfactory species-level identification of microorganism from 
single colonies provided by MALDI-TOF encouraged researchers to implement this 
technology directly from clinical samples in order to reduce the turnaround time 
(TAT) to identify the causative agent of infection and provide prompt and directed 
therapy.

Since bloodstream infections are associated with severe disease and high mortal-
ity and morbidity, the implementation of MALDI-TOF for the identification of 
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microorganisms directly from blood cultures became a priority. The first studies on 
this topic demonstrated that the microorganisms present in positive blood cultures 
could be concentrated by differential centrifugation and, once the blood cells and 
other components present in the broth were eliminated using different proceedings, 
the resulting pellet could be identified by MALDI-TOF (Fig. 10.1) [19, 20]. Between 
78.7% and 87.0% of the analysed isolates were successfully identified at the species 
level. The method was reported to work equally well for aerobic and anaerobic 
microorganisms but its performance was poorer for Gram-positive isolates [19]. 
The explanation for these results could be the close relatedness of the streptococci 
and coagulase-negative staphylococci species analysed and the resistance of the cell 
wall from Gram-positive bacteria to be lysed.

Further studies have corroborated these initial results: either the identification 
from the bacterial pellet [21, 22] or after 3–5 hours incubation on agar plates [23, 
24] provided high rate of satisfactory species-level identification especially for 
Gram-negative rods (97.0–100%) but authors reportedly showed lower percentages 
of Gram-positive cocci and yeasts successfully identified at the species level [22, 
23, 25]. The use of the Sepsityper kit (Bruker Daltonik) has allowed a more robust 
identification of Gram-positive bacteria with approximately 81.0% accurate species 
assignment [26, 27]. A meta-analysis published in 2015 by Morgenthaler and 

Fig. 10.1  Sample processing methods described for the identification of microorganisms present 
in blood cultures, urine samples and CSF
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Kostrzewa nicely reviewed the available studies on the use of the Sepsityper kit on 
blood cultures and emphasised the need for an improved method that allows reliable 
yeast identification since the highest rate of species-level identification reached only 
62.5% of the analysed isolates [28]. The use of 20% SDS for cell lysis was reported 
by Bidart et al. to perform better than the Sepsityper kit on blood culture bottles 
spiked with Candida, Cryptococcus and Saccharomyces species [29]. In their study, 
88.8% of the isolates were accurately identified using their in-house method versus 
81.7% using the Sepsityper kit. These results have been recently confirmed by Jeddi 
et al. who compared the Sepsityper kit and the SDS method in a head-to-head study 
that included 71 clinical samples and established 1.7 as the cut-off result score for 
accurate identification [30]. The authors achieved 95.6% correct identifications 
using the SDS method in comparison with 66.6% using the Sepsityper kit.

In conclusion, the available sample processing methods allow a rapid and reli-
able identification of most bacteria and yeasts present in blood cultures using 
MALDI-TOF. The incomplete identification of the different species present in poly-
microbial samples remains one of the few flaws of this method nowadays [22]. The 
tremendous impact of MALDI-TOF implementation has already been reported: it 
has been shown to reduce the overall time to optimal treatment, the hospital length 
of stay, and when coupled with on-site antimicrobial stewardship intervention, both 
reduces the exposure to unnecessary antibiotics when the detected pathogen is con-
sidered a contaminant and facilitates the onset of the optimal therapy in less than 
24 hours after blood culture positivity [31–33]. The importance of these improve-
ments is even higher in the case of pediatric blood cultures, where it has been shown 
that combining MALDI-TOF and AST (Antibiotic Susceptibility Testing) of the 
identified microorganisms (both by conventional methods or using MALDI-TOF as 
explained later in this chapter) reduces the time to optimal therapy as well as the use 
of unnecessary antibiotics, improving hospital costs without compromising patients’ 
outcomes [34, 35].

MALDI-TOF has also been implemented for the identification of microorganisms 
present in urine samples (Fig. 10.1) [36, 37]. Although the impact of MALDI-TOF 
for this application is clearly less cost-efficient than for blood cultures since urine 
samples are not incubated and therefore the number of microorganisms present may 
be below the detection limit, it can be used to discriminate positive from negative 
samples, optimising the initiation of adequate therapy and patient outcomes [37]. 
Moreover, rapid identification of the pathogen using MALDI-TOF enables obtain-
ing AST results 18–24 earlier than standard methods when using the disc diffusion 
test and even as fast as 90 minutes when applying MALDI-TOF for this purpose 
[38, 39]. Despite the advantages of MALDI-TOF, polymicrobial samples are not 
always optimally identified and one or more pathogens may be missed. Besides, a 
sorting method to discriminate positive from negative urine samples (Gram staining 
or flow cytometry, for instance) is needed, complicating the implementation of this 
method in the routine of the microbiology laboratory.

Finally, recent studies have reported the use of MALDI-TOF for the identifica-
tion of pathogens directly from normally sterile sites such as cerebrospinal fluid 
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(CSF)  (Fig. 10.1). Applying this method enabled the rapid identification of the 
causative microorganisms in a highly important clinical sample [40]. The authors 
reported 81.0% correct identification of Gram-negative bacteria analysed. 
Although the overall rate of identification was 38.6% (17/44) and limited to the 
Gram negatives (yeasts and Gram-positive cocci were either misidentified or not 
identified) the fact that MALDI-TOF can identify microorganisms present in only 
1  ml of CSF holds a great potential for the rapid and reliable identification of 
microorganisms from CSF and other sterile sites if sample processing methods 
can be optimised.

In summary, the application of MALDI-TOF for the direct identification of 
microorganisms from blood cultures is currently a widely implemented method in 
most routine laboratories around the world. Although the achieving and processing 
of the bacterial pellet may vary among centres, the basics of this methodology is 
well established and the method is known to produce successful identification of 
microorganisms present in the blood culture sample, reaching almost 100% accu-
racy for Gram-negative bacteria but still lower rates for Gram positives and yeasts 
(Fig. 10.1). The acquisition of a high rate of satisfactory identifications will clearly 
impact the management and outcome of bacteremic patients. Moreover, the meth-
odology developed for blood cultures has now been extended to other samples such 
as urine and CSF. Although the impact of rapid identification of microorganisms 
from urine samples is clearly lower than from blood cultures, the implementation of 
MALDI-TOF directly on samples of normally sterile sites could potentially have a 
great impact on the management of critically ill patients.

10.3  �Proteomic Approaches to Detect Antibiotic 
Susceptibility by MALDI-TOF MS

A major factor enabling the application of MS to the identification of bacteria and 
other microorganisms was the advent of nonfragmenting or “soft ionisation” tech-
niques, including MALDI-TOF MS which facilitates the analysis of large macro-
molecules, including nucleic acids and proteins [41]. This application has long 
been used for identification in clinical microbiology laboratories; however, other 
applications can be developed with MALDI-TOF MS, for example, antibiotic 
resistance detection. Several techniques for achieving this purpose have already 
been reported, such as the detection of antibiotic molecules and their hydrolysis 
products due to enzymatic activity, the analysis of bacterial cell components, the 
measurement of bacterial growth in the presence of an antimicrobial agent and the 
detection of mutations with mini-sequencing. The reason for applying MALDI-
TOF MS for detection of resistance is not only using the same user-friendly plat-
form that we use for identification for another important purpose, but also for 
rapidly achieving antibiotic resistance detection, without the need for expert 
personnel.
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10.3.1  �Detection of Antibiotic Susceptibility by Measuring 
Enzymatic Activity in MALDI-TOF MS

In contrast to the mass spectrometric approaches that try to find a characteristic “resis-
tance peak pattern”, detection of enzymatic activity by MALDI-TOF MS is a func-
tional assay that monitors how the presence of hydrolytic enzymes impact the integrity 
of the antibiotic applied. In this manner, this method resembles traditional biochemical 
resistance tests [18]. The capability of MALDI-TOF mass spectrometry to precisely 
detect mass changes in small molecules is one of the most promising applications. 
Analysis of antibiotics and their degradation products usually takes place in a mass 
range between 100 and 1000 Da, much lower than for identification purposes.

10.3.1.1  �Detection of β-Lactamase Activity

Assays based on direct monitoring of β-lactamase activity on the β-lactam antibiot-
ics are the starting point of all resistance detection assays by MALDI-TOF MS [42]. 
β-lactam antibiotics are inactivated by hydrolysis of the amide bond in the β-lactam 
ring, mediated by a water molecule. This molecule of water is added to the new 
structure formed, giving place to a new structure with a higher molecular weight, 
+18 Da. This mass change is what differentiates susceptible from resistant isolates 
and allows the detection of this reaction by MALDI-TOF MS.

Direct detection of β-lactamase activity is similarly performed in all published 
assays. A fresh bacterial culture is resuspended in an antibiotic buffer and incubated 
at 37 °C under agitation. After incubation, the sample is centrifuged, and the super-
natant is analyzed with a proper matrix, usually α-cyano-4-hydroxy-cinnamic acid, 
HCCA. Once dried, the MALDI-TOF MS target is ready for analysis.

The first two studies reporting the detection of β-lactamase activity were published 
in 2011. Hrabak et al. used a series of 124 samples, including Enterobacteriaceae and 
Pseudomonas aeruginosa for detecting carbapenem resistance using meropenem as 
an indicator [43]. The carbapenemases represented were blaIMP, blaVIM, blaNDM and 
blaKPC. Bacteria were incubated for 3 h in a buffer containing a solution of merope-
nem. In this case, the matrix used for detection of hydrolysis products was the acid 
2,5-dihidroxybenzoic (DHB). However, the use of DHB results in heterogeneous 
preparations, complicating automated acquisition of spectra [44]. This assay has been 
improved in two occasions, the first one with the addition of 0.01% dodecylsulfate 
sodic (SDS), that permits diminishing bacterial concentrations [45], and incorporating 
NH4HCO3 to the buffer solution, that allows detection of hydrolysis products by bla-
OXA-48 enzymes without decreasing sensitivities for other enzymes [46]. Burckhardt 
et al. used an incubation step with meropenem to detect resistance to carbepenems. 
The isolates carried blaNDM-1, blaVIM-1, blaVIM-2, blaKPC-2 and blaIMP-type enzymes. 
Incubation time was between 1 and 2.5 hours [47].

In 2012 Sparbier et al. [48] determined the structure and the mass peaks corre-
sponding to ampicillin, piperacillin, cefotaxime, ceftazidime, ertapenem, 
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imipenem, meropenem and their hydrolysis products. The incubation time was set 
at 3  hours for all antibiotics. In 2017, Oviaño et  al. improved the detection of 
β-lactamase activity using ceftriaxone as the antibiotic marker for ESBL or AmpC 
resistance [49]. Hydrolysis detection of ceftriaxone yielded 70% more positive 
results than cefotaxime, 80% more than ceftazidime and 20% more than cefpodox-
ime, with 100% specificity. The use of cefepime yielded 100% sensitivity, but only 
27% specificity. β-lactamase resistance was detected only after 30 min of incubation 
with 100% sensitivity and specificity, considerably improving the time to results 
compared with previous studies [49] –see Table 10.1.

Table 10.1  Antibiotic resistance mechanisms detected by MALDI-TOF MS

MALDI-TOF 
MS principle Application

Commercially 
available Advantage Disadvantage

Detection of 
enzymatic 
activity

Detection of beta-
lactamases (ESBL, 
AmpC...)

No Easy and fast 
technique (aprox. 
30 min)

No identification 
of the 
b-lactamase type

Detection of 
carbapenemases

Yes (MBT 
STAR-Carba 
Kit IVD)

Detects resistance 
directly from the 
clinical sample
Does not require 
further 
interpretation of 
spectra

Does not provide 
information 
regarding the 
MIC

Detection of the 
AAC(6′)-Ib-cr enzyme

No Easy and fast 
technique (aprox. 
30 min)

Does not provide 
information 
regarding the 
MIC

More simple than 
the reference 
method 
(molecular 
technique)

Developed skills 
for interpretation 
of spectra

Measure of 
growth in the 
presence of 
an antibiotic

Detection of resistance 
by measuring protein 
synthesis in the 
presence of isotope-
labelled amino acids

No Provides 
information of 
susceptibility and 
resistance to 
different 
antibiotics

Requirement of 
isotope-labelled 
medium
Labour-intensive 
methodology
Time-consuming 
methodology 
(aprox. 3 hours to 
deliver results)

Detection of resistance 
by semi-quantification 
of bacterial growth at 
the breakpint 
concentration

No Provides 
information of 
susceptibility and 
resistance to 
different 
antibiotics
Easy-handling 
using the 
microdoplet assay

Time-consuming 
methodology 
(aprox. 3 hours to 
deliver results)
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Regarding carbapenemase detection, Lasserre et  al. used a 20 min incubation 
step with imipenem to detect carbapenemase producers using an MS ratio (mass 
peaks of metabolite/ imipenem + metabolite) cut-off that statistically determined 
the classification of strains as carbapenemase producers (MS ratio of ≥0.82) and 
yielded 100% sensitivity and specificity [50]. Monteferrante et al. designed a proto-
col for carbapenemase detection, starting from a defined amount of bacterial cells 
(3.0 McFarland) followed by hydrolysis of imipenem or ertapenem [51]. The com-
parison between the antibiotics revealed 100% sensitivity and specificity for imipe-
nem and a higher hydrolysis rate. However, imipenem is less stable and its peaks 
show low intensity. Standardisation of the number of cells makes this method less 
technician dependent, but much more laborious and time-consuming.

10.3.1.2  �Detection of Resistant Strains Directly from Clinical Samples

The possibility to use MALDI-TOF MS for detecting antimicrobial resistance directly 
from clinical samples is one of the most important applications of this method, limited 
only by its sensitivity. Different studies report that the minimal amount of cellular 
material required for MALDI-TOF MS analysis is around 105  CFU/ml [52, 53]. 
Despite this limitation, direct-from-sample resistance detection has been performed 
from positive blood cultures and urine samples. Jung et al. [54] and Oviaño et al. [55] 
evaluated the possibility of detection of extended-spectrum β-lactamases in blood cul-
tures in 90 min, using cefotaxime or cefotaxime and ceftazidime plus clavulanic acid, 
respectively. Both studies lead to very similar results, with sensitivity and specificity 
close to 100%. Continuing with the aim of detecting carbapenemase activity, the 
authors developed a universal method for detecting carbapenemase producers in 
Gram-negative bacilli including Enterobacteriaceae, Pseudomonas spp. and 
Acinetobacter spp. within 30 min, using imipenem [56]. The overall sensitivity and 
specificity was 98% and 100%, respectively. Hydrolysis results were interpreted by 
the STAR-BL (Selective Testing of β-Activity) module of MALDI-TOF Biotyper® 
Compass software (Bruker Daltonik GmbH), which automatically provides a result of 
susceptibility or resistance, calculated as the logRQ or ratio of hydrolysis of the anti-
biotic, turning interpretation of results into an easy task ready to be performed by 
non-expert users of mass spectrometry. This methodology unifies carbapenemase 
detection for all types of Gram-negative bacilli, without the need for different proto-
cols for different bacteria.

Regarding carbapenemase detection directly from urine samples, Oviaño et al. 
developed a method combining flow cytometry, using a cut-off value of ≥1.5 × 10 5 
bacteria/mL, and bacterial protein extraction with the Sepsityper Kit (Bruker 
Daltonik GmbH) [39]. Imipenem was used as the antibiotic marker of the presence 
of carbapenemase enzymes, and the results were delivered by the MALDI-TOF 
Biotyper® Compass software (Bruker Daltonik GmbH). The assay allowed reliable 
identification of 91% (503/553) of the samples and showed 100% sensitivity (30/30) 
and specificity (454/454) for detecting carbapenemase activity. The main advantage 
of this methodology is that the turnaround time is 24–48  hours earlier than 
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conventional methods. However, it also has disadvantages as the high volume 
(10 ml) of urine required, the need for bacterial counts higher than 1.5 × 10 5 bacte-
ria/mL, and the exclusive identification of monomicrobial infections.

Although MALDI-TOF MS is highly automated for identification of 
microorganisms, it is not so for the detection of resistance mechanisms so far. As a 
result of the growing demand for the implementation of these techniques in clinical 
laboratories and the shortage of trained personnel, in 2017 the STAR-CARBA diag-
nostic kit (Bruker Daltonik GmbH) was launched (Table 10.1). It can be used for the 
detection of carbapenemases from Enterobacteriaceae, Acinetobacter spp., and 
Pseudomonas aeruginosa. This is the first kit based on MALDI-TOF MS read-out 
and the first mass spectrometry resistance test [57]. The kit uses imipenem as the 
antibiotic marker for carbapenem resistance and the only pre-requisites are an opti-
mal calibration and the presence of positive and negative control in every assay.

10.3.1.3  �Detection of the AAC(6′)-Ib-Cr Enzyme

Similar to the detection of β-lactamase activity by MALDI-TOF MS, detection of 
other resistance mechanisms that produce a mass change in the antibiotics can be 
performed. The detection of the AAC(6′)-Ib-cr enzyme highlights this ability of 
MALDI-TOF MS [58–60]. This functional assay is based on the acetylation reac-
tion of the fluoroquinolones ciprofloxacin and norfloxaxin, increasing the mass of 
the previously exposed antibiotics by 43 Da. Oviaño et al. developed a method to 
detect the presence of the AAC(6′)-Ib-cr enzyme in clinical isolates by visual 
inspection of the mass peaks of ciprofloxacin and norfloxacin [58]. Clear differen-
tiation between AAC(6′)-Ib-cr-producing isolates and non-producing isolates was 
seen after an incubation time of 30 min (Table 10.1). Presence of other determinants 
of quinolone resistance had no impact on the acetylation reaction and therefore on 
the results obtained by MALDI-TOF MS. This assay was further improved by auto-
mating the processing of spectra analysis and the release of results, using the 
MALDI Biotyper Peak Shift Prototype (Bruker Daltonik GmbH) [59]. Norfloxacin 
was found to be the best marker for detecting the AAC(6′)-Ib-cr enzyme as it suf-
fered enhanced acetylation. Pardo et al. reached similar conclusions using norfloxa-
cin and 4 hours of incubation. The analysis was performed in this case using the 
VITEK MS RUO (Shimadzu Corporation, Kyoto, Japan) [60].

10.3.2  �Detection of Antibiotic Susceptibility by MALDI-TOF 
MS through Other Techniques

Detection of antibiotic susceptibility besides a particular drug inactivation mecha-
nism, cannot be done by the previously described methodologies. Further approaches 
have been developed in order to avoid this limitation. An example is a method devel-
oped by Sparbier et al. [61] that uses the measuring of protein synthesis in cells 
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supplemented with isotope labelled amino acids. The incorporation of the heavy 
amino acids increases the molecular weight of the newly synthesised proteins, caus-
ing peak shifts in the mass spectral profiles which can be detected automatically by 
a software algorithm. Resistance could be detected in about 2 hours by this method 
(Table 10.1). Another recent test much related to conventional AST is the MALDI 
Biotyper Antibiotic Susceptibility Test Rapid Assay (MBT-ASTRA) [62]. This test 
quantifies the relative growth of a microorganism after incubation with an antibiotic 
at the breakpoint concentration. While the antibiotic suppresses the growth of a 
susceptible organism, a resistant one will grow and therefore give proper signals, 
enough to perform identification with MALDI-TOF MS. Different antibiotics have 
been tested so far [63] and on different microorganisms [64–67]. A micro-droplet 
assay has been developed with an in-target incubation that eliminates the centrifu-
gations steps so that the methodology is simplified and able to be introduced into 
routine laboratories [68]. However, these assays require a certain growth of bacteria, 
so at least a few hours are still needed to deliver results, in contrast to enzymatic 
assays which can be performed in minutes.

To conclude, we believe that in the future, MALDI-TOF MS will play a signifi-
cant role in the detection of antibiotic resistance in clinical microbiology laborato-
ries, as it currently has for identification of bacteria. However, there is still a need 
for standardised procedures, cost-effectiveness studies and commercially available 
kits and software applications in order for this method to be widely used for routine 
clinical purposes.

10.4  �Automation in Clinical Practice

The integration of MALDI-TOF in the routine of the clinical microbiology labora-
tory is a fact nowadays. Different laboratories have established this instrument 
either as a central service where qualified staff analyse isolates and samples from 
different origin or as a service freely applied by different users to their specific iso-
lates of interest. In both cases, a high number of isolates are manually spotted and 
processed daily for MALDI-TOF to identify. In order to optimise these proceed-
ings, several automated approaches have been developed.

Fifteen years ago, the first attempts to automatise sample preparation were 
reported [69]. An automated sample spotting technique was developed for the anal-
ysis of synthetic polymers using a commercially available robot. The automated 
sample preparation system allowed the authors to integrate MALDI-TOF analysis 
in their research routine. The same approach is currently used commercially by 
companies such as Copan (Brescia, Italy), that developed the Colibrí™ system, a 
colony picker integrated in their WASPlab™ system for agar plate management, 
incubation and detection of positive samples by imaging acquisition (http://www.
copanusa.com/products/automation/colibri-universal-colony-picker/). The 
Colibrí™ system allows the users to select the colonies grown on agar plates and the 
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robotised system transfers them to the MALDI target plates and covers them with 
matrix, rendering the target plate ready to be analysed by MALDI-TOF.

One of the most recent efforts towards the automation of sample processing for 
MALDI-TOF analysis is the prototype developed by Broyer et al. that allows the 
rapid preparation of blood cultures for analysis by MALDI-TOF [70]. The system 
is based on a filter wand where the bacteria present in the blood culture broth get 
fixed under vacuum conditions. They are subsequently transferred to the MALDI 
target plate by gently tapping the wand on the target surface. Matrix pipetting can 
also be robotised, rendering the target plate ready to be analysed by MALDI-TOF.

The development and commercialisation of these automated systems will help 
reduce the time to identification of a large number of microorganisms. This path 
will surely lead microbiology laboratories to provide rapid and accurate information 
about the identity of pathogens and their susceptibility pattern to the most com-
monly used antibiotics, allowing optimised management of patients.
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Chapter 11
Fourier Transform Infrared Spectroscopy 
(FT-IR) for Food and Water Microbiology

Ângela Novais and Luísa Peixe

11.1  �Introduction

An extraordinary development of sensitive, rapid and increasingly precise physical 
techniques with applications in microbiology occurred during the 1980s and the 
1990s. It included mass spectrometry (MS), molecular spectroscopy (including 
fluorescence, Fourier-transform infrared (FTIR), and Raman spectroscopy], flow 
cytometry and high-resolution separation techniques [1]. In parallel, there was a 
significant advance in genotypic methods for bacterial characterisation based on 
partial (particular genotypic markers) or whole genomes, that became more afford-
able and sensitive [2]. In fact, the high resolution provided by whole genome 
sequencing (WGS) demonstrated the insufficient discriminatory potential of meth-
ods used in the past 30 years and is the current gold-standard diagnostic tool [3]. 
Combining the increasing knowledge available at the genomic level with that pro-
vided by reliable and high-throughput biophysical methods is an excellent opportu-
nity to increase our knowledge on bacterial evolution and pathogenicity, as well as 
to develop cost-effective methods for bacterial characterisation [4].

Currently, a diagnostic method in microbiology needs to be reliable and accurate, 
but also rapid, low-cost, and user-friendly, in order to meet clinical or food microbi-
ology demands and contribute to efficient decisions in several areas such as bacte-
rial identification, outbreak control, microbial source tracking, amongst others. In 
addition, the stability of results over time, portability and appropriate software for 
both data storage and automated interpretation are a plus to guarantee standardised 
data and international coverage [2, 3]. While traditionally developed and used for 
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chemical analysis, matrix-assisted laser desorption-ionisation time-of-flight mass 
spectrometry (MALDI-TOF MS) became the first-line tool in clinical microbiology 
laboratories around the world because it simplified and speeded-up microbial iden-
tification [5, 6].

On their turn, vibrational spectroscopy methods such as infrared (IR) and Raman 
spectroscopy (RS) might have a place in the microbiology armamentarium since 
they provide a very attractive performance due to their high-throughput, speed, low 
cost and simplicity [7]. They are complementary techniques providing a biochemi-
cal fingerprint of the bacterial cell. Even though Raman spectroscopy and its deriva-
tive surface-enhanced Raman scattering (SERS) have been considered useful for 
outbreak detection or characterisation of bacterial strains, it presents comparatively 
lower sensitivity, reproducibility and resolution than Fourier transform infrared (FT-
IR) spectroscopy. The latter has been profusely used during the 1990s for variable 
purposes in the microbiology field, but especially for bacterial discrimination pur-
poses at different taxonomic levels [8, 9]. However, the inaccuracy in bacterial clas-
sification systems at that time (either by blurred taxonomic positioning or by 
the insufficiency of the methodology used for bacterial typing), the lack of consis-
tent databases thereof and standardised protocols, as well as the development of 
genotypic-based methods motivated their growing abandonment. Nevertheless, 
improvements in bacterial taxonomy and cell biomolecules knowledge, mostly 
derived by whole genome sequencing, support FT-IR-based bacterial characterisa-
tions and might bring back vibrational spectroscopy to the spotlight.

11.2  �Fourier-Transform Infrared (FT-IR) Spectroscopy 
in Microbiology: An Overview

The analysis of biological materials by infrared (IR) spectroscopy was firstly sug-
gested by W. W. Coblentz at the beginning of the twentieth century [10]. Later in the 
1950s and 1960s, IR spectroscopy has been profusely applied to microorganisms, 
for differentiation and identification purposes [11, 12], but at that time the process 
was complicated, time-consuming and lacked reproducibility. It was only after the 
development of modern interferometers and Fourier-Transform techniques provid-
ing an improved time of analysis, reproducibility and sensitivity, together with new 
hardware and data analysis algorithms that it was possible to revive the technique 
for microbiological applications. The definitive establishment of FT-IR for analysis 
of microorganisms occurred after the developments of Naumann and collaborators 
at the Robert Koch Institute in the late 1980s, in collaboration with Bruker Optics 
[13]. These experiments were fundamental to settle the experimental conditions for 
sample preparation and data analysis [9, 13, 14].

Since then, FT-IR has been applied in diverse microbiological contexts and for 
different purposes. One of the most explored applications is for discrimination, clas-
sification and identification of bacteria at different taxonomic levels (genera, spe-
cies) or even at serotype/serogroup and strain level. Many different reviews have 
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explored the topic in the past 10 years, and all of them agree that this methodology 
is a quick and low-cost alternative for bacterial typing [8, 15, 16]. However, only 
very recently, the fundamentals for FT-IR discrimination have been clarified and 
explored for different bacterial species [17–20]. In some of these studies, the dis-
criminatory ability at the strain level was related to variations on surface bacterial 
structures, especially on the saccharidic somatic (O) and capsular (K) antigens, and 
thus with correspondence with traditional serotyping. The antigen formula (O:H:K) 
comprising the somatic, flagellar (H) and capsular antigens is still often used as a 
strain signature useful for identification of outbreaks or certain pathogenic strains 
(e.g. Escherichia coli O157:H7) [21]. It is known that several of these surface anti-
gens are composed of variable types and combinations of saccharide units that 
determine the final composition and structure of oligo and polysaccharide chains, 
that can vary between and within species. A comprehensive correlation between 
FT-IR-based assignments, sugar-based bacterial coating structures and genotypic 
features reflecting strain evolution has been recently established for different bacte-
rial species, which settles the principles for bacterial typing by FT-IR [4].

FT-IR also has many applications in the food industry and food safety microbiol-
ogy. One of the most explored is the detection of food spoilage by Enterobacterales, 
lactic acid bacteria or others present in different food matrices [22–25]. The detec-
tion and differentiation of contaminants along food production lines (microbiologi-
cal source tracking) or in cosmetics’ products is also a useful application, in the 
latter case developed with a library-independent approach for detection of fungal 
contamination, that can also be used for bacteria [26, 27]. There are also descrip-
tions of the detection and source-tracking of outbreak strains from different bacte-
rial species involved in foodborne disease either as pure colonies or directly from 
food matrices, with a highly attractive time to response (usually around 24 h) [28–
30]. FT-IR-based approaches have also been tested for differentiation of the physi-
ological state (viable, dead or injured cells) of food-related bacteria such as E. coli, 
Salmonella enterica or Listeria monocytogenes or in mixed bacterial populations 
when exposed to different stress elements (e.g. those used in food-processing chain 
for bacterial elimination) [31–36] or for evaluation of the success of spore inactiva-
tion in spore-forming bacteria [37, 38]. Along with the detection of stress-injured 
micro-organisms in food-related environments, the methodology has also been used 
to assess mechanisms of bacterial inactivation/response for exposure to stresses 
(heat, acids, tolerants) or antimicrobial compounds, monitoring membrane proper-
ties in changing environments, dynamic changes in bacterial populations and the 
study of spore ecology [39–41]. Studies using FT-IR for monitoring of biomass 
composition or even for quantification of bacteria, by measuring some of its compo-
nents (cell lipids, polysaccharides) or their by-products (e.g. polypolyhydroxykal-
kanoate, dipicolinic acid, lactic acid) including in food matrices also showed 
promising results [38, 42–53]. In most cases, variability was observed using the 
whole spectra or some spectral regions, whereas in specific cases, particular bio-
marker peaks were devised as discriminatory [38, 54].

Other types of application include the evaluation of metabolic signatures associ-
ated with host adaptation in L. monocytogenes or characterisation of surface 
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structures (teichoic wall acids) that are relevant for Staphylococcus aureus patho-
genesis [55, 56], which opens new avenues on the study of host-pathogen interac-
tions. Finally, the potential of FT-IR to detect metabolic changes associated with the 
expression of antibiotic resistance genes has also been tested [57, 58], which is an 
ambitious goal. Nevertheless, these studies lack robustness and correlation with ref-
erence methods or well-characterized collections of isolates thus hindering an accu-
rate association of spectral changes with specific antibiotic resistance mechanisms.

11.3  �Principles of FT-IR Spectroscopy Applied to Bacterial 
Cells

Fourier Transform Infrared (FT-IR) spectroscopy is a biophysical technique tradi-
tionally used in chemistry to determine the molecular composition of diverse sam-
ple types. It is a rapid, non-destructive, simple, reagentless, low-cost and 
high-throughput analytical tool, associated with very low running costs. The prin-
ciple of the technique is that the absorption of the infrared (IR) radiation by a given 
sample type (chemical, microbiological, etc.) causes a change in the vibrational 
modes of the chemical bonds present on the sample. When applied to bacterial cells, 
the interaction of the IR radiation with the different cellular components (nucleic 
acids, proteins, lipids, and carbohydrates) creates a complex spectrum reflecting the 
relative abundance of the different functional groups at different wavenumber 
ranges [9, 15]. Peaks represent a superposition of contributions from all its biomol-
ecules, and as such, each micro-organism has a highly specific infrared spectrum 
signature that can be used for bacterial identification when compared with reference 
databases (Fig.  11.1). Established correlations between band frequencies (peak 
positions cm−1, peak intensities and peak width) and known biochemical structures 
(functional groups) can be used to tentatively assign particular IR absorption bands 
to a specific molecular bond. Some of these are available in several publications [8, 
59], but it is well recognised that the absence of specific information on discrimina-
tory molecular biomarkers is a limitation of the method [15].

Usually, the mid-infrared region of the electromagnetic spectrum comprising 
wavenumbers 4000–400 cm−1 is used to acquire bacterial FT-IR spectra. Helm et al. 
[14] settled the parameters of FT-IR for identification and classification of bacteria, by 
dividing this region in five spectral windows corresponding to the absorption expressed 
in wavenumbers (cm−1) of: (i) lipids (window 1, 3000–2800  cm−1, dominated by 
vibrations of functional groups usually present in fatty acids); (ii) proteins and pep-
tides (window 2, 1800-1500 cm−1, dominated by vibrations of amide I and amide II 
bands); (iii) a mixed region (window 3, 1500-1200 cm−1, with information of pro-
teins, fatty acids and phosphate-carrying compounds); (iv) carbohydrates (window 4, 
1200-900 cm−1, a fingerprint-like region with absorption bands of the carbohydrates); 
and (v) a fingerprint region (window 5, 900-700  cm−1, showing some remarkably 
specific spectral patterns, not yet assigned to particular cellular components or func-
tional groups) (Fig. 11.1). Windows 3 and 4 have been consistently pointed out as the 
most discriminatory for routine bacterial identification purposes [14, 19, 60, 61].
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11.4  �Experimental Details and Data Analysis

Baker et al. described in detail the experimental conditions for using FT-IR to anal-
yse biological samples [62]. A FT-IR experiment comprises sample preparation, 
spectra acquisition and data analysis as essential steps. Variations have been 
described by different authors, which are summarised in Fig. 11.2.

Sample preparation is non-destructive and minimal since only one bacterial col-
ony or a bacterial suspension is used, a choice that can vary according to the FT-IR 
acquisition mode (see below). Bacteria cultivation conditions (culture medium, 
temperature or time of incubation) are established according to the micro-organism 
studied, that in most cases described herein are adapted to aerobic rapid-growth 
bacteria and standardised for spectral database development. It has been widely 
accepted that FT-IR bacterial spectra can vary according to the culturing conditions 
due to variable metabolic activity [63]. It has been assumed that variations in cultur-
ing conditions (primarily the culture media and the incubation time) can significantly 
affect reproducibility between spectra, at least when the whole spectra is consid-
ered [64].

To minimise the influence of experimental or biological variation, spectral data 
are usually processed (e.g. derivatised) and compartmentalised to focus on specific 
regions of the spectra. With this approach, preliminary data from our group support 
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previous observations [65, 66] that small variations in the incubation time (+/− 4 h) 
and growth in different non-selective culture media are not detrimental to reproduc-
ibility when evaluated against spectral databases obtained in similar conditions. 
Some spectral regions may be less affected by differences in culture conditions such 
as one of the most commonly used for bacterial typing purposes such as the 
1200–900 cm−1 region, dominated by polysaccharides.

The most common spectra acquisition modes for bacterial characterisation are 
transmittance, attenuated total reflectance (ATR) and diffuse reflectance [62]. One 
of the earliest and most commonly used methods is the transmittance mode, where 
the sample is placed on the path of an IR beam and scanned. This was the technique 
used in the prototype developed by Bruker and researchers from Robert Koch 
Institute [13], and subsequently by many other researchers in a wide diversity of 
bacterial species [55, 65]. In transmission mode, the bacterial cells are suspended in 
water or saline and then transferred to water-insoluble optical plates (frequently 
from ZnSe). The samples must be uniformly dried, usually at 50–60 °C during 1-2 h 
or under vacuum before measurement. The increased signal-to-noise ratio, increased 
time of sample preparation and the spectra variability due to differences in sample 
amount and thickness are commonly recognised disadvantages. Another frequently 
used mode is the attenuated total reflectance (ATR), where one colony or a small 
fraction of a bacterial suspension is directly placed on an optically dense crystal, the 
IR beam creates an evanescent wave that is absorbed by the sample and the reflected 
radiation is passed to the detector. It is an equally inexpensive and low-cost method 
associated with greater simplicity (little or no sample preparation) and higher repro-
ducibility. Till very recently, this method allowed only one single sample per mea-
surement which is an important caveat for routine applications. However, the 
development and commercialisation of a high-throughput ATR accessory for mul-
tiple sample analysis now allows testing several samples simultaneously [67]. 
Finally, the diffuse reflectance mode is used to analyse low amounts of solid, pow-
der or freeze-dried samples, however, due to higher costs, this technique is barely 
applied to bacterial cells [68]. Further details regarding instruments, technical spec-
ifications and data analysis tools are precisely explained in these comprehensive 
technical reviews [15, 62].

Data analysis of the complexity of chemical information generated is performed 
using chemometrics tools, a series of mathematical and statistical methods to inter-
pret and model chemical phenomena and get identification or classification results. 
For classification purposes, these tools need to be sufficiently efficient to detect 
class-specific features and exclude intraclass variation, and their choice often 
depends on a trial and error approach [14, 62, 69]. Different software analysis tools 
are available, differing on the availability and cost (open source or commercial), ease 
of operation and need of trained personnel. Some of them are designed to operate in 
specific IR systems (e.g. OPUS from Bruker or OMNIC for ThermoScientific) and 
hence represent closed systems, with low manoeuvrability [62].

After guaranteeing the quality of the spectra (absorption signal, signal to noise 
ratio and level of water vapour), data analysis first starts with preprocessing of bac-
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terial spectra to correct issues related to spectra acquisition. Spectra pre-processing 
is used to scale-up differences in spectra acquired in similar conditions. It is essen-
tial in order to: (i) minimise variation associated with sampling conditions (e.g. 
sample amount, relative humidity), (ii) amplify chemically-based spectral differ-
ences to facilitate interpretation and analysis, and (iii) assure the robustness and 
accuracy of the multivariate pattern recognition methods used subsequently. The 
most common pre-processing methods used in raw spectral data are smoothing 
(reduces background noise), derivatisation (improves the resolution of complex and 
overlapping bands) and normalisation (compensates differences associated with 
sample size or thickness). One of the most commonly used algorithms is the one 
developed by Savitzky and Golay that simultaneously derivates (first or second-
order) and smooth’s the spectra [70]. Usually, multivariate data analysis is per-
formed on a subset of the spectral data, corresponding to the spectral window with 
the highest discriminatory potential. This pre-selection is useful to reduce data 
amount and simplify classification methods.

In the second step, the pre-processed spectra are subsequently interpreted by 
multivariate methods (unsupervised or supervised) to evaluate large numbers of 
spectral features at the same time. These methods can be used for classification and/
or identification of bacterial isolates [16, 60, 69]. The choice of the analysis work-
flow is guided not only by the sensitivity and specificity of the method but also by 
its ease of use, software availability and experience of the operator. Usually, each 
research group uses its own workflow, whenever a reliable one is available.

Unsupervised methods are used when spectra differentiation is performed with-
out a priori class assignment, i.e., species or strain information. Isolates relation-
ships’ are established according to the similarity between spectra using pattern 
recognition techniques for classification of groups of related isolates. Several meth-
ods can be used, but the most commonly applied are: (i) the hierarchical cluster 
analysis (HCA) method, that generates dendrograms representing distances between 
the spectra; (ii) principal component analysis (PCA) where variation is captured in 
principal components and expressed in score plots; (iii) canonical variant analysis 
(CNV), a variant of PCA, where similarities between spectra are represented in 
graphics. They are extremely useful to assess data complexity, similarity and het-
erogeneity of data with unknown composition. They can also be used to check 
reproducibility and groups’ assignment of known datasets or to identify and exclude 
outliers before a supervised analysis.

On the other hand, supervised methods require a priori knowledge of the sample 
and its classes, and this information is used as learning information to build models 
(training data) and generate a classification function that will subsequently be used 
to predict unknown datasets. Several methods are used, such as the partial least 
squares discriminant analysis (PLS-DA), soft independent modelling by class anal-
ogy (SIMCA) or artificial neural networks (ANN). ANN is by far the most popular 
machine-(self)learning technique, which is highly adaptable but also requires large 
training sets and specialised personnel [17, 71, 72]. To the best of our knowledge, 
commercial versions are available for ANN (NeuroDeveloper, Synthon-Analytics) 
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[73] and SIMCA [74]. Importantly, the robustness of each supervised analysis is 
only assured when the generated model is validated with an unknown sample.

Identification of unknown isolates requires a comparison of spectra with those 
from a reference database containing representative spectra of isolates covering the 
intrinsic variability of a given taxa (spectral libraries). Methods based on machine 
learning techniques such as partial least squares discriminant analysis (PLS-DA) or 
artificial neural networks (ANN) are known to be powerful to extract specific spec-
tral signatures [16, 17, 19], but they have only been tested and validated on specific 
and limited collections of isolates and require skills of specialised personnel. There 
are commercial databases to assist FT-IR-based species identification of a wide 
range of bacterial species and yeasts (Bruker Optik), whereas there are no consistent 
reference datasets for FT-IR-based infraspecies typing. Some research groups have 
their own reference libraries and have been using them especially for bacterial iden-
tification at the genus and species level [4, 8, 16, 65]. Particular applications for 
common source outbreak investigations in human or veterinary medicine or identi-
fication of contaminants in food products have also been reported [28, 30, 75, 76].

Routine applications based on FT-IR require standardised conditions to assure 
reproducibility and data compatibility within and/or between instruments, and the 
establishment of reference databases created judiciously according to the purpose. 
Many of these issues have been evaluated during the ‘90s [13], the golden era of 
FT-IR-based microbiological characterisations, but to date, there is no universally 
accessible spectra database [16, 62]. In 2016, Bruker launched a bench FT-IR-based 
equipment (IR Biotyper®) for bacterial typing for clinical microbiology routines 
that could facilitate data analysis, automation of the whole process and interlabora-
tory comparisons (https://www.bruker.com/applications/microbiology/strain-
typing-with-ir-biotyper/overview.html).

11.5  �FT-IR Based Typing at the Species and Infra-Species 
Level of Bacteria in Food and Water Microbiology

There is accumulating evidence that FT-IR spectra of bacterial cells possess dis-
criminatory features that can be useful for determination of species, serogroups, 
serotypes and clones in a wide range of Gram-positive and Gram-negative bacteria 
if appropriately extracted and compared by multivariate data analysis methods. 
These studies demonstrated that FT-IR has considerable potential as a rapid high-
throughput screening method that can be useful for bacterial identification, outbreak 
detection, microbial source tracking, and identification of pathogenic strains in con-
texts that are relevant for the food industry and environmental safety. While some of 
them can be considered “proof-of-principle” studies that need further support by 
comprehensive and representative collections of isolates with adequate biological 
diversity, others include extensive and well-characterised collections of isolates 
characterised by reference genotypic methods, strengthening both methodology and 
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purpose. It is essential to highlight that FT-IR-based identification at the species 
level demands the construction of calibration models including strains representing 
the natural biodiversity of the species and generally requires the use of wider spec-
tral windows covering information from different types of biomolecules (Table 11.1). 
At the infra-species level, discrimination is possible when associated with particular 
cell biomolecules usually from the cell surface. Thus, to further support and sub-
stantiate the discriminatory patterns obtained, we need to increase the molecular 
knowledge on bacterial phylogeny and bacterial surface structures delineated by the 
most reliable genotypic methods (ideally by whole genome sequencing). A compre-
hensive analysis of existing knowledge on FT-IR for bacteria differentiation at the 
strain level is included in the recently published review by Novais et al. [4]. Herein 
we will review the current accumulated experience with FT-IR typing of bacterial 
species of relevance in the context of food and water microbiology.

11.5.1  �Bacillus sp.

Bacillus sp. are rod-shaped and spore-forming bacteria that are important foodborne 
pathogens and frequent spoilage agents in food products, but they are also abundant 
in several environments such as water, soil and air. More than 70 species have been 
described, many of them in recent years, driving a significant re-structuration of the 
genera and the recognition of difficulties in differentiating closely related species. 
Two studies published in 1998 assessed the differentiation between Bacillus species 
type strains using FT-IR in the transmission mode. The study by Lin et al. demon-
strated a reliable differentiation of Bacillus cereus from other species by a charac-
teristic peak in the amide I region (1738–1740 cm−1) in different culture media [54]. 
Beattie et  al. showed a reliable identification of closely related Bacillus cereus, 
Bacillus mycoides and Bacillus thuringiensis using a wider spectral window 
(2000–500 cm−1) [77]. Lucking et al. identified a broad set of isolates derived from 
food spoilage in diverse dairy products and industrial processing environments 
belonging to different species (e.g. B. subtilis, Bacillus sporothermodurans, Bacillus 
amyloliquefaciens) [78]. Approaches using FT-IR in the ATR mode, were also suc-
cessful in distinguishing B. cereus from Bacillus subtilis [68] and also several 
closely related Bacilllus pumilus group species [79] using different spectral win-
dows (4000–900 cm−1 vs 1200–900 cm−1), although only the type strains were tested.

Regarding differentiation at the strain level within Bacillus species, it has been 
pointed out that FT-IR ATR might provide a higher resolution for strain typing since 
it reflects cell surface biochemistry and thus, potential strain-specific markers [68]. 
Some studies have attempted to evaluate FT-IR-based strain typing in species from 
the B. cereus group in comparison with molecular or phenetic methods, but prob-
lems associated with the low number of strains used, the identification of closely 
related species and/or lack of knowledge regarding variation at the cell surface, 
hinder the accuracy of groupings obtained [80, 81]. However, the nature and 
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composition of surface structures such as capsules or S-layers is only barely known 
for B. cereus and shows some promising differential features [82].

11.5.2  �Listeria sp.

Listeria sp. are non-spore producing rod-shaped bacteria, that might be found in 
several environments and geographical regions. Only Listeria monocytogenes and 
Listeria ivanova are well-recognised pathogens, transmitted through contaminated 
food. These species belong to the recently recognised Listeria sensu strictu (together 
with Listeria seeligeri, Listeria welshimeri and Listeria innocua) whereas other 11 
species belong to the Listeria sensu lato group and are thought to represent different 
genera [83]. These changes in the taxonomy can have a significant impact in the 
food industry and the strategies for detection of the human pathogen L. monocyto-
genes. Holt et al. and Lefier et al. have primarily shown reliable identification of 
Listeria sensu strictu species with very similar approaches [66, 84]. These studies, 
published in the late 1990s, used FT-IR in the transmission mode and compared the 
whole spectra (3000–500 cm−1 or 2000–750 cm−1) of type strains (one isolate/spe-
cies) by CVA, and maximised the influence of particular peaks (mainly around 
947 cm−1 and 985 cm−1). These results were corroborated later in a study including 
a higher number of strains per species [85]. Nevertheless, two further studies have 
established a more robust and semi-automated workflow for identification of 
Listeria sensu strictu species using FT-IR in a high-throughput transmission mode 
and commercial software based on the powerful artificial neural networks (ANN) 
machine learning method, that provided results in 25 h [72, 86]. In these studies, a 
high number of strains (n = 245 or n = 520) was tested to construct a calibrated 
model that was subsequently validated with test strains, identified by phenotypic 
and molecular methods, with correct identifications reaching 96–99% for all species 
and 96.6%–99.2% for L. monocytogenes. The adoption of a rapid analytical tool 
such as FT-IR by food industry could be useful to prescreen potentially persistent 
L. monocytogenes contaminants in food products. In fact, it seems to be useful in the 
identification of persistent L. monocytogenes strains in cheese from different pro-
ducers in several countries [87].

The ability of FT-IR to differentiate at the infra-species level was only tested for 
L. monocytogenes in 1997 [66]. Other studies followed and showed reliable dis-
crimination between serogroups (correct identifications up to 98.8%) and main 
serotypes (up to 96.6%), including those frequently implicated in human listeriosis 
(1/2a and 4b) [66, 72, 87–89]. All of them are generally concordant with the most 
discriminatory region, dominated by polysaccharides (1200–900 cm−1), which pre-
sumably reflect differences in the composition of wall teichoic acids (WTAs) that 
seem to be specific for each serotype [90]. Comparisons of FT-IR-based strain 
assignments with those obtained by standard molecular methods revealed generally 
congruent results but diverse spectral regions and genotypic methods were used as 
a reference, hindering the ability to establish a reliable correspondence [34, 89, 91].
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11.5.3  �Staphylococcus sp.

Many species of Staphylococcus sp. are natural inhabitants of skin and mucosa of 
mammals, as well as the causative agents of opportunistic infections, and can 
roughly be subdivided into coagulase-negative staphylococci (CNS) and coagulase-
positive, the latter including the pathogenic Staphylococcus aureus. This species is 
a major causative agent of foodborne disease due to enterotoxin production, and its 
reliable and quick identification is primordial to detect contaminated food or to 
trace potential outbreaks.

For this reason, several studies directed FT-IR-based approaches to differentiate 
S. aureus from CNS species, including the earlier studies by Helm et al. [8, 14, 92, 
93]. These studies included reference/Type strains and a high number of isolates and 
species, in most cases identified by phenotypic and reliable molecular methods, and 
created models that were subsequently validated with isolates from food products. 
They used several spectral windows or a widened region (1500–780 cm−1), though 
a narrow spectral region also seemed to be reliable [92]. However, the potential to 
differentiate other Staphylococcus species remains to be clarified [14, 94]. FT-IR 
has also demonstrated utility in the reliable detection and source-tracking of 
S. aureus food-related outbreaks in a shorter time than reference methods [29, 76]. 
Moreover, FT-IR based subtyping focusing on S. aureus demonstrated reliable 
results considering mainly the polysaccharide region (1200–900 cm−1), which cor-
related with the cap specific locus and the glycostructural composition of different 
S. aureus capsular types, using bacteria isolated from different sources. Furthermore, 
discrimination was also specifically associated with variation in WTAs or other gly-
copolymers of the cell wall such as peptidoglycan and lipoteichoic acid [17, 95].

11.5.4  �Lactobacillus sp.

Diverse Lactobacillus species are ubiquitous in the environment and are also widely 
used as starter cultures during fermentation processes or as probiotics in the food 
industry, while some species can be frequently encountered as spoilage in different 
food products, making reliable species identification of great interest. The genus 
comprises a large number of species (around 170), that are divided according to 
their carbohydrate fermentation pathways into obligate homofermentative, faculta-
tive heterofermentative or obligate heterofermentative lactobacilli, though it is cur-
rently under taxonomic restructuring [96].

Different studies assessed the potential of FT-IR (all of them in the transmission 
mode) for differentiation of lactobacilli isolated from different food products (beer, 
cheese, meat and kefir). The species analysed included in most cases supposed 
homofermentative species, but it is currently known that species identification is 
problematic in this genus, which might compromise the reliability of some of the 
results presented. Two of these studies reported a good resolution (up to 94% cor-
rect identifications at the species level) using a combination of three spectral regions 
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(1200–700 cm−1), but they included only a small number of strains per species and/
or a few species [97, 98]. Oust et al. revealed a high discriminatory potential among 
four closely related homofermentative species using a similar region (1400–720 cm−1) 
and supervised methods (PLS or KNN), where the experimental approach allowed 
the re-identification of a few misidentified strains [99]. Studies from Bosch et al. 
and Wenning et al. included more representative samples of both hetero- and homo-
fermentative strains, including Type strains, and demonstrated a consistent species 
identification using a combination of several spectral regions in a step-wise process 
or ANN [100, 101] but with lower resolution for closely related species possibly 
associated with their misidentification by conventional methods.

11.5.5  �Enterococcus sp.

Enterococci also belong to the group of lactic acid bacteria and are important in the 
food context since they are used as probiotics, as fermentative agents or are involved 
in food spoilage, as well as they are also common agents of infections in humans 
and animals. Their ability to produce bacteriocins is useful to control foodborne 
pathogens in food products, and considering the variable pathogenicity associated 
with the different species or strains, there is a great need for reliable and cost-
effective tools to support their identification in the food industry.

Some potential for FT-IR to discriminate Enterococcus species has been sug-
gested by studies using variable FT-IR analysis workflows, though all of them 
included a low number of species (mainly E. faecium and E. faecalis), isolates (from 
clinical or food origin) or reference strains [94, 101–103]. These preliminary results 
need to be substantiated with more diverse and representative collections of isolates, 
but they represent important proof-of-principle studies evaluating diverse acquisition 
modes (one of the very few using diffuse reflectance), analysis methods (including 
ANN) and reproducibility among laboratories. The potential for discrimination at 
the infra-species level remains to be clarified since the few studies published (focus-
ing only in E. faecium) either used non-representative collections or compared with 
methods that are nowadays recognized as inadequate for strain typing [101, 104]. 
Moreover, there is a lack of knowledge on the cell surface polysaccharide variation 
of E. faecium, though preliminary studies suggest there is a potential for discrimina-
tion between main lineages of clinical interest (Freitas AR et al. unpublished data).

11.5.6  �Other Gram-Positive Bacteria

Few information exists on other relevant bacteria in the contexts of food and water 
microbiology as those belonging to the genus Clostridium (some of them responsi-
ble for severe foodborne diseases such as C. perfringens or C. botulinum) or other 
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lactic acid bacteria such as Lactococcus sp. The studies available evaluated only a 
few strains and therefore lacked appropriate validation [14, 101, 105].

11.5.7  �Escherichia sp.

Species from the genus Escherichia are common inhabitants of the gastrointestinal 
tract of humans and animals and belong to the order Enterobacterales. E. coli 
includes opportunistic strains that cause extraintestinal infections or pathogens that 
cause intestinal infections which can be transmitted through contaminated food. 
Also, the detection of E. coli has long been considered an indicator of poor water 
quality attributed to faecal contamination.

There are several reports on the differentiation of E. coli from other 
Enterobacterales or other non-fermentative Gram-negative bacteria using the whole 
spectra or only lipid cellular components [94, 106]. Nevertheless, they include only 
a small number of strains (mainly Type strains) requiring further optimisation of 
protocols and validation in more extensive collections of isolates. In the first studies 
by Helm et al. [14], E. coli strains were grouped in a small number of serogroups, 
and the discrimination according to their O-antigenic structure was afterwards cor-
roborated [107], both studies considering the 1200–900  cm−1 polysaccharides 
region. The ability of FT-IR to selectively detect the E. coli O157:H7 serotype, a 
particularly relevant foodborne pathogen, has been tested using different approaches 
including directly from several food matrices (ground beef, apple juice), or its dif-
ferentiation from other closely related serotypes or non-pathogenic strains [30, 
108–110], which is of high relevance for food quality control. Another useful appli-
cation is the possibility to detect E. coli in drinking water (even in mixed culture) 
[111] and quantify E. coli at a limit of detection of 100 CFU/ml, as was done for 
example in baby spinach leaves [112]. Discrimination of clinically-relevant clones 
frequently involved in urinary tract infections with high reliability (up to 91–100%) 
was also demonstrated, though the correlation with variation at surface antigens still 
remains to be precisely clarified [61, 113].

11.5.8  �Salmonella sp.

There are only two species described in the genus Salmonella, Salmonella enterica 
and Salmonella bongori, S. enterica further divided into six subspecies and over 
2600 serotypes defined based on the somatic (O) and flagellar (H) antigens. 
S. enterica is distributed in the environment, in humans and animals, and particular 
serotypes are the leading cause of foodborne illness worldwide (salmonellosis). 
Some serotypes can also cause invasive disease and even life-threatening infections 
in certain geographic areas and patient populations. Thus, quick and reliable dif-
ferentiation of S. enterica serotypes, epidemiological and food-source tracking 
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investigation is crucial. Conventional microbiological methods for detection and 
identification of Salmonella sp. are usually labour-demanding and time-consuming 
(results in 5–7  days), whereas molecular methods have disadvantages including 
inadequate sensitivity and high-cost and the fact that these methods are not able to 
differentiate live from dead cells.

The discriminatory ability of S. enterica at the serotype level was initially 
assessed in a low number of strains or serotypes (mainly B, C, D or E) in studies that 
validated the methodology using various experimental conditions and analysis 
workflows [74, 114, 115]. These results were corroborated using more extensive 
collections of isolates from different serogroups, where specific peaks were consid-
ered to be discriminatory [116]. More recently, a comprehensive analysis of a vast 
and well representative collection of isolates (n = 325 from 15 serogroups and 57 
serotypes) previously typed by up-to-date methods settled the correlation between 
FT-IR based assignments and variation on O-units structures and available molecu-
lar data [19]. Some previous studies showed the ability to identify and differentiate 
particular serotypes (Typhimurium or Enteritidis, including live and dead cells) 
from complex food matrices (chicken breast and minced meat) even in a few hours, 
which is an additional advantage of this method [32, 117, 118].

11.5.9  �Yersinia sp.

The genus Yersinia comprises 17 species, three of which are well-known human 
pathogens: Y. pestis, Y. pseudotuberculosis, and Y. enterocolitica. Y. enterocolitica 
causes acute enteric disease, originating from contamination of food from animal 
origin (especially pork), triggering the analysis of food samples and veterinary con-
trols in livestock for epidemiological purposes. However, domestic animals are 
thought to be possible reservoirs, and Y. enterocolitica is also widespread in soil and 
water environments. Y. enterocolitica sensu lato has been recently subdivided into 
Y. enterocolitica sensu strictu (including several biotypes and serotypes, some of 
which are pathogenic) and other species, which may be misidentified by conven-
tional cultural and/or biochemical methods.

A very robust study assessed FT-IR potential for differentiating Yersinia at the 
species and subspecies levels [71]. The authors included Type strains from different 
species, representative collections of isolates including a large number of well-
characterised Yersinia isolates (~200) from different sources for calibration and 
validations models, as well as other Gram-negative bacteria (>600). Using the spec-
tral region 1800–500 cm−1 and a complex ANN model, they demonstrated very high 
levels of correct predictions at the genus level (91.5%) and subspecies level (98.3% 
of correct identification of bioserotypes) while lower at the species level (77.9%). 
This model was subsequently optimised for identification of Y. ruckeri from dis-
eased salmonid fish, allowing to increase the proportion of correct identification of 
Y. ruckeri specifically (97.4%, including sorbitol fermenting/non-fermenting 
strains) as well as other species (87.1%) [119]. The same approach was subse-
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quently used to reliably identify Y. enterocolitica and their corresponding biosero-
types isolated from the faeces of companion animals (dogs and cats) [120]. In all of 
them, pathogenic strains from diverse bioserotypes were also discriminated by 
FT-IR (>90% correct predictions), though there was no information regarding the 
discriminatory spectral region.

11.5.10  �Campylobacter sp.

Species belonging to the Campylobacter genus are causative agents of foodborne 
illness worldwide, most commonly originating from poultry as a source of human 
diarrheal disease. Campylobacter jejuni and Campylobacter coli are the most com-
mon species, though there are other species with pathogenic potential. Quick and 
reliable identification is important to understand the epidemiology of the disease as 
well as for prevention and control. However, available methods do not appropriately 
distinguish some of the most relevant species.

FT-IR based discrimination of C. jejuni and C. coli between each other and from 
other much less represented species (e.g. C. fetus, C. lari, C. concisus), and also the 
subspecies of the less common C. fetus (C. fetus subsp. fetus and C. fetus subsp. 
venerealis) was tested, with rates of correct predictions reaching 99%. Some of 
these studies were based on ANN models, that need to be enriched with a higher 
number of strains and species to increase robustness [121, 122]. Strains within 
C. jejuni and C. coli were also reliably distinguished using the 1200–900  cm−1 
region in accordance with the highly discriminatory enterobacterial repetitive inter-
genic consensus (ERIC)-PCR typing method, though the robustness and generaliz-
ability of these results are unclear [123].

11.5.11  �Legionella spp.

More than 58 species and 70 serotypes from the genus Legionella are known, some 
of them (and particularly some L. pneumophila serotypes) cause disease, and are 
commonly distributed in soil, natural or industrial/domestic aquatic environments. 
The potential for discrimination of species remains to be elucidated but it was 
already demonstrated in the late 1980’s that it was possible to differentiate L. pneu-
mophila isolates from different serogroups in the polysaccharide region 
(1200–900 cm−1) [124], a study that was partially complemented by Helm et al. in 
1991, that attributed differentiation indices to the production of poly-β-hydroxy 
fatty acids [14]. However, these constitute only preliminary observations that were 
not further explored.
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11.5.12  �Vibrio sp.

Vibrio sp. are usual inhabitants of marine coastal waters, estuaries, lakes and 
streams. Some species cause disease and are transmitted through contaminated 
water (V. cholera) or by contaminated seefood (V. parahaemolyticus and V. vulnifi-
cus). Mainly V. parahaemolyticus strains are pathogenic and can cause acute gastro-
enteritis due to the production of toxins, and their detection is an important 
food-safety issue. Representative Type strains of these species were distinguished 
from Enterobacterales by FT-IR using fatty acid methyl ester profiles, though these 
preliminary results need to be substantiated with larger collections [106]. Very 
recently, it has been shown that FT-IR can help distinguish pathogenic from non-
pathogenic V. parahaemolyticus strains presumptively on the basis of the produc-
tion of particular toxins in comparison with reference strains [125]. However, it 
remains to be clarified if the basis for that discrimination is related to toxin produc-
tion or strains’ relatedness.

11.5.13  �Mycobacterium sp.

Mycobacterium organisms are ubiquitous and globally found in drinking water sys-
tems. The genus includes over 180 species and, the most clinically important of 
them is M. tuberculosis which causes tuberculosis. It is followed by nontuberculosis 
mycobacteria (NTM) and M. leprae causing most commonly pulmonary disease or 
leprae, respectively. Differentiation of NTM species by FT-IR microspectroscopy 
has been demonstrated using a set of reference and test strains from 10 different 
species, showing the potential to broaden the spectrum of identification to a broader 
set of strains with higher biological diversity [126]. Additionally, a high congruence 
was observed between FT-IR-based assignments with those obtained by the 
reference genotyping methods (spoligotyping and variable number of tandem 
repeats units, VNTR) for certain M. bovis isolates in a step-wise discriminatory 
workflow, showing promise for intraspecies differentiation that needs to be substan-
tiated with molecular-based knowledge [127].

11.6  �Future Perspectives

The potential of FT-IR spectroscopy to accurately discriminate biologically signifi-
cant bacterial groups at different taxonomic levels at a quick, low cost and high-
throughput rate is evident. The current availability of bacterial genomes from a wide 
range of bacteria and bioinformatic tools for data analysis is an opportunity to estab-
lish significant and comprehensive correlations between genotypic features and cell 
biomolecules that will support FT-IR-based assignments. One can envision a wide 
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range of applications of such a versatile methodology in diverse areas of food and 
water microbiology, including food safety, food industry or quality control. Settled 
on a vast list of proof-of-concept studies, the implementation of FT-IR to facilitate 
routine microbiological procedures depends on a proper validation of bacterial ref-
erence databases and reproducible experimental workflows between instruments 
and laboratories, and, finally, on the adaptation of the method for a non-specialist user.
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Chapter 12
Omics for Forensic and Post-Mortem 
Microbiology

Amparo Fernández-Rodríguez, Fernando González-Candelas, 
and Natasha Arora

12.1  �Introduction

Forensic microbiology, also known as microbial forensics, is a relatively new scien-
tific field resulting from the interaction of several disciplines (Fig.  12.1), which 
converge in a set of specific problems that are approached with different methodolo-
gies and conceptual backgrounds. The term “microbial forensics” was introduced 
about 15 years ago to denote the investigation of criminal acts in which spores of the 
bacterium Bacillus anthracis were used to kill several people who received letters 
impregnated with the deadly anthrax agent [1]. Later, the two synonymous terms 
have been extended to include the analysis of microorganisms in any forensic appli-
cation such as establishing the cause of death (COD), the study of pathogen trans-
mission between donor-recipient pairs, the source(s) of outbreaks, the identification 
of body fluids or the identification of individuals through the microbial composition 
of their remains, to name just a few of the current applications. In some of these 
applications, the ultimate goal of forensic microbiology is to determine who or what 
is involved in a criminal event and to reconstruct the criminal activities.

Although necessarily rooted in human (clinical) microbiology, forensic microbi-
ology is closely related to other disciplines (Fig. 12.1). The field has expanded as 
new technologies, especially those derived from high-throughput sequencing (HTS) 
methods, have allowed the culture-independent investigation of the microbial com-
position of fluids, surfaces, soil and almost any type of sample. The tremendous 
level of resolution that these new technologies provide has led to an unprecedented 
opportunity to characterise the composition of complex samples. However, this 
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same resolution is the basis for uncertainties and further development and validation 
is needed to harness these new methods. These challenges appear in many applica-
tions of “omics” methodologies but they deserve special consideration when these 
results are applied in a forensic context.

Forensic microbiology is a diverse field because the problems it deals with 
encompass a wide range of organisms, methodologies, techniques and questions. It 
has wide applications and can be aimed both at improving the prevention of infec-
tious diseases as well as improving the fight against crime. In the following sections, 
we describe some of the major topics in which forensic microbiology utilises 
“omics” data.

12.2  �Omics, Databases and Detection of Biological Agents

HTS studies aimed at the detection of pathogens involved in criminal acts, including 
bioterrorism events, are one of the prime investigation lines in microbial forensics. 
As outlined in the introduction, one of the goals of forensic microbiology is the 
identification of the person responsible of a criminal act [2]. In this process, the first 
step is the individualisation of the microorganism used to cause harm, that is, the 
weapon. This individualisation is done through the comparison of strains, which 
requires reference collections representing the maximum possible genetic diversity, 
spanning geographical and seasonal variability; accompanying information (meta-
data) on the strains should also be included [2, 3]. Among the different techniques 
in use to identify these biothreats, whole-genome sequencing (WGS) is the ultimate 
strategy to compare strains [4]. This is a very robust and powerful method, regularly 
applied in clinical microbiology [5], allowing downstream analyses to both dis-
criminate between closely related strains and to reconstruct accurate phylogenies. 
As WGS is increasingly used, more and more complete genome sequences are 
being deposited into databases. It is important to not only include data from strains 
from repository laboratories but also the complete information about the isolates 

Fig. 12.1  The 
interdisciplinary nature of 
microbial forensics is 
reflected in the different 
scientific and social 
disciplines involved in this 
field
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[3]. Building these databases is an ongoing and cumbersome process, and standardi-
sation of computational pipelines is a must [4].

Bioinformatics analyses have to consider all the complexity in the population 
structure of the investigated agent, and as this requires considerable research efforts, 
it should be a matter of investment [6]. Moreover, the information recovered from 
natural cases involving potential biological agents should be coupled with experi-
mental assays. In light of this need, the application of WGS to biothreats requires 
international efforts. Apart from the drawbacks derived from not publishing specific 
WGS due to private or commercial interests, continuous support to the maintenance 
of these databases is required. Another aspect to consider is that a database, in order 
to be acceptable in the forensic arena, has to comply with internationally accepted 
standard criteria. Additional requirements of databases aimed at the forensic identi-
fication of biological agents are limited access to specifically authorised staff and 
compliance with the specific regulations for international data exchange.

12.3  �Analysis of Pathogen Transmission and Outbreaks

Another core application in Forensic microbiology is the analysis of transmission 
events of infectious microorganisms. Most of the cases involve the transmission of 
human immunodeficiency vi-rus (HIV) or hepatitis C virus (HCV), usually between 
regular or occasional sexual partners but not restricted to these. These problems are 
investigated through comparing the nucleotide sequences derived from viruses sam-
pled from the persons involved along with those from population controls not 
related to the transmission event under investigation. Each of these cases is a com-
plex problem and, although the analysis of sequences is a well-established field in 
evolutionary biology, the application of the same methods to forensic cases is not as 
straightforward as it might appear at first sight [7]. There are technical difficulties in 
the experimental procedures before a sequence is obtained and these occasionally 
lead to interpretation issues. In addition, viruses are constantly evolving and two 
persons receiving an infectious fluid from a common source will develop somewhat 
different viral populations. Sequence identity between source and recipient is hardly 
ever observed and the differences observed will vary depending on, among other 
factors, the technique used for sequencing, the time elapsed since the transmission 
event occurred and the samples were obtained, or the region in the viral genome 
targeted for analysis [8].

The fast and constant evolution of RNA viruses rapidly creates heterogeneous 
populations after infection of a new host. These populations, sometimes denoted as 
“quasi-species” [9], usually become more complex through time, but additional 
processes such as selection in response to the host’s immune system or antiviral 
treatment, compartmentalisation and genetic drift may transiently reduce popula-
tion complexity. Nevertheless, because of the particular changes experienced by the 
virus infecting each host, we should not expect that the sequences derived from each 
of the corresponding populations be identical. In consequence, the forensic analysis 
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of transmissions must incorporate the analysis and comparison of intrinsically het-
erogeneous populations. High-throughput sequencing technologies represent the 
best alternative currently available for the characterisation of viral populations but 
its use in forensics has some limitations worth considering.

HTS technologies were introduced in 2005 when Roche released the first system 
based on pyrosequencing, the 454 Genome Sequencer. Further developments by 
Illumina and Applied BioSystems led to second-generation high throughput 
sequencing in which a very large number of very short sequencing reads were gen-
erated and analysed in parallel, generating huge volumes of sequence information. 
More recently, different companies such as Oxford Nanopore and Pacific 
BioSciences have introduced third-generation sequencers such as MinION and 
PacBio, which are capable of retrieving large (up to hundreds of kilobases) sequences 
from single molecules. All these technologies offer several advantages over tradi-
tional, Sanger-based sequencing such as: (i) there is no need to clone DNA frag-
ments, (ii) they can parallelise thousands, even millions, of reactions, and (iii) there 
is no need for electrophoresis separation to detect the output of the sequencing 
reactions [10]. But these clear advantages come with a price. For instance, second-
generation technologies generate reads that are too short to unambiguously repre-
sent the structure of even relatively simple bacterial genomes and researchers have 
to use sophisticated, and as of yet non-standardized bioinformatics tools to analyse 
their huge outputs. A more relevant concern for forensic microbiology is the rela-
tively high error-rates intrinsic to these technologies because they are in the same 
range as the natural mutation rates of RNA viruses, thus complicating the distinc-
tion between true genetic variants and technical errors. Nevertheless, many foren-
sics applications are currently using HTS as the technology of choice for data 
acquisition [10].

In the case of the analysis of transmission events, the preferred method consists 
of comparing the nucleotide sequence of a portion of the viral or bacterial genome 
obtained from samples of the potential source(s) and recipient(s) with those of a set 
of reference samples. Next, molecular phylogenetic analysis is performed to estab-
lish the existence of a most recent common ancestor between the sequences derived 
from the source and the recipient than that between the source/recipient and the 
reference samples [11]. Even if complete genome sequences are used for these anal-
yses, Sanger-sequencing offers excellent results in terms of costs, accuracy, repro-
ducibility and speed for some analyses, mainly at a preliminary stage of a forensic 
study. However, unless limiting dilution or sequencing of cloned PCR-products are 
incorporated, with the concomitant increases in costs and time, Sanger-sequencing 
will not provide information on the underlying variability of the viral popula-tions 
obtained from different samples (as also discussed in Chap. 6). An immediate solu-
tion to this problem is to apply NGS to those samples. This can be done in two dif-
ferent ways. Firstly, the intrapatient variability of the viral population is estimated 
through targeted PCR amplification of a selected genetic region and subsequent 
HTS of the products. This approach was applied by Campo et al. [12] to analyse the 
hypervariable region 1 (HVR1) of the hepatitis C virus from several hundreds of 
samples of diverse HCV genotypes. The results of pyrosequencing PCR-products 
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were analysed phylogenetically to establish which sets of samples shared common 
ancestors and these were then matched with previous information on HCV out-
breaks. The HTS approach provided excellent resolution in establishing which sam-
ples belonged to each outbreak. In addition, in the 8 outbreaks, the viral population 
from the source showed higher levels of genetic variability (on average, 6.2 times 
more) than any of the corresponding incident cases, thus allowing the inference of 
the directionality of the transmission. A similar approach with different genome 
regions of HCV was used in other studies employing either 454-pyrosequencing 
[13, 14] or Illumina MiSeq [15] with NS5B amplicons. Using a fraction of the 
genome may not provide enough resolution to analyse transmission events. 
Consequently, Gonçalves et al. reported an improved resolution of HCV transmis-
sion events by analysing both HVR1 and a fragment of NS5A, or by obtaining 
complete genome sequences [13]. However, this approach is not straightforward 
with first or second-generation sequencing methodologies, because read-lengths are 
much shorter than the length of the viral genomes (around 10 kb in the case of HIV 
and HCV). The output consists of many thousands of small fragments which cannot 
be assembled to confirm individual genome sequences. Representative sequences 
can be obtained by the application of consensus methods, which bring us back to 
Sanger sequencing. Presently, actual applications of this methodology in forensic 
analyses of transmissions have not been reported yet, but this approach has been 
successfully applied in the on-the-field molecular epidemiology analysis of recent 
Ebola [16] and Zika [17] viral outbreaks.

Phylogenetic analysis of sequences can be applied not only to establish transmis-
sion chains or clusters, occasionally including their directionality, but also to infer 
approximate times of transmission events [8]. Although genome sequences accu-
mulate changes at a roughly constant rate  – which constitutes the well-known 
molecular clock hypothesis [18], there is a very large variance to this rate, which 
prevents its direct application to infer, for instance, times since infection or trans-
mission episodes. Apart from the intrinsic variability resulting from the stochastic 
nature of mutational processes, additional factors, especially those related to natural 
selection and genetic drift, contribute to local or regional deviations of the clock rate 
even among relatively close sequences. However, these deviations can be accom-
modated and analysed by using several more advanced molecular clock models 
[19], most of which are implemented in software packages such as BEAST [20, 21].

The calibration of molecular clocks can benefit from using asynchronous 
sequences, that is, sequences derived from samples taken at different times, not 
simultaneously, with differences relevant to the time-scale and evolutionary rate of 
the problem under consideration [22, 23]. When this data is complemented with 
additional calibration points, such as known dates of events related to internal nodes 
in a phylogeny, estimates of other time points of interest in a phylogenetic recon-
struction can be very accurate, even under varying evolutionary rates (relaxed clock 
models). For example, González-Candelas et  al. used this approach to establish 
likely dates of infection of more than 250 patients in the context of a large outbreak 
of HCV from a single donor, using only sequence information, sampling dates and 
known dates of infection of 24 patients [8]. The estimates and their confidence 
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intervals were highly congruent with those derived independently from hospital 
records and other documentation.

12.4  �Omics to Determine Infection as the Cause 
of Death (COD)

Determining the COD is an important aim in forensic medicine. Forensic patholo-
gists have to deal with many unascertained deaths, some of them of criminal origin, 
and some others which are sudden or unexpected. Their protocols include ancillary 
analyses that help them understand autopsy findings. One of these types of analyses 
is post-mortem microbiology (PMM), which is used to detect pathogens responsible 
for an infectious COD [24]. In the scenario of sudden unexpected death (SD), foren-
sic microbiology can be used as a synonym of PMM. From now on, these two terms 
will be equally used in this epigraph. Both bacteria and viruses have been described 
as aetiological agents of SD. In fact, in infancy and childhood, an infection can be 
either a COD or a predisposing factor to death and, therefore, microbiology should 
be included in autopsy analytical protocols [25]. In young adults, sudden cardiac 
death can be due to viral myocarditis [26], and in adults of any age, fulminant infec-
tions can lead to a fatal outcome [24]. Many of these situations have to be investi-
gated by forensic pathologists, as there are no clinical symptoms and some of them 
occur at home and are unwitnessed. In addition, some deaths occurring in the hos-
pital setting can also be the subject of the judicial authorities’ investigation as the 
management and fatal evolution of infection can be related to a medico-legal claim 
and a suit, and consequently, PMM analyses should be performed [27].

There are many syndromes capable of producing an SD. Among them, meningi-
tis, meningoencephalitis, pneumonia, septic shock, gastroenteritis, abscesses, 
pyelonephritis and myocarditis. These can be caused by a wide variety of pathogens 
with indistinguishable clinical patterns and identical autopsy findings. Therefore, 
their diagnoses often need the combination of different molecular techniques or a 
large multiplex panel capable of detecting many pathogens. As in clinical microbi-
ology, in forensic microbiology, sometimes despite performing a wide range of 
techniques, the aetiology of infection may remain unknown.

Although PMM can be affected by post-mortem translocation and sampling con-
tamination, following sampling guidelines and strict aseptic measures during 
autopsy has shown its usefulness to minimise these effects [24]. In addition, the 
comprehensive combination of molecular and traditional methods – culture, anti-
genic tests, and serology – has made forensic microbiology an established tool in 
forensic pathology [28].

Recently, various molecular techniques have become an essential part of the rou-
tine work in forensic microbiology. The most frequently used until now have been 
the different variants of PCR, particularly the pathogen-targeted real-time PCR 
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assays, aimed at detecting specific infectious agents [29], and, more recently, the 
commercial multiplex (syndromic) molecular panels [30].

In the last 10 years, within the clinical microbiology setting, Sanger sequencing 
of the 16S rRNA gene, which is ubiquitous across prokaryotes, has become a stan-
dard for classification and identification due to its universal distribution among bac-
teria [31]. The use of highly conserved primer binding sites to amplify one or more 
of the nine hypervariable regions (V1-V9) within the 16S rRNA gene has proved 
useful for the identification of species, as it can provide species-specific signature 
sequences and pan-bacterial PCR applied directly on samples. Although the analy-
sis of this region by HTS has recently arrived at the microbiology lab, to date its use 
is mainly restricted to specific diagnostic and research applications. Current options 
involving HTS to identify bacteria are mostly related to the use of the 16S region 
alone or in combination with the 18S region and the ITS (internal transcribed 
spacer) 1–2 region for fungal detection. Different commercial kits offer such pos-
sibilities (IonTorrent, CD Genomics, among others). Whether the spread and popu-
larisation of HTS in infectious disease diagnosis will displace or enhance gold 
standard methodologies is not yet known. Additionally, targeted HTS sequencing of 
the 16S-ITS-23S rRNA region has been proposed for the culture-independent iden-
tification of bacteria [32] using the MiSeq (Illumina) technology. This technique has 
shown its utility in clinical samples including blood cultures and urine samples 
among others. Although its reference database and complementary software are still 
under development, this method has the potential to increase the diagnostic yield to 
detect bacterial pathogenic species, in comparison with current techniques.

In forensic microbiology, it would also be desirable to get a pan-bacterial assay 
capable of detecting and correctly identifying bacteria responsible for fatal infec-
tions. However, the use of some broad-range PCR assays, such as the 16S PCR 
followed by Sanger sequencing (broad-range PCR), can be limited by post-mortem 
translocation and sampling contamination. In PMM, when the COD is due to infec-
tion, apart from the responsible pathogen, other contaminating micro-organisms 
present in the sample can also be isolated [33]. For this reason, when broad-range 
PCR is used to detect a pathogen in a post-mortem sample, an uninterpretable mix-
ture of sequences is a frequent event; this situation can also occur under the scenario 
of a plausible lethal polymicrobial infection process such as peritonitis. Therefore, 
its use should be restricted to those cases with negative culture despite the suspicion 
of infection. Consequently, alternative strategies are needed in forensic microbiol-
ogy to overcome these hindrances. As in clinical microbiology, HTS has been pro-
posed to surmount them in forensic microbiology.

The application of HTS to a pan-bacterial system detection seems to be one of 
the most useful approaches to identify fatal bacterial infections. With the aim of 
detecting bacteria as responsible for COD, Cho et al. [34] have recently compared 
the resolution of the 16S region by Sanger sequencing (using the MicroSeq 500 16S 
rDNA microbial identification system – MSId) and NGS (with the MiSeq Illumina 
sequencing platform) in post-mortem specimens [34]. The MSId is tailored for the 
identification of bacteria isolated in cultures, and the MiSeq is a culture-independent 
metagenomic analysis system. The authors found the MiSeq to be more efficient in 
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terms of time and costs. In addition, the larger library of the MiSeq and the simpler 
identification of difficult to culture bacteria allowed more accurate identification of 
bacterial species.

Above all, the ultimate aim of the application of meta-genomics in forensic 
microbiology is to provide a universal system for pathogen detection capable of 
identifying a diversity of micro-organisms. Different approaches have recently been 
designed for universal pathogen discovery. Among them, the work of Schlaberg and 
colleagues [35] is very promising, as they are aimed at universal pathogen detection 
in different settings. With this aim, they developed a fast, user-friendly, and interac-
tive metagenomic sequence analysis tool (Taxonomer) able to classify sequencing 
reads of human, viral, bacterial, and fungal origin using probabilistic assignment 
algorithms with nucleotide and protein reference sequences [36]. The researchers 
validated shotgun metagenomic sequencing of RNA (RNA-seq) and compared it 
with pan-viral group (PVG) PCR for the detection of respiratory pathogens using 
specimens from children with community-acquired pneumonia and asymptomatic 
controls in whom viral or atypical bacterial pathogens had been detected in a previ-
ous study. The sequences obtained were analysed by Taxonomer. RNA-seq was 
shown to be unbiased, as demonstrated by the detection of divergent enteroviruses 
not identified by PVG PCR. Furthermore, Taxonomer enabled the identification of 
other pathogens different from viruses such as Mycoplasma pneumoniae and 
Chlamydia trachomatis [37].

In order to transfer these achievements to the forensic field, a pilot study in a 
mouse model of viral pneumonia was performed to assess the ability of RNA-seq to 
detect viral RNA and the stability of host mRNA transcription profiles during a 
48-hour post-mortem interval [37, 38]. Their results demonstrated that RNA-seq 
may be used for direct pathogen detection and host response profiling. To take a 
further step, they have used RNA-seq to detect pathogens in post-mortem speci-
mens from neonates with diagnosis of pneumonia and in infants without evidence 
of pulmonary disease. The whole process involved total RNA extraction from 
formalin-fixed paraffin embedded (FFPE) tissues, library preparation (with the 
KAPA Stranded RNA-Seq Kit with RiboErase, Roche), sequencing on a NextSeq 
500 instrument (Illumina), sequencing analysis using Taxonomer [36] and align-
ment of confirmed results with curated reference sequences utilising Geneious 
(v8.1,Biomatters). The authors were able to detect pathogens in 6 of 13 (46.2%) 
post-mortem lung tissues from children with histopathologic diagnosis of pneumo-
nia. These tissues had been stored for up to 15  years under routine conditions. 
Therefore, these results may enable comprehensive panmicrobial detection in archi-
val samples useful for pathogen discovery in the context of SD. As an application of 
this technique, the authors detected gestational psittacosis as a cause of neonatal 
death in FFPE lung [39].

In conclusion, the above-mentioned studies show that, theoretically, implemen-
tation of NGS techniques and metagenomics can help find the pathogen considered 
responsible for CODs in previously unsolved cases and can thus contribute to a 
deeper comprehension of the post-mortem events.
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12.5  �Post-Mortem Interval Estimation by the Use 
of Thanatomicrobiome

A research area receiving increasing interest for forensic applications is the study of 
the microbiomes and their temporal changes in dead human bodies. Usually, they 
are grouped in the thanatomi crobiome, which corresponds to the microbiome of 
internal organs of cadavers, and the epinecrotic communities, the microbiome on 
surfaces of decaying remains [40].

Ecological succession of organisms in decomposing corpses follows some gen-
eral patterns that have been used to estimate time since death under different cir-
cumstances. Probably, the best-known examples and common usages of this 
approach are found in forensic entomology [41, 42]. The composition and develop-
mental stage of the fauna usually found in carcasses and corpses has been used to 
establish time since death for decades, with applications to calculate the minimum 
post-mortem interval (PMI) ranging from a few hours up to several months after 
death [43].

A similar approach, using the temporal changes in microbial communities asso-
ciated with decomposing corpses, has been proposed [43–45]. Although the role of 
microbes on cadaver decomposition has been known for a long time [46], the advent 
of omics technologies has allowed the characterisation of complex microbiota and, 
as a result, several research groups have applied these methods to analyse the micro-
biome of decomposing corpses and its changes over time.

The initial analyses used swine carcasses as models for decomposing human 
cadavers [43, 44, 47]. Metcalf et  al. used short (Illumina HiSeq) and long reads 
(Pacific Biosciences) of 16S rDNA and 18S rDNA to determine the taxonomy of 
bacteria and eukaryotes during 48 days after death of the experimental animals [45]. 
They found consistent shifts in the composition of bacterial and eukaryotic com-
munities coincident with known stages of decomposition, thus suggesting that they 
could be used to estimate PMIs. For instance, in this experiment changes in the skin 
of the head were used to estimate PMI with a precision of 3.30 ± 2.52 days. Other 
studies analysed decomposition of 3 swine corpses in a temperate forest habitat, 
thus reflecting more “natural” conditions [43, 44]. They used pyrosequencing (454 
Roche FLX) of PCR-amplified fragments targeting the V1-V3 region of the 16S 
rDNA and observed a significant decline in taxon richness with the time of decom-
position. In addition, the specific composition of the bacterial community also cor-
related with the progression of decomposition, thus allowing the estimation of PMI.

Similar analyses have been extended to other mammals, including human corpses 
on different soil substrates [45]. The authors found that the bacterial and fungal 
communities, primarily driving decomposition were mainly derived from soil and 
that the main decomposers were ubiquitous and were of low abundance. Perhaps 
surprisingly, soil type (desert, grassland, or forest) was not a dominant factor in the 
development of the decomposing community. Nevertheless, the authors concluded 
that decomposer microbial communities could serve as forms of evidence for the 
time elapsed since death (PMI) and the location of this event.
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These results clearly point to a future in which forensic evidence based on the 
analysis of microbiomes will be acceptable in courtrooms [48]. However, to our 
knowledge, no such cases have been accepted and reported yet.

12.6  �Human Body Fluid Identification Using Microbial DNA

Determining the presence of biological traces and identifying their bodily origin is 
a critical task in forensic investigation, enabling the reconstruction of the events of 
a crime. For example, identifying semen or vaginal fluid can aid in determining the 
specific actions in the case of sexual assault. Following this identification of bodily 
origin, a stain can be further analysed with DNA markers to identify the individual 
from whom they originate [49, 50].

Often the first body fluid or tissue tests carried out at the crime scene are pre-
sumptive, helping to select samples that may then be subjected to confirmatory tests 
in the laboratory. However, both presumptive as well as confirmatory tests, which 
may be chemical, enzymatic, immunological, spectroscopic or microscopic, among 
others, may present limitations in terms of sensitivity and specificity. In order to 
overcome these, extensive research is being conducted for the application of human 
tissue-specific markers such as methylation, mRNA or microRNA markers [50–52].

Other than human markers, another promising avenue is that offered by micro-
bial DNA. The human body harbours trillions of microbes that, in healthy states, 
form finely balanced ecosystems serving numerous functions such as in immunity 
and digestion [53]. Even fluids that were traditionally considered sterile, such as 
breast milk, have been found to contain rich microbial communities [54]. Interest in 
what constitutes a healthy microbiome, and in distinguishing healthy versus dis-
eased states, has spurred numerous studies that have generated a wealth of metage-
nomic sequencing data, particularly those of the NIH-funded Human Microbiome 
Project [55, 56]. These sequencing studies have shown that microbial communities 
are tissue-specific, thus ushering in potential new markers for the identification of 
bodily source or habitat. Bacterial community profiling is typically carried out by 
sequencing variable regions of the 16S rRNA gene that, as mentioned earlier, is 
ubiqui-tous across the domains of bacteria and archaea. The read data obtained by 
sequencing are then clustered into operational taxonomic units (OTUs), and the 
OTU composition of samples is then compared. In their benchmark study, Costello 
et al. [57] examined the V2 region of the 16S rRNA gene of bacteria in the gut, oral 
cavity, nostril, hair, and various skin sites from 8 individuals. Their principal coor-
dinates analysis (PCoA) of the communities at each site showed that samples 
grouped firstly by body site. Within a body site, samples are grouped according to 
individual. More recently, numerous other studies with larger sample sizes and tar-
geting various body sites have confirmed this site-specificity of the microbiome 
[55–58]. The differentiation of microbial communities across body sites also 
appears to start early in the life of the neonate [59, 60].
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The site-specificity of microbial communities renders them potentially valuable 
for forensic body fluid/tissue identification. Microbial markers offer several advan-
tages compared to human DNA or RNA markers: for example, bacterial cells are 
numerous, out-numbering human cells at some body sites, and they are generally 
more robust than human cells. Thus, bacterial DNA may be present in high copy 
numbers, even when human DNA is minimal or no longer found [61].

To date, several studies have investigated the utility of bacterial 16S rRNA gene 
sequencing for body fluid/tissue identification. Most of these have focused on the 
selection of a limited set of markers for inclusion in multiplex assays or microar-
rays, with presence/absence patterns being used to establish the bodily origin of 
samples of vaginal, oral and faecal samples [62–65]. While these studies showed 
promising results, the selected bacterial markers were tested on small datasets, and 
occasionally produced false positives or false negatives. Thus, relying on very few 
or a limited set of bacterial markers alone may have important limitations. For 
example, utilising the presence/absence patterns of only very specific Lactobacillus 
taxa may be suboptimal for the identification of vaginal fluid, as discussed by 
Benschop et al. [64] in their study. Detailed investigation of vaginal microbiota has 
revealed the existence of at least six microbiome profiles or “community state 
types” (CSTs). While four of these are characterized by the dominance of one spe-
cific Lactobacillus subspecies (CST I, CST II, CST III and CST V), two have a rela-
tively low abundance of Lactobacillus spp. and comprise diverse anaerobic bacteria 
[66, 67]. A non-targeted approach to detect a larger number of taxa with HTS may 
enable tapping into the diversity of microbial profiles across individuals, and there-
fore, more accurate body fluid/tissue prediction. Such an approach using 16S rRNA 
gene sequencing was recently used by Hanssen et al. [68] to detect saliva deposited 
on skin, with a correct classification of 94% of the samples examined.

Applying HTS to detect all bacterial markers possible at a given sequencing 
depth comes with certain challenges within the forensic setting, as we are not deal-
ing with a restricted outcome in terms of the number of taxa to be analysed. 
Nonetheless, it provides a wealth of information, not only on the presence/absence 
of a larger number of taxa, but also quantitative values on the abundance of each 
taxon. This abundance information is valuable for the classification of samples and 
was also used by Hanssen et al. [68] in their study. The methods employed for clas-
sification based on microbiome HTS data have received some attention in recent 
years, with exciting work conducted with advanced computational approaches such 
as machine learning algorithms [69, 70]. However, most of these microbiome-based 
classification studies have been conducted using data from a single study. But, as 
more 16S rRNA sequence data becomes publicly available, we have the opportunity 
to pool together all this data generated by different laboratories in order to train the 
classifiers. It is unclear whether such data pooling will lead to improved accuracy, 
particularly given the differences in laboratory protocols across studies. Furthermore, 
for this classification to be useful in the forensic setting, the output should be given 
within a probabilistic framework, with a classification score and confidence in this 
score. A similar challenge was faced by molecular phylogeneticists in an investiga-
tion of a suspected case of intentional infection of hepatitis C.  In their analyses, 
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González-Candelas and colleagues [8] used the genetic data from the viral strains of 
the potential victims to reconstruct phylogenetic trees, examining the likelihood of 
these under different hypotheses. They were thus able to obtain likelihood ratios 
that were used as evidence in the trial [8]. Similarly, the development of a probabi-
listic framework for the 16S rRNA sequence data is critical to enable microbiome-
based classification as evidence in the forensic setting.

Despite the promising outlook so far, numerous questions remain to be answered 
before microbial community sequencing can be used in forensic laboratories. For 
example, while human microbiome studies have explored the stability of microbial 
communities across individuals and across time for a given body site [58, 71], the 
stability of the microbial signature for samples exposed outside the human habitat 
has not been explored in detail. Biological traces collected for forensic purposes 
may be found outside the human body, exposed to indoor or outdoor conditions, and 
on different substrates including textiles, a variety of surfaces, and soil among oth-
ers. They may also be exposed for a period of time before a sample is collected by 
investigation teams. Once collected, the samples may also remain in storage for a 
given length of time before being handed over to the forensic geneticists. In such 
cases, it is unclear to what extent and for how long the microbial communities at a 
body site continue to show the characteristic composition of the body site of origin. 
That is, there may be changes in the taxonomic composition (either presence/
absence or relative abundance of taxa), and it remains to be seen whether the changes 
still permit a reliable microbial signature for body tissue/fluid identification.

As progress is made in the investigation of this exciting new tool, we will need 
to dive deeper into the exploration of its validity and applicability in the forensic lab. 
It will be critical to establish a standardised laboratory protocol and bioinformatics 
workflow, selecting the specific software and algorithms to be applied. It would also 
be particularly interesting to explore the integration of microbial-based approaches 
with others, such as mRNA-based approaches, and the synergistic performance of 
these together.

12.7  �The Human Microbiome to Identify Individuals

Microbial communities show a degree of specificity to the individual that makes 
them potentially useful for the forensic identification of individuals. However, there 
are several questions that need to be addressed in depth before we can bring these 
tools into the forensic arena. First, how unique is the microbial composition of an 
individual, can we really identify an individual only by examining microbial signa-
tures? And how does individual identifiability differ across body sites? At what level 
of resolution, that is, at what taxonomic level, do we need to look at? Second, how 
stable are microbiomes within human body sites, or in other words, to what extent 
does the microbiome retain taxa useful for individual identification over time and 
space? Third, how stable is the microbial signature for individual identification 
when the microbial communities have been exposed outside the human body niche, 
and for how long?
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The inter-individual variation in microbial composition at a given body site was 
highlighted in several human microbiome studies [57, 72, 73]. This variation was 
explored further, from a forensic perspective, by Fierer et al. [74] for skin microbial 
communities. The researchers wanted to know whether it was possible to character-
ise the microbial communities from touched surfaces and whether this characterisa-
tion could be used to match a surface to an individual. They sequenced the 16S 
rRNA genes from swabs of keys of three keyboards, and the fingertips of their users. 
Their results showed that, based on taxonomic composition, the keys and the finger-
tips of the keyboard owner could be matched. The microbial signature was still 
present even when the swabs were stored at room temperature for 2 weeks before 
extraction. In a different study, Meadow et al. [75] looked at the microbial composi-
tion in indoor air, comparing the “bacterial clouds” when the rooms had been occu-
pied versus unoccupied, and comparing the clouds of different occupants. By 
sequencing regions of the 16S rRNA gene, the team showed that occupancy by an 
individual was reflected in the air, but not only that: the airborne microbial signature 
of the three subjects was statistically distinct, resulting in “personalised microbiome 
clouds”. To find out how personal the microbiome really is, that is, to what extent an 
individual can be uniquely identified through his/her microbiome among hundreds 
of individuals, Franzosa et  al. [76] used publically available 16S rRNA gene 
sequence data as well as whole meta-genome shotgun sequencing data from 242 
individuals and various body sites. They constructed different types of personalised 
meta-genomic codes, based on taxon-level data (OTUs and species) or gene-level 
data (marker genes and kb-windows). Then the researchers tested the performance 
of these codes. Their analyses demonstrated that gene-level metagenomic codes, but 
not taxon-level metagenomic codes, can be used to identify an individual among 
hundreds, as a result of the differential strains unique to each person.

The presence of these individually identifying features of the microbiome is 
critical, but before we can apply these features, we need to assess their reliability 
across time: is there a core set of microbes that is stable and detectable at different 
time points? Sequencing studies examining the 16S rRNA variable regions of bac-
teria from different human body sites and through periods ranging from 3 months to 
15  months indicate high temporal variation at the level of OTUs [58, 71]. 
Nonetheless, intra-individual variation remains smaller than inter-individual varia-
tion. Interestingly, the variation in microbial community richness and composition 
across time depends on the body site (for instance, gut communities were found to 
be more stable compared to those on the tongue) as well as on the individual [71]. 
In the investigation of Franzosa et al. [76], the researchers constructed personalised 
metagenomic codes from the microbial communities of body sites obtained at the 
first time point of sampling the site. The authors then investigated whether the taxa 
or strains from these codes were detectable in the same body site at the second sam-
pling time, a month or more later. Their results illustrated, in agreement with previ-
ous studies, that the stability of the metagenomic code features differed across body 
sites. Using gene-level codes that tapped into strain variation, the researchers found 
correct matching for 86% of individuals when using codes from gut samples, while 
at other body sites this number was much lower (ca. 30% correct matching). In a 
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recent study, Schmedes et al. [61] have explored a publicly available dataset com-
prising shotgun metagenomic sequencing reads from 17 skin sites of 12 subjects 
examined at three different time points [77]. The researchers identified bacterial 
markers common to each body site (across all individuals and time points) and 
focused on strain-level variation in order to develop a multiplex panel for forensic 
application. Their panel was shown to yield accurate matching (ranging from 92% 
to 100%) when tested on three body sites from eight individuals, thus holding prom-
ise for individual identification using skin samples. Furthermore, using this same 
panel, the researchers showed that they could identify the specific body site (foot, 
hand or manubrium) from which the skin microbiome originated (with up to 86% 
accuracy).

While several studies have addressed the stability of the microbiome, these have 
mainly focused on consistency when sampling from the individual. However, in 
forensic settings, it is important to also assess whether the microbial signature that 
can be used to identify an individual is reliable after it has been exposed to environ-
mental conditions, outside the human host, for a given length of time. Few studies 
have explored this issue to date. Wilkins et  al. [78] checked whether 16S rRNA 
gene-based microbial community composition data from household surfaces and air 
could be reliably matched to the skin of the occupants of the house, in the same 
season and different seasons. When the household and occupant samples were col-
lected in the same season, the authors could accurately match 67% of subjects and 
household samples. However, accuracy decreased sharply when either the surface 
samples or the occupant samples were collected with a delay of several seasons, the 
trend being for lower accuracy when surface samples were collected after occupant 
skin samples. In the key-board study conducted by Fierer et al. [74], the investiga-
tors also checked the effects of storage at room temperature for the swabs collected 
from the skin of two individuals. This exposure was conducted for 3 days and for 
14 days, before DNA extraction. Principal component analyses show that the owner 
and the keyboard samples continue to group even after such storage conditions. In 
both the Wilkins et al. [78] as well as the Fierer et al. [74] studies, microbial com-
munity data was based on 16S rRNA gene sequences. It would thus be interesting 
to explore how the microbial signature of samples changes over numerous time 
points when looking at strain-level variation obtained through shotgun sequencing 
and for larger sample sizes.

Microbial community composition can provide information not only on indi-
vidual identity but also on ethnicity, geographical location, environment, lifestyle 
traits such as diet, and disease among other characteristics, all of which affect 
microbial community composition [56, 79–83]. For example, the use of cosmetics 
or topical antibiotics on skin will impact the diversity and composition of the bacte-
ria on it [84].

Overall, microbiome studies exploring individual identifiability and phenotypic 
trait inferences show promising results, particularly when metagenomic data pro-
viding information on strain-level variation is used [61, 79, 85]. Further work needs 
to be done in settings where microbial DNA sequencing would be particularly valu-
able, that is, in settings when human DNA would be insufficient for traditional DNA 
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profiling methods: for example, in the keyboard surface studies, we would expect 
human DNA to be present too. Human DNA STR typing remains the gold standard 
for accurate identity testing, and matching probabilities as well as allelic frequen-
cies of populations have been extensively studied. Schmedes et al. [79] emphasised 
this point in their review, highlighting the uncertainties associated with methods 
used to type human DNA present in low copy numbers. Here, the possibility to 
obtain microbiome data if bacteria are present in higher quantities would open up an 
avenue to improve predictive values. However, few studies have explored such sce-
narios, or the statistical approaches that would need to be used when combining 
information from human DNA typing methods and microbial sequencing methods.

Finally, from a statistical perspective, and as with human body fluid/tissue iden-
tification, advances in predictive modelling and machine learning algorithms are 
anticipated to improve the prediction power of genomic tools, and further investiga-
tion in these areas will be of great interest and relevance to the forensic field.

12.8  �Metagenomics and the Forensic Analysis of Soils

Soil is a promising tool in forensic science due to its ubiquity and transferability 
[86]. Soil can be a proof of evidence in the investigation of a crime when it occurs 
outdoors or is collected from different items related to it, such as shoes, tires or 
clothing [86, 87]. Provenance analysis of a particular soil specimen and compari-
sons of different soils samples related to a crime are the two main aims pursued in 
order to link the crime scene with the perpetrator. Although its use nowadays is not 
equally extended among the different forensic institutions, some of them consider it 
an established resource in criminal investigations [88]. Physical particles and the 
analysis of the inorganic soil component, which includes elemental/chemical analy-
sis, mineralogy and other chemical methods applicable to both organic and inorgan-
ics components are frequently used as proofs of evidence in trials; additionally, 
investigation of biological traces such as botanical fragments, pollen or even dia-
toms could also be used [88]. The microbiological analysis of soils has also been 
used in particular cases as a complementary test in forensic investigations [89] and 
it is the subject of current research. Most of these studies have focused on the bacte-
rial characterisation to discriminate soil samples, but others have done some research 
on fungi [90]. Some approaches have tried to identify the bacteria isolated on cul-
tured soils specimens by Sanger sequencing of the 16S rRNA gene coupled with 
phylogenetic studies (Cordero JC, personal communication), but the main limita-
tion being the biases derived from the lack of identification of non-viable bacteria, 
these techniques have been withdrawn and, consequently, the need to turn to 
independent-culture molecular techniques is now accepted.

According to Sensabaugh [91], a microbial profiling method for soils: (i) has to 
demonstrate its robustness and repeatability; (ii) must be able to differentiate two 
locations; and (iii) needs the use of objective statistical procedures to assess simi-
larities and dissimilarities among specimens [91]. The following regions have been 
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proposed to characterise the soil bacterial microbiome: ribosomal intergenic spacer 
analysis (RISA), terminal restriction fragment length polymorphism (TRFLP) of 
the rpoB gene, and the 16S rRNA gene. The 16S rRNA gene has been analysed 
using phylogenetic micro-arrays, TRFLP, and Next Generation Sequencing  with 
Roche 454, Illumina MiSeq and Ion-Torrent PGM platforms. Habtom et al. [86] 
compared these methods to long-chain hydrocarbons (n-alkanes) and fatty alcohol 
profiling of the same soil samples. MiSeq, RISA and 16S TRFLP were the ones 
performing best, being able to discriminate between very similar soils [86]. The 
study designed by Jesmok et al. was aimed at determining the feasibility of distin-
guishing between bacterial profiles from differing habitat types, similar habitat 
types, and possible differences in sampling regarding time and space within the 
same habitat. They used different methods to measure dissimilarities: abundance 
charts, providing graphic quantification of which bacteria are present in a profile; 
two dissimilarity indices such Sørensen–Dice and Bray–Curtis, which were com-
plementary; and non-metric multidimensional scaling (NMDS), allowing clustering 
bacterial profiles from a given location and distinguishing other profiles from one 
cluster. Statistical analysis was applied to NMDS clusters, yielding an objective 
measure of similarity or difference of the soil profiles. They stated that the condi-
tions proposed for Sensabaugh et al. [91] regarding the adequacy of the method for 
forensic use were accomplished. As a conclusion of their work, they considered 
that, in order to achieve minimum forensic standards, more than one method of 
statistical analyses should be applied to the huge amount of data sets obtained in 
HTS experiments, coupling both objective and visual interpretation of the data 
[86, 87].

Fungal profiling by analysing the ITS I region by HTS can also be a useful strat-
egy for soils discrimination due to its high discriminatory power and reproducibility 
using traces quantities of material. Young et al. [90] showed Ascomycota to be a 
robust fungal marker and that a scarce amount of soil mass did not affect identifica-
tion, being able to obtain robust profiles with 150 mg soil [90]. In another study, this 
group also analysed eukaryotic microorganisms in soil by HTSg of the 18S rRNA 
in a mock crime scene scenario [92].

To facilitate further use of these strategies in the courtroom, standardisation of 
the HTS described techniques should encompass standardisation of other aspects of 
the procedure: (i) sampling methods, (ii) storage sampling conditions [92], and (iii) 
nucleic acid extraction methods. The analysis of soils in forensic science is still a 
challenge.

12.9  �Omics and the Forensic Analysis of Drowning

The forensic diagnosis of drowning is one of the most challenging tasks for forensic 
pathologists. It combines a histopathological analysis, the use of blood strontium as 
an indicator as well as diatoms detection in closed organs of the victims of drowning 
[93, 94]. However, these techniques have limitations, and sometimes discriminating 
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between a true drowning and submersion after death is not possible. Kakizaki and 
colleagues showed that detection of exogenous aquatic bacteria by 
454-pyrosequencing in closed organs of drowning victims was of help to support 
the diagnosis of drowning when other techniques proved to be insufficient [95]. A 
recent study performed on rats has shown that the detection of aquatic microorgan-
isms in the closed organs by HTS can be a marker for the diagnosis of death by 
drowning in combination with a higher expression level of pulmonary surfactant 
protein A in the lungs [96]. Three groups were included: drowning, post-mortem 
submersion, and control groups. The water, lungs, closed organs (kidney and liver), 
and cardiac blood in rats were assayed by HTS of the V3 and V4 regions of the 16S 
rRNA with a MiSeq platform. They also demonstrated that the microbiome of fresh-
water and seawater could be distinguished. Although scarce, these results are prom-
ising, and further assessing studies are needed.

12.10  �Future Perspectives

From the above results and cases, it seems clear that Omics offer many new analyti-
cal strategies for their application in forensic microbiology. However, most of them 
are still under research and/or development and, although some studies are encour-
aging, dissemination of the results yielded by current studies and accessibility of the 
HTS methods to more forensic laboratories are preliminary conditions for its future 
application in the forensic arena. The availability of high-quality databases and the 
use of objective statistical tools in order to produce accurate interpretations of the 
results are also key factors for their forensic usage. Standardisation and validation 
are common concepts in human forensic genetics and other forensic specialities. 
Indeed, forensic laboratories follow strict quality criteria in terms of acceptability, 
validation and accreditation of the techniques in use, as well as in workflow, facili-
ties design and chain of custody, all coupled with sampling guidelines for the analy-
ses to be performed. European judicial expert laboratories are required to follow 
ISO-17025 standards regarding the operation of testing and calibration laboratories, 
as well as SWGDAM validation guidelines and assumption of the Daubert principle 
of validation, peer-review and acceptance by the relevant scientific community prior 
application to forensic casework [97, 98].

The future application of Omics techniques in the routine practice of the forensic 
experts will have to be encompassed by in-ternational standardisation and educa-
tional efforts that take these requirements into account. Some international entities 
and scientific societies related to forensics and microbiology are already aware of 
these needs. The ESCMID study group of Forensic and Post-mortem Microbiology 
(ESGFOR) is promoting educational and research activities in this field. Similarly, 
the European Network of Forensic Sciences Institutes (ENFSI) by means of its 
Animal Plant and Soil Traces (APST) working group is contributing to the exchange 
of knowledge about the application of Omics in forensic microbiology. Both groups 
are also joining efforts to disseminate investigation and promote further 
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standardisation of methods. Forensic sciences will benefit from such initiatives, in 
order to incorporate the best-performing Omics techniques among the plethora of 
new methods into the casework of criminal cases.
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