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1 iTec - Chair for Individual and Technology,
RWTH Aachen University, 52078 Aachen, Germany

arvdp@humtec.rwth-aachen.de
2 Institute of Computer Science, University of Applied Sciences Ruhr West,

46236 Bottrop, Germany
carolin.strassmann@hs-ruhrwest.de

3 Social Psychology: Media and Communication, University of Duisburg-Essen,
47057 Duisburg, Germany

nicole.kraemer@uni-due.de

https://www.itec.rwth-aachen.de, https://informatik.hs-ruhrwest.de,

https://www.uni-due.de/sozialpsychologie/kraemer.shtml

Abstract. Based on the assumption that humans align linguistically to
their interlocutor, the present research investigates if linguistic alignment
towards an artificial tutor can enhance language skills and which factors
might drive this effect. A 2× 2 between-subjects design study examined
the effect of an artificial tutor’s embodiment (robot vs. virtual agent)
and behavior (meaningful nonverbal behavior vs. idle behavior) on lin-
guistic alignment, learning outcome and interaction perception. While
embodiment and nonverbal behavior affects the perception of the tutor
and the interaction with it, no effect on users’ linguistic alignment was
found nor an effect on users learning outcomes.

Keywords: Social robot · Virtual agent · Embodiment · Nonverbal
behavior

1 Introduction

When native speakers and non-native speakers meet, native-speakers often adapt
to non-natives in order to foster mutual understanding and successful commu-
nication, sometimes with the negative outcome of interfering with successful
second language acquisition (SLA) on a native-speaker level. As a matter of
course, native speakers do not mean to decrease learning progress, but rather
engage in an automatic behavior of adaptation to their interlocutor. Using artifi-
cial tutors could help to overcome this bias as they can be designed to not or only
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sightly adapt to human users thereby given a better example of correct speech.
Moreover, the phenomenon of computer talk, i.e. users more strongly align to
computers in order to ensure communicative success, could be exploited for SLA
using the exaggerated alignment tendencies of users confronted with computers.
Alignment is seen as core to language acquisition, thus, also to SLA [1] and
the tendency of non-natives to align to technology in a learning setting could
be exploited for SLA. Admittedly, system characteristics have to be taken into
account and their potential inhibiting or facilitating effects need to be explored.
Hence, the current work investigates if linguistic alignment towards an artificial
tutor can enhance language skills and which factors might drive this effect.

1.1 Linguistic Alignment HCI and Second Language Acquisition

Whilst in conversation, interaction partners align linguistically on different lev-
els, for instance, regarding accent or dialect [9], lexical choices and semantics
[6] as well as syntax [4]. Similar tendencies have been observed in interactions
with artificial interlocutors mirroring the effects of alignment with regard to
prosody, lexis, and syntax (for an overview cf. [5]). Comparative studies indi-
cate that people tend to show stronger alignment with computers presumably
to compensate the computers weaker communicative abilities, a phenomenon
known as computer talk [5]. However, “when social cues and presence as created
by a virtual human come into play, automatic social reactions appear to over-
ride initial beliefs in shaping lexical alignment” [3] resulting in slight decreases
of the computer talk phenomenon. A first study with native and non-native
speakers showed that both groups aligned lexically to a virtual tutor [17]. In a
precursor to the current study we explored whether alignment with an artificial
tutor in a SLA setting improves language skills and whether this is influenced
by the tutor’s embodiment (voice-only, virtual or physical embodiment) or type
of speech output (text-to-speech or prerecorded language, cf. [16]). Although
participants aligned to the artificial tutor in all conditions comparably to pre-
vious studies, the alignment was not correlated with post-test language skills.
Moreover, the variation of system characteristics had barely influence on the
evaluation of the system or participants’ alignment behavior, neither for embod-
iment nor for quality of speech output. The present study shall provide additional
evidence on whether this finding is persistent and whether the specific behavior
of the artificial tutor influences the results.

1.2 Effects of Differently Embodied Artificial Entities

Virtual agent or robot? This is an ongoing debate in the research community
developing and evaluating embodied conversational agents. Both embodiment
types provide unique interaction possibilities, but also come along with cer-
tain restrictions (for an overview cf. [10,14]. Indeed, studies comparing the two
embodiment types have led to inconsistent results. While a majority of study
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results supports the notion that robots are superior to virtual representations
(e.g. perceived social presence [7], entertainment and enjoyment [12], trustwor-
thiness [12], persuasiveness [13], and users’ task performance [2]), other results
suggest virtual representations are more beneficial especially in conversational
settings [13]. In fact, there seems to be an interaction effect of embodiment and
task [11] suggesting that robots might be better suited in (hands-on) task-related
scenarios, while virtual agents could be beneficial for purely conversational set-
tings. This is probably due to the perception of different bodily-related capa-
bilities of virtual agents and robots which might lead to different expectations
for the subsequent interaction and thus also different outcomes as suggested by
the EmCorp framework of Hoffmann et al. [10]. In this regard the displayed
nonverbal behavior plays an important role. For instance, it was suggested that
if an entity has the capability for nonverbal behavior, but does not use, for
instance, gestures in situations where they would be beneficial this leads to neg-
ative evaluations [10]. Only two studies have looked into the effect of different
embodiment types on participants’ linguistic behavior. Fischer [8] found that
verbosity and complexity of linguistic utterances did not differ between a virtual
agent or a robot, but participants used more interactional features of language
towards the robot such as directly addressing it by its name. The interplay of
embodiment and linguistic alignment has been investigated in our prior work
[16] where we found no differences in users’ evaluation of and alignment towards
the different version of the tutor. However, in this study we did not explicitly
address the nonverbal behavior of the artificial tutor and accordingly the per-
ception of bodily-related or communicative capabilities of the entities which will
be manipulated in the present work.

1.3 Research Questions and Hypotheses

In this work, the two central questions we examine are whether an artificial
tutor’s embodiment (virtual agent vs. robot) influences participants’ evalua-
tion of the tutor, their lexical and syntactical alignment during interaction and
their learning effect after the interaction (RQ1) and whether displayed nonver-
bal behavior will affect users’ alignment (RQ2). Since previous work showed that
robots can elicit more positive evaluations than virtual agents [10,14], we addi-
tionally propose that the robot will be rated more positively than the virtual
agent (H1). Based on the EmCorp Framework by Hoffmann et al. [10], eval-
uations regarding the perceived bodily-related and communicative capabilities
should differ (H2). Moreover, we investigate the effect of expressive nonverbal
behavior on evaluation assuming that gestures lead to more positive evaluations
(H3).

2 Method

2.1 Experimental Design and Independent Variables

In order to address our research questions we used a 2× 2 between-subjects
design with embodiment and nonverbal behavior as independent variables.
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Regarding the embodiment, participants either interacted with the physically
embodied Nao robot or with a virtual version of the Nao robot (cf. Fig. 1).
Secondly, we varied whether the artificial tutor exhibited meaningful nonverbal
behavior (usage of deictic, iconic, and beat gestures and socio-emotional ges-
tures) or only displayed idle behavior (very subtle changes in head position to
show the robot is somewhat “alive”).

Fig. 1. Participant playing the guessing game with the virtual Nao

2.2 Participants and Procedure

Eighty-five volunteers (33 female, 52 male) aged between 18 and 40 years (M
= 24.81, SD = 3.84) participated in this study. Participants stem from more
than 35 different countries, speak more than 24 different native languages and
exposed different levels of German language skills (minimum of an intermedi-
ate level). Participants were recruited on campus or in German classes in the
local adult education center. The study was approved by the local ethics com-
mittee. The procedure, game materials and coding procedures for verbal behav-
iors are identical to those used in our prior work [16]. Upon arrival to the first
study session participants read and signed informed consent. They completed
two language tests: a test on grammar and reading and listening comprehension
and a so called C-Test (www.c-test.de), a cloze test which addresses language
skills with regard to different dimensions. Finally, they were invited for a sec-
ond appointment. Based on their test results, their country of origin and first
language, respectively, participants were distributed equally across conditions
where possible for the second session. On the second appointment participants
were instructed about the different tasks to be solved with the artificial tutor.

www.c-test.de
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Each task was again explained by the tutor during the interaction (cf. Fig. 1).
Participants were also given a folder with detailed instructions in case they did
not understand the tutor. Participants completed five tasks: 1) introducing them-
selves, 2) describing a picture in detail, 3) playing a guessing game, 4) playing
a search game, and 5) again describing a picture. The order of tasks was always
the same for all participants. The first two tasks were used to make partici-
pants comfortable at speaking loudly to the system. The two structured games
(guessing game and search game) were used to analyze alignment processes. In
order to create a more believable training environment for the participants, we
repeated the task of describing a picture to give participants another possibility
to speak quite freely at the end of the learning session. After the interaction,
participants completed a second C-Test as a measure of learning outcome and
a questionnaire asking for their experiences and assessment of the interaction.
Finally, they were debriefed, reimbursed (e10) and thanked for participation.

2.3 Dependent Variables: Self Report

For all items in all scales participants gave ratings on a 5-point Likert scale
ranging from “I do not agree” to “I agree”.

Person Perception. As for the person perception of the robot, we measured
Likability with a scale of eight ad-hoc generated items (e.g., The robot is
friendly, likable, pleasant, warm ) which showed good internal consistency, Cron-
bach’s α = .824. The robots perceived Competence was measured with eight
ad-hoc generated items (e.g., The robot is intelligent, competent ; Cronbach’s α
= .751). Lastly, we measured perceived Autonomy of the robot with five ad-hoc
generated items. One item (The robot is not autonomous) seemed to have caused
rating artefacts because of the negation and thus was deleted from the scale to
increase internal consistency. The remaining four items in the scale showed good
internal consistency (The robot is self-dependent, free, self-determined, respon-
sible for its actions; Cronbach’s α = .810).

Bodily-Related Capabilities. In order to measure whether the physical or
virtual embodiment of the artificial tutor results in different perceptions of their
bodily-related capabilities we used 17 ad-hoc generated items that covered three
factors: Presence , Mobility and Tactile Interaction and (Shared) Per-
ception . This ad-hoc generated scale was actually a precursor of the EmCorp
Scale [10]. Perceived presence of the robot was assessed using three items and
showed sufficient internal reliability (The robot was in the same room with me;
The robot was very present; The robot was not really present; Cronbach’s α =
.716). We used four items to measure perceptions of Mobility and Tactile Inter-
action which also showed good internal consistency (The robot is able to move
around in the room; The robot is able to walk towards me; The robot would have
been able to touch me at any time; The robot is able to touch and move objects;
Cronbach’s α = .790). Lastly, we assessed users’ evaluation of what and how well
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the robot perceives and reacts towards the users using seven items which showed
very good internal consistency (e.g., The robot was able to perceive my behavior;
The robot was not able to understand my behavior; The robot reacted appro-
priately to my behavior; The robot did not perceive my behavior ; Cronbach’s
α = .840).

Communicative Capabilities. We assessed the robots perceived Verbal
Capabilities with five ad-hoc generated items asking how well the robot under-
stood and produced verbal contributions in the conversation (e.g., The robot
understood me well; The robot did not hear me; The robot did not understand
me ; Cronbach’s α = .840, cf. [15]). Moreover, we measured the robot’s capabili-
ties to understand and produce nonverbal behavior. Nonverbal Understand-
ing was measured using six items (e.g., The robot noticed my gestures; The
robot noticed my facial expressions; The robot was able to interpret my facial
expressions and gestures correctly ; Cronbach’s α = .802), and Nonverbal Pro-
duction was measured using three items (The robot’s gestures were expressive;
The robot’s gestures were unambiguous and clear to me; I understood the robot’s
gestures; Cronbach’s α = .849).

2.4 Dependent Variables: Linguistic Alignment

Participants played two structured games (guessing game and search game) in
which the tutor and the participant took turns in constructing sentences. The
verbal utterances of these games were analyzed regarding users’ linguistic align-
ment with the artificial tutor. We used the exact same coding procedures as in
our previous work (cf. [16]). Participants’ utterances during the interaction with
the robot were transcribed into plain text and coded along a predefined coding-
scheme. All transcripts were coded by two individual coders and the inter-coder-
reliability demonstrated a satisfying accordance between both coders (Guessing
Game Cohen’s Kappa = .948; Search Game Cohen’s Kappa = .861).

Fig. 2. Left: Examples for interaction cards in the guessing game; Right: Example card
for the search game
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Guessing Game. The first structured game was a dialog based game (based on
[4,16]) in which participants took turns with the tutor in guessing two persons
and their interaction on so-called interaction cards (cf. Fig. 2) by asking only
yes-or-no questions (e.g. “Is the person on the left side female?”; “Is the person
on the right side old?”, “Is the interaction between the two friendly?”). There
were two rounds of guessing in which the system first guessed the participant’s
card and then the participant guessed the system’s card. The system’s utterances
between the two rounds varied in lexical choices when describing the features of
the displayed characters (age (old vs. advanced in years), gender (male/female
vs. a man/ a woman), facial hair (mustache vs. beard)). Moreover, the system
used different verbs (has vs. wears), adjectives (friendly vs. kind) and syntactical
constructions (person on the left side vs. the left person; active vs. passive).
In total, we introduced seven variations. Participants’ verbal utterances were
analyzed with regard to their lexical choices. A ratio was built for alignment for
each of the seven aspects.

Search Game. In the second structured game participants and the tutor took
turns in describing picture cards to one another by forming sentences based on
the two characters (e.g. policeman and cowboy), the verb (e.g. to give), and
the object (e.g. balloon, cf. Fig. 2) displayed on the card (cf. [4,16]. Participants
had two sets of cards (reading cards and search cards). The task was to take
a card from the first card set (reading cards) and to form a sentence based on
the characters, verb and object displayed on the card (e.g., The balloon was
given to the policemen by the cowboy). The interaction partner’s task was to
search in their set of “search cards” for this exact card. The system began the
interaction and built a sentence. The participant had to find the card and put it
away and in turn had to take a card from the “reading” set and form a sentence
so that the tutor can find the card in its (imagined) search card pool and put
it away. In total, the system read out 15 cards, thereby formed 15 sentences in
three “blocks”. The first block i.e. the first five sentences were formed as passive
voice, the second five sentences as prepositional phrase and the last as accusative.
Three ratios were built for syntactical alignment within the three blocks.

2.5 Dependent Variables: Learning Outcome

Participant’s German language skills before and after the interaction were
assessed with a so called C-Test (www.c-test.de), a cloze test which addresses
language skills with regard to different dimensions. Scores were compared to
test for learning gain after interaction. The C-Test has been used previously for
assessing (improvement in) language skills. It usually comprises five short pieces
of self-contained text (ca. 80 words each) in which single words are “damaged”. In
order to reconstruct the sentences, participants have to activate their language
fluency. Text pieces were taken from reading exams on an academic language
level. Tests are analyzed by true-false answers. Participants could reach up to
100 points.

www.c-test.de
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3 Results

3.1 Evaluation of the Artificial Tutor

Person Perception. With two-factorial ANOVAs we tested the effect of the
tutor’s embodiment and non-verbal behavior on users’ evaluations of the tutor’s
Likability, Competence, and Autonomy (for descriptive data cf. Table 1). No
main or interaction effects emerged for the three person perception scales.

Table 1. Means and standard deviations of the ratings of bodily-related capabilities
and person perception of the tutor

Bodily-related Capabilities Person Perception

Perception Mobility Presence Competence Autonomy Likability

M (SD) M (SD) M (SD) M (SD) M (SD) M (SD)

Virtual

Idle 2.83 (.99) 1.22 (.39) 3.76 (1.19) 3.21 (.62) 2.21 (.95) 3.08 (.77)

nv 2.73 (.77) 1.64 (.69) 3.53 (.99) 3.52 (.74) 2.43 (.99) 3.26 (.89)

Robot

Idle 3.02 (.84) 1.59 (.90) 4.19 (.77) 3.45 (75) 2.17 (1.1) 3.13 (.94)

nv 3.07 (.97) 2.05 (.95) 4.16 (.86) 3.25 (.75) 2.22 (.98) 3.13 (.72)

Total 2.92 (.89) 1.63 (.81) 3.91 (.99) 3.36 (.72) 2.20 (1.0) 3.15 (.82)

Bodily-Related Capabilities. With two-factorial ANOVAs we tested the
effect of the tutor’s embodiment and non-verbal behavior on users’ evaluations
of bodily-related capabilities: (Shared) Perception, Mobility, and Presence (for
descriptive data cf. Table 1).

The ANOVA on the dependent variable (Shared) Perception yielded no sig-
nificant main effects and also no interaction effect for embodiment and non-
verbal behavior. The results of the second ANOVA demonstrated significant
main effects of embodiment (F (1,81) = 5.45, p = .022, η2

p = .06) and nonverbal
behavior (F (1,81) = 6.86, p = .011, η2

p = .08) on the perceived Mobility of the
tutor. Participants evaluated an embodied robot with higher mobility than a
virtual agent. Moreover, a tutor using nonverbal behavior elicited a higher per-
ception of mobility than a tutor that merely showed idle behavior. No interaction
effect of embodiment and nonverbal behavior occurred for perceived mobility.
For the dependent variable Presence there was a significant difference between
the embodied robot and the virtual agent (F (1,81) = 6.30, p = .014, η2

p = .07),
while no main effect emerged for the robot’s behavior, and again, no interaction
effect of embodiment and nonverbal behavior was present. Hence, participants
who interacted with an embodied robot indicated higher presence of their inter-
locutor compared to those interacting with the virtual agent.
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Communicative Capabilities. To investigate the effect of the experimental
conditions on the perception of the tutor’s communicative capabilities, three
two-factorial ANOVAs were calculated (for descriptive data cf. Table 2). For the
dependent variable Verbal understanding a significant main effect emerged for
the tutor’s embodiment (F (1,81) = 4.89, p = .030, η2

p = .06). Participants indi-
cated a stronger perception of verbal understanding for virtual agents than for
robots. No main effect for the tutor’s nonverbal behavior occurred, nor did an
interaction effect. There were also no main or interaction effects for the depen-
dent variable Nonverbal Understanding. However, a main effect emerged for Non-
verbal Production. The tutor displaying meaningful nonverbal behavior was rated
higher with regard to Nonverbal Production than a tutor using idle behavior
(F (1,81) = 8.30, p = .005, η2

p = .09). The ANOVA revealed no significant effect
of embodiment nor was an interaction effect found.

Table 2. Means and standard deviations of the ratings of communicative capabilities

Communicative Abilities

Verbal understanding Nonverbal understanding Nonverbal production

M (SD) M (SD) M (SD)

Virtual idel 4.43 (.52) 2.07 (.79) 2.49 (1.24)

Virtual nv 4.31 (.64) 2.29 (.88) 3.24 (1.20)

Robot idel 4.17 (.60) 2.49 (.76) 2.81 (1.23)

Robot nv 3.93 (.87) 2.50 (.1.0) 3.56 (1.11)

Total 3.01 (.69) 2.34 (.88) 3.03 (1.24)

3.2 Linguistic Alignment and Learning Outcome

Guessing Game. With the guessing game we examined participants’ syntac-
tical and lexical alignment during the interaction. As described above, ratios
were calculated for alignment (usage of the same lexical/syntactical choice (e.g.
lexical choice mustache)/occurrence of the concept (e.g. number of expressions
referring to a beard)). To examine whether embodiment or nonverbal behav-
ior affects participants’ linguistic alignment, we conducted ANOVAs with both
factors as independent variables and the seven ratios for linguistic alignment as
dependent variables. There were no significant differences between the groups
nor did we find significant interaction effects.

Search Game. The search game focused on the syntactical alignment. Regard-
ing all 15 sentences, participants most often used accusative, followed by prepo-
sitional phrases and passive voice. In order to examine whether embodiment or
nonverbal behavior of the artificial tutor affects participants’ syntactical align-
ment, we conducted ANOVAs with both factors as independent variables and
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the alignment ratios. There were no significant differences between groups nor
did we find significant interaction effects.

Learning Outcome. To explore whether the interaction has a positive effect
on participants’ language skills we analyzed the results of the C-Tests prior and
after the interaction. Thus, we conducted split-plot ANOVAs with the group fac-
tors embodiment and nonverbal behavior and repeated measures for the C-Test
scores. The scores did not differ between the two measuring points. Moreover,
the experimental conditions showed no effect.

4 Discussion

With this work we contribute another puzzle piece to the ongoing debate of
whether virtual agents or robots provide more benefits to the user. Previous work
predominantly found that robots were superior over virtual agents (cf. [10,14] for
an overview). Still there is a lack of research on behavioral effects, particularly,
with regard to linguistic behavior. This work presents an empirical study that
investigates the effect of an artificial tutor’s embodiment and nonverbal behavior
on the tutor’s perception, users’ linguistic alignment and their learning outcome.

Our first central question to this study was whether an artificial tutor’s
embodiment (virtual agent vs. robot) influences participants’ evaluation of the
tutor, their lexical and syntactical alignment during interaction and their learn-
ing effect after the interaction (RQ1). Based on prior work, we hypothesized
that the robot will be rated more positively than the virtual agent (H1). We
did not find support for our hypothesis, since users’ evaluations of the two sys-
tems did not differ with regard to perceived likability, autonomy or competence.
However, we did find support for our assumption that evaluations regarding the
perceived bodily-related and communicative capabilities of the tutor varies with
embodiment (H2). Our results suggest that while a robot is perceived as being
more present and having greater ability for mobility and tactile interaction than
a virtual agent, the virtual agent was attributed higher communicative abili-
ties with regard to verbal understanding. This is in line with the suggestions
raised in the Embodiment and Corporeality Framework by Hoffmann et al. [10].
The Framework proposes that the core ability that is directly related to the
physical embodiment of robots is Corporeality, i.e., the realism and material
existence of the entity in the real world. Hence, the physical embodiment of the
robotic artificial tutor should lead to higher ratings in corporeality and physical
presence which is supported by the findings of the current study. The frame-
work also proposes that evaluations of perceived bodily-related capabilities are
additionally influenced by moderating variables such as the interaction scenario.
Although communicative abilities such as verbal understanding, are not part of
the EmCorp Framework, a similar proposal can be stated to explain the find-
ing that the virtual agent is perceived as more verbally capable. The majority
of the interaction with the participants was conversational, not involving the
manipulation of objects. Although participants were using game material, the
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task itself was not of physical nature like, for instance, in the Tower of Hanoi
task in which objects have to be moved as the main task, but it was to pro-
duce sentences. Prior work has demonstrated that virtual agents seem to be
preferred over physically embodied robots for purely conversational tasks (cf.
[11]). Our finding that the virtual agent was attributed higher communicative
abilities with regard to verbal understanding supports this assumption. With
regard to participants’ linguistic behavior and alignment tendencies, we found
that the tutor’s embodiment showed no effect. Users align toward virtual agents
and robots in the same way. Moreover, both forms of embodiment elicited simi-
lar learning outcomes. This is against a body of research that predicts benefits
of robots over virtual agents. At the same time, these results are in line with
prior work that investigated the effect of embodiment on linguistic alignment
in the setting of second language-acquisition [16] confirming this previous result
that embodiment has no influence on users alignment and learning outcomes. In
consequence, linguistic tutors do not need to be embodied as robots, which can
save resources and make artificial tutors more accessible.

The second central research question was concerned with the effect of the arti-
ficial tutor’s nonverbal behavior on users’ linguistic behavior (RQ2). Again, no
differences in participants’ linguistic alignment and learning outcome was found
indicating the tutor’s nonverbal behavior did not influence how people align
towards the tutor. Further, we assumed that the display of meaningful nonver-
bal behavior (in contrast to subtle idle behavior) leads to more positive evalua-
tions (H3). Likewise to the non-existent effect of embodiment no positive effects
were found for evaluations regarding likability, autonomy and competence. How-
ever, the nonverbal behavior of the tutor affected the perceived bodily-related
and communicative capabilities. Those tutors using nonverbal behavior elicited a
stronger perception of mobility and tactile interaction and a stronger production
of nonverbal behavior. These effects are again in line with the EmCorp Frame-
work [10] which suggests that the display or the absence of nonverbal behavior
serves as a mediator for perceived capabilities, especially for agents who are tech-
nically able to show, for instance, gestures and in interaction settings in which
the usage of gestures is helpful (e.g. pointing to game material).

The current study as well as our prior work [16] indicate on the one hand that
the idea of exploiting human’s tendencies of computer talk for SLA is not an
effective measure, although participants in both studies showed great interest in
using the robot or virtual agent for language training. On the other hand, both
studies provided valuable insides into the effects of design decisions for artificial
tutors such as embodiment and expressive nonverbal behavior.
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A. (eds.) HRI’18, 5–8 March 2018, Chicago, IL, USA, pp. 370–378. ACM, New
York, NY, USA (2018). https://doi.org/10.1145/3171221.3171242
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