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Abstract. With the deep integration of information technology and education,
Massive Open Online Courses (MOOCs) become popular and receive high atten-
tion. Although MOOC:s are popular among people, it faces a great challenge—the
high dropout rate, which affects its development. Predicting the dropout rate in
advance can take relevant measures to avoid as many dropouts as possible. Tradi-
tional machine learning classification prediction and single sequence label predic-
tion methods are difficult to accurately predict complex user behaviors. To solve
the problem, in this paper, we perform a deep analysis of user learning behavior
to find that user activity shows a periodic distribution based on the time of course
release. In addition, user gender and course category also affect users’ behaviors.
To this end, we propose a deep model based on recurrent network which com-
bines the influence factors of cyclical historical behavior on the basis of a single
sequence of events. Meanwhile, we combine behavior periodicity with attention
mechanism to select effective historical behavior impact factors. Then we embed
the attributes of user and course to predict the dropout rate. Finally, experiments
on different data sets show that our approach performs better than the state-of-the
art methods.
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1 Introduction

With the deep integration of information technology and education, large scale online
education is developing rapidly under the support of artificial intelligence and big data
technology. The concept of Massive Open Online Courses (MOOCs) [1, 2] first appeared
in 2008, and the learning revolution represented by it is strongly impacting the ecology of
traditional education. In 2012, three educational platforms, Coursera, Udacity and edX
emerged, causing a MOOC wave around the world and severely impacting traditional
education model. As a result, the MOOCs wave broke out in China in 2013, and top
domestic universities cooperated with edX and Coursera to create a domestic online
education platform-XuetangX. MOOCs, led by XuetangX, is also rapidly developing
[3]. In recent years, MOOC learning has become more and more popular. Due to its
strong advantages, it has broken the time and space limitations of traditional education
mechanisms and an electronic device connected to the Internet can complete the course.
According to Class Central’s annual report!, by the end of 2019, more than 900 colleges

1 https://www.classcentral.com/report/moocs-stats-and-trends-2019/.
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and universities had opened 135,000 MOOC courses, excluding China. The trend of
courses offered on the MOOC platform from 2012 to 2019 is shown in Fig. 1, and this
number is still growing rapidly. In recent months, during special virus outbreaks, online
education has provided great convenience to the majority of students. The epidemic has
brought MOOC to a new climax, MOOC quickly occupied the education market with
unstoppable momentum again and led the education revolution.
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Fig. 1. The trend of the number of courses on MOOC platform from 2012 to 2019

However, with the rapid development of online education, some shortcomings have
gradually emerged. The main problem is the occurrence of dropouts. Very few people
can actually complete a course to obtain a certificate [4, 5], compared with the compul-
sory learning mechanism in traditional education, it is the openness of online education
and the lack of supervision mechanism which leads to the loss of users. The reasons
for users dropping out may be inappropriate learning resources, mismatched learning
abilities, incorrect learning methods, or lack of communication between users, resulting
in insufficient learning motivation and driving force, etc. [6]. In fact, the domestic aver-
age online school dropout rate has now reached 95.5% [3]. Facing the severe challenge,
a large number of researchers have studied the learning behavior patterns and prefer-
ences of learners from multiple different perspectives and the relationship with the final
learning effect [7-9]. User loss is a major challenge for MOOCsSs, we need to be able
to predict the possibility of user dropouts in advance, then analyze the causes and take
corresponding measures.

Through the deep analysis of the actual datasets, we find that most courses are
published with a fixed time interval and users have a high degree of activity before or
after the new course release time, and user learning behavior may be periodic. So this
paper proposes a periodic attention mechanism to predict dropout rates. The dropout
rate prediction is actually a sequence labeling problem [10] or a time series prediction
problem. Most of the existing sequence events are predicted by using Recurrent Neural
Network (RNN) or Long Short Term Memory networks (LSTM) as the model. LSTM can
also be used for text context sentiment analysis [11]. The method proposed in this paper is
based on the prediction of the sequence of events combined with the attention mechanism



490 F. Wu et al.

of the association period, taking the impact of historical behavior into consideration, and
combining the two aspects to predict the probability can ensure accuracy.
The main contributions of this paper can be summarized as follows:

— Perform in-depth analysis on user behavior data to find demographic and behavior
characteristics that have a greater impact on user behavior. At the same time, we
propose a period detection algorithm to find the best user behavior period from the
distribution period and structure period, and performing locating the specific target
for the attention mechanism selector.

— We propose a deep learning architecture based on recurrent neural network. Take
historical behavior as a predictor through the attention mechanism associated with the
cycle. Combining sequential and historical behavior to improve model performance.

— Extended experiments are performed on two datasets, at the end of the model predic-
tion, the user and course information are added to make predictions with the support
of the dataset. The experimental results prove that our proposed model performs better
than several current methods.

The remainder of this paper is organized as follows. In Sect. 2, we systematically
review the related works in dropout prediction in MOOCs. After that we take a deep
analysis about users’ learning activities. Further, we introduce our predicting model in
details. Section 5 we apply our model on real datasets and give the descriptions about
the experiments. Finally, we conclude our paper.

2 Related Work

In this part, we make a brief summary of the research on the dropout rate prediction in
the MOOC:s field in the past ten years.

Many researchers study the relationship between learner learning behavior and learn-
ing effectiveness from different perspective, they use different mathematical models to
predict learners’ short-term learning behavior and long-term learning effectiveness. In
Anderson et al. [12], learners were divided into five categories based on their learning
behavior preferences, and learning effects were analyzed based on different learning
models. In Kloft et al. [13], a simple linear SVM is used to predict the dropout rate. Tay-
lor et al. [14] applies logistic regression to learn behavior characteristics and predicts
student dropouts based on the students’ last learning activities in the course. Ramesh
et al. [15] used the discussions in the MOOCSs forum and the completion of learners’
homework to construct a predictive model to study learner dropout behaviors. Balakr-
ishnan et al. [16] proposes a dropout prediction model based on Hidden Markov Model
combined with support vector machines. Unlike other studies, Chanchary et al. [17]
uses K-means for quantitative analysis and automatically discover inactive students by
clustering students in a MOOCs environment. W Xing et al. [18] takes a combination
of Bayesian Network and Decision Tree to make predictions. In addition to traditional
machine learning, deep learning is also used to predict dropout rates. Fei et al. [19]
believes that the prediction of dropout rates is a time series prediction problem, and
proposes a temporal model which can complete predictions separately under the dif-
ferent definition of dropouts, they predict by using traditional RNN model with LSTM
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cell. Wang et al. [20] completes the prediction through a deep neural network, which
is a combination of a Convolutional Neural Network and a Recurrent Neural Network.
This model can automatically extract features from the original data. Scott et al. [21]
adopt Natural Language Processing and other methods to analyze learners’ questions
and answers on the forum to predict learner completion. By combining learners’ statis-
tical information, forum behavior data and learning behaviors, a hidden dynamic factor
model is proposed to predict the learning effects of learners by Qiu et al. [22].

At present, for the problem of user dropout rates on MOOCs platform, some tradi-
tional machine learning methods are used. Although the operation is simple and widely
used, the internal associations of user behavior are not considered. Others use deep
learning methods based on recurrent neural networks. Although they have considered
the problem as a time series problem but the prediction effect will be limited if the
time span is too long. Our proposed method not only introduces the influence of current
sequence events, but also combines the influence of historical behavior associated with
the potential period of user behavior which can improve the accuracy of prediction to
some extent.

3 Datasets and Analysis

3.1 Datasets

The datasets we analyze and use in the laboratory are derived from XuetangX? and
KDDCUP2015°.

XuetangX is a Chinese MOOC platform developed by Tsinghua University. It was
officially launched on October 10, 2013 and provides online courses to the world. As
of now, there are 1800+ courses with a wide range of subject categories. This dataset
contains 1,213 courses and 378,273 users. Some courses have a fixed scheduling cycle,
and some courses do not have. The second dataset is from the KDDCUP competition
in 2015. The KDDCUP is an annual data mining and knowledge discovery competition
organized by the ACM knowledge discovery and data mining special interest group.
This dataset provides a record of user behaviors within half a year of 39 online courses.

The specific categories of user behavior in the two datasets are: watching videos,
doing homework, forum discussions, browsing course pages (navigate), accessing
objects (access), and so on. Table 1 is the relevant statistics for these two datasets.

Table 1. Statistics of the datasets

Dataset Courses | Users | Records
KDDCUP | 1213 378273 | 115078786
XuetangX 39 112448 | 21552534

2 http://moocdata.cn/data/user-activity.
3 http://kddeup2015.com/.
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3.2 Analysis

Although each data set contains multiple courses and log records, we actually use some
courses and log records for data analysis and experiments.

Figure 2 statistics the user behavior activity in the course. It is calculated from the
three types of users: all users in the course, users who did not drop out, and users who
dropped out. We can see that when new content is released in a course, it is obvious that
user activity is greatly improved. The user’s activity changes periodically based on the
course release, and the probability of dropping out of a user group with more regular
course learning is far less than that of irregular user group.
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From Fig. 3, the record for Course 1 is from June 12 to July 11, and Course 2 is
from January 17 to February 15. We know that compared with Course 1, the release
of Course 2 is before and after the winter vacation, and the user activity in Course 2 is
significantly lower than that of other courses. It can be seen that the number of user visits
during the holidays is sharply lower than usual. During holidays, users rarely participate
in learning, so if the course includes holidays, the course publisher need to adjust the
course release time reasonably.

It can be seen in Fig. 4 that the dropout rate can be very different in different courses.
The phenomenon of withdrawal from courses that requires a certain academic foundation
is more obvious. It may be due to the mismatch of abilities and course difficulty or lack
of interest. At the same time, due to the different genders in the same type of courses,
there is a certain discrepancy in dropout ratios between the male and female. It can be
seen in the figure that female users prefer humanities and humanities, while male users
prefer social science.

©c o
o N

0.5

M Science

m Non-Science

Dropout rate
O O O o
= N w ESY

o

Male Female

Fig. 4. Course category and user sex

4 Methodology

4.1 Formulation

Definition 1 (Behavioral Sequence). A sequence X, = (x1,Xx2,...,%,...,X,) 18
defined as a series of activities that a user u has taken from the first day to the last
day.

Definition 2 (Behavior). For each user u we define a m-dimensional vector of an activ-
ities sequence x; = (X1, X2, - . -, Xy, - - . » Xy;y) Which represents the user behavior series
of the rth day, with x; € [0, 1]. If is 0, which means the corresponding activity is not
taken by the user in the ¢th day. On the contrary, is taken by the user.
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Definition 3 (Other attributes). Continuously process discrete features such as gender,
course information such as course categories, and other information in the dataset except
user behavior Z = (z1, 22, ..., 21)-

Our goal is to predict whether the user will drop out in the next period based on the
existing behavior. If there is effective behavior, it will be recorded as not dropped out,
which is represented by 0, otherwise, 1 represents dropped out.

4.2 Deep Model

Figure 5 shows the model proposed in this paper. The framework mainly includes the fol-
lowing parts: input module, encoding module, period detection and attention mechanism
selection module, and prediction module.

| Output Layer |

f

| Attributes Embed |——| Fully Connected Layer |

LSTM ... LSTM LSTM ——lLST\/I |—> -‘| LST\/II

SR

| Selectox c=q(hy,hy, e+ hy X)X - X,) |<—

"1 T"‘ TI

Potential period Bi-LSTM

Period detection
algorithm | X=(xix X3 XK l—

Fig. 5. Model structure

Input Module: The input module preprocesses the given user behavior data, and then
selects m behavior categories that have a large impact on the dropout rate based on the
hypothesis test method. Finally, the user behavior is converted into the one-hot vector
as the feature vector, combining the feature vectors of each day we get the matrix
Xy = (X1, X2, .oy Xty ooy Xpp)-

Encoding Module: Asshown inFig. 6, we encode each vector in the matrix in turn. The
behavior is coded by using the Bi-LSTM method. There are two purposes of encoding: (1)
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the Bi-LSTM method can retain the behavior characteristics before and after the cycle,
and reduce the errors caused by the learner’s behavior fluctuations. When introducing
the influence of historical behavior, the relevant factors are selected through the cycle.
Since the detected learner behavior cycle is within a certain confidence interval which
means that the behavior before and after the cycle may have a certain deviation. (2) The
context information captured by encoding provides a weight reference for the attention
mechanism selector. When the attention mechanism selector selects historical behaviors,
the weight corresponding to each behavior is obtained by calculating the similarity
between the current hidden state and the result obtained by encoding. In this way, it
is helpful for the attention mechanism to select more relevant behavior vectors in later
prediction.

i Output layer Y={p1025eeYjpeesV}

I T

i Decoding layer
: Bi-LSTM

Hidden state

!

Bi-LSTM

%

i

Encoding layer

g Input layer X={X1X2 0005 Xieens Xy}

Fig. 6. Structure of encoding module

The input raw data X = (x1, x2, ..., Xy, - . ., Xp) is used as the input of the Bi-LSTM
layer, and the hidden state H = (hy, ha, ..., hy, ..., hy), then passed into the decoding
layer, the decoding layer is also a two-way LSTM, the hidden state is restored to the
same or similar result of the original input, and the loss function is the mean square
error:

min Y (b —yll)° (1)
i=1

Bi-LSTM is composed of forward LSTM and backward LSTM, and the basic model
LSTM is an improvement on the traditional RNN, it is a special RNN network in order to
solve the problem of long dependence. Each unit of LSTM contains a unit state and three
controlled gates to update the unit state. The specific calculation formulas are shown
below:

ir = o(Wihi—1 + Uix; + b;) )
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fi = o(Wrhi—1 + Usx; + by) 3)
Oy = c7("‘/'01’11—1 + Upx; + bo) (4)
Cr = tanh(Woahi—1 + Uax; + by) (5)

Afterwards, the cell output state can be calculated by:

C=Ci th +i © Zwz (6)

hl‘ = O¢ * tanh(C;) (7)

The input is x; at the time t, the cell input state is C,, the cell output state is C; and
its former state is C;_1, the hidden layer output is /, and its former output is s,_1, a
LSTM cell has three gates, which are input gate, forget gate and output gate and the
corresponding states are iy, f; and o;. W, U, b are weight matrices corresponding to
hidden layer, input layer and bias vectors, they all can gotten by training. In addition, o
is a activation function and tanh represents the hyperbolic tangent function.

Time Series Period Detection and Attention Mechanism Selector. According to the
analysis of user behavior in the article, when new content is released in a course, the
activity is significantly increased in the course learning, and the user activity shows
periodic changes based on the course release, so the work in this section is to find
user behavior cycles in a series of sequential events and select candidate elements for
attention.

We use cross entropy for period detection. Cross entropy is used to measure the dif-
ference between two probability distributions. We use d1, da, . . ., d,, to indicate whether
auser has a valid record of visiting the course every day. If so, d is recorded as 1 and vice
versa as 0. Therefore, for each user, a binary sequence string S = [d;, d2, d3, ..., dy]
of length n is obtained, and the purpose is to analyze the sequence S to find its poten-
tial period a. Period detection is to find a suitable division from a series of 0,1, so
that the elements in S are divided into k segments according to the equal length, so
S ={P,P>,...,P}, Pi = [dai(l'_l)_H, da.(i—1)42, - - - d(a.,')]. We need to find a suit-
able value of a such that the number of occurrences of 1 in each interval after division is
the same, and the relative position of 1 in each division interval is the same. Assume that
the uniform distribution is R = {%, %, R %}, and the distribution obtained according
to a certain period is P. Calculate the KL (Kullback-Leibler Divergence) between two
distributions by the following cross entropy. Among them, P (i) refers to the ratio of the
number of occurrences of ‘1’ to the total number of times in P;.

P
D(P|R) ,-EZS,P(l)log D ®)

We calculate the similarity between actual period division and uniform distribution

based on cross entropy. Through the greedy algorithm we traverse from 2 to {%—I in
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turn, based on the KL divergence distance we find the K elements with the smallest
distance to form the candidate period set KD = {aj, as, .., ar}, after satisfying the
distribution periodicity, the structural periodicity still needs to be satisfied, that is, in
each sub-division obtained according to the periodic division of distribution, the relative
position of 1 should be consistent, and we use the intra-class distance to measure, and
each sub-sequence after division is regarded as a particle Py, Py, .., Pk, calculate the sum
of the distances between the particles, the smaller the distance between the classes, the
smaller the confidence level meets the structural periodicity. The formula for calculating
the distance within a class is as follows:
ikl

3p3

NS
)

d*(P;, Pj) 9)

||M

N W

a
d*(Pi. P) =Y dai-1)4k — da—1)+5)° (10)
k=1

Finally, the candidate period with the smallest distance within the class is selected
as the final period. The specific period detection method is shown in Algorithm 1.

Algorithm 1. The algorithm of period detection
Input:
Behavior sequence: S
Output:
period a
1:KD <@
2:fora=210 [2] do

3:  Segment the S into [%] subsequences,[%] =kandS' ={P,P,,.., P}
P = [da(i—n+1 da(i—1)+2s = Aap)]
D(PIIR) = Lies: P(D)log §§‘§
if [KD|<k:
KD <« KDUa
else if D(P||Q)<min KD:
KD «KDUa
10: end for
11: A « o0
12: for a in KD:

13: §'= {Plrpz'--vp[ls\l} and P; = [dg.(i-1)+1, da-(i-1)+2) > d(a-i)]

WA N

sl st
14: [Is‘r [ JZ[ ] d2(P, P, dZ(Pl-,Pj) is the square of the Euclidean distance be-
tween P; and P;
15:  if 2 < (min 4)?:
16: a replace (min 4)
17: end for
18: return a
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We obtain the potential period a of the user through the Algorithm 1. In encoding
phase we get H = {h1, hy, ..., hi, ..., hy}, h, represents the intermediate state corre-
sponding to x,, the prediction time is from #,, | to #,,1; and assume the currently predicted
moment is t,, k = t, mod a and we get the set TR;, = {k + i * a} of historical time peri-
ods aligned at time #,, i € [0, LS_IZ—“J] The hidden layer output corresponding to each

time in 7R;, constitutes a set Hetoe;r = {hk, Pk+15as - - - » th{S’k* ) J*a}. The purpose of
a

this selector is achieved.

In order to introduce the influence of historical behavior, we put the original behavior
data with a certain weight as part of the input at the predicted moment. At the same time,
avoiding the behavior deviation of the learner before and after the behavior cycle, the
input also contains the encoded value corresponding to the original behavior data.

Hidden Layer State Initialization: Since the period detection takes the effects of his-
torical behavior into account, and it is necessary to introduce the effects of sequence
event. The influence of the time series requires a suitable time window size w. The
selection of the initial time period of the cyclic neural network chain of the prediction
module is w days before the start time of the prediction, and the initial hidden layer state
is obtained from #,,_,,4 to £, to get the initialized hidden layer state. we set the window
size w to detected period a. If the selected behavior matrix in the current time period
is sparse, it is replaced by the mean value of the behavior matrix of other users in the
corresponding time period. Therefore, the input of the prediction module and the state
of the hidden layer initialized introduce the influence of historical period behavior and
the influence of sequence events respectively.

Prediction. According to different prediction time, the selector selectively collects
information from the encoding module and performs prediction. In order to introduce the
influence of historical behavior, we put the original behavior data with a certain weight
as part of the input at the predicted moment. At the same time, avoiding the behav-
ior deviation of the learner before and after the behavior cycle, the input also contains
the encoded value corresponding to the original behavior data. The specific calculation
formula is as follows:

cr =y wi(Bhi +yx) (1)

wi = softmax(f (hi, heurr)) (12)

where w; is the weight for 4;, h; is the output of the coding layer, h; € Hgepoer and
heyrr denotes current status from the recurrent layer, f is a function which can calculate
the similarity between &; and h,,,. ¢, takes the information collected by the input layer
and encoding layer as the input of the prediction module.

For datasets with relevant user information and course information data, the pre-
diction is completed by embedding user information and course information in binary
representation through a fully connected layer, and increases the original vector by some
dimensions.
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5 Experiment

For the experiments in this article, we used KDDCUP’s 2015 competition data, which
included user behavior characteristics such as watching videos, submitting assignments,
forum discussions, accessing course Wiki, browsing other course objects other than
video assignments, closing web pages, etc. Among them, we predict from the known
30-day behavior logs whether users will have valid behavior records for the next 10 days.
The XuetangX dataset contains specific course information, including course categories,
course start and end dates, user personal information, gender, age, education level, etc.
and user behavior logs including the behavior initiator, occurrence time, related objects,
etc. Choose a 42-day behavioral record with a forecast period of 7 days. Ten-fold cross-
validation is used during the training of the algorithm.

5.1 Performance Metrics

In order to evaluate the performance of our proposed model, it is measured by four
indicators, namely Precision, Recall, and F1-score, and Area Under Receiver Operating
Characteristic Curve (AUC) score. We show two representative indicators, Flscore and
AUC value.

Precision P:

TP
P=—— (13)
TP + FP
Recall R:
TP
R=—— (14)
TP + FN
F1-score:
2%« P %R
Fl=—— (15)
P+R

TP: The positive class that is correctly predicted

FP: The negative class that is predicted as positive

FN: The positive class that is predicted as negative

AUC: It is the area corresponding to the ROC curve. The larger the area, the stronger
the generalization ability of the model.

5.2 Performance of Methods

We compare the proposed new model with several existing classification methods:

1) SVM: The support vector machine is a binary classification algorithm for supervised
learning

2) LR: Logistic regression model is a classification algorithm that can handle binary
classification and multivariate classification
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3) RF: Random Forest model is ensemble learning algorithms based on decision tree

4) AdaBoost: AdaBoost is an iterative algorithm, an important ensemble learning
technology.

5) LSTM: Long Short-Term Memory is a special RNN network, designed to solve the
long dependency problem.

Table 2. The performance of the whole methods on KDDCUP

Methods Fl-score(%) | AUC(%)
SVM 91.07 87.81
LR 91.42 88.12
RF 92.10 88.63
AdaBoost | 92.17 88.68
LSTM 92.19 88.72
Our Method | 92.78 89.84

Table 3. The performance of the whole methods on XuetangX

Methods F1-score(%) | AUC(%)
SVM 87.73 81.34
LR 87.52 81.19
RF 88.11 82.65
AdaBoost | 88.77 84.06
LSTM 88.89 84.12
Our Method | 89.68 84.94

Table 2 and Table 3 show the experimental results of our model and baseline methods
on the KDDCUP and the XuetangX. From this, we can clearly see that all models perform
better on KDDCUP than XuetangX. The former has better data quality in data processing
and less noise. The same method can differ by three to five percentage points on two
different datasets. At the same time, the performance of our proposed model is better than
several baseline methods in F1-score and AUC values, which proves the effectiveness of
our model. In baseline methods, the integrated learning algorithm, as an enhancement
algorithm, is better than a single base learner. AdaBoost has achieved good results on
both datasets. Compared with traditional machine learning classification algorithms, the
deep learning algorithm LSTM has some advantages but it is not very obvious, may be
our data is not very complicated and the time span is long, or the simple LSTM cannot
fully learn the regularity of user behavior changes. The learning effect of LSTM is not
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very ideal. However, using it as the basic unit of our proposed model and redesigning
the entire framework, the overall effect is obviously better than other methods. It can be
seen that in different scenarios, although the model cannot be universally used, it may be
improved according to the actual situation. In this paper, we focus on the characteristics
of user learning, not only considering that user behavior is a sequence event problem,
but also that user behavior will have a learning period based on course release or their
own learning plan, Therefore, we have added the corresponding influencing factors of
historical behavior, and various considerations make the method more effective.

6 Conclusion

In this paper, we studied the problem of predicting the dropout rate in MOQOC:s. Firstly,
we do a deep analysis of user learning behavior to find which are the important factors
the affect the dropout rate. And then we propose a novel deep model based on recurrent
network. In the novel model, we combine the effects of sequential behavior over the
current period with the effects of past historical behavior to predict the dropout and we
also embed the attributes of user and course. Finally, we demonstrate the effectiveness of
our methods by taking the experiments on two datasets, our proposed method performs
better than the state-of-the art methods. In future work, we will further study the choice
of sequence length in the influence of sequence behavior in the current period.
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