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Abstract. Knowledge graph plays a significant role in many domains for provid-
ing awide rangeof assistance. In themedical domain, clinical guidelines, academic
papers, Electronic Medical Records (EMRs) and crawled data from the Internet
contain essential information. However, those data are usually unstructured but
vital to knowledge graph construction. The construction of knowledge graph using
unstructured data requires a large number of medical experts to participate in
annotations based on their prior experiences and knowledge. Knowledge graphs’
quality highly depends on the performances of medical named entity recognition
and relation extraction that are both based on data annotation. However, facedwith
handling such a large amount of enormous data, manual labelling turns out to be a
high labor cost task. Besides, the data is generated rapidly, requiring us to annotate
and extract quickly to keep the pace with the data accumulation. Therefore, we
propose a named entity recognition and relation extraction framework, AHIAP,
to solve these problems mentioned above. AHIAP uses active learning method to
reduce the labor cost of the annotation process while maintaining the annotation
quality. There are two modules in AHIAP, an active learning module for reduc-
ing labor cost and a measurement module to control the quality. By using active
learning, AHIAP only takes 200 samples to get to the accuracy of 70%, whereas
the standard learning strategy takes 4000 records to get the same accuracy.
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1 Introduction

Knowledge graphs collect a massive amount of interrelated facts that connect different
concepts and instances, and can be transformed into practical knowledge [1]. These
linked data triples can be queried by users [2], and support doctors to make diag-
nostic decisions [3] or develop medical applications while supporting patients to find
symptoms-relevant information [4]. Researchers have paid a great amount of effort into
the realms of constructing knowledge graphs. There are several developed knowledge
graphs available in medical domain like Linked Life Data (LLD), which connecting
over 20 bio-databases. However, those health knowledge graphs focus only on storing
concept information.

In these health knowledge graphs, RDF triples are stored to represent the knowledge,
and there are three types of information stored as nodes: entity, event and concept. We
define the knowledge graph with concept nodes as Concept Knowledge Graph (CKG).
Correspondingly, we define the knowledge graph with entity nodes and event nodes as
Instance Knowledge Graph (IKG). Based on that, we describe the knowledge graph,
including both CKG and IKG as Factual Knowledge Graph (FKG) [5]. In the medical
domain, IKG contains instance data such as the records of medical, which are useful
for further analysis. But these data sources are generally unstructured, in which the
knowledge needs to be extracted manually with dramatic labor cost.

To reduce the labor cost, automatic named entity recognition and relation extraction
are adopted. Maya Rotmensch et al. [6] presented a methodology for constructing a
health knowledge graph using automatic entity extraction from unstructured data. But
the mechanical method to do so still requires preprocessed data and a lot of time in
model training [7]. Besides, without the doctors to provide useful prior knowledge and
measure the process, the quality of the automatic result is relatively unreliable [8].

To solve the labor cost problem, we propose a medical named entity annotation
and relation extraction framework AHIAP, which implements active learning to reduce
human participation workloads during the medical unstructured data annotation process,
and is further combined with “doctor-in-the-loop” methodology [9] to maintain the
quality of entity annotation and relation extraction result.

This paper is organized as follows. In Sect. 2 we introduce the related work in the
relevant field. In Sect. 3 we present the framework and workflow of AHIAP. In Sect. 4
we show the details of the modules used in this framework, introduce how they reduce
the labor cost and perform the quality control. In the end, we summarize the paper and
propose future work in Sect. 5.

2 Related Work

In Table 1, nine frameworks that can be used in named entity recognition and relation
extraction tasks are listed. They are compared on human participation method and labor
cost level. As shown from the table, only three frameworks combine both machine
and human effort to accelerate the annotation process with a reliable result. Among all
the frameworks listed, only the WebAnno provides full auto annotation but it is only
available for project manager and administrators. Most of the named entity recognition
and relation extraction frameworks are purely manual.
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Table 1. Named entity recognition and relation extraction frameworks

Framework name Human participation method Labor cost level

Doccano [10] Manual High

BRAT [11] Manual High

Prodigy [12] Semi-auto Middle

YEDDA [13] Manual High

DeepDive:Mindtagger [14] Manual High

Anafora [15] Manual High

WebAnno [16] Auto/manual Low/High

MAE [17] Manual High

INCEpTION [18] Semi-auto Middle

3 The Framework of AHIAP

The Framework of AHIAP
As Fig. 1 shows, the framework contains three parts: (1) The data source of AHIAP
provides unstructured medical data to be annotated; A high-quality health CKG is also
an input to provide annotation labels. (2) The building modules. (3) The output of this
framework is the high quality annotated medical unstructured data and can be further
used to construct high-quality IKG.

Fig. 1. The framework of AHIAP.

The Workflow of AHIAP
As shown in Fig. 2, in the workflow of AHIAP, the medical unstructured data is taken as
input into the active learning module, doctors who are assigned as annotators are asked
to annotate a small set of data randomly selected from input dataset. Then, those data
are sent to the active learning algorithm to train the model. After initializing a learning
model, the algorithm periodically returns the unconfident auto annotation result to the
annotator, asks them to prove.
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With the model keeping convergence, it becomes more and more accurate and
requires less human effort in correction. The measurement module is supervised during
the entire process. The fine trainedmodel can automatically extract medical unstructured
data and generate high-quality health IKG with almost zero labor cost.

Fig. 2. The detailed workflow of AHIAP to annotate medical unstructured.

4 Modules in AHIAP

In this section, we describe the active learning process of the active learning module in
detail, and explain how the mechanism of the measurement module works.

4.1 Deep Active Learning Module

Algorithms that involve humans’ interventions can be defined as “human-in-the-loop”.
Human-in-the-loop has been applied tomany aspects of artificial intelligence like named
entity recognition [19] and rules learning [20] to improve the performance. Active
learning is amachine learningmethod that involves the human-in-the-loopmethodology.

In AHIAP, we use Shen’s work [21] to implement an active learning model. When
the active learning model is compared with other algorithms, pure deep learning needs a
larger labelled dataset to performwell, but when it comes to small datasets, the advantage
is less obvious. Meanwhile, expecting better performance with less manually labelling
work, active learning methods seek to select a subset of examples that can critically
improve the model before ask the annotators to label them.

The deep learning method in our experiment is a CNN-CNN-LSTM architec-
ture including character-level encoder, word-level encoder and tag decoder. The input
unstructured data with the low rank will be chosen for active learning use sequence
tagging.

As we can see from Fig. 3, using active learning it only takes 200 samples to get
to the accuracy over 70%, whereas the standard learning takes more than 4000 records
to get the same accuracy. As the number of samples increases, the performance of the
model still remains stable. Besides this experiment also shows in the medical field active
learning can reduce annotation cost and result in better quality predictors in same time.
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Fig. 3. The converged result between using active learning and standard learning.

4.2 Active Learning Based Named Entity Recognition and Relation Extraction
Process

During the learning process, active learning algorithm iteratively queries the most
informative instances to manual verification and revision. The appropriate selection
of instances in each epoch ensures the cost of manual work being limited in a relatively
low level.

Start-up Procedure for Active Learning Process
At the start-up of an annotation assignment, annotation manager initializes it, and deter-
mines the field of this assignment; chooses the target medical documents that need to be
annotated; a CKG is used for medical standard, and assigned to the doctors. Then, the
framework pushes part of randomly selected medical document to doctor, and let them
label the data. The labeled data is sent to the measurement module before being trans-
ferred to a “storage of training data”. The initially trained model is generated through
the startup procedure.

Loop Procedure for Active Learning Process
After the startup, there is a loop of the active learning. In this process, the trainedmachine
learning model tries to automatically perform NER on those unstructured medical data
not in the training storage, resulting in a machine labelled records. Next, those records
are applied for uncertainty-based sampling strategy and calculate the confidence to every
machine labelled data. A certain amount of data with the lowest confidence is passed
on to the doctors for the annotation. The doctor can choose to accept those annotation
results labelled by model or re-annotate them again. Doctors’ annotation results are
transmitted to the training storage if they can pass the measurement tool. The machine
learning module updates based on the new training storage. Finally, the framework starts
the next cycle of a loop by applying the trained model to the unstructured medical data
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out of the storage. The start-up and loop procedure are where active learning take place
and reduce the labor cost.

Termination Procedure for Active Learning Process
The loop terminates once the annotation manager regard that the performance of the
model is good enough. The data in training storage and the rest of the machine labelled
data is moved to the result storage and becomes the final result of this annotation
assignment.

With the growing of dataset to annotate, only a few of data need to be manually
processed. Therefore, the labor cost is reduced using this module.

4.3 Measurement Module

In the medical field, system stability is sensitive because they may cause not only some
ethical problems but also bring severe medical accidents to patients. Therefore, we must
decrease the mistakes of the framework.

Fig. 4. Workflow of the inner annotator agreement measurement system.

Inner Annotator Agreement Measurement System
To measure the quality of annotated data, the mistakes from the annotator should be
minimized. Therefore, we implement an inner annotator agreement measurement sys-
tem shown as Fig. 4, Cohen’s Kappa, has been proved as a very effective agreement
measurement evaluation method [22]. We apply that evaluation between the examiners
who measure the labelled result from annotator, and only send the examined data which
pass the evaluation score threshold to the active learning module. Need to mention that
in the framework of AHIAP, examiners, annotation managers and annotators should be
doctors with prior knowledge due to the particularity of the medical field.

Up-to-date CKG
This framework using reliable CKG to provide medical standards. During the annotation
process, the doctors are asked to choose from CKG standard to annotate on the target
corpus rather than self-defined one, which helps doctors to annotate the medical unstruc-
tured data and produce reliable and standardized annotation results. Modification to the
standards will be strictly restricted.



74 M. Sheng et al.

By applying direct mapping between annotation result and model prediction result
with the up-to-date CKG, the high-quality FKG will be generated and ready to use for
providing further help in the medical field.

5 Conclusion

In this paper, we propose AHIAP, an agile medical named entity recognition and rela-
tions extraction framework used for constructing high-quality health knowledge graph
with low labor cost. In AHIAP, we develop two modules to make this framework to
require less labor and keep accurate at the same time. The active learning module
involves machine learning method with human-in-the-loop mechanism. It makes the
trained machine learning model to converge with less data, and eventually, reduces the
labor cost in the annotation process. The measurement module ensures the quality of
annotation work in real-time by supervising any modification to the data and performing
quality control using inner annotator measurement method.

In the future, we will apply AHIAP in the construction of knowledge graphs in more
fields for establishing efficient medical support applications, such as cost prediction
[23], document analysis [24], entity extraction [25] and recommendation [26]. We are
also planning to build a larger CKG with the newest medical standards to improve the
performance of this framework.
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