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Preface

The integration of the physical infrastructure and information systems is chal-
lenging but necessary in order to achieve more environmentally friendly, efficient,
safe management of logistics and supply chain operations. In the last decade, the
development of trends, such as Internet of Things, Industry 4.0 and advanced data
analytics, opens new possibilities in order to achieve more timely and reliable
deliveries of goods. However, expectations of the customers with regards to fre-
quent and door-to-door deliveries (e-commerce) must be combined with the policy
guidelines on CO, reductions, especially in urban areas.

Pressure on the reduction of greenhouse gases emissions encourages develop-
ment of new methods, tools and new technologies, which are cleaner and more
efficient.

This book entitled Smart and Sustainable Supply Chain and Logistics — Trends,
Challenges, Methods and Best Practices presents a multidisciplinary approach. It
contains selected theoretical and empirical studies. The Authors in the individual
chapters discuss the original methods and tools, as well as practical case studies on
topics, as follows:

Smart Supply Chain Management,

Sustainable supply chain and logistics,

Human factor in logistics and supply chain management,

Modelling and optimization of the supply chain and logistics operations.

This monograph includes the selected papers of the Authors who have submitted
their work to the 15th International Congress on Logistics and SCM Systems (ICLS
2020). Although not all of the received chapters appear in this book, the efforts
spent and the work done for this book are very much appreciated.

The ICLS 2020 is organized by the Faculty of Engineering Management, Poznan
University of Technology and the International Federation of Logistics and SCM
Systems (IFLS). We would like to express our gratitude to the Board of the
International Federation of Logistics and SCM Systems (IFLS) for the invaluable
contribution to the volume:
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Honorary Chairman: Prof. Karasawa, Yutaka, Kanagawa University, Japan.
Advisors: Prof. Kachitvichyanukul, Voratas, Asian Institute of Technology,
Thailand; Prof. Katayama, Hiroshi, Waseda University, Japan.

Chairman: Prof. Tsai, Kune-Muh, National Kaohsiung University of Science
and Technology, Taiwan.

Vice Chairmen: Prof. Lai, Kin Keung, City University of Hong Kong; Prof. Liu,
Xiaohong, Central University of Finance and Economics, China; Prof. Rim,
Suk-Chul, Ajou University, Korea; Sethanan, Kanchana, Khon Kaen Univesity,
Thailand; Prof. Wakabayashi, Keizo, Nihon University, Japan and Wu,
Yenchun Jim, National Taiwan Normal University, Taiwan.

The Board Members.

This scientific monograph has been double-blind reviewed. We would like to thank
all reviewers whose names are not listed in the volume due to the confidentiality
of the process. Their voluntary service and comments helped the authors to improve
the quality of the manuscripts.
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Smart Contracts in the Context )
of Procure-to-Pay i

Lorenz Trautmann and Rainer Lasch

Abstract Smart contract technology is beginning to alter the way supply chain
processes are designed and executed. Blockchains enable peer-to-peer networks
where contractual terms are automatically executed without the need for unbiased
intermediaries. Due to the immutability of blockchains, smart contracts reduce risks
and provide traceable audit trails of all transactions. Moreover, smart contracts can
be automatically triggered, resulting in decreasing administration and service costs
while improving process efficiencies. These attributes make smart contract tech-
nology a promising invention for the poorly automated procure-to-pay process. That
is, if the existing technological limitation, like poor scalability, high energy consump-
tion, and limited transaction throughput, can be solved. The primary purpose of
this chapter is to investigate how smart contracts can be implemented into existing
procure-to-pay processes, what advantages can be gained from the application, and
which technological restrictions are yet to overcome. To this end, a systematic liter-
ature review was conducted. Academic and practitioner literature were analyzed
based on a qualitative and deductive methodology. Additionally, this chapter presents
a use case for smart contracts in procure-to-pay in the context of international
trade. That way, it lays a foundation for future research, provides valuable insight
for procurement managers, and offers approaches to overcome the most pressing
challenges.

Keywords Smart contracts + Blockchain + Procurement + Procure-to-Pay -
Distributed-ledger
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1 Introduction

Since the inception of cryptocurrencies, blockchain-based technologies, such as
smart contracts, have gained significant attention for having possible applications
in other fields. One of the most promising areas that may gain from adoption is the
supply chain. Due to their safe and autonomous execution, smart contracts are suitable
for the automation of various intercompany processes throughout the supply chain.
Especially the integration of smart contracts into the procure-to-pay process holds
the promise of automating procurement procedures and creating an inter-company
single-source-of-truth supplier network. The procure-to-pay process is composed of
sequential steps necessary for a company to undertake during the procurement of
goods or services. Because these steps consist of many standardizeable processes
that involve a variety of parties, the use of smart contract technology offers great
potential for optimization. This paper explores the improvements that smart contract
technology can bring to generic procure-to-pay processes, which technological limi-
tations prevent the technology from being used in practice, and which approaches
exist for solving these issues. Additionally, this paper demonstrates the findings by
developing a use case in the context of international trade.

The term “smart contracts” was coined in 1994 by Nick Szabo, a computer
scientist, who defined a smart contract as a “computerized transaction protocol that
executes the terms of a contract” (Szabo 1994). However, up until recently, smart
contracts lacked the opportunity of a real-world application. With the invention of
Bitcoin in 2008 (Nakamoto 2008), the underlying blockchain network emerged as a
disruptive technology for many industries. The combination of a distributed-ledger
technology with consensus mechanisms, and cryptographic algorithms form a perfect
platform for the implementation of smart contracts, and a breeding pool for further
development.

Generally speaking, smart contracts are self-executing “if-then-statements”, that
are written into code and are deployed on and secured by a blockchain. Although
the name suggests differently, smart contracts are not contracts in a legal sense.
They are software that can enforce conditions stemming from legal documents made
by two or more parties. Compared to conventional contracts, smart contracts offer
distinct advantages. Once implemented into a blockchain, smart contracts cannot be
altered or manipulated. This fact mitigates the risk of fraud while simultaneously
providing an audit trail of all transactions. Furthermore, smart contracts are executed
automatically, resulting in decreasing administration costs, elimination of the need
for unbiased third parties, more efficient process execution and reduced turnaround
times (Brody 2017; Capgemini 2019; DHL & Accenture 2018; Prinz and Schulte
2017). While the potential upside of smart contracts is undisputed, several chal-
lenges and limitations are yet to be solved. These challenges include legal issues
(general civil law, data protection law, and questions of legal provability), functional
requirements (human-readable code, block randomness), economic considerations
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(cost-benefit-analysis), and technological restrictions. This paper focuses on the tech-
nological issues of smart contracts and the IT system landscape (e.g. scalability,
energy consumption, and performance restrictions).

The paper is structured as follows. Section 2 describes the methodology used
in this study. Section 3 provides the technological background of blockchains and
smart contracts and presents popular types and platforms. Section 4 then summa-
rizes the findings, including the positive impact smart contract technology can have
on procure-to-pay processes, which technological challenges currently limit smart
contract technology, as well as possible solutions to these challenges. Section 5
demonstrates a use case for smart contracts in procure-to-pay. Section 6 concludes
the paper.

2 Methodology

This section illustrates the procedure adopted for examining smart contracts in
the context of the procure-to-pay process. To achieve a holistic, transdisciplinary
understandinng of the topic and to guarantee relevant results, a systematic literature
review, as proposed by Tranfield et al. (2003), complemented by several authors,
(Kitchenham and Charters 2007; Brocke et al. 2015), was conducted. To this end,
a qualitative and deductive approach was chosen. Following Tranfield et al. (2003),
the steps shown in Fig. 1 were carried out.

Stage 1—Planning the Review

The main goal of this paper is to investigate the way smart contract technology
can impact the procure-to-pay process. The lack of a classification of the immense
potential and the severe existing limitations, as well as an insufficient amount of
applicable use cases, justify the need for a systematic review and this study. To reduce
possible researcher bias, a search protocol was created. The following search string
was chosen after conducting pilot searches: [“blockchain” OR “distributed ledger”
OR “‘smart contracts”] AND [“procurement” Or “purchase” OR “supply chain” OR
“logistics”]. The term “bitcoin” was not included since it led to papers with a focus
on the economic topic of cryptocurrencies. The chosen databases were Ebsco Host
(Academic Search Complete, Business Source Complete, Econ Lit), Elsevier Science
Direct, Emerald Insight, Wiso Wirtschaftswissenschaften, Springer Link, and Scopus.

Stage 2—Conducting the Review

After applying the search protocol in the scientific databases, 691 papers were iden-
tified. After removing doubles, the literature was screened based on titles, leaving
90 papers. The following screening of the abstracts yielded 38 papers that suggested
proximity to the research questions. These papers were analyzed based on the full
text. Finally, 17 scientific papers were deemed relevant for answering the research
questions. However, to review the current state of new technologies, a wide range
of sources must be included in the review (Webster and Watson 2002). Since the



6 L. Trautmann and R. Lasch

Fig.1 Stages for conducting
the systematic literature
review (own depiction based
on Tranfield et al. 2003)

Stage I - Planning the review

Phase 0: Identification of the need for a review
Phase 1: Development of a review protocol

NS

Stage II - Conducting the review

Phase 2: Identification of research
Phase 3: Selection of studies
Phase 4: Data analysis and synthesis

NS

Stage III - Reporting and dissemination

Phase 5: Report and recommendation phase
Phase 6: Getting evidence into practice

academic assessment of technological innovation tends to lag behind practitioner
literature and to emphasize the exploratory character of this paper, as well as the
practical relevance of smart contract technologies, several white papers by business
consultancies and research institutions were added to the relevant literature. Subse-
quently, the identified literature was analyzed based on a qualitative and deductive
approach. The extant information was analyzed and synthesized according to the
analysis-based literature review proposed by Seuring and Gold (2012). Codes were
created by reading the texts and extracting the strengths and weaknesses of smart
contracts in procure-to-pay processes. To create the codes, a qualitative data analysis
software (MaxQDA 2018, Ver. 18.2.0) was used.

Stage 3—Reporting and Dissemination

The last stage consists of the presentation of the findings. To lay the foundation, the
technological basics for smart contracts and blockchain in general are outlined, as
well as different types of blockchains and smart contract platforms. Based on that,
improvements that smart contract technology can bring to procure-to-pay processes,
technological limitations that prevent the technology from being used in practice,
and approaches for solving these issues are presented. Building on those findings,
a use case, according to Cockburn (2000), for smart contracts in an international
trading process is discussed. According to Cockburn, a use case is a “description of
the possible sequences of interactions between the system under discussion and its
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external actors, related to a particular goal” (Cockburn 2000). Finally, conclusions
about the results, limitations, and possible future research fields will be drawn.

3 Technological Background

Current smart contract technology relies on blockchains for implementation and
safe execution (DeRose 2016). For that reason, the following section introduces
blockchain technology and types of blockchains, followed by an overview of smart
contracts and development platforms.

3.1 Blockchain Technology

The concept of blockchain was first described in a paper by Satoshi Nakamoto
(Nakamoto 2008). Due to versatile further development in various disciplines, no
consistent definition of the term can be found in the literature. Nevertheless, several
organizations are working on developing a uniform definition for blockchains. In
2017 the technical committee ISO/TC 307: Blockchain and distributed ledger tech-
nologies was founded by the International Organization for Standardization (ISO)
with the goal of defining the concepts of identity, interoperability, governance,
security and privacy, use cases and smart contracts in the context of blockchain
technology (Bundesverband and e.V. 2017; Deutsche Institut fiir Normung 2017;
International Organization for Standardization 2017).

The blockchain is a kind of database that consists of a chain of chronologically
arranged data blocks, stored on users’ computers in the same form and with identical
content. It is a special form of a distributed ledger that uses cryptographic technolo-
gies, consensus mechanisms and peer-to-peer connections, to ensure the integrity
and authenticity of the data without central control (Drescher and Lenz 2017; Meier
and Stormer 2018; Mitschele 2018; Pearson et al. 2019). Transactions that occur in
the network are combined with other transaction and implemented into a block. This
block is then irreversibly attached to the previous block using a specific commu-
nication and verification protocol. In this way, a chain of blocks is created, thus
naming the technology “blockchain”. A change in a previous block would affect
every following block, making it virtually impossible to change or delete previous
transactions (Mik 2017; Wang et al. 2019).

The blockchain is not governed by one single party, nor does a central admin-
istration for complying with the rules exist. Rather, the blockchain is stored within
the distributed system as an identical copy on every node. Every participant of the
distributed systems has equal rights and contributes to the adherence of the protocol
(Bosch and Penthin 2018; DHL & Accenture 2018; Mullender 1993). A peer-to-peer
connection directly connects the nodes for them to communicate, execute consensus
protocols, exchange data and even calculation resources among each other. Because
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of the data being distributed in the network, no single-point-of- failure exists. Conse-
quentially, the data is protected against system failure and unwanted interventions
(Drescher and Lenz 2017).

To ensure data integrity, secure transmission and user authenticity, blockchains use
two cryptographic elements as essential parts, digital signatures and hash functions.
Digital signatures aim to verify the integrity of messages that are exchanged via the
blockchain and ensure the authenticity of participants. To achieve this goal, digital
signatures are created using two keys via a two-stage, asynchronous encryption
method. The private key generates the signature and is used to sign the message. It
is only known to the sender of the message. The public key, on the other hand, is
accessible to everyone and serves to verify the authenticity of the generated signature
(Badev and Chen 2014; DHL & Accenture 2018; Meier and Stormer 2018). So-
called hash functions tackle another challenge blockchain-technology faces. Huge
amounts of data circulate within the network and algorithms are needed to make
the data identifiable and comparable in a simple way. Hash functions can generate
a unique fingerprint of a character string of any length. Small changes in the text
trigger a large change in the hash value. Therefore, by comparing the original hash
value with a newly created one, users can validate the integrity of messages and
determine possible interferences. These fingerprints can easily be calculated based
on the content of the message, but it is almost impossible to deduce the content of
the message knowing only the hash value. Because of this property, hash functions
are often referred to as “one-way-functions” (Casino et al. 2019; Drescher and Lenz
2017; Hald and Kinra 2019).

For a large network of users with equal rights and without central manage-
ment, mechanisms for reaching agreement on the current network status must be
installed. A democratic process, including all participants, would be costly and time-
consuming. Therefore, Blockchains use consensus mechanisms to define the status of
the network. Since the inception of blockchain technology, many different consensus
mechanisms were invented. They mainly differ in the way in which the node that
defines the new status of the network is selected. All mechanisms have in common
that the creator of the new block (called “miner””) must prove himself worthy of the
task, for example, by solving a difficult mathematical task (Proof-of-Work) or by
blocking a large amount of the owned cryptocurrency (Proof-of-Stake) (Casino et al.
2019; Cole et al. 2019).

3.2 Types of Blockchains

Blockchains can be divided into three categories according to access and usage rights.
The public blockchain can be used by anyone without access restrictions. Each node
can participate in consensus building and transaction verification. For this purpose,
the program code is available as open-source. Each transaction within the network is
publicly accessible. An example of a public blockchain is Bitcoin (O’Leary 2017).
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For certain use cases, however, it can be useful to restrict access to certain users.
These blockchains are referred to as private blockchains. They are used, for example,
within a company or across companies, where it is necessary to limit the users to
the participating contractual partners. Transactions can be presented transparently to
all participants and stored in a forgery-proof manner without being disclosed to the
public. Furthermore, the reduced size of private blockchains require less computing
capacity which results in increased performance (DHL & Accenture 2018; O’Leary
2017).

A mixture of the two is the so-called consortium blockchain. This hybrid
blockchain tries to combine the advantages of private and public networks. In terms
of access restriction, this hybrid behaves like private blockchains. However, the
management of the network is not the responsibility of one participant, but a group.
They decide on access regulations, rights for participants and make decisions for the
entire network. The consortium blockchain has the efficiency and data protection
of private blockchains but removes the autonomy of the leading user of the private
blockchain (O’Leary 2017). The exact design of the blockchain should be based on
the objective pursued, the size of the network and data protection aspects.

3.3 Smart Contract Basics

The paper by Nick Szabo defined the term “smart contract” as “a set of promises,
specified in digital form, including protocols within which the parties perform on
these promises” (Szabo 1994). In other words, a smart contract is a piece of written
code recording contracting parties’ mutual promises and enforces those promises
on a suitable platform. The blockchain offers for the first time a platform on which
smart contracts can be stored and executed (DeRose 2016). Just like other transac-
tions, smart contracts are integrated into blocks and remain within the blockchain
after completion of the transaction. The miner initiates the program code in the
validation process of the corresponding block (Bundesamt fiir Sicherheit in der
Informationstechnik 2019; Wang et al. 2019).

Although the name suggests a legally binding contract, smart contracts are
computer programs that can merely realize legal contracts by performing actions
based on the agreement between multiple parties as soon as “if-then” conditions have
been met (Allam 2019; Debono 2019). The rigidity of these “if-then-statements” and
the fact that smart contracts must be understood by machines directly influences the
way how legal contracts, which are to be used as the basis, must be structured.
In business transactions, circumstances and business relationships are constantly
changing. Therefore, in some cases, it is necessary to deviate from contractual
clauses, by mutual agreement, for the benefit of the business relationship. However,
the immutability of the blockchain and the automatic execution of smart contracts
by means of “if-then-conditions” leave no room for non-contractual arrangements.
Therefore, smart contracts will have to be programmed in a way that allows for a
certain degree of leeway for the fulfillment of contractual terms. This in turn means,
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that legal contracts must be formulated more precisely and possible deviations from
the regular fulfillment of the contract must already be decided and agreed upon when
the legal contract is concluded. The result will be much more detailed legal contracts
covering a wider range of different business conditions and resulting actions (Fertig
and Schiitz 2019).

3.4 Smart Contract Platforms

Smart contracts cannot be implemented on any arbitrary blockchain but need a
specific type of platform. These blockchain platforms differ from pure cryptocur-
rency platforms in that they offer a broader application spectrum than the pure
transfer of digital money. They are able to execute generic code, necessary for
executing smart contracts (Bocek et al. 2017). The following section presents three
smart contract platforms that were chosen because of their technological maturity:
Ethereum, Hyperledger Fabric and R3 Corda (Bocek and Stiller 2017).

Ethereum is a blockchain platform that executes general decentralized applica-
tions. It uses Turing-complete programming languages, such as Solidity, Serpent and
Mutan, allowing for the implementation of smart contracts and decentralized applica-
tions. Similar to Bitcoin, Ethereum uses the Proof-of-Work algorithm for generating
consensus and an account-based data model for identifying users. The miners that
perform the algorithms necessary for reaching consensus are rewarded with the cryp-
tocurrency Ether. Users pay for their transaction to be included in the blockchain
(Luu et al. 2016; Zheng et al. 2020). Laurence deems Ethereum as one of the “most
developed and accessible blockchains in the ecosystem and an industry leader in
innovation and blockchain applications” (Laurence 2017).

Hpyperledger Fabric is an open-source protocol for private and restricted decen-
tralized databases, which was launched in December 2015 by the Linux Foundation
(Cachin 2016). Unlike Ethereum, Hyperledger utilizes conventional programming
languages like Java and Go, which also are Turing-complete. For executing smart
contracts, Hyperledger uses Docker container. The modular structure of containers
simplifies the designing process, allows for the precise allocation of access rights for
individual users and therefore, helps with the scalability of the blockchain. However,
the modular principle only allows for a limited degree of individualization. The
platform is designed for networks where members are at least partially trusted,
and consensus can be reached easily. Hyperledger uses the Practical Byzantine
Fault Tolerance (pBFT) consensus mechanism. The drawback of this algorithm is a
prolonged consensus process (Zheng et al. 2020).

The R3 Corda protocol is specialized for the application in the financial industry
and was developed by various banks and financial providers in 2016. The platform
utilizes high-level programming languages like Java and Kotlin, which are carried out
by the Java Virtual Machine (Brown 2018; Zheng et al. 2020). This platform is usually
used for private blockchains, where trust between participants is high and consensus
can be reached more easily. To this end, Corda uses the Raft consensus algorithm
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(Howard et al. 2015). The advantage of this mechanism is the high data security since
exclusively parties involved in the transaction have access to the data. The validity
and uniqueness of the transaction are ensured by central network participants, so-
called “Notary Nodes”. The transaction parties themselves guarantee the correctness
of the transaction. Another significant advantage of this platform is the possibility to
integrate contracts in written form as metadata into the blockchain. This way, a legal
legitimation of the transaction is directly included in the blockchain. However, the
drawbacks for the use in procurement include recentralization through the “notary
nodes” and the focus on the financial market (Brown 2018; Howard et al. 2015).

4 Smart Contracts for Procure-to-Pay

The procure-to-pay process is part of the operational procurement activities of busi-
nesses. It describes the necessary steps for a company to undertake when ordering
goods or services. The process includes various parties, such as buyers, suppliers,
banks, and transportation providers, resulting in a complex process with a wide
range of different application and communication systems, considerable interface
effort as well as lengthy and error-prone manual activities (Arnolds et al. 2010). The
following section illustrates how current procure-to-pay solutions and communica-
tions protocols can be improved by blockchain and smart contracts and in which way
these technologies can help to tackle typical issues and improve existing procure-
to-pay processes. Afterwards, technological limitations and possible solutions are
discussed.

4.1 Current Procure-to-Pay Solutions

Business activities in most companies nowadays are managed by Enterprise Resource
Planning (ERP) systems. These systems are used for a wide range of functions such
as accounting, human resource and also procurement activities, like the procure-to-
pay process. Because of the uniqueness of business procedures ERP systems must
be individually adapted to the requirements of each company. The ERP system plays
a vital role in transforming an organization’s internal processes. However, these
ERP systems do not connect the company to other organizations. Supply chains are
ecosystems with a multitude of participating companies, which contribute to the
value chain in various types and with different processes. As each company uses
individual ERP systems and these systems are often not connected, it is difficult to
get an overview of the entire supply chain with the current ERP technology (Banerjee
2018; Linke and Strahringer 2018). This can change fundamentally through the use
of blockchain and smart contracts. These technologies can function as the missing
links between the various ERP systems. By connecting the existing ERP systems to a
blockchain network, a secure, reliable, and immutable single-source-of-truth, for all
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supply chain participants to attain, emerges. With the inclusion of smart contracts,
transactions between companies can now be automated across the entire supply chain
including various IT systems (Banerjee 2018; Bosch and Penthin 2018; Brody 2017;
DHL & Accenture 2018; Linke and Strahringer 2018).

The development and introduction of ERP systems are cost-intensive and usually
take several years. It is quite difficult to make changes to ERP systems afterwards or
to add new functions. That is why, when integrating blockchains into existing ERP
systems, it must be ensured that minimal modifications to the existing ERP systems
and minimal disruption to regular business processes are made. That way, companies
do not have to change their internally used systems and still can reap the benefits from
the transparency of a blockchain-based supply chain (Linke and Strahringer 2018).
As soon as the ERP systems are connected to the blockchain and smart contracts
are embedded in the blockchain, this enables the automation of entire process chains
along the supply chain, while at the same time increasing trust between participants
and transparency of supply chain processes.

4.2 Electronic Data Interchange (EDI) and Blockchain

Communication between participants of procure-to-pay processes is oftentimes
based on EDI. EDI is a universal language that refers of the exchange of data
between application systems of different companies using electronic transfer proce-
dures (Banerjee 2018; Boschi et al. 2018; Fiaidhi et al. 2018). In procure-to-pay,
EDI is used in a variety of processes, such as orders, shipping and involves. Business
documents based on the international EDI standards (e.g. UN/EDIFACT and ANSI
X12.4) can be transferred electronically between participants without the need to
re-enter information (Boschi et al. 2018; Fiaidhi et al. 2018).

However, with the advent of the fourth industrial revolution and new technologies,
like the Internet of Things, many business processes have changed fundamentally.
Supply chains are more complex and dynamic than ever before. Supply networks
consist of international companies, large numbers of goods and products, various
means of transportation, as well as an abundance of payment and information flows.
Current EDI systems cannot adequately support these complex supply chains for
several reasons. One problem with EDI systems is that once the EDI message is
transmitted, the submitting company loses all visibility of the information and the
current system status. Only when the EDI message comes back as an invoice, for
example, conclusions can be drawn (Boschi et al. 2018). Furthermore, conventional
EDI systems are based on one-way, point-to-point communication which means that
the messages can only be read by the two parties directly involved. Third parties,
for whom the content of the messages could also have consequences are left out.
Additionally, if a participant makes an error in an EDI message, for example, if
data is entered incorrectly, fields are swapped, or master data is loaded into another
participant’s system, other partners are not informed, and the error travels through
the system. Therefore, additional methods are currently required to maintain data



Smart Contracts in the Context of Procure-to-Pay 13

integrity. These include manual maintenance, communication via e-mails and third-
party services that keep the data synchronized. In today’s dynamic business world,
customers and suppliers need shared, real-time information about the actual situation
of supply chains, as well as automated early detection systems for incidents. For EDI
to cope with the new complex processes of supply chains, they need a secure, and
shared data source. Without that, EDI messages will have great difficulty in accu-
rately mapping the communication between all the various supply chain participants
(Boschi et al. 2018; Fiaidhi et al. 2018).

The blockchain can complement EDI systems by providing increased trans-
parency and reliable data through distributed-ledger technology. By presenting infor-
mation in a secure, auditable, and transparent way, the blockchain can overcome the
weaknesses of one-way, point-to-point, and batch approaches of existing communi-
cation protocols (Banerjee 2018). This will enable companies to jointly identify and
solve problems and overall reduce costly bottlenecks (Boschi et al. 2018; Fiaidhi
et al. 2018).

Whether blockchain technology will replace or supplement existing messaging
systems is questionable. Some argue that it would be more successful to supplement
existing communication systems rather than fully replace them with blockchains
while others suppose that blockchain technology will completely replace EDI
systems and will institute a completely new way of B2B communication (Banerjee
2018; Fiaidhi et al. 2018).

4.3 Process Automation

Nowadays, the flow of materials through the supply chain is highly automated, thanks
to intelligent planning concepts using the latest technology (e.g. ERP systems). The
flow of cash and information, on the other hand, is completely detached from the high
degree of automation of the material flow (Schiitte et al. 2017). To illustrate this point,
the average receivable of a U.S. Fortune 100 company is 60 days old, even though
the average payment period is only 30 days long (Brody 2017; Capgemini 2019).
This delay in payment results in a drastic increase in necessary operational assets
and leads to delays in corporate decision making. Responsible are time-consuming
and error-prone steps of the procure-to-pay process. The individual activities are
often cumbersome, as they are largely initiated manually and involve coordination
with many parties. For instance, invoice processing for 60% of corporate transac-
tions is conventionally done by manually writing an invoice on a sheet of paper by
the supplier, and manually initiating payment by the buyer (Schiitte et al. 2017).
Through the use of smart contracts, the entire invoice processing can be automated
and synchronized with the material flow, eradicating relating inefficiencies. Beyond
that, unnecessary process steps and intermediaries can be removed, thereby reducing
cost, time, data sources, interfaces and IT systems (Capgemini 2019; Guyonnet and
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Mohammed 2016; Prinz and Schulte 2017). In that way, smart contracts can help
to close the “analogous gap” and contribute to a synchronized flow of materials,
information and money (Apptus 2018; Eickemeyer et al. 2018; Stahlbock et al.
2018).

4.4 Transparency and Traceability

During the course of globalization, the number of goods and commodities trans-
ported worldwide has increased exponentially. There are more than 500,000 ship-
ping companies in the USA alone (DHL & Accenture 2018). The results are complex
supply chain processes with large numbers of parties, non-standardized processes,
various IT systems, databases and a low level of transparency. Companies face the
challenge of obtaining reliable information about the origin and condition of mate-
rials and the status of payment as a basis for planning and decision-making. Despite
enormous investments in digital infrastructures, continuous insight into the entire
supply chain cannot be provided adequately with conventional technologies (Apptus
2018; Bosch and Penthin 2018; Brody 2017).

Smart contract technology, in combination with blockchains and IoT sensors, can
monitor the manufacturing and transportation conditions as well as whereabouts of
goods in real-time while simultaneously serving as a consistent source of information
for all participants (Apptus 2018; Capgemini 2019). The blockchain makes infor-
mation visible, for instance, the identity of the manufacturer as well as production
and transportation conditions of the product. Given this information, smart contracts
can verify whether safety and environmental regulations were complied with. In
this way, the growing demand of customers for transparent and sustainable supply
chains can be met, without the high costs for certification by auditors (Apptus 2018;
Eickemeyer et al. 2018; Guyonnet and Mohammed 2016; Kouhizadeh et al. 2018;
Stahlbock et al. 2018).

Several examples of projects using the blockchain for increasing supply chain
transparency are found in the literature. The project “Modum” aspires to track and
ensure transportation quality of pharmaceuticals. IoT sensors measure data such as
temperature and humidity during the entire transportation process. This information
is submitted automatically to the blockchain, where smart contracts compare it to
the product’s requirements (Bocek et al. 2017; DHL & Accenture 2018). Another
company, called “Everledger” offers systems for tracking and protecting valuable
goods based on their characteristics. Ownership can be verified by comparing the
unique properties of the luxury items with data in the blockchain, similar to a
fingerprint (Prinz and Schulte 2017; Straube et al. 2018).

Besides, the blockchain not only holds promises for materialistic goods. The
transfer of ownership rights of digital goods, such as copyrights and legal claims,
can be processed and stored by smart contracts. This becomes relevant wherever
licenses and other rights are acquired. Application examples are found in the context
of warranty and guarantee claims, spare parts business or the paperless processing
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of dangerous goods transports (Bosch and Penthin 2018; Camelot 2017; DHL &
Accenture 2018; Eickemeyer et al. 2018; Guyonnet and Mohammed 2016).

The traceability of the individual process steps can also have effects on the prov-
ability in legal disputes. The most common cases in procurement include delays in
deliveries, the disappearance of goods or the failure to make payments. With the
help of blockchains, responsible parties can be identified (Eickemeyer et al. 2018).
Besides, the transparent presentation of relevant data serves to prevent corruption,
bribery, money laundering, fraud and other legal violations, such as child labor. This
increases the trustworthiness towards end customers and helps to identify sources of
complaints and to check for compliant processes (Bocek et al. 2017; Straube et al.
2018).

Additionally, the transparent audit trail left in the blockchain has major
implications for future procurement reporting. The high number of transactions
within purchasing departments makes a complete overview difficult. Various sub-
departments, employees and in special cases, even other companies carry out the
purchase orders. Large companies face the challenge of collecting all necessary
data for comprehensive reporting. In some cases, up to 60 employees are on the
payroll for obtaining information regarding procurement activities (Brody 2017).
The blockchain offers a database on which all transactions are stored and displayed,
regardless of who executed them. Negotiations and contract processing between
companies and their suppliers leave behind chronological and unchangeable audit
trails within the blockchain that all participants can access and relay on Apptus
(2018), Bosch and Penthin (2018), Capgemini (2019), DHL & Accenture (2018),
Guyonnet and Mohammed (2016), Schiitte et al. (2017).

Not only large companies would benefit from blockchain technology. Access to
origin and manufacturing data allows for transparent value creation processes and
reduces the incentive for companies to withdraw excessive profits from the individual
stages of the supply chain, resulting in better pricing and balancing of information
asymmetries (Saberi et al. 2019; Yoo and Won 2018). A more transparent and market-
conform pricing based on the actual market in procurement would be the result.
Particularly small companies are affected by the asymmetries that currently prevent
them from competing with their larger rivals (Apptus 2018).

4.5 Data Security and Integrity

The role of cybersecurity is growing immensely. Companies must find ways of
ensuring data accuracy, validity and integrity, while simultaneously being hyper-
connected to all necessary participants along the supply chain. In the financial sector,
where blockchain applications are showing promising results, the modern methods of
data encryption and cryptography have helped the blockchain being nicknamed “The
Trust Machine” by the Economist. Blockchains can secure databases against human-
caused errors, intentional manipulation and system failure (Bosch and Penthin 2018;
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Camelot 2017; DHL & Accenture 2018; Eickemeyer et al. 2018; Guyonnet and
Mohammed 2016; Prinz and Schulte 2017).

By automating procurement processes, smart contracts reduce manual interven-
tion, and thereby, the susceptibility to human-caused errors. Furthermore, a typical
security gap of central databases called the “single point of failure”, can be closed.
This weak spot leads, in the event of its own malfunctioning, to the failure of the entire
system. The redundant distribution of the database on all nodes of the network and the
immutability of integrated blocks protects from the risk of total system failure, limits
the impact of hacker attacks on the entire system, and secures against intentional
manipulation (Capgemini 2019; Kouhizadeh et al. 2018; Stahlbock et al. 2018).

4.6 Technological Restrictions

The technological restrictions of smart contracts are closely linked to the develop-
ment of the blockchain. Particularly with large numbers of participants, blockchains
currently come up against their technical boundaries. With each new block, the data
volume, and therefore, calculation difficulty increases. Consequently, large networks
require great storage space, robust internet connection, high computing power and
immense energy. These fundamental limitations reduce the scalability of blockchain
networks nowadays and prevent smart contract technology currently for being used
for extensive networks with many participants and transactions (Bosch and Penthin
2018; DHL and Accenture 2018).

Several solutions to tackle these issues are promoted in the literature. One
approach to reducing the amount of memory needed is using external data storage.
The blockchain would only contain a reference to the original files. This reference
is stored as a hash value, which can access external information while ensuring its
integrity (Schiitte et al. 2017).

To reduce the required computing power and therefore, energy consumption,
different consensus mechanisms are being proposed. With the so-called Proof-of-
Stake, a functioning alternative to the Proof-of-Work exists. This approach reduces
the impact of large numbers of users on scalability. Further approaches are the
deletion of expired data (Unspent Transaction Output) and the partitioning of the
blockchain (Prinz and Schulte 2017).

Another point of criticism is the reduced performance of blockchain systems.
The Bitcoin blockchain balances itself out at approximately seven transactions per
second, compared to the transaction of the financial services corporation Visa with
more than 2,500 transactions per second (Straube et al. 2018). The reason for the
limited amount of transactions are computing processes needed for guaranteeing the
safety and integrity of the data. These cryptographic means are necessary to ensure
a peer-to-peer network without the need for intermediaries. A possible solution is
the partial centralization of the calculation to increase processing speed. While this
approach does increase computing velocity, it is accompanied by a reduction of the
decentralization of the network and the associated advantages (Schiitte et al. 2017).
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The fundamental dilemma of prioritizing between decentralization, security and
scalability was named by the founder of the Ethereum blockchain “the scalability
trilemma”. It states that at most, two of the three criteria can be fully met (Perboli
et al. 2018).

5 Use Case

In this section, an exemplary use case for smart contracts implemented into the
procure-to-pay process is introduced. Using the example of international trade, it
is demonstrated how smart contracts can simplify, automate, and shorten complex
procure-to-pay processes and remove intermediaries. Firstly, the conventional
process, as shown in Fig. 2, is demonstrated. Afterwards, smart contracts are imple-
mented, and the proposed process, as shown in Fig. 3, is explained. The technological
features of the implementation are addressed, as well.

Importer “I”” buys goods from a foreign supplier “S”, that are delivered by a trans-
portation service provider “T”. After determining the requirements and receiving the
product catalog from “S”, “I”’ manually selects the vendor and places the purchase
order. The delivery terms and business agreements are negotiated and agreed on, via
traditional communication channels, such as e-mail and telephone. Afterwards “I”
requests a letter of credit from its bank “BI”, which is then issued to “BS”, the bank
of “S”. After confirming the reception to “S”, the goods are handed over to “T” in
exchange for a proof of shipment. Bank “BS” then pays “S” the agreed amount. After
receiving the goods, “I”’ manually processes the invoice and orders “BI” to pay the
agreed amount to “BS”. Finally, “T” must collect all necessary data for comprehensive
reporting.
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Fig. 2 Conventional Procure-to-Pay process
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Fig. 3 Proposed Procure-to-Pay process with Smart Contract Technology

In addition to a large number of process steps, the parties in this example use a
variety of different IT systems to handle internal processes and external communi-
cation. For monitoring of resources and planning of requirements, most companies
use ERP systems, like the “SAP S/4 HANA”. Additionally, larger companies use
specifically developed systems for data transfer and communication with external
stakeholders. At Daimler, for example, this system is called the “Daimler Supplier
Portal” (Linke and Strahringer 2018). All goods receipts, payments and delivery
information are, additionally handled by means of conventional communication,
such as telephone and e-mail. The various IT Systems paired with a large number
of steps, including many participants, make the procure-to-pay process heterogenic
and complicated. The goal of the implementation of smart contracts is to reduce
the number of necessary participants, process steps, and actions for executing the
procure-to-pay process. Figure 2 depicts the aspects of the process that may be
replaced or automated with the use of blockchain-based smart contracts in grey. The
banks “BI” and “BS” may no longer be vital, as well as the entire process of “credit
assurance”. Furthermore, several process steps may be automated, including “manual
vendor selection”, “invoice processing”, several of the payment steps as well as the
“manual preparation of reports”.

The following section proposed the implementation of smart contract technology
into the conventional procure-to-pay process. Figure 3 shows the new aspects of
the proposed procure-to-pay process with the use of smart contract technology in
grey. The banks are replaced by a blockchain platform on which smart contracts are
implemented. The blockchain acts as a distributed ledger for all parties to access
and several smart contracts are implemented into that blockchain, executing “supply
and demand matching”, “transparent tracking of shipped goods”, “automatic invoice
processing and payment”, as well as “leaving a traceable audit trail”.

However, for the technology to be implemented in the procure-to-pay process,
the various technological limitations of smart contracts and further restrictions must
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be addressed. For external communication and processes, blockchain-technology
offers excellent potential. However, for internal tasks, where trust between the partic-
ipants is established, blockchain applications provide no significant advantage over
traditional technology. Therefore, these internal tasks should not be replaced by
blockchain technology. However, this, in turn, has an impact on how blockchain appli-
cations must be designed. Most of the internal tasks are commonly performed by ERP
systems, which link all company departments and function as common databases.
For blockchains to be able to communicate with ERP systems and access off-chain
data, appropriate software-connectors must be implemented. The advantage of using
software connectors is that neither the existing ERP system nor the blockchain needs
to be adapted. Established ERP systems, like the “SAP S/4 HANA”, usually offer
integrated connectors.

In the case of a supplier-buyer network, closed consortium blockchains should be
used. These blockchains are jointly managed by all participants, which increases the
willingness to cooperate between companies. The participants decide jointly which
new members are admitted and which rules are to apply in the network. In order
to achieve complete process automation, including invoice payments, the use of
cryptocurrencies is advisable. A possible alternative would be to detach the invoice
payment from the blockchain process and carry it out the conventional way.

To increase data throughput and to keep data volume as small as possible, not all
data should be stored on the blockchain. Instead, the data should be saved locally on
the companies’ servers, with only the hash values being stored on the blockchain.
With these references, the companies can access the corresponding data and check
their integrity.

After the successful implementation of the smart contract, the proposed process
is carried out as follows. To begin with, “I” submits its requirement and “S” his
product catalog to the blockchain, where a smart contract matches the two. Simul-
taneously, “I” can verify the authenticity and evaluate the supplier using the audit
trail of past transactions. The contractual agreements are defined in a smart contract,
which ensures the fulfillment of contractual clauses. After handing off the goods to
“T”, IoT devices will continuously report the whereabouts and transportation condi-
tions of the goods to the blockchain where the information is easily accessible. “I”
has reliable information about the order. After receiving the goods, the smart contract
compares the order to the delivery and invoice data. The confirmation of the correct-
ness of the transaction automatically triggers the smart contract to send the agreed
amount to the account of the supplier while leaving a transparent and accessible audit
trail for all involved parties to use for reporting.

The example shows that smart contracts can help streamline processes. First and
foremost, the banks “BI” and “BS” are no longer needed. The blockchain provides
the necessary security and trust between the two contractual partners “I” and “S”.
Furthermore, through the implementation of self-enforcing smart contracts, unnec-
essary process steps are eliminated (e.g. request for quotation and letter of credit),
and several remaining processes can be automated (e.g. vendor selection, invoice
processing, and payment).
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6 Conclusions

This paper examined the extent to which blockchain-based smart contracts are suit-
able for the application in the procure-to-pay process. To this end, the basic and
operating principles of blockchain and smart contract technology were explained.
The paper presented the potential benefits of the new technology for the procure-
to-pay process as well as technical limitations and recent advances in solving these
challenges. Based on a use case, it was shown that procure-to-pay processes could be
optimized through smart contracts. With the use of smart contracts, it was possible
to streamline the process, eliminate unnecessary intermediaries and process steps,
and automate various tasks. The connection of the digital with the real world in
combination with the security mechanisms and the distributed storage of data leads
to process automation, supply chain transparency, data security, and increased trust
among all participants of the supply chain. In that way, smart contract technology
goes beyond the sole automation of internal process steps as current procure-to-pay
solutions (e.g. ERP systems).

However, it was determined that for smart contracts to be market-ready for the
logistics industry, several challenges are yet to overcome. Technological limitations
include limited scalability, poor transaction throughput, and high energy consump-
tion. Approaches for overcoming these issues include external storage of data, alter-
native consensus protocols, and partial centralization of computing power. Besides
that, future research should focus on closing the gap between industry professionals
and blockchain developers. Promising solutions are the usage of artificial intelli-
gence, natural language processing, and human-readable code. The question of how
blockchain technologies will replace or supplement existing systems, such as ERP
systems and EDI communication, also needs to be clarified. Future studies should
focus on integrating legal, functional, and economic aspects of smart contracts to
achieve a transdisciplinary understanding.
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Abstract According to the report Urban Logistics Opportunities-Last-Mile Innova-
tion, prepared by Frost & Sullivan, expenditure on logistics in the world is expected
to reach USD 10.6 trillion in 2020. 70% of these expenses will be generated by
transport and as much as 40% by last mile deliveries. In addition, there are many
social costs associated with urban supplies—traffic jams, noise, pollution, etc. As a
result, more and more logistics service companies and e-tailers are making changes
to eliminate the effects of problems arising from deliveries to individual customers.
These include both relatively easy organizational improvements and more complex
solutions that require investment. One of them is out-of-home delivery. The subject
of out-of-home delivery in e-commerce is a relatively new research area. There are
very few studies conducted on last mile so far have focused on alternative delivery
methods, especially its impact on satisfaction and loyalty of e-customers. That is
why the goals of this chapter are to identify the components of out-of-home delivery,
and to present their influence on satisfaction and loyalty in e-commerce. The studies
are empirical and are based on primary data. CATI (computer-assisted telephone
interview) was selected as a technique of information collection, which had been
preceded by FGIs (focus group interviews).

Keywords Last mile - E-commerce + Out-of-home delivery - PUDO - Parcel
lockers

1 Introduction

The Internet and its accompanying services have had a major impact not only on
the society but also on the economy since the very beginning of their develop-
ment. Recently, this impact has been increasingly noticeable. Nowadays, more and
more managers are indicating that the digital transformation is taking place in their
companies. This applies to communication, sales and distribution channels. Digital
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and physical processes are increasingly intertwined, creating omni-channel systems.
This is particularly evident in commerce, which is gradually moving to the Internet.

The value of the world trade was USD 25.04 trillion in 2019. USD 3.54 trillion was
generated by e-commerce, representing 14.1% of the total retail sales. E-commerce
is projected to grow to $6.54 trillion and will account for 22% of the total retail sales
in 2023 (eMarketer Global Ecommerce 2019).

Currently, almost all products that can be bought in stationary stores are sold via
the Internet, such as: apparel, footwear, consumer electronics, books, movies, music
& games, personal care products, furniture & homeware, household appliances, food
& beverages, toys & baby products.

Due to the lack of geographical limitations, the possibilities of buying and selling
are even greater, as almost everyone can be a customer. The only restriction is logis-
tics, especially product delivery to the customer. It is not always possible to deliver
a product to every place, because not all sellers offer such an option.

E-commerce logistics is associated with many challenges. Until the time of the
dynamic development of e-commerce, CEP (courier, express and parcel) operators
served mainly companies, i.e. the senders and recipients were businesses (B2B).
Currently, a large proportion of shipments is sent to individual customers (B2C). The
main difference between the two segments lies in the different time windows (time
slots) (Faugere and Montreuil 2016) in deliveries to individuals and companies. Very
often, at the time of delivery, recipients are outside the indicated address, which may
cause inconvenience to the courier company and generate higher costs. In addition,
CEP operators frequently compete with each other with low prices. B2C also causes
gradual cannibalisation of B2B—end customers skip middlemen. Another challenge
for e-commerce logistics is the relatively high variability of demand (seasonality of
demand, Christmas peak, accumulation of orders during the day, week, etc.) and
fragmentation of orders, which means frequent shipments of small batches of prod-
ucts. Itis troublesome to send non-standard goods and difficult to deal with shipments
incorrectly labelled by shippers, e.g. recipient’s wrong address, incorrect postal code,
no phone number of the recipient.

Online shopping has accustomed customers to convenience. They can look for
products and order them anytime and anywhere. They also have similar expectations
in relation to the way they have their parcels delivered—they want to have influence
on where and when they receive their e-shopping. In addition, this overlaps with the
extended working time and an increasingly active lifestyle. Therefore, e-commerce
and its operation have an impact on the logistics services. E-customers do not only
want to receive the ordered product quickly and get free shipment, but also to pick
it up at any place and time.

Most of the goods ordered via the Internet are delivered by courier to the indi-
cated location. Door-to-door deliveries are not always convenient because either the
customer has to wait for the courier at home or s/he is away when the courier tries
to deliver. Therefore, alternative services have been created to solve this problem.
These include late hour deliveries and pick-up and drop-off points, automatic parcel
terminals (Kawa and Rézycki 2018).
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Out-of-home delivery services are certainly more convenient for CEP operators
because they reduce the last mile problem. They are therefore increasingly popular
and promoted by e-commerce entities. However, a question arises whether customers
are willing to use such services and whether they are satisfied with them.

The subject of out-of-home delivery in e-commerce is a relatively new research
area. There have been very few studies conducted on the last mile so far, and they
have focused on alternative delivery methods, especially their impact on satisfaction
and loyalty of e-customers. That is why the goals of this chapter are to identify the
components of out-of-home delivery, and to present their influence on satisfaction
and loyalty in e-commerce.

The studies are empirical and are based on primary data. CATI (computer-assisted
telephone interview) was selected as the technique of information collection, which
had been preceded by FGIs (focus group interviews).

The chapter consists of 9 sections. The structure of this chapter is as follows.
The last mile issue is described in Sect. 2. In Sect. 3 the door-to-door delivery
method is presented. Section 4 introduces out-of-home delivery method, especially
parcel lockers and PUDO points. The relationship between out-of-home delivery
and customer satisfaction is outlined in Sect. 5. In Sect. 6 methodology of research
(research stages, data gathering, and measures) are described. The analysis and
results of research are discussed in Sect. 7. In Sect. 8 the development directions
are given. Section 9 concludes the chapter and presents managerial implication,
research limitations, and further research steps.

2 Last Mile

At the beginning, the Internet was mainly used for cooperation between companies.
As already mentioned, B2C transactions are now beginning to dominate e-commerce,
where the product is ordered by individual customers and sent by businesses. In both
B2B and B2C, the so-called last mile service emerges. It is the last stage in the
transport of a parcel by courier to the place designated by the customer. Most often,
the parcel goes to the customer’s place of residence or work.

The last mile is also called “the last leg of the delivery process from a regional
depot to the recipient” (Orenstein et al. 2019) and “the final leg of the journey where
a product lands in a consumer’s hands” (Capgemini 2019).

The last mile is one of the most important phases of the online order process and
is a critical touchpoint in the e-customer journey (Vakulenko et al. 2019) because
that is when the only direct contact between the courier company and the recipient
takes place. The courier becomes a representative of the seller.

This is often the weakest link in the supply chain—the service quality at the last
stage is decided by the person who delivers the shipment on time and in the right
condition, while logistics processes at other stages are automated and optimized. It
is worth to add, however, that the last mile phenomenon is not only a feature of e-
commerce. It also includes supply from municipal warehouses or distribution centres
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and transfers between branches. According to KennisDC Logistiek (2017), 80% of
urban transports are currently performed by companies on their own, not by profes-
sional logistics service providers. This leads to lower efficiency in urban transport
networks because of the lack of load consolidation from many senders. It creates
many social costs associated with urban supplies—traffic jams, noise, pollution, etc.
(Kawa 2019a).

Handing the last mile is the most difficult process in e-commerce logistics. Each
parcel is first picked up by a courier from the warehouse and then delivered directly
to the customer. As a result, about 100 parcels require almost the same number of
repeated actions. What is important is that the courier still has to correctly identify
the recipient’s address and set the delivery route accordingly, so that it is optimal. In
addition, the customer must be at home at that time to be able to pick it up.

That is why the last mile is related to a significant part of the costs in the CEP
industry (McKinsey 2016; Orenstein et al. 2019). According to the report Urban
Logistics Opportunities—Last-Mile Innovation, prepared by Frost Sullivan (2017),
expenditure on logistics in the world is expected to reach USD 10.6 trillion in 2020. 70
percent of these expenses will be generated by transport, and as much as 40 percent
by last mile deliveries. That is why more and more logistics service companies
and e-tailers are making changes to eliminate the effects of problems arising from
deliveries to individual customers. These include both relatively easy organizational
improvements and more complex solutions that require investment (Kawa 2019a).

Just like companies, local authorities are trying to reduce the negative effects of
vehicle traffic, particularly in city centres (Sitek and Wikarek 2019). They regulate
the principles of organizing the delivery of goods and courier shipments in selected
areas of the city and indicate the types of vehicles and their drives. Restrictions apply
to the times of the day in which deliveries can be made, and the time of loading and
unloading goods (Kawa 2019a).

The key to success in the last mile is effective logistics solutions and good commu-
nication with the recipient. For example, according to the World Economic Forum,
“advanced analytics and Internet of Things-based solutions such as load-pooling and
dynamic re-routing could contribute to an overall scenario that reduces emission by
10%, unit cost by 30%, and congestion by 30%” (Vakulenko et al. 2019).

3 Door-to-Door Delivery

Until a few years ago, products ordered via the Internet were delivered mainly by
courier companies and postal operators. The dynamic development of e-commerce
has made CEP services available to the public (mainly through courier brokers). The
biggest advantages of courier services are the door-to-door system and short delivery
time. Neither the sender nor the recipient of the shipment have to go out to use this
service (for this reason the service is more and more frequently treated as a premium).
Delivery is usually made by the next working day. The disadvantages of this solution
are quite high a price of the service, lack of information about the exact delivery date
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and difficulties in determining the correct address, or the addressee’s absence. The
last problem is the biggest one. Some customers feel the stress of not being at home
when a parcel is being delivered (Faugere and Montreuil 2016). That is why avoiding
the need to synchronize with the courier is desirable for many recipients (Orenstein
et al. 2019). This problem is solved by the customer indicating the workplace as the
place of delivery. However, some employers do not allow parcels to be picked up
at work due to the fact that these are private matters for employees. The greatest
problem, however, is that customers have to adapt their schedule to the wide window
of delivery time and wait for the parcel at home (Faugere and Montreuil 2016). In
the case of postal delivery, in turn, the biggest advantage is the price of the service.
A disadvantage is longer time than in the case of courier deliveries and a lower level
of customer service. In addition, parcels often must be collected from the post office,
and these places are often crowded by other customers.

CEP operators undertake various actions to eliminate the effects of problems
arising from deliveries to individual customers (Vakulenko et al. 2019). These include
both relatively easy organizational improvements and more complex solutions that
require investment. One solution is to send information to the recipient about an
incoming shipment (Sitek and Wikarek 2019). This allows the recipient to better
prepare for the collection of the shipment, which increases the effectiveness of deliv-
eries at the first attempt. Another solution that improves the final delivery stage is
the possibility to pay for COD orders by card. An even better solution is to adjust
the delivery time of shipments to the time when the recipient is present in the place
of residence. Shipments to individual customers are therefore delivered in the after-
noon and evening hours. On the one hand, this reduces the number of undelivered
shipments, but does not eliminate them completely, as some of the addressees are
not present at the indicated place of delivery at that time, either.

CEP operators also offer the possibility to manage the place and time of delivery.
It is possible thanks to special IT tools designed to support interactive delivery
management. The customer receives information about the incoming shipment well
in advance and can either redirect it to another location or change the delivery date,
or select a delivery period to a specific address. Due to the fact that couriers need to
service a large number of clients (mainly business) during the day, it is an expensive
solution because it requires additional staff (Kawa and Rézycki 2018). Another way
is to enable the customer to dynamically change the place and time of pickup. The
customer receives information about the upcoming shipment in advance and redi-
rects it to another place or delays its delivery. This increases the number of effective
deliveries and reduces the number of empty runs. On the other hand, the option
of changing the delivery time or adding a time window requires reorganization of
the couriers’ work, which increases the operating costs of the CEP operator (Kawa
2019a).
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4 Out-of-Home Delivery

The solution to the delivery problems related to the door-to-door system is out-of-
home (OOH) delivery. It consists in delivering a shipment to a point or machine that
is in a convenient place for the customer. Such a parcel can be picked up on the
customer’s commuting path at convenient time, within a time frame of some days
(Faugere and Montreuil 2016). It allows to consolidate last mile shipments (Orenstein
et al. 2019; Sitek and Wikarek 2019), which increases delivery efficiency and can
reduce delivery costs. Resources (cars, couriers) and processes (dropping off more
parcels at the same location decreases the number of stops required and eliminates
unsuccessful deliveries due to an absent recipient) (Faugere and Montreuil 2016)
are reduced. Moreover, both the delivery costs and the average delivery time are
significantly decreased (Orenstein et al. 2019).

However, out-of-home delivery involves the customer in the last mile process.
Customers must do some of the work that the courier normally does, i.e. they must
go to the OOH point and pick up their parcels by themselves (Orenstein et al. 2019).

OOH is most commonly found in two forms: parcel locker and PUDO (pick up
drop off) point. Currently, they are some of the key trends in the last mile logistics.
They are also the fastest growing service and the most frequently chosen form of
parcel delivery in China, Germany, Great Britain, France, Belgium and, also, in
Poland. In the further part of the paper they are described in detail.

Parcel Lockers

An automated parcel machine (APM), or just a parcel locker, is a machine that is used
to drop off and pick up parcels. Most often, it consists of several boxes. Therefore,
they are also referred to as secure locker banks which group reception box units
(Businesswire 2019; Iwan et al. 2016). Lockers are interconnected with the hub and
spokes system through the Internet of Things (Faugere and Montreuil 2016). Such
devices are most often open 24/7 and are fully self-serviced, so they are also called
unattended delivery (McKinsey 2016). They can be accessed via digital pickup codes,
QR codes or a mobile application (Orenstein et al. 2019).

Such machines are usually located in easily accessible places and highly
frequented areas, such as public premises, public transit stations, public locations
in living neighbourhoods (Faugere and Montreuil 2016), e.g. at train or bus stations,
gas stations (Orenstein et al. 2019). An advantage of this solution is that the customer
can indicate a convenient location and pick up the shipment at any time, so itis a good
solution for customers who are more mobile, flexible and want to have freedom. For
this reason, they are called “born out of the frustration of failed deliveries to shoppers
who aren’t home” (Orenstein et al. 2019). A disadvantage is that the customer has to
bother to go to such a point, and so “to make the final leg of the journey” (Iwan et al.
2016). There are also limitations in terms of size, shape and weight of shipments. In
addition, there are no or relatively few facilities of this kind in rural or less populated
areas. This can be an obstacle for people who are unable to collect the parcel, e.g.
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because of their disabilities. There is also a problem with larger goods, such as refrig-
erators, washing machines, garden equipment and tires. Parcel machines restrict the
weight and dimensions of a shipment. Large products are still delivered directly to
the address indicated (Kawa 2019b).

Delivery services to parcel lockers are provided by both CEP operators (e.g. DHL
PackStation in Germany, InPost in Poland), marketplaces (Amazon, JD.com) and
independent companies (Hive Box, SwipBox). In this case, the last mile service is
much easier and cheaper for the CEP operator. The courier transports a lot of parcels
at one time and delivers them to one specific location (Kawa 2019b).

More and more often, parcel lockers are equipped with new functions. For
example, they can be used for cash on delivery, to withdraw money (ATM func-
tion), charge a car or scooter (e.g. InPost), pick up groceries (automated food locker
by Cleveron). For this reason, they are also called smart lockers terminals (Faugere
and Montreuil 2016).

Parcel lockers usually have an on-line connection to the system of the network
operator and update information when the status of a parcel changes (delivered,
waiting for pickup, collected). Thanks to that, it is possible to track which lockers
are empty or full (Businesswire 2019).

Apart from parcel lockers, there are other solutions that have a similar function.
These are: a reception box—a locker which is permanently fixed to the wall outside
the customer’s house; a delivery box—a box of goods temporarily attached to the
wall of the customer’s house, which is accessible by means of a lock; controlled
access systems—a solution that allows the courier to access a closed area in order to
leave the goods inside, e.g. in a garage, car trunk (Iwan et al. 2016).

In addition to convenience, the benefits for companies and the environment are
also important. According to the World Economic Forum, they can “reduce delivery
costs by 2-12% and, at the same time, ease congestion by 5-18%” (World Economic
Forum 2020).

PUDO Points

PUDO are special points where one can drop off or pick up parcels. These points are
located in places that are relatively easy to access and that are regularly visited by
customers. They often have long opening hours (Iwan et al. 2016) and they are near
the recipient’s home or office address, or in the recipient’s favourite shopping mall
(Orenstein et al. 2019). Special points are located in places such as grocery stores,
newsagent’s, traffic kiosks, shopping malls and gas stations (Kawa 2019a).

This service originated from the click & collect concept, which was initially
developed by companies trading mainly in fixed locations (e.g. retail chains), but
gradually moving part of their sales to the Internet. Thanks to it, customers did not
have to wait for the courier and pay for the delivery (Kawa and Rézycki 2018).

The points where one can pick up and send a parcel are not a new solution. Such
places existed much earlier, and they were post offices. It was only a few years ago
that CEP companies, which had problems with undelivered parcels to individual
customers, noticed them.
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PUDO eliminates problems related to determining the correct address or the recip-
ient’s absence from home. Using this type of delivery is really simple. When shopping
on the Internet, it is enough to select the appropriate point in the area and pick up
the shipment there later. When choosing a point, the customer pays attention to the
distance from the place of residence or work, so the density and distribution of the
facilities are important, too (Kawa and Rézycki 2018).

Currently, there is a very strong trend towards the development of the PUDO
service, which is why CEP operators continue to expand their network of points
independently and through external partners. They promote it as convenient for the
customers—they can pick up or send a shipment at a chosen place and time. Due to
greater consolidation of shipments, the cost of delivery to the points of sending or
collecting a parcel is lower than the cost of door-to-door courier services. However,
this does not always mean a lower price for the customer. Some shipments are
redirected after the courier cannot effectively deliver the package to the addressee,
and some go directly to the PUDO points. This creates the cost of the delivery to the
points and the cost of handling shipments at those points. Yet, because of the growing
costs of the last mile (mainly due to rising labour costs), the differences between the
prices of direct delivery and that to the points will keep increasing.

A drawback of PUDO is the limitation of the service availability through the
opening hours of the points, which has become an impulse to automate the service
on the basis of the previously described self-service terminals offering 24-h access.
PUDO is characterized by, similarly to parcel lockers, limitations on size, weight,
etc. of the shipments to be accepted.

Most points are available through only one operator. This means that the customer
cannot pick up all products in one place. For this reason, agnostic networks that
include multi-brand services are needed. In such points customers can pick up and
drop off parcels from different CEP operators. However, this requires cooperation
between competitors (World Economic Forum 2020).

The pick up and drop off points are also a very effective solution for the CEP
operators and online retailers, as they involve fewer questions from recipients who
automatically receive information about the status of their shipment. They also reduce
the number of undelivered shipments due to the recipient’s absence. PUDO points can
be successfully used for returns. Recipients can easily and cheaply, and sometimes
even free of charge (depending on the seller’s offer), send back the product (Kawa and
Rézycki 2018). As the OOH network develops, CEP operators expand their services
by opening special points. For example, the DPD Pickup’s and GLS’s offer includes
many additional services, including shipment insurance, international shipping and
cash on delivery. Customers who buy clothes or shoes online can try their order on
in the dressing room and return it immediately, if necessary.
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5 Out-of-Home Delivery and Customer Satisfaction

A network of PUDO points and parcel lockers is currently an important element
in the development of CEP operators and e-commerce companies. This is related
to the growing challenges for city logistics and the requirements of city residents.
On the one hand, this solution reduces the volume of courier traffic in cities, and
on the other hand, it gives the customer the freedom to decide how and when to
collect his/her order sent from the online store. The operators’ priority is to give their
customers the greatest convenience and flexibility possible in using courier services
and the possibility to choose between deliveries: to their own hands, to their home,
workplace, parcel locker or PUDO point. This makes the customer shopping online
more satisfied (Faugere and Montreuil 2016), and causes a feeling that the e-tailer
understands their needs, which later leads to recommendation to buy at a specific
shop.

On the basis of the above considerations, the following hypothesis has been
formulated:

H1: The out-of-home delivery has a positive impact on customer satisfaction in
e-commerce.

Numerous studies show that customer satisfaction leads to increased customer
loyalty (Cyr 2008). If a customer is satisfied with their online shopping, it is very
likely that they will buy this product again or choose the same seller the next time.
This observation leads to another research hypothesis:

H2: Customer satisfaction has a positive impact on loyalty in e-commerce.

The out-of-home delivery can directly affect the loyalty variable. Therefore, a
research hypothesis has been put forward which is as follows:

H3: The out-of-home delivery has a positive impact on customer loyalty in e-
commerce.

6 Methodology of Research

Research Stages

In this study, a quantitative method was used to investigate the dependencies between
out-of-home deliveries and customer satisfaction and loyalty. It was preceded by an
in-depth literature analysis, presented in the previous parts of this paper, which was
used to prepare a qualitative method for the research. Using this method was aimed
at preliminary analysis of the problem of the last mile in e-commerce and providing
information necessary for proper organization of the research with the quantitative
method, including first of all designing the measuring instrument (questionnaire).
A focus group interview (FGI) was chosen as the research technique. The selection
of respondents for the study was purposeful. The results of these interviews (Kawa
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et al. 2019) have become the basis for the preparation of the next step of research—
study of online retailers with the use of quantitative research. A tool in the form of
a questionnaire was created.

Data Gathering

In the third stage of the research, both computer-assisted web interviews (CAWI)
and computer-assisted telephone interviews (CATI) were applied. The investigation
was carried out between November 2017 and May 2018 by a research agency. The
database of polish online retailers was the sample of the study. Approx. 6 thousand
representatives of online retailers were invited to take part in the investigation with
usage of non-random purposeful sampling. It was 20% of the total population of
e-tailers in Poland. A restrictive condition, as in the FGI, was that each participant
in the interview had to conduct selling activity on the Internet for at least one year
as a necessary condition. A return ratio was 10%. We received 592 correctly filled
questionnaires—392 interviews from CAWI and 200 from CATI. This sample is
sufficient to generalise our results for the entire population of the polish e-tailers.
An acceptable margin of error is 3.99% with assumption that the confidence level is
95% and the response distribution is 50%.

Measures

Three constructs (latent variables) were distinguished in this research: out-of-home
delivery, customer satisfaction and loyalty. Based on an in-depth literature analysis
and results of focus group interview, the items of these variables have been devel-
oped. They have been included in the questionnaire in the form of statements. The
respondents evaluated these statements with the use of a five-point Likert scale. In the
case of the loyalty measure, the respondents were asked to compare their parameters
with those of other online retailers.

Out-of-home delivery was measured by the possibilities of picking up goods
ordered via the Internet (excluding door-to-door deliveries). Customers can buy prod-
ucts from online sellers who offer deliveries to PUDO points, self-service terminals
(e.g. parcel lockers), as well as the click & collect solution. Satisfaction was related to
the customer’s happiness with their purchases, their feeling that the seller understood
their needs and that they would recommend purchasing from the same seller to their
family or friends. Loyalty, in turn, referred to buying again from the same seller in
the near future, even if the conditions changed, i.e. the products, their delivery and
payments offered by other vendors would be more competitive (Cyr 2008).

With the results of the interviews, the exploratory factor analysis was used in order
to find the indicators with the highest loading values. The validity and reliability
analysis by the Cronbach’s o method has been used for this purpose. All Cronbach’s
a were above 0.7, indicating satisfactory internal consistency of variables (see Table

0.
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Table1 Constructs, items and scales of the out-of-home delivery, customer satisfaction and loyalty
variables

Out-of-home (OOH) delivery

Cronbach’s alpha =0.74

» Customers buy from online sellers who offer deliveries to PUDO (pick up drop off) points
(e.g. a traffic kiosk. gas station)

¢ Customers buy from online sellers who offer deliveries to self-service terminals (e.g. parcel
locker)

* Customers buy from online sellers who offer click & collect solution

Customer satisfaction

Cronbach’s alpha =0.78

» Customers are satisfied with their purchases

Customers will buy again at my shop in the near future

 Customers feel that we understand their needs

» Customers will recommend buying at my shop to their nearest and dearest

Customer loyalty

Cronbach’s alpha =0.81

¢ Customers will continue to buy with them. even if the products offered by other online
retailers are more competitive

* Customers will continue to buy with them. even if the delivery of products offered by other
online retailers will be more competitive

¢ Customers will continue to buy with them. even if payments for products offered by other
online retailers are more competitive

Source own elaboration

7 Analysis and Results

We analysed the data using one of the statistical measures—Pearson’s correlation
coefficient, which is particularly appropriate for testing hypotheses. In this way, it was
possible to confirm that the correlations were not accidental and allowed to generalise
the results of the conducted tests with a sufficiently high degree of probability (Kawa
2019b). The empirical models include out-of-home delivery (OOH), satisfaction, and
loyalty variables, and the interaction between them. Table 2 reports means, standard
deviation, and Pearson’s correlation coefficients for all variables used in this study.
Our empirical testing has shown that all hypotheses have been supported (see
Fig. 1). The out-of-home delivery has a positive influence on the satisfaction and the
loyalty variables. These correlations have been statistically significant but not too

Table 2 Descriptive statistics

Variable Mean S.D 1 2 3

1. OOH delivery 3.62 1.11 0.17* 0.134*
2. Satisfaction 4.01 0.92 0.444*
3. Loyalty 3.27 1.13

“p<0.01; N =592
Source own elaboration
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Lol Loyality

4

Out-of-home
delivery

0,44**

R Satisfaction

Fig.1 Confirmed correlations between the out-of-home delivery, customer satisfaction and loyalty
variables **p < .01. Source own elaboration

strong. The strongest statistically significant relationship has been found between
the satisfaction and the loyalty variables. The research conducted has confirmed that
delivering the right value to the customers increases their satisfaction, which in turn
translates into customer loyalty and, further, into repurchasing (Chiou and pan 2009;
Chiu et al. 2009; Vakulenko et al. 2019). So, deliveries in e-commerce are a very
important component of value for the customer. It means that the more attention a
customer pays to out-of-home delivery, “the more satisfaction they get from shopping
and the more loyal they are, and thus the more they spend on shopping” (Kawa
2019b). Consequently, the sellers of goods who take alternative deliveries seriously
can expect better performance than their competitors.

It is important that the out-of-home solutions are created by entities supporting e-
commerce and providing complementary services, such as logistics, or parcel service.
This means that all e-commerce stakeholders should pay special attention to the issue
of alternative ways of deliveries, because creating value from them for the customer
will bring them benefits.

The results and conclusions are very important from a scientific perspective,
because the impact of the out-of-home delivery on the customer satisfaction and
loyalty, in particular in e-commerce, is rarely mentioned in the literature (Kawa
2019b).

Out-of-home deliveries are not only PUDOs in the form of traditional points and
parcel lockers, but include many other solutions that various e-commerce stake-
holders are working on. An interesting idea is personal parcel boxes, which can be
located at the place of residence. They fulfil a function similar to traditional mail-
boxes, but have greater capacity. Thanks to them, the courier or postman can leave a
parcel in the box, even if the customer is not at home. The customer can also send a
parcel. The box combines the advantages of courier deliveries (delivery to the door)
with those of automatic parcel lockers (possibility to pick up the package at any
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time). The parcel box can also handle returns. For the time being, such solutions are
mainly in the phase of testing or initial development, but in a few years’ time they
may become widespread, especially in the case of detached and terraced houses.

Another way to deal with the last mile problem is to use cars as mobile PUDOs.
When ordering products, the customer indicates his/her vehicle as the place of
delivery. The courier uses a disposable digital key to open the trunk and place the
package in it. Then, information about the delivery is sent to the customer. Such solu-
tions are tested or applied by retailers (Amazon), car manufacturers (Volvo, BMW,
Audi) and CEP operators (DHL). Similarly, a parcel can be left in a specific part of
the house (e.g. garage).

8 Development Directions

The question about the direction in which alternative means of delivering products
ordered over the Internet will develop is very difficult to answer unequivocally. Until a
few years ago, PUDO was used marginally and parcel lockers were at an early stage of
development. Today, it is difficult to imagine trading over the Internet without them.
However, new disruptive solutions may appear which will replace the previous ones.

The role of independent integrators is likely to increase in the near future. They
will consolidate the services of different entities in one place according to the one
stop shopping concept. In addition to the CEP operators, whose domain will be
transporting parcels from point A to point B, entities that will offer competence in
sending and receiving parcels will be very important. This is not only about the
physical points, but also about technology companies that will provide effective
solutions for the integration of many partners and the flow of information between
them. Co-opetitive activities, i.e. cooperation between competitors, may also develop
in order to reduce costs and compete together for e-customers.

A number of solutions based on automation, autonomy and robotisation (drones,
robots, autonomous vehicle deliveries with parcel lockers, etc.) (McKinsey 2016) are
currently being tested which are very important in the context of the last mile chal-
lenges, but they mainly concern door-to-door deliveries. Undoubtedly, such solutions
automate the process of parcel delivery to a customer, but it is difficult to imagine
that they will be used on a massive scale. Every day, millions of parcels are deliv-
ered and all cannot be transported by drones or robots. So they are used for urgent
deliveries, in hard-to-reach places and where there is a low density of recipients. In
addition, in many countries there are legal restrictions, e.g. flight at a certain height
under human supervision (Kawa 2019a). These solutions are also widely described
in the literature, e.g. (Vakulenko et al. 2019), just as using the concept of sharing
economics, in particular crowdsourcing. The society and its resources are involved
in the delivery of consignment services (Kawa 2019a). However, these are solutions
to the problems of door-to-door deliveries, which are not covered by this article.
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9 Conclusions

The Internet has not only revolutionised trade but has also had a major impact on
logistics. It is now one of the key factors in the development of logistics companies, in
particular CEP operators. More and more people buy things online, and that translates
into the number of shipments that have to be delivered to the final recipient. The
issue of the last mile, which appears at the last stage of the logistics process, is
becoming particularly important. Most often, shipments are delivered by door-to-
door couriers. As it was shown in the article, this type of delivery is not effective.
Hence, out-of-home deliveries are very helpful.

Deliveries to PUDOs and parcel lockers are characterized by flexibility of the
delivery place and date. When e-shopping, this is undoubtedly an additional argument
for customers who are more mobile and want to be free to choose the place and time
of delivery. Unfortunately, this can be an obstacle for those who need to go a long
way to such a point, e.g. living in rural, less populated areas or not being able to
pick up the parcel. For some customers, the door-to-door courier service will still
remain most convenient and reliable. There is also a problem with larger goods such
as refrigerators, washing machines, garden equipment, and tyres. PUDOs and parcel
lockers obviously limit the weight and dimensions of a potential shipment. Large
products are still delivered directly to the indicated address.

For the purpose of this study, interviews were conducted with 592 online retailers.
The hypothesis that the out-of-home delivery has a positive impact on customer
satisfaction in e-commerce has been confirmed. The customer satisfaction has a
positive impact on loyalty in e-commerce. There is also a direct relationship between
the out-of-home delivery and loyalty. It leads to the managerial implication that
greater attention to out-of-home delivery in e-commerce resulted in greater customer
satisfaction, and, in turn, in influence on customer loyalty. Managers representing
online sellers should offer alternative forms of delivery options (not only courier
services). It leads to a greater sense of control by customers choosing the best delivery
option for them and to good experiences in the whole process of online shopping
(World Economic Forum 2020).

The presented research has both methodical and substantive limitations. The
approach developed for the needs of the paper aimed to identify universal dependen-
cies between delivery methods, customer satisfaction and loyalty. However, such an
intention may result in disregarding other aspects of the impact on customer satisfac-
tion and loyalty, such as delivery monitoring, time of delivery. Inclusion thereof may
be a future direction of research, leading to an increase in the substantive value of
the approach. The limitation of the methodological nature of this study is the essence
of the approach itself, which simplifies the economic reality and thus reduces the
complexity of the actual state.

The development of the PUDO points and parcel lockers is undoubtedly one of
the most important trends in the CEP industry. It can be assumed that their popularity
will increase with the development of e-commerce; new solutions will emerge, and
they will slowly displace courier services, which will become premium services over
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time. Surcharges for delivery of parcels to the customer’s door are more and more
often discussed. This trend is worth observing. Therefore, future work can embrace
a rerun of this study with the addition of new forms of out-of-home deliveries.
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Evaluation and Control )
of a Collaborative Automated Picking L
System

Mathias Rieder and Richard Verbeet

Abstract Pickingis a core process of logistics. The challenge of acquiring personnel
for operations and handling steadily changing product ranges can be tackled by part-
wise automated picking systems to create a cooperative working environment for
human pickers and picking robots. This chapter is motivated to enable a stepwise
transformation from manual picking to highly automated picking processes by coop-
erative and learning robots. The main goal is to guarantee reliable order fulfilment by
implementation of a feedback-loop between humans and robots for error handling and
to gather data for machine learning algorithms to increase the performance of object
detection. In this chapter a concept for measurement and evaluation of system perfor-
mance is introduced ensuring successful processing of picking orders and training of
picking robots to improve their ability for object detection. It is based on the amount
of picking orders, the picking capacity of humans and robots, and the probability
for successful automated order picking considering the training effort during system
design. The proposed concept can be used for overall capacity planning as well as
for operational control of picking processes.

1 Introduction

Modern supply chains are challenged by an increasing complexity and short product
life cycles. Therefore, picking as central logistic process during order fulfilment must
adaptto changing productranges. Another rising challenge is the lack of personnel for
manual picking processes. Therefore, automated picking systems handling steadily a
changing product range become more and more important. In recent years, using tech-
nical progresses in robotics general concepts for automated picking are developed
(Zou et al. 2019; Krug et al. 2016) or applied for specific use cases (Mester and Wahl
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2019). Thereby, the general concepts focus on automation of movement or manip-
ulation of objects and not on an integrated handling of heterogenous and dynamic
article ranges. Verbeet et al. (2019) propose a cooperative picking system to guar-
antee reliable automated picking by robots realized by a feedback-loop improving
robots’ ability for object detection by human support.

Classic methods for capacity planning and performance evaluation to control
and design must be extended for partwise automated systems. The adaptive process
model proposed by Verbeet et al. (2019) for a proposed cooperative picking system
considers humans to support robots in addition to their normal workload to enable
the learning process. In this system, not successful object detection during picking is
the start of a learning process and therefore desired if overall order fulfilment is still
guaranteed. The system is to be designed in such a way that all picking orders are
completed, and the capacity of humans and robots is utilized. Furthermore, picking
robots should reach their performance limits to trigger the proposed cooperative
learning process to increase the picking performance of the whole system in the long
term.

This chapter introduces a concept to calculate such an equilibrium of capacity
for a partial automated picking system based on the adaptive process model. The
calculation can be used to carry out a general capacity assessment based on available
capacities and a pool of picking orders while allocating these picking orders to human
pickers and robots by mathematical optimization. The overall system efficiency of
picking robots’ ability for object detection can be evaluated by an average probability

for a successful object detection. For this, the threshold Pgi.qx is calculated defining
an average value for successful object detection of a single article.

The remainder of this chapter is organized as follows. In the second chapter,
related work from the fields of existing robotic picking systems as well as planning
and evaluation of order picking systems is discussed. This review shows the lack of
a concept considering capacity during evaluation and design of cooperative partwise
automated picking systems. The adaptive process model for an automated cooper-
ative picking system is described in the third chapter. The fourth chapter proposes
evaluation concepts for overall capacity planning, a preselection for order assignment
and a calculation approach of a capacity-based working point. These concepts are
discussed in fifth chapter and in the final chapter this paper is closed by a conclusion
containing a brief summary and further research.

2 Related Work

Grosse et al. (2017) mention the following planning problems for picking systems:
layout design (structure and dimension of shelfs), storage assignment (allocation of
items to storage positions), zoning (assignment of working area to pickers), order
batching (consolidation or splitting of picking orders), routing (sequence of picking
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positions and routing), and technical equipment (supporting equipment). In this
paper, the problem of order assignment is added.

Many research activities focus on batching, sequencing and routing in order
picking systems with multiple pickers (Scholz et al. 2017) and Chabot (2018) shows
order picking is influenced most by facility layout, storage assignment policy and
routing strategy. Jane and Laih (2005) improve utilization and completion time of
a synchronized zone manual order picking system by a heuristic solving a natural
cluster model. Yu and de Koster (2009) define order batching and zoning of the
picking area using a queuing network approximation model. Bukchin et al. (2012)
batch orders in a dynamic finite-horizon environment to minimize order tardiness
and overtime costs of pickers using a Markov decision process-based approach to set
an optimal decision-making policy. Lin et al. (2016) use Particle Swarm Optimiza-
tion to solve the problems of order batching and picker routing. Zhang et al. (2017)
present an approach to solve the on-line order batching and sequencing problem with
multiple (manual) pickers using a hybrid rule-based algorithm minimizing turnover
time (completion time of an order). In addition, they present a review about previous
work about order batching. Pinto and Nagano (2020) solve the Optimized Billing
Sequencing (order fulfilment) and Optimized Picking Sequence (batching, route
planning) problems by combination of two genetic algorithms. Valle and Beasley
(2019) discuss approaches using queueing theory, simulation, mathematical opti-
mization and heuristics for system analysis, design optimization, and operations
planning and control.

Henn (2015) is considering order assignment. The task of order assignment is
strongly connected to workload balancing. In fast picking environments demand
cannot be taken as known resulting in the requirement of shorter execution times of
picking orders and a dynamic workload balancing (de Koster et al. 2007). Vanheusden
et al. (2017) show a necessity to balance workload within a picking system not only
in long-term range but also within a day or during a shift due to the steady rising
requirement of flexibility. A reliable forecast is necessary to balance workload. van
Gils et al. (2017) provide an overview of various time series forecasting models for
predicting the workload within a picking system and indicators for measurement
of accuracy of forecasting results. In van Gils (2019) different planning problems
considering various real-life features to match demand and resource allocation are
combined. Tu et al. (2019) focus on workload balancing within an order picking
system by storage assignment. Merschformann et al. (2018) show that order assign-
ment has the major impact on throughput of a picking system using a robotic transport
system. Chen et al. (2017) combine different strategies of order sequencing, order
release and storage assignment to balance workload and capacity.

Molnér (2004) suggests an integrated concept for planning a picking system by a
genetic algorithm solving a constraint programming model followed by a simulation
to estimate the number of pickers and picking schedule considering time constraints
while minimizing total costs. Hwang and Cho (2006) plan a warehouse by mini-
mizing costs considering throughput and storage space with a concept to measure
travel time of transporters for manual picking and using a simulation model to define
the necessary number of transporters. Seyedrezaei et al. (2012) present a dynamic
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mathematical model for the order picking planning problem maximizing order fulfil-
ment considering product life, customer importance, probabilistic demand, and back-
order strategy. Ktodawski and Jachimowski (2013) propose a concept for using an ant
algorithm for planning a picking system considering various parameters but doesn’t
provide a definition for an evaluation function.

A mechanism to evaluate a picking system is the basis for planning and operational
decisions. A qualitative approach for evaluation of a picking system is a Balanced
Scorecard (Heine and Wenzel 2013). In contrast, VDI describes more than 350 KPIs
for a quantitative evaluation of logistics processes (VDI 2007). Many quantitative
concepts evaluate a picking system’s performance by order fulfilment. Chabot (2018)
uses order lead time for evaluation. Gong et al. (2010) define a framework to evaluate
different storage and order picking policies by a DEA model considering total costs
and service level. Brynzér et al. (1994) present an evaluation methodology using
zero-based analysing of manual picking processes. Dallari et al. (2009) describe a
design methodology for picking systems measuring performance by response time,
picking rate and number of pickers. Pan and Wu (2012) evaluate the efficiency of a
multi-picker system by estimation of the number of picking items per time to avoid
inaccuracies during measurement of travel distance or travel time due to conges-
tion. Yu and de Koster (2009) use mean throughput time of an arbitrary order as
measurement of efficiency. Lamballais et al. (2017) evaluate the performance of a
Robotic Mobile Fulfilment System (RMFS) that realizes a parts-to-picker environ-
ment by measuring maximum order throughput, robot utilization, and order cycle
time. Hwang and Cho (2006) evaluate a system by transportation time of transporters
for manual picking.

The mathematical concepts mentioned so far mainly minimize used time and
travelled distance. Grosse et al. (2017) point out time to be still the most important
indicator to evaluate the outcome of an order picking system. A review presented
by Gu et al. (2010) shows amongst others the evaluation of performance by analytic
models considering travel time or service time. Jane and Laih (2005) measure the
improvement of completion time, Bukchin et al. (2012) use a measurement by slack,
i.e. comparison of an order’s picking time and its remaining time to supply. Zou et al.
(2019) minimize the total time needed to pick items of an order. Manzini et al. (2007)
evaluate performance of order picking by travel distance. Hsieh and Huang (2011)
show how strategies of storage assignment, order batching and picker routing affect
the overall performance also measured by travel distance Lin et al. (2016). measure
the total picker routing distance. In Hernandez et al. (2017) the evaluated metrics
are travel distance and travel time and Pinto and Nagano (2020) also combine these
metrics by maximizing order portfolio billing and minimizing total picking time
and travel distance. In Seyedrezaei et al. (2012) the degree of order fulfilment is
maximized.

Hanson et al. (2018) and Jaghbeer (2019) mention the categories throughput, order
lead time, availability, flexibility, quality, training time, resource utilization, costs,
and ergonomics to evaluate performance of robotic picking systems. Jaghbeer (2019)
states no studies using these categories for robot-to-parts picking systems exist.
Even considering further technical and conceptual progress in automated picking,
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robots will depend on humans in order picking systems. Therefore, an efficient setup
of an operational human-robot picking system needs a reliable human—machine-
interaction (Azadeh et al. 2017). Bonini et al. (2019) propose a method to distribute
various tasks among humans and robots within a warehouse to use synergies in
human—machine-interaction. Hoffman (2019) describes the successful coordination
of humans and robots as robot collaborative fluency measured by specific metrics for
idle time for humans and robots each, concurrent activity, functional delay, and inter-
action between objectives. Within RMFES a lot of research about cooperation of trans-
port robots delivering shelfs with articles to pickers located at static picking stations
exists (Zou et al. 2019; Valle & Beasley 2019; Hanson et al. 2018). Implications for
humans within a cooperative human-robot picking environment are discussed by
Lee et al. (2017). An overview of different types of co-working (cell, coexistence,
synchronized, cooperation, collaboration) can be found at Bender et al. (2016). RMFS
can be implemented with approaches for navigation in a warehouse. Some research
on navigation can be found in Nguyen et al. (2016) or Hernandez et al. (2017). Maga-
zino realizes a picking robot capable of travelling to shelves, picking specific articles
(shoe boxes) and delivering them to a transfer station (Mester and Wahl 2019). Within
this system robots and humans work in parallel within a joint area. Bormann et al.
(2019) show a buckling arm robot mounted on a mobile platform detecting objects
by a camera system. They state the need for an adequate amount of training samples
to enable a reliable object detection. The collection of these samples is automated by
an object recording station collecting colored 3d point clouds. Furthermore, different
systems for bin picking (Martinez et al. 2015) or shelf picking (Liang et al. 2015;
Zhang et al. 2016; Zhu et al. 2016; Wahrmann et al. 2019) are proposed. Gripping of
complex formed articles is discussed by Liu et al. (2019) and Kozai and Hashimoto
(2018) calculate the risk for collision in case of different objects in a picking scene.
Verbeet et al. (2019) describe a cooperative human—robot picking system using an
integrated feedback-loop to improve the ability of object detection of robots. The
following section explains this concept in detail.

3 Cooperative Picking System

Rieder and Verbeet (2019) present an adaptive process model to realize a cooperative
picking system containing an Application-Phase and a Learning-Phase. This model
was extended by Verbeet et al. (2019) by an Adjustment-Phase and a Cooperation-
Phase as well as by a conceptual picking system describing its components and their
interactions. The model is shown in Fig. 1. Within the Learning-Phase models for
object detection are created and improved using image data recorded in a controlled
environment as well as data from operational processes. This phase is decoupled
from operational order picking within the Application-Phase where humans and
robots work in parallel within a picking environment. A picking robot is supposed
to successfully grip and withdraw from a storage location after a successful object
detection. In case of an unsuccessful object detection it tries to find a solution on its
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Fig. 1 Adaptive process model for picking-robots (Verbeet et al. 2019)

own by predefined options during the Adjustment-Phase, e.g. by moving its camera
to a different position. If this is not successful, the Cooperation-Phase is triggered
calling a human picker (Emergency Call) to support the robot by picking the article
and generating feedback for an improvement of object detection. This feedback
contains image data gathered from the operative situation at the shelf by the robot’s
camera and information added by the human picker (article-ID, position of article
defined by a bounding box) to enable training.

The process model can be realized using an agent-based system architecture,
whose components are shown in Fig. 2. A Warehouse-Managemen-System (WMS)
is responsible for administration of inventory data and allocation of picking orders.
Human pickers and picking robots cooperatively process assigned orders, whereby
human pickers are interacting with IT systems and picking robots by wearables (Kong
et al. 2019). Furthermore, a Picture Recording Machine is used for efficient and
controlled image recording (Rieder and Verbeet 2019). These images are stored on a
data server and are used for training of models for object detection by a computation
cluster. Communication is realized by MQTT enabling topic controlled publishing
and receiving of FIPA-conform Agent Communication Language (ACL) messages.
Interaction patterns define the sequence of messages between components and embed
it into the picking processes.

Each article can be successfully detected by a picking robot with a probability of
Pop. An average probability is introduced to evaluate picking robots’ performance
for successful object detection. The working points Pg;eqx (Effortgone; = Benefitropor),
PHuman (Errorgrepor = Errorguman), and Pryprove (Epoch-A = 8pimi¢) are defined. This
probability describes the efficiency of object detection but not the overall perfor-
mance of the system. Regarding the overall system performance, the capacity of
human pickers and picking robots and the effort for Emergency Calls resulting from
unsuccessful object detection must be considered. The assignment of orders to human
pickers and picking robots during the interaction pattern “Picking Order” is of major
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Fig. 2 Picking system to realize the adaptive process model according to Verbeet et al. (2019)

importance within this capacitive evaluation because it enables workload balancing. It
isrealized by a one-stage auction process arranged according to Contract Net Protocol
(FIPA 2001) allocation orders depending on the effort for order fulfilment measured
by time and using current workload, order lead time and duration of probably arising
Emergency Calls.

The adaptive process model must reserve capacity to allow the feedback-loop
to improve object detection. Therefore, an equilibrium between order fulfilment and
improvement must be found, i.e. a working point must be defined at which fulfilment
of all picking orders is guaranteed but robots are free to cause Emergency Calls to
gather operational data. In the following chapter, a calculation for such an equilibrium
is presented to setup picking capacity and control order assignment ensuring order
fulfilment while maximizing robots’ workload to trigger Emergency Calls.

4 System Evaluation

The general approach is a capacitive evaluation of the performance of a picking
system. It can be used for proactive capacity planning or operational control of order
assignment. Moreover, an approach for an overall performance evaluation of picking
robots’ ability for object detection is proposed according to the classification of
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Verbeet et al. (2019) using a minimal probability of object detection greax to define
an efficient working point for picking robots.

4.1 Capacity Planning of Picking System

According to the adaptive process model picking orders can be fulfilled by humans
and robots in parallel. The overall picking performance of a system is reduced by the
robots’ dynamic learning process respectively by Emergency Calls. The following
calculation enables the evaluation if a specific order assignment, i.e. an allocation
of picking orders to human pickers and picking robots, allows the execution of all
orders with the existing capacity. Basis for this calculation is a demand forecast for
a time interval, e.g. one shift, containing articles and their number of picks, whereby
this forecast is divided into two subsets for humans and robots each:

Dr = Z PiCkSArtic]e, Forecast (D

Article, Forecast

Dg = Subsetrobor + Subsetyuman

- E PiCkSArticle, Robot T E PiCkSAnicle, Human (2)

Article, Robot Article, Human

During the processing of orders from Subsetgopot, Unsuccessful object detection
can trigger an Emergency Call leading to a time effort for human (Lgc ) and robot
(Lecr). This effort is assumed to be constant for a picking system and can be
evaluated from empirical data (Verbeet et al. 2019). The expected total effort for
human pickers and picking robot is the sum of the effort for a single Emergency Call
multiplied with the probability for an unsuccessful object detection weighted by the
number of picks from Subsetropor:

Lecusrk = Z (PickSarticte, Robot * Lec.H * (1 — Pop, Artictc) ) €)]
Article, Robot
Lecrsr = Z (PickS aricte,Robot - LECR * (1 — Pop, Aricte)) “4)

Article, Robot

A picking capacity for human pickers (Cy) and picking robots (Cg) is calculated
by multiplying an individual picking rate (picks per time unit) depending on ware-
house organisation and picking environment with the number of humans respectively
robots:
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CH = PiCkingRateSingleHuman . NumberHuman (5)

Cr = PickingRateg;,icropo - NUMberrobor (6)

In addition, an effective working time (WT) without breaks, charging or technical
down time within the time interval of the forecast is defined. The two subsets must
be defined in such a way that they can be fulfilled with the existing picking capacity:

LEc,H,sR

Cy-WT — > Subsetyuman (7)

L
Cr - WT — EC,R,SR

> Subsetrobot ®)
To enable a picking system to fulfil all picking orders the effective picking capacity
of all humans and robots reduced by the capacity to handle Emergency Calls must be

greater than or equal to the demand forecast. Therefore, the following equilibrium is
defined:

Lgc,H,5R Lgcr,sr

Cy - WT —
H WT

+Cr - WT — > Dg 9)

The linear optimization model from Fig. 3 is based on the Egs. (1)-(9) and calcu-
lates the subsets. The goal is to maximize the workload of robots and humans subject

execute { cplex.epgap = ©.0001; }

)i’_f'x\x:rw'ricn:wh:'x‘c'x:-c-wwrx:-:'r\-"\-'ic'i: Variables N R R R R R R R
int WT = ...; float C H=...; int numArticle = ...;

int LECH= ...; Tloat CR= ...; range Articles = 1..numArticle;
int L_EC_ R = ...; int D_F[Articles] = ...; float POD[Articles] = ...;

' it e Decision Variables
dvar int SubsetRobot; dvar float L_EC_H SR; dvar int+ PicksRobot[Articles];
dvar int SubsetHuman; dvar float L_EC_R SR; dvar int+ PicksHuman[Articles];

[/FEErEsrsaaasnkannnsnsass Goa] Function *F*FEEEEErsisasasrEEs s EaRasEEaeeRees

maximize SubsetRobot;

(R E R R . s o s s s R
/7 Constraints

subject to {
SubsetRobot == sum(i in Articles)(PicksRobot[i]);
SubsetHuman == sum(i in Articles)(PicksHuman[i]);
forall(i in Articles) D_F[i] == PicksRobot[i] + PicksHuman[i];
L_EC_H SR == sum(i in Articles)(PicksRobot[i] * L_EC_H * (1 - POD[1]));
L_EC_R_SR == sum(i in Articles)(PicksRobot[i] * L_EC_R * (1 - POD[i]));
SubsetRobot <= (C_R * WT) - (L_EC_R_SR / WT);
SubsetHuman <= (C_H * WT) - (L_EC_H_SR / WT);

I

Fig. 3 Calculation of subsets by linear programming in OPL
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to capacity restrictions and total order fulfilment. Therefore, robots are assigned as
many picking orders as possible to learn from resulting Emergency Calls. The model
is programmed in OPL using OPL-Studio 12.8.0.0 (IBM 2020).

The picking system is modelled by the constant input parameters working time
WT, theoretical picking capacity (C_R and C_H) and a set of articles each possessing
a probability for successful object detection Pop. Constraints are the capacity restric-
tions from Eqgs. (7) to (8). The subsets are defined by the additional variables
PicksRobot and PicksHuman defining the number of picks of an article within its
corresponding subset. After introducing these variables, order fulfilment can also be
defined as constraint by matching the sum of PicksRobot and PicksHuman against
an article’s picks within D_F.

4.2 Preselection for Order Assignment

The equilibrium defined by Eq. (5) can also be used for a preselection during order
assignment. Two variants are introduced: the generation of a list of articles which

may be assigned to a robot and the calculation of a threshold 130]3 for the expected
probability for successful object detection during order picking.

4.2.1 Preselection by Article List

If the articles of a picking order are part of Subsetgopoi, robots are considered by
the WMS during order assignment process. There is no need for a robot-specific
assignment: Offering many human-only orders will stepwise increase their workload
(order queue). When orders accessible by robots are offered, this workload will
increase their effort values increasing the probability robots will win the auction.
The effect of this mechanism is shown in Fig. 4.

It assumes the initial forecast D in total is reliable within working time WT
but does not consider the variation of Demandgc, over time. Therefore, it must be
encountered by a feedback control during operation. At first, an initial calculation
of subsets is using a linear smoothed total demand Dy for WT as Demandcajcutation.0-
By a rolling recalculation which is based on the remaining working time and the
difference of executed orders and original forecast new subsets are defined. In each
recalculation a new Pgp for an article can also be considered. These recalculations
are heavily affected by the rolling time span: the smaller the time span, the more
effective is the matching of forecast and real demand. In contrary, the system is not
allowed to trigger many Emergency Calls and learning is limited. Greater time spans
allow higher delay during order fulfilment but enable a higher amount of Emergency
Calls and thereby more input data for learning.

In Fig. 4 recalculations for the time values t;, t; und t3 are shown. Even if all
existing orders are fulfilled at t;, the number of executed orders C; is beneath the
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Fig. 4 Concept for a rolling calculation of subsets for a preselection before order assignment

calculated Demandcyiculation,0 resulting in lower capacity for Emergency Calls and
“pulling” OrderFulfilment upwards. The same effect can be observed at t,, whereby
actually a real backlog of picking orders exists. At t3, the number of executed orders
is above the last recalculation Demandcyjcuration,2 @and more capacity for Emergency
Calls is considered during the calculation of subsets, although the backlog still exists.

The question arises why a preselection is necessary during an order assignment
by an auction which inherently should balance the workload. One reason is the
variation of demand during WT. If an order’s deadline for fulfilment is the end
of WT, a statistical approach is sufficient because temporary backlog induced by
Emergency Calls can be caught up over time. But if too much capacity is bound by
Emergency Calls and due times for picking orders exist, there must be a regulating
mechanism. Free capacity at the end of WT resulting from this mechanism can be
used for learning orders described in Verbeet et al. (2019) to further improve object
detection. A problem according to this mechanism can arise from the calculation of
subsets by the linear program. Its solution is not unique, and articles can occur rarely
in a subset. This effect could be avoided by further constraints or some higher meta
control of the optimizing.
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4.2.2 Preselection by Threshold

The forecast D is defined as a set of picks, i.e. no connection between picks and

articles exists and the subsets are abstract volumes of picks. A threshold Pryesholq 18
calculated according to the expected probability of object detection for the articles

of Subsetgrobor and is compared with P before the initial call for bids during order
assignment. However, the Pop of a single article can be lower than Pryeshold. In

general, 1_’ is defined as the arithmetic mean of object detection Pop weighted with
the set of picks for a set of articles as shown in Eq. (10). Thereby, Egs. (3) and (4)
can be defined by using a constant value for object detection:

= Picksaj
b= Z( —Adide POD,Article> (10)

oo \ X Ariicte Picksaricie
Lecusr = Subsetrobor - LEcH - <1 - PSubset,Robot) (11)
Lecrsr = Subsetropot - LECR - (1 - PSubset,Robot) (12)

The linear program shown in Fig. 3 is modified by defining a subset as a set of picks.
Using the Egs. (11) and (12) the article-specific Pop is replaced by a constant value.
This value is minimized by the goal function. The equilibrium from Eq. (5) is still a
constraint forcing the calculated Pop to be the smallest value allowing an allocation
of subsets. However, the goal function loses its linearity by this modification and
therefore the optimization model is solved by Constraint Programming (using CP)
in OPL-Studio. This also makes a modification by “dexpr” and a scaling-factor of
100 necessary because this method only accepts integers. The resulting optimization
model is shown in Fig. 5.

At recalculation the set of executed picks and the remaining working time are
updated. If there are more executed orders than expected, more capacity for Emer-

gency Calls is released, Pryreshola 1 reduced, and robots are assigned more picking
orders. In contrast, if execution is beneath the expected value, P: ~Threshoia must be
increased to raise picking performance by reducing the chance of triggering Emer-
gency Calls. This approach is using a general Pop enabling the handling of articles
with a weak Pop by picking robots. On the other hand, control of operational order
fulfilment is weaker as picks are treated independent from articles.



Collaborative Automated Picking 53

using CP;

[/ EEFEXEEEXEXXXXXXXXXXEEE \anfah]eg FEEXFXETXTEXEXS e T T T T T T T T T T T T T T T T T
int WT = ...} float C H= ...; int numArticle = ...;

int LECH=...;3 floatCR=.,..; range Articles = 1..numArticle;
int L_EC R = ...; int D_F[Articles] = ...;

J/rEErrresxsasnenknkrese® Dacjcion Variables *F*Frrrrrrrsrsrsr s s s aa e eseeess
dvar int+ SubsetRobot; dvar int+ SubsetHuman;

dvar int+ scalePOD; dexpr float POD = scalePOD/1@e;

dvar int scalel_EC_H_SR; dexpr float L_EC_H_SR = scalel_EC_H_SR/1e@;
dvar int scalel_EC_R_SR; dexpr float L_EC_R_SR = scalel_EC_R_SR/10@;
/R R m R anw® Goal FUNCEION *¥F*F% Kk KKk R EH RS HEHEEERERERERE R AR EER

minimize POD;

A S S P
subject to {

sum(i in Articles)(D_F[i]) == SubsetRobot + SubsetHuman;

L_EC_H SR == SubsetRobot * L_EC_H * (1@ - POD);

L_EC_R_SR == SubsetRobot * L_EC_R * (100 - POD);

SubsetRobot <= (C_R * WT) - (L_EC_R SR / WT);

SubsetHuman <= (C_H * WT) - (L_EC_H_SR / WT);

1;

Fig. 5 Calculation of l_’Threshold by linear programming in OPL

4.3 Definition of Working Point for System Efficiency

Verbeet et al. (2019) introduce different thresholds to evaluate object detection of an
article. Pg;eqx s of major importance for real applications defining an equilibrium
of effort for Emergency Calls and successful picks by robots. But to evaluate the
efficiency of robots the overall system performance must be considered. A system
can work in an efficient way even if the probabilities of object detection for single
articles are less than Pg,.,. Consequently, an average probability of object detection
for all articles is defined as well as an equilibrium between effort and benefit of using
robots.

The Egs. (13) and (14) calculate an expected effort for humans (Lgcur) and
robots (Lgcr p) for the forecast Dr. In Eq. (15) an equilibrium is defined equalizing
the picking capacity of robots reduced by their effort due to Emergency Calls, i.e. their
effective picking capacity and the effort of human pickers for handling Emergency
Calls:

Lecur = Dr - Lech - <1— P) (13)
Lecrr = Dr - Lgcr - (1— P) (14)
L L

ECHE _ o\ _ LECRE (15)

WT WT



54 M. Rieder and R. Verbeet

Therefore, by P; — the capacity human pickers must reserve for error handling is
defined. However, this does not give any information about the ability of the picking
system to fulfil all picking orders. This is guaranteed by meeting Eq. (9). In this case

I_’ matches Ppe.x and can be calculated by transforming Eq. (15):

-~ Cr - WT?
Ppreak =1 — s (16)
Dr - (Lgcr + Lecn)

Comparing I_’Break and I_’Real the efficiency of picking robots can be evaluated,
whereby f_’Rea1 is calculated from real probabilities for object detection Pgp:

}_)Break > l_DReal: Human pickers must expend more capacity for handling Emergency
Calls than robots can compensate by executing successful picks, i.e. the effective
picking capacity of the system would be higher without robots.

Pgreak = Prear: The effort of human pickers for handling Emergency Calls and
contribution of successful picks executed by robots equals each other. At this point,
the system benefits from the collection of data to improve the ability of object

detection of the picking robots resulting in an increasing Pgey).

Pgreak < Prear: Picking robots are working efficient, meaning the effort of humans
and robots for handling Emergency Calls is smaller than robots’ contribution by
executed picks. Consequently, the effective picking capacity is increased by the
deployment of robots.

5 Discussion

The presented calculation approaches specify the mechanism for order assignment
of the interaction pattern “Picking Order” and enable a capacitive evaluation of the
picking system. However, the static input variables are problematic, i.e. the time
requirements for calculating the effort value during order assignment and the empir-
ical loss values for an Emergency Call Lgcy and Lgcr. These assumptions make
sense for a sufficiently large picking system that is evaluated over a longer period, so
the real expectancy values match with the values of the assumptions. In systems with
strongly fluctuating travel times, assuming constant effort can lead to an unaccept-
able weighting of Pop. Therefore, the mentioned input variables should be calculated
dynamically. For the calculation of the duration of an emergency call, standardized
time assessments of processes such as MTM (Britzke 2010) can be used to calculate
them context-dependent. Empirical data can be generated from an operative system
using the approach described by Feldhorst (2018). Within robots, time values can be
derived from calculations of their internal controller.
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The preselection based on the capacitive equilibrium from Eq. (5) requires a static
forecast for a time interval. This assumption is acceptable in systems with plannable
or predictable demands. Without such a known lead a system can only be controlled
reactively making the concept not reliable, because fluctuating demand must be
covered by additional time buffer or resources. Alternatively, a forecast could be
generated for each recalculation based on current order data and empirical values
from previous periods. The threshold calculation is a statistical approach allowing
a system to fluctuate to a certain degree and only slightly limits the auctioning
process of order assignment. However, an empirical study must show whether the
calculated threshold values are reliable. The approach tends to be more resilient the
more complex the system is, i.e. the more articles exist, and the more robots and
humans can process orders. The calculation of Pg.x is an approach to evaluate the
general efficiency of picking robots. In Verbeet et al. (2019), the additional working
points Phyman and Prmprove are also defined, whereby Piyprove describes a very artificial
value which can only be achieved in exceptional cases in operational systems. Most
articles are expected to reach values between Ppeax and Pyyman to meet the capacity
restrictions and ensure order processing.

The evaluations are based on a capacitive view of humans and robots and initially
do not make any statements about economic aspects of the picking system. For
such a consideration, an additional cost model would have to be integrated into the
calculation. This cannot be formulated generally for the heterogeneous requirements
and technical specifications of picking systems, which is why a capacitive approach
was chosen in this paper.

6 Conclusions

The challenge of finding personnel for picking and handle continuously changing
article ranges can be countered with partially automated picking systems creating
a cooperative working environment for humans and picking robots. The motivation
is to ensure reliable order fulfilment by implementation of a feedback-loop (Emer-
gency Call) between humans and robots for error handling and data collection for
machine learning algorithms in order to continuously improve object detection and
thereby improve overall performance of picking robots. In this paper, a concept
for measurement and evaluation of system performance to ensure the processing of
picking orders and the training of picking robots is introduced.

The proposed approach is using a capacitive evaluation of a picking system to
define equilibrium between the requirements of order processing, the picking perfor-
mance of humans and robots and the effort for improving object detection of the
robots. In a picking system this equilibrium can be used for strategic evaluation of
the automated picking performance of robots (working point), for tactical resource
planning (capacity planning) or for operational workload balancing (order assign-
ment). Even if this evaluation mechanisms extend the adaptive process model and
the conceptual picking system, there are still open questions for future research.
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The presented calculation uses static assumptions for actually dynamic parameters
making its equations only reliable for complex systems considering a sufficiently
long runtime. However, the evaluation concept can be expanded by context-based
calculations using MTM-based approaches. The actions of robots can be evaluated
based on functions of their internal control, e.g. travel time between picking locations
as outcome from path planning.

The components for a demonstrator, which is to validate the presented evaluation
approach with empirical data, have been developed at Ulm University of Applied
Sciences in recent months. The configuration of these components and the definition
of suitable scenarios are still pending and will be completed soon. The evaluation
approach will also be integrated into an intra-logistic scenario with real robots. These
provide context-dependent estimations for the required time of their actions in order
to enable a dynamic and context-based calculation of time effort and fulfilment time
during order processing.

The model for object detection is also subject of current research. In current
work, a singular neural network is used for the detection of all existing articles
in a picking system. An alternative approach pursues the dynamic combination of
several neural networks for one article each, which are compared for object detection
with one another by an algorithm based on their storage locations provided by an
overall WMS. This is intended to modularize object detection and shorten training
times. The comparison “singular” versus “combined” can also be carried out by the
demonstrator.
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Integrating RFID Signal with Scene m
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and Production

Seng Fat Wong and Weng Ian Ho

Abstract With the booming e-commerce development, advanced industrial logistics
technique is necessary to enhance its working accuracy and efficiency. Meanwhile,
the demand of Auto Guidance Vehicles (AGVs) is increasing while the technique
can be popularized to apply in logistics and production. However, the AGV is neces-
sary to work with precise technology for enhancing its performance. Therefore, the
demands on the automatic identification and localization with RFID technology for
supporting logistics and production are raising and it becomes the most important.
In this chapter, the RFID technology integrating into the indoor positioning tech-
nology with LANDMARC methodology is studied. Moreover, the virtual reference
elimination (VIRE) algorithm that is based on LANDMARC algorithm is applied
to advance the performance of RFID localization. The VIRE positioning method
is added with virtual reference tags to improve the accuracy of positioning in this
study. This chapter summarizes three main contributions in this methodology. First,
the RFID localization is more cost-efficiency in logistics and production, because it
is no need to consider additional readers and tags. The hardware cost is the same as
in the case of both LANDMARC and VIRE systems, so the accuracy can be easily
improved in the comparison with LANDMARC. Second, the estimated position of
target tags are more accurate because it works with virtual tags for localization. Third,
the VIRE system can better adapt to dynamic indoor scenarios than the LANDMARC
system in real environments.

Keywords RFID localization - LANDMARC - Virtual reference elimination
(VIRE) - Auto guidance vehicles (AGVs)
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1 Introduction

Online shopping is rapid development in the life and industries. Therefore, the logistic
development is rapidly increasing into new generation. It is necessary to concern for
enhancing its efficiency. Most of the logistic industries has been changed to use Auto
Guidance Vehicles (AGVs) to instead of traditional human operation. However, the
performance of AGV is being studied to more precise. Some researchers are consid-
ering to apply the Vision based Simultaneous Localization and Mapping (vSLAM)
technique to optimize the transportation path for AGV (Wong and Yu 2019a). Mean-
while, the professional software is also supported to enhance the performance of
logistics management (Wong and Yu 2019b). However, some logistic companies are
not considered to use AGV with vSLAM technique because of cost-efficiency. Radio
frequency identification (RFID) has been widely used in supporting the logistics
management special in applying big data approach for logistics trajectory discovery
(Zhong et al. 2015). Moreover, it is also applied in the RFID logistics system appli-
cable to ubiquitous-city (Hong and So 2009). The general cargo handler logistics had
studied to enhance the performance by the RFID technique with human error conse-
quences (Giustia et al. 2019). Therefore, logistics and production are increasing
the demand of AGVs with RFID technology. The LANDMARC methodology is
recently referenced for the positioning algorithms with RFID technology (Ho and
Wong 2012), the coordinates of readers and reference tags are known and the target
tags can be calculated by different weights of them. The virtual reference elimination
(VIRE) algorithm that is based on LANDMARC algorithm is applied to advance the
performance of RFID localization, virtual tags are used to replace the reference tags
in LANDMARC which can reduce the noise between tags and enhance the accuracy
as more points can be used to calculate.

LANDMARC algorithm, utilizes Received Signal Strength Indicator (RSSI) to
track moving objects, was the first attempt using active RFID for indoor location
sensing with satisfactory result. In order to increase accuracy, it utilize the reference
tags as reference points to assist readers in locating the unknown tracking tags, is
one of the most classic algorithm using RFID for indoor location. LANDMARE
contributed an idea of estimate the coordinates of tracking tags by comparing their
RSSI values with those of k-nearest reference tag at known coordinates. Apparently,
more reference tags means tracking tag located with greater precision. At the same
time, excessive amount of reference will not only increase cost, but also introduce
expected radio frequency interference, which led to inaccuracy of positioning.

For overcoming this defect of LANDMARC, VIRE introduce a concept of “virtual
reference tags” to obtain more likely accurate positions without additional cost. The
real reference tags in LANDMARC are properly placed to form a 2D regular grid.
This real regular grid is further divided into n x n equal sized virtual grid cells,
and each virtual grid cells are treated as covered by four virtual reference tags. The
RSSI of virtual reference tags is calculated from those real reference tags by linear
interpolation algorithm. The whole sensing area is divided into a number of location
regions, which the centre of each region correspond to a virtual reference tag. Every
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reader has its own proximity map. If the difference between the RSS measurement
of the unknown tag and the RSS measurement of a region is smaller than a threshold,
the region is marked as 1. The fusion of all the n readers’ maps provides a global
proximity map for the tag.

In this paper, the VIRE positioning method is studied and further validated for
supporting the advanced performance with RFID technology in logistics manage-
ment. The RFID localization is cost-efficiency in logistics and production as no
additional readers and tags is required. Meanwhile, the estimated position of target
tags is more accurate because it works with virtual tags. The VIRE system can better
adapt to dynamic indoor scenarios than the LANDMARC system in real environ-
ments. It is focused to discuss and compare the VIRE system with the LANDMARC
system in the static and dynamic situation in this paper.

2 Methodology

The experiment of RFID localization system is applied UHF RFID technology. In
this technology, the tags could be identified by the reader which shows by the identi-
fication code. The reader could also show the RSSI (Signal Strength Indication). It is
decreased by the free path space loss. With the theory of the LANDMARC formula.
The location of the tags could be found. The LANDMARC formula is using statis-
tics to work out the probable location. It contrasts the reference resources and the
test tags for providing the most probable location of the test tags. In this paper, it is
combined with LANDMARC formula and image processing to match the test tags
in the real scene with the identification code. In order to calculate the location more
accuracy, it is put forward the VIRE system that matches the test tags in real scene.

The RFID Reader is RF-CODE 443 MHz M250 Reader that receives and reports
the radio frequency messages emitted by RF Code tags. Its read range is around 45 m.
The M100 asset tags have 2 s motion alert and 10 s beacon time. The dynamic part in
the experiment is very important, so the M 100 asset tags are chosen. The experiment
needs a high-speed stimulant which near to 60 km/h. Therefore, the simulation car is
applied and instead of AGV. The stimulation car is the simplest one with a detection
tag. The traction engine is an electric engine which work in 24 V. Its rated speed
could be 20,000 Rev. It’s a powerful traction engine. The high speed of the engine
makes the traction line in a horrible speed. The traction line is designed away from
the engine, otherwise, the engine is easy to wound by the traction line. Thus, the roller
and bearing system are designed to solve this problem. The holder is used to simulate
the real situation of the reader. In the real situation, the reader on the warehouse will
put upon the AGV. The Logitech C270 HD IPTV webcam is used to photographed
and judge the location of the simulation car. In the software development is applied
to Node.js, because it is an open-source, cross-platform runtime environment for
developing server-side Web applications.

The real reference tags are properly placed to form a 2D regular grid. Objective
tags can be placed anywhere within gird. In order to improve the precision of tracking
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tags within gird’s position. Thus, the gird should be divided into a finer gird based
on the concept of virtual reference tags. The core of VIRE approach is that four real
reference tags as per physical grid and then divided into n X n equal sized virtual
gird cells. The coordinate of virtual reference tags to be defined on the basis of the
coordinate of the four real reference tags are known. On the RSSI values of virtual
reference tag, the approach suggests the linear interpolation algorithm to obtain the
RSSI values.

To obtain the RSSI value of each virtual reference tag to each reader, therefore,
the reference tags’ RSSI value and coordinate position are known in advance. Thus,
the RSSI values of virtual tags are interpolated by the formula below:

Sk (Tagn1 p4n2) — Sk(T,
Si(Tpp) = Si(Tup) +p+ Tas l’b;j_)l (o)

_bXx Si(Tagnt p4n2) + (1 +1—= p) x S (T, 5)
n+1

(D

where Si(7; ;) represents the RSSI value of the virtual reference tag located at the
coordinate (i, j) for the kth reader. Assuming there are N x N virtual reference tags,
the complexity of the interpolation algorithm is O (N?).

Therefore, the coordinate position of all real reference tags and virtual reference
tags are known. On the other hand, the signal strength of all real reference tags
and virtual reference tags also are known. Meanwhile, it is important to choice the
ideal threshold value kth in the LANDMARC algorithm to obtain the localization of
objective tags by the ideology of LANDMARC algorithm:

@)

where j € (1, m). The nearer reference tag to the tracking tag has a smaller E value.
When there are m reference tags, an tracking tag has the vector E = (Ey, E,, ......
En). These E values are used to reflect the relations of the tags, the smallest £; means
that the reference tag is the nearest reference tag surrounding the tracking tag. K-
reference tags which have relative lower E values are selected from the m reference
tags as the k neighbors. The tracking tag’s coordinates are estimated by computing
the weighted average of the k neighbors’ coordinates (Fig. 1):

k
(x,y) = Zwi(xi, yi) 3)
i=1

1 &
wWi= — — 4
E?/;Eiz “)
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Fig.1 The RFID (Xl Vl)
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3 Results and Discussion

The experiment of this research is included four parts which are the factor affecting
the RSSI value, the database of reference tags, objective tags being matched at rest
and objective tags being matched at dynamic. The experiments are done the same
environment and condition. However, it is focused to discuss and compare the VIRE
system with the LANDMARC system in the static and dynamic situation in this
paper, because it can show the main contributions for logistics management. As a
result, the objectives tags are matched by the VIRE system which can more accurate
than the LANDMARC system and Log-path loss models.

It had been determined the RSSI data from the ten random object tags. In this
discussion, it is put forward the VIRE system which matched ten object tags in
the static situation and compared with LANDMARC system in the static situation.
The virtual reference tags are obtained though the formula (Eq. 1) that includes
interpolated concepts. On the other hand, to confirm the data based on VIRE system
is regarding to the LANDMARC system. Nevertheless, the VIRE system is different
for the LANDMARC system because the VIRE approach adopts much more virtual
reference tags. In this two type of database, the main location method both are the
weighting algorithm. The database of LANDMARC system has real 192 data. On
the contrary, the database of VIRE System has 620 data which be divided into 192
real data and 428 virtual data.
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VIRE coordinate — Real location coordinate
There are error rate: o0 = - - 5
Real location coordinate

As the results of Tables 1, 2, and 3, it can obtain that the error rate of VIRE system
is lower than the error rate of LANDMARC system. In the X-axis, the average error
of VIRE is 25.81% and the LANDMARC is 33.36% regarding Table 4. In the Y-axis,
the average error of VIRE is 15.27% and the LANDMARC is 21.88% according to
Table 4. Some results using VIRE positioning system has some error up to only 1%
for X-axis. However, some particular data, the error rate has suddenly increased up
to 106.21% for instance (0.45, 24 m) that may be affected by irregular factors, such
as scattering or surrounding material. Meanwhile, the error rate of VIRE system has
the error up to only 1.54% for Y-axis. Nevertheless, some particular data, the error

Table 1 The real location and VIRE location of ten random tags

Tag CODE Real RSSI VIRE location | Error rate X | Error rate Y
coordinate (coordinate) (%) (%)
LOCATE00365552 | (2, 3) (=62, —59) |(2.023,3.073) 1.15 243
LOCATEO00365554 | (2,4) (—63, —62) |(1.937,4.426) 3.15 10.65
LOCATEO00365555 | (2.5,5) (=65, —65) |(2.075,5.143) 17.00 2.86
LOCATEO00365569 |(1.5,5) (—65, —68) |(2.001, 8.132) 27.96 62.64
LOCATE00365556 | (2, 8) (—66, —68) | (1.980, 8.512) 1.00 6.21
LOCATE00365562 | (1.5, 12) (=79, =75) |(2.776,14.369) | 85.03 5.74
LOCATEO00365561 | (2, 18) (=73,-74) |(2.027,13.514) 1.35 24.90
LOCATEO00365559 | (3, 24) (—89, —88) |(2.585,26.909) | 13.80 4.62
LOCATEO00365560 | (1,25) (—89, 86) (2.224,25.387) | 106.21 1.54
LOCATEO00365557 | (2,28) (=77, —81) |(1.935,16.816) 1.42 31.07

Table 2 The real location and LANDMARC location of ten random tags

Tag CODE Real RSSI LANDMARC | Error rate X | Error rate
coordinate location (%) Y (%)
(coordinate)
LOCATE00365552 | (2,3) (=62, —59) | (2.150,2.830) 7.50 5.67
LOCATE00365554 | (2,4) (—63, —62) | (2.170, 5.480) 8.50 37.00
LOCATEO00365555 |(2.5,5) (=65, —65) | (1.960, 6.120) 21.60 22.40
LOCATE00365569 | (1.5,5) (—65, —68) | (1.890, 8.140) 26.00 62.80
LOCATE00365556 | (2, 8) (—66, —68) | (2.070, 7.360) 3.50 8.00
LOCATE00365562 | (1.5, 12) (=79, =75) |(2.96011.610) | 97.33 3.25
LOCATE00365561 | (2, 18) (=73, =74) |(2.620, 12.320) | 31.00 31.55
LOCATE00365559 | (3,24) (—89, —88) |(2.410,25.590) | 19.67 6.62
LOCATE00365560 | (1,25) (—89, 86) (2.170, 23.780) | 117.00 4.88
LOCATEO00365557 | (2,28) (=77, —81) |(2.030, 17.730) 1.50 36.67
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Table 3 Error rate comparison between LANDMARC and VIRE

Real coordinate Error rate X Error rate Y Error rate X Error rate Y
VIRE (%) VIRE (%) LANDMARC LANDMARC
(%) (%)
2,3) 1.15 243 7.50 5.67
2,4) 3.15 10.65 8.50 37.00
(2.5,5) 17.00 2.86 21.60 22.40
(1,5,5) 27.96 62.64 26.00 62.80
2,8) 1.00 6.21 3.50 8.00
(1.5,12) 85.03 5.74 97.33 3.25
(2, 18) 1.35 24.90 31.00 31.55
(3,24) 13.80 4.62 19.67 6.62
(1, 25) 106.21 1.54 117.00 4.88
(2,28) 1.42 31.07 1.50 36.67

Table 4 The average error . .
X- Y-
rate of VIRE and axis (%) axis (%)
LANDMARC VIRE 25.81 15.27
LANDMARC 33.36 21.88

rate of VIRE system has suddenly increased up to 62.64% for instance (0.95, 4 m)
that may be affected by irregular factors too. Thus, the indoor environmental factor
will be influenced with experimental error that will be studied in the further research
as noise cancellation. It is shown that the VIRE system is more suitable for the real
environment measurement comparing with LANDMARC system.

It had been obtained the empirical log-distance path loss formula in the VIRE
database. In this discussion, it is analysed the method of VIRE System which
compared with the empirical Log-distance path loss methods that are y express RSSI
value and x express distance (Table 5).

From the Tables 6 and 7, the VIRE error rate is lower than the error rate of empirical
Log-path loss models. The VIRE system can be matched the location of objective
tags by the RSSI value, but the empirical Log-distance path loss only obtained the
distance of Y-axis. Compared with the empirical Log-distance path loss models, the
VIRE system is more suitable for locating in the real environment measurement.

In the experiment of dynamic identification in real scene, the RFID VIRE system
is connected with the real scene to match the RFID signal with the image signal.
The camera catches the image signal with the probable location. With the probable
location and the RFID signal, the VIRE location matches with the probable location.
The image signal can be matched with the RFID signal. For simulating the real scene
in the high speed logistic operation, the testing simulation car should be assigned to
different velocities which may be even to 60 km/h. Assume the range of the RFID is
20 m, in consideration of the fastest detection interval of the RFID reader is 3 s. The
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Table 5 The experiment data with Log-distance path loss method of VIRE database

Location Channel A Channel B
0.45 m X-axis | y = —7.225In(x) — 55.064 | x = y = —7.312In(x) — 52.805 | x = ¢ 7317
y455.064
e =725
)+52.732
0.95 m X-axis | y = —7.297In(x) — 53.484 | x = y = —7.0411In(x) — 52.732 | x = ¢ 7041
y+53.484
e —71297
y+52.268
1.45 m X-axis | y = —7.565In(x) — 50.305 | x = y = —6.675In(x) — 52.268 | x = ¢ s
e
1.95 m X-axis | y = —8.088In(x) — 50.624 | x = y = —6.814In(x) — 53.237 | x = ¢ 651
450,624
e —8.088
y+56.247
2.45 m X-axis | y = —8.669In(x) — 52.278 | x = y = —6.892In(x) — 56.247 | x = ¢ —68%2
Y 452278
e —8.660

Table 6 Calculated path loss at different locations

Real location (m) | RSSI The distance of log path loss, | The distance of log path loss,
Channel A Channel B

450305 y452.268

(1.45,2) (=62, —59) | x = ¢ 275% 469m | x = ¢ Zo6T 274 m

(145, 3) (=63, —62) | x = &' 7505 535m | x = e 68 430m
V50.624 y453.23

(1.95,4) (—65, —65) | x = ¢ "5 591 m | x = e o8t 562m
y+53.484 y 452732

(0.95, 4) (=65, —68) | x = e =757 485m | x = e 0N 874 m
y+50.305 y+52.268

(1.45,7) (=66, —68) | x = ¢"=75 7.96m | x = ¢ 2667 10.56 m
y+53.484 y+52.732

(0.95,11) (=79, —75) | x = &' 7557 3300 m | x = ¢ 700 23.63m
y+50.305 v+52.268

(1.45,17) (=73, —74) | x = ¢ 7505 2009 m | x = ¢ 667 25.94 m

(2.45,23) (—89, —88) | x = ¢ F6e" 69.13 m | x = ¢ 5 100 m
y+55.064 y+52.80:

(0.45, 24) (=89, —86) | x = "7 109.62 m | x = 7317 93.67m
y+50.305 v+52.268

(1.45,27) (=77, =81) | x = ¢ 7505 3408 m | x = ¢ 66 57.83 m

highest velocity which must be detected to connect with this formula: S = Vt. The
S is the range of the RFID, and the t is the detection interval. The fastest velocity
V = 6.67 m/s which is 24 km/h. It means in this experiment the fastest velocity is

24 km/h.

The Simmah AR925 tachometer will be used to test the velocity of the simulation
car. The Logitech C270 HD IPTV webcam instead of the camera on the warehouse.
The first experiment the tachometer shows that the velocity is 67.52 m/min which
is 4.0512 km/h. The detection program is shown that:
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Table 7 Error rate comparison between VIRE and the empirical log-distance path loss model
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Real location,

Error rate X of

Error rate Y of

Error rate Y of

Error rate Y of

coordinate VIRE (%) VIRE (%) Log path loss Log path loss
(Channel A) (%) (Channel B) (%)

(1.45,2 m), 1.15 2.43 134.5 37

23)

(1.45,3 m), 3.15 10.65 78.3 43

24)

(1.95,4 m), 17.00 2.86 47.8 40.5

(2.5,5)

(0.95,.4 m), 27.96 62.64 21.25 118.5

(1,5,5)

(1.45, 7 m), 1.00 6.21 13.71 50.86

2.8

(0.95, 11 m), 85.03 5.74 200 114.82

(1.5,12)

(1.45,17 m), 1.35 24.90 18.18 52.59

(2,183)

(2.45,23 m), 13.80 4.62 200.57 334.78

(3,24)

(0.45, 24 m), 106.21 1.54 356.75 290.29

(1,25)

(1.45,27 m), 1.42 31.07 26.22 114.19

(2,28)

LOCATEO00365566 1f0 760 —83 —90, 6:18:09 pm
LOCATEO00365566 1f0 760 —77 —87, 6:18:12 pm
LOCATEO00365566 1f0 760 —75 —79, 6:18:15 pm
LOCATEO00365566 10 760 —54 —68, 6:19:18 pm

With the VIRE location shows that in the 6:18:12 pm the simulation car is in the
(18.329, 2.029) which means the car is 17 m from the camera. In the camera the
simulation car is near 17 m from the camera. The match test is successful.

The second experiment the tachometer shows that the velocity is 141.62 m/min
which is 8.4972 km/h. The detection program is shown that:

LOCATEO00365566 1f0 760 —85 —85, 6:37:06 pm
LOCATEO00365566 1f0 760 —78 —84, 6:37:09 pm
LOCATEO00365566 1f0 760 —50 —50, 6:37:12 pm

With the VIRE location shows that in the 6:37:09 pm the simulation car is in the

(18.3014, 2.0252) which means the car is 17 m from the camera.

The third experiment the tachometer shows that the velocity is 555.24 m/min
which is 33.3144 km/h. The detection program is shown that:

LOCATEO00365566 1f0 760 —88 —79, 11:52:09 am
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LOCATEO00365566 1f0 760 —82 —84, 11:52:12 am
LOCATEO00365566 1f0 760 —50 —50, 11:52:16 am
LOCATEO00365566 1f0 760 —51 —53, 11:52:20 am

With the camera it is found that the simulation car starts at 11:52:13 am., and
the simulation car reaches destination before 11:52:16 am. The VIRE location can
only detect the location on the start and the end. It means that if the velocity is too
high than 24 km/h, so it could not match the moving car on the RIFD range. In this
experiment, it found out the limitation of dynamic situation.

The fourth experiment the tachometer shows that the velocity is 253.2 m/min
which is 15.192 km/h. The detection program is shown that:

LOCATEO00365566 10 760 —83 —88, 12:26:24 pm
LOCATEO00365566 1f0 760 —83 —88, 12:26:27 pm
LOCATEO00365566 1f0 760 —57 —68, 12:26:30 pm
LOCATEO00365566 10 760 —51 —50, 12:26:34 pm

With the VIRE location shows that in the 12:26:30 pm the simulation car is in the
(8.0747, 2.1636) which means the car is 7 m from the camera.

The VIRE system can calculate the coordinate of object tags through the RFID
Signal. Combining the location of object tags in the scene, it can match the location
of the moving object tags. If the velocity of car over 24 km/h, the system could not
match the moving car on the RIFD range (20 m).

4 Conclusions

In this paper, it integrated VIRE with LANDMARC system to locate the position
of the simulation car that instead of AGV. In reality, an open area on the high speed
could greatly reduce the effect of the electromagnetic reflection, so as to enhance the
accuracy of the positioning. When applied in practical, more readers can also be used
to ensure the accuracy of the RFID signal and thus the direction and position of the
target tags. Therefore in order to guarantee a better result when using this system on
the road, readers with less restriction, i.e. faster detection speed and wider detection
range should be used. However in the open area the weather becomes another vital
factor influencing the behaviour of the electromagnetic wave, for instance tempest,
mist, thunderstorm etc. Because of the environment and technical restriction it was
not able to simulate this kind of variety.

Another route to achieve a better reliability and accuracy is to combine image
analysis with the RFID signal. This methodology requires a prerequisite database
which records the information of the simulation cars in the respective tags. In this
way the system would filter incompatible matching pair when a tag is detected within
the range. As aresult, the objectives tags are matched by the VIRE system which can
more accurate than the LANDMARC system and Log-path loss models. Moreover,
the hardware cost is same as the LANDMARC system and VIRE system can improve
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the accuracy under the same situation as LANDMARC. Meanwhile, the estimated
position of objective tags is more accurate because it works with virtual tags to define
the more unknown position.
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Logic for Management of Vehicles m
at Warehouse e

Kamila Kluska and Patrycja Hoffa-Dabrowska

Abstract The main goal of this chapter is to present a mechanism for managing
the movement of vehicles in a warehouse. The logic for managing two means of
warehouse transportation is part of a research project for Zrembud Cieszyn, located
in Poland. The company needs simulation to help design and verify rules for coordi-
nating vehicle movement and communication. The logic was written for warehouse
transport using forklifts and a specialized, new type of automatic guided vehicle
(named Transfer Unit) in two different warehouse systems. The approach continu-
ously determines vehicle positions based on controlling markers, traffic restrictions,
communication, order assignment, and safety requirements in many different ware-
house configurations (including rack parameters and inbound/outbound buffer loca-
tions). The method considers a new type of storage, referred to as drawer racks. The
research work uses actual data, rules and technical information from the company.

1 Introduction

This chapter addresses one stage of simulation modelling of storage systems and
supports the innovative design of a new semi-automatic storage system. The system
consists of racks placed on metal frames (called drawers, platforms) that are turned
90° relative to the transport corridor (Pawlewski and Kunc 2019). Static platforms
with single racks are placed at the end of each row with double platforms between
them on which two racks are placed. Due to the impeded access to storage spaces
in the double rack, an AGV vehicle (Transfer Unit, which slides in and out of the
platforms perpendicular to the corridor) is implemented into the system. In order
to reach the rack, the AGV moves under metal frames where the racks stand. In
order to access the racks, an AGV moves under the platform, lifts and slides it out.
After loading/unloading of containers, the platform with racks is pushed back into its
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Fig. 1 The view of prototype of drawer rack system (Source https://zrembud.com.pl/nowe-sys
temy-regalowe/)

default position in the rack row and is lowered. Implementation of described concept
is shown in Fig. 1.

The most important difference between the SRS (drawer rack system) and SRR
(row racking system) systems results from the dynamic structure of the SRS system
and the static structure of the SRR system. The applied structures directly result
in differences in the availability of loads in both systems and in the structure of
racks. Loads are permanently available in SRR as racks have a fixed position on the
warehouse layout. In the SRS system, loads are not available due to the perpendicular
positioning of racks relative to the corridor and their placement next to each other.
Access to loads is only possible if the rack slides out towards the corridor. This
is possible through the use of a new storage structure—placing racks on movable
metal platforms. Changing the position of the rack also causes the change of the
position of stopping points (located on the sides of the rack), reduction of the corridor
capacity and even its complete blocking. This creates new challenges related to SKU
allocation, replenishment, picking, determining how to manage forklifts and AGVs,
and the principles of their cooperation.

The methodology considers both traditional row racking systems (SRR and auto-
matic drawer racking systems (SRS), as well as handling orders related to warehouse
stocking (PZ) and shipments (WZ). The warehouse structure can be freely modified
depending on the users’ requirements. Algorithms for generating routes for forklifts
and AGVs are adapted to consider operation in any type of warehouse structure.

The stages for developing the methodology are presented in Fig. 2.

The first two stages are for defining the project and preparing information and
structures needed to build an automatic warehouse generation mechanism. The next
three steps are the process of building this mechanism.


https://zrembud.com.pl/nowe-systemy-regalowe/
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The definition of a project (the goal, decision variables, and performance measures)

Analysis of the rack structures. Construction of two types of racks in a simulation
model (preparation of prototypes)
v

The topographic data - definition of input data for automatic generation ofa
warehouse
v

| Definition of restrictions for warehouse structure |

Development of a mechanism for automatically generating of two types of
warehouses — SRR and SRS systems
v

| Definition of restrictions related to the movement of vehicles |

Development of a mechanism for automatic generation of transportation network
(network of driveway points)

I Definition of information flow directions and communication rules for vehicles I

v

Definition of the input data structure regarding the flow of materials at warehouse

v
Preparation of high-level user-friendly language for writing the logic of vehicles
work

v

I Development of a mechanism for automatically generating routes for vehicles I

Development of mechanisms for presenting the results of simulation experiments at
automatically generated charts

v
1 Verification and validation of the methodology |

75

Fig. 2 The stages of building the methodology of simulation modeling of storage systems. Source
Own work

The next two steps include the construction of a mechanism for automatically
generating a transport network consisting of various kinds of checkpoints (driveway
points). These points guarantee traffic safety and enable its management. Checkpoints
designate:

forklifts paths between corridors,

places of forklift entry and exit to/from the corridor,
forklifts paths between rows of racks,

AGYV paths under rows of shelves,
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e points in the corridor to which AGVs slide out the platforms with racks to allow
forklifts access to the storage locations and points that determine the path of the
AGYV to return to the row of racks when the platform is pulled back,

e places in front of the racks where forklifts stop to perform loading and unloading
operations,
stopping places for the forklifts while they are waiting for an AGV to stop moving,
detour path around the extended AGV (with platform) for a forklift.

The next steps in building the methodology (marked with a blue frame in Fig. 1)
relate to the definition of the principles of communication and cooperation between
AGYV and forklifts. This is the basis for the automatic management of their work. This
mechanism is the subject of this chapter. The last stages of building the methodology
include preparing mechanisms for generating charts (analysis of results) and testing
the built tool.

Every simulation project requires a clear definition of goals. It also requires the
definition of decision variables and performance measures. Through these activities,
developers know how to evaluate the alternative solutions, what is being assessed in
the alternatives, and what factors to modify to obtain the best result.

The objective of the project is to achieve maximum efficiency of the warehouse
system by having fork trucks travel the smallest distance and requiring the smallest
area of the warehouse.

The most important decision variable is the warehouse structure, i.e., its layout.
A second key decision variable is the number of forklifts operating in the system.

The main performance measures that are used to assess alternatives and to drive
the simulation experiments are:

e System performance: for a given list of transport orders, the time it takes to
complete this list.
e Distance travelled by forklifts and transfer units (AGVs).

Another measure of performance, that is evaluated outside of the simulation
experiments is the total warehouse area that is calculated as the warehouse layout
changes.

The main goal of this chapter is to present a mechanism that manages the move-
ment of vehicles in semi-automated and traditional warehouse system that adapts to
the warehouse layout and the locations of inbound and outbound buffers.

The chapter is organized in five sections. Section 2 provides a literature review
about planning and managing automated vehicles. Section 3 discusses the method-
ology in the context of simulating storage systems. Section 4 describes the logic for
managing vehicles in warehouses that use SRS and SRR systems. Section 5 describes
the simulation experiments and their results. Section 6 provides conclusions and
discusses future work.
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2 Literature Review

There are many different means of transport in storage areas, i.e. cranes, conveyors,
transport trucks (Raczyk 2009), hand trolleys, forklifts, stacker cranes, and AGVs.
Depending on the type of stored goods, type of warehouse, owned storage facilities
and the level of automation, various means of transport are used. Globalization,
the pace of production, and the level of technology and automation all impact the
means of transport that are used in operating storage areas. As process automation
increases, there is also an increase in the use of autonomous industrial trucks (Polten
and Emde 2020; Saffar et al. 2017). The literature confirms the growing trend in
AGYV applications in storage areas. Searching the SCOPUS database for the words
“automated guided vehicle” and “warehouse” in tittle/abstract/keyword, the number
of articles was 200. Figure 3 presents the number of articles authored by year until
2019.

In recent years, the popularity of using drones in warehouse-picking area has
increased, as indicated by Derpich et al. (2018), Perussi et al. (2019), Betti Sorbelli
etal. (2019).

The automation of warehouse processes is associated with automated storage and
retrieval system (AS/RS). A discussion of AS/RS systems is found in (Van den Berg
and Gademann (2000). and a comparison of AS/RS and AVS/RS systems is provided
in Ekren and Heragu (2011).

Various methods for managing the work of AGVs and planning their routes are
found in the following:

e a quadratic optimization method for coordinating AGVs (Digani et al. 2019),
e a time-efficient approach to solve conflicts and deadlocks for scheduling AGV's
(Failed 2018),

- Documents "AGV and warehouse" by year
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Fig.3 The number of articles about automated guided vehicles in warehouses by year in SCOPUS
base. Source SCOPUS base (13 March 2020)
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e multi-AGVs conflict-free routing and dynamic dispatching strategies for auto-
mated warehouses (Li et al. 2019),

e using two adaptive genetic algorithms and a multi-adaptive genetic algorithm to
optimize the task scheduling of AGVs (Liu et al. 2019),

e a neural network-based algorithm with genetic training for a combined job and
energy management for AGVs (Pagani et al. 2018),

e fuzzy-set qualitative comparative analysis applied to the design of a network flow
of AGVs (Llopis-Albert et al. 2019),

e anovel tabu search algorithm for routing problems (Xing et al. 2020),

e atime—space network model for path planning (Yin et al. 2019),

e collision-free route planning for multiple AGVs in automated warehouses (Zhang
et al. 2018).

In case of AGV, many articles focus on routing, network planning, and collision
avoidance.

3 Methodology

The mechanism for managing forklifts and AGVs that is described in this paper
is a part of a larger simulation modelling methodology for storage systems that is
contained within the LogABS software. LogABS is a 3D-based simulation software
that is dedicated to the design and redesign of factory intralogistics. Production
planning, workstation and production line balancing, analysis of work ergonomics
and yamazumi analysis are also feasible using LogABS (https://logabs.com/). The
most important reasons for choosing this software are: ease of use, access to set
of tools supporting the creation and modification of the factory layouts, built-in
mechanisms for assessing value-added and performing ergonomic analyses, and it
uses a language that is understood by production engineers.

The use of the mechanism for automatic management of forklifts and AGVs is
the stage of the methodology that is highlighted in Fig. 4.

The first four stages of the methodology relate to the procedures necessary to
automatically generate a warehouse. The next two steps marked in Fig. 3 relate to
the mechanism for managing the operation of vehicles in a simulation model. These
steps concern the input of material flow data, the automatic processing of this data
for the current generation of forklift and AGV truck routes during the simulation
experiment (Pawlewski 2018b, 2019). Routes are generated by taking into account
the spatial relationships of vehicles and their communication. The methodology also
includes generating graphs that display the outcome of simulation experiments. The
implementation of the stages related to the automatic generation of warehouses and
the development of charts for the presentation of results, is associated with the stages
of methodology construction presented in Fig. 1 and is the subject of other papers.

The use of a mechanism for automatic management of forklifts and AGVs in a
warehouse requires.
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Fig. 4 The stages of
methodology for
automatically building
simulation models of storage
systems. Source Own work
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3.1 Entering a Series of Input Data into the WZ_PZ_SRS
and WZ_PZ_SRR Tables, Which Have the Same

Structure
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The tables are used to determine the different types of flows in warehouses that can
be simulated. An example of the WZ_PZ_SRS table is shown in Fig. 5.

The type of transport order is specified in the first column of the table. PZ means
the order related to accepting the load into the warehouse, i.e. transporting the load
from the input buffer to the rack. WZ means a release order from the warehouse, i.e.
transport of load from the rack to the output buffer.

The SKU column designates the load index to be transported. This is information
is for the user and does not affect the operation of the mechanism.
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lPzwz ~ [sku |Address |Address LogABS |Buffer |Status |
Row 1 Pz GL2279303 2B 21 e 2  S2B_11/P_38 IN_SRS/P_O1 0
Row 2 wz GL263484 1A 01_a 2  SIA_01/P_02 OUT_SRS/P_01 0
Row 3 lwz GL3757303 3B_12.c.1  S3B_07/P_09 OUT_SRS/P_01 0
Row 4 Pz GL3798603 1A 22 b 2 SI1A_12/P._06 IN_SRS/P_O1 0
Row 5 Pz GL428584 3B_16.f 1  S3B_09/P_21 IN_SRS/P_01 0
Row 6 wz GL6560603 1A_11_e 1  S3B_09/P_03 OUT_SRS/P_01 0
Row 7 wz GL4581503 3B_17.c.3  S3B_09/P_35 OUT_SRS/P_01 0
Row8  |Pz GL4660603 3A_20_d_2  S3A_11/P_14 IN_SRS/P_01 0
Row 9 Wz GL4560603 1A_02_d_4  S3A_11/P.01 OUT_SRS/P_O1 0
Row10  |PZ GL6581503 2A 21 f 3  S2A_11/P_47 IN_SRS/P_01 0
Row1l  |wz GL6760603 2A_22_d_2  S2A_12/P_14 OUT_SRS/P_01 0
Row12  |pz GL6959103 2B 01 e 4  S2B_01/P.20 IN_SRS/P_O1 0
Row 13 PZ GL2279303 3B_17_c_1  S3B_09/P_33 IN_SRS/P_01 0
Row 14  |wz GL263484 2B_14.d_2  S3B_09/P_04 OUT_SRS/P_01 0

Fig. 5 WZ_PZ_SRS data table for drawer racking systems. Source Own work

Address is the name of the storage location using the customer’s notation. Address
LogABS is an automatically generated name for an object in the simulation model;
it is in the notation of the LogABS simulation program (Pawlewski 2018a). This
address is based on the Address column that uses the customer’s notation.

The Buffer column is the name of the buffer (along with the specification of the
storage place number) that forms the link during the flow implementation. Loads
are picked from this buffer during the execution of a PZ order or are dropped to this
buffer during the execution of a WZ order.

The Status column specifies the status of an order. If an order is not completed, the
status is O (i.e. the order has not been executed). After completing the order, the status
changes to a value of 1. Based on this, the user can see what orders are completed as
a simulation runs. After completing a simulation experiment, the user can also check
whether any of the orders have been missed, e.g. as a result of defining an address
that does not exist in the generated warehouse.

3.2 Determining the Variant of the Inbound and Outbound
Buffers Arrangement Relative to the Storage Racks

The setting options currently available in the mechanism are shown in Table 1. In
Table 1 the four locations of in and out buffers are presented. The green rectangles in
the figures labelled “IN” denote an inbound buffer. Orange rectangles denoted with
“OUT” represent outbound buffers. The blue areas are rows of racks.
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Table 1 The variants of the inbound and outbound buffer arrangement relative to the storage racks

Variant 1 Variant 2

EE

(] four

Variant 3 Variant 4

gE
H

Source Own work

Buffers can be located on the left side of the racks (variant 1), on the right side
of the racks (variant 3) or separately on the left and right side (variant 2 and 4).
Establishing the variant of setting buffers relative to the storage area determines the
correct operation of the algorithm, i.e. the faultless indication of forklift trucks’ paths
through the warehouse during the execution of transport orders.

4 Logic of the Vehicle Management Mechanism

The most important assumptions for the algorithm for the SRS system:

1.

N

et

>

e

A maximum of one forklift in a corridor. When there is a forklift in the corridor,
no other forklift can enter the corridor to process an order.

Allocation of transport orders to forklifts is based on the availability of forklifts
and corridors.

A list of orders is analyzed in turn, and a WZ order is selected for each PZ
order (and vice versa), whose execution will take place from: (1) the same rack,
(2) another rack located on the same platform, (3) another a rack in the same
corridor in the same row, or (4), another rack in the same corridor but on the
other side (in a different row). The search order is carried out according to
priorities.

If a transport order cannot be made, the forklift leaves the corridor and waits in
a parking area.

The system is operated by forklifts and AGVs.
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Only one AGV truck can move under one row of racks, which is permanently
assigned to it.

AGVs have priority over forklifts. When an AGV moves, a forklift must not
enter within a safety range of one meter from its edges. If necessary, the forklift
waits for the AGV to end its movement.

Forklift have the ability to communicate (send signals) to AGVs and vice versa.
Vehicles move according to control markers (driveway points) on the floor. Only
one vehicle can stay on a given marker at a time.

The maximum capacity of a forklift is one transport unit (one container).

The maximum capacity of an AGV is one platform.

All forklifts have the same motion parameters and capabilities.

AGV trucks have the same motion parameters.

Each vehicle can carry out only one transport order at a time.

The capacity of inbound and outbound buffers is unlimited.

The capacity of one storage place on a rack is one transport unit (one container).
Loads are always available on racks. It is not possible for a transport order not
to be carried out due to the lack of a load on a rack.

After a forklift has finished working with the racks on a double platform, the
AGV must slide it into the rack row to its default location.

The most important assumptions for the algorithm for the SRR system:

1.

*®

10.
11.
12.

The maximum number of forklifts that can be in a corridor at the same time is
set by the user. When the maximum number of forklifts are in a corridor, no
additional forklifts can enter the corridor to complete an order.

Allocation of transport orders to forklifts is based on the availability of forklifts
and corridors.

A list of orders is analyzed in turn, and a WZ order is selected for each PZ order
(and vice versa), whose execution will take place from (1) the same rack, (2)
another a rack in the same corridor in the same row, or (3) another rack in the
same corridor but on the other side but in a different row. The search order is
carried out according to priority values.

In the absence of a transport order that can be made, the forklift truck leaves
the corridor and waits in a parking area.

The system is only operated by forklifts.

Vehicles move according to control markers (driveway points) on the floor. Only
one vehicle can stay on a given marker at a time.

The maximum capacity of a forklift is one transport unit (one container).

All forklifts have the same motion parameters and capabilities.

Each vehicle can carry out only one transport order at a time.

The capacity of inbound and outbound buffers is unlimited.

The capacity of one storage place on a rack is one transport unit (one container).
Loads are always available on racks. It is not possible for a transport order not
to be carried out due to the lack of a load on a rack.
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The most important part of the vehicle management mechanism are algorithms
that:

e Joad and process data concerning transport orders,

e observe the availability of forklifts and AGVs,

e manage the allocation of transport orders (by analyzing and selecting orders
according to priorities and allocating them for execution depending on the
availability of transport resources) for forklifts and AGVs,

e generate vehicle work routes that enable proper vehicle movement and commu-
nication, meet the assumptions, and take into account the work coordination,

e record the execution of individual transport orders and the entire list of orders
(completion of vehicle operations),

® manage the movement of vehicles to their default locations when idle.

4.1 The Algorithm for Managing Forklifts and AGVs
in the SRS System

The algorithm is shown in Fig. 6 and is divided into six modules.

The first module is responsible for activating the algorithm, loading and processing
the data concerning transport orders, as well as checking the number of available
forklifts and AGVs. This module also includes a system preventing activation of the
mechanism in the event when the drawer warehouse was not generated by the user.

The second module is a continuation of the first module. This part of the algorithm
manages transport orders—their selection and assignment to available forklifts and
AGVs. After assigning the transport order, the transition to the third module follows.
In the event of completion of all transport orders from the list, the transition to module
six follows.

In the third module analysis of the assigned task is taken place. The algorithm
checks in turn:

variant of space organization in the warehouse,

is the address in the transport order on the single or double racking platform,
from which side of the double rack the load will be picked up,

how far the double rack will slide out (how many storage places in relation to the
depth of the platform), as well as

what is the type of order (PZ or WZ).

All this information is necessary to specify in the fourth module:

whether it is necessary to use (activate) the AGV truck,

what access path to set for vehicles,

how routes should be generated,

what number of routes is needed,

at which moment vehicles will exchange signals initiating the movement.
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Fig. 6 The algorithm for managing forklifts and AGVs in the SRS system. Source Own study with
use LogABS program

The fourth module generates routes for forklifts and AGVs, activate forklifts and
also the mechanism embedded in the fifth module.

In the fifth module observation of the execution of the transport order by the
vehicles is taking place. When the vehicles complete the generated routes (they
finish carrying out activities related to the implementation of a given transport order),
the mechanism will record it and set them as available. Availability means that the
algorithm can resume the implementation of the second module and thus allocate
another order for implementation.

The sixth module is activated when all orders from the list are completed. This
module checks if all vehicles have completed their movement. If yes, it generates
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routes that allow vehicles to return to parking lots and activates them to execute these
routes.

4.2 The Algorithm for Managing Forklifts in the SRR System

The SRR system does not use AGV trucks, but only forklifts. The algorithm works
analogously to the algorithm for the SRS system and has been divided into six
modules.

The first and second modules works analogously to the algorithm for the SRS
system, without consideration of AGV’s availability. After assigning the transport
order, the transition to the third module follows.

In the third module analysis of the assigned task is taking place. The algorithm
checks in turn:

e variant of space organization in the warehouse,
e what is the type of order (PZ or WZ).

All this information is necessary to specify in module four:

e what access path to set for vehicles,
e how routes should be generated,
e what number of routes is needed.

In the fourth module, routes for forklifts are generated, forklifts are activated and
the mechanism embedded in the fifth module is activated.

The fifth and sixth modules work in a similar way to the modules included in the
algorithm for the SRS system, but they omit the observation of AGVs activity.

4.3 High-Level Language for Vehicles Routes

High-level language is used to record routes performed by forklifts and AGVs. This
language must make it possible to model the logic of forklift operation in a way that
correctly recreates the procedure of loading and unloading the rack with a forklift.
The recording of activities on the route must enable:

moving the vehicle in accordance with the relevant rules and the right path,
finding addresses in model space,

picking and putting away containers at designated addresses,

communicate with other traffic contractors in a given space.

Such conditions are met by the LogABS (Pawlewski 2018a, b) language in which
logic is written using high-level instructions. LogABS uses a set of 64 different
instructions that, written one after the other, form a work itinerary.

The structure of the LogABS instruction is as follows (Pawlewski 2019):



86 K. Kluska and P. Hoffa-Dabrowska

Address (location of the object to which the instruction relates),

Instruction (activity name),

Parameter (field in which duration or quantity is defined depending on the type
of instruction).

The following LogABS instructions are used to write the logic of vehicles:

Travel—go to the designated place in the model space (without load),
TravelLoaded—go to the designated place in the model space (with load),
Load—Iload a specified number of parts or containers directly from the location,
Unload—unload a specified number of parts/containers directly to the location,
Call—activates the route saved in the table,

ReadyForTask—set the readiness status. It means that the operator has finished
his work and can accept new order,

StartOperator—initiate the work of the operator,

RepTime—save time. Based on the entries, work time charts are generated,
PickUp—lift the racks located in the drawer—Ilift the drawer,

Lower—put the drawer on the floor.

Logic of transport vehicles work is built from the LogABS instructions listed

above. A fragment of the forklift route is shown in Fig. 7, while a fragment of the
AGYV route is shown in Fig. 8.

D |Where |Acﬁvity |Duration [s] / How many
Row 1 1 RepTime 24
Row 2 2 GG_002 Travel 0
Row 3 3 Transport_1A/Ou_01/S1A_02/MN_06 Travel 0
Row 4 4 Transport_1A/Ou_01/S1A_02/P_06 Load 1
Row 5 5 Transport_1A/Ou_01 StartOperator 2
Row 6 6 Buffer/1_01 Travel 0
Row 7 7 Buffer/P_01 Unload 1
Row 8 8 RepTime 24
Row 9 9 ReadyForTask 0

Fig. 7 A fragment of the forklift route recorded with use LogABS language. Source Own study

with use LogABS program
ID |Where | Activity [Duration [s] / How many
|Row 1 1 GG_041 Travel 0
Row 2 2 /S1A_05 PickUp 1
|Row 3 3 GG_042 Travel 0
Row 4 4 ForkLifts/Op_01 StartOperator 3
|Row 5 5 ReadyForTask 0

Fig. 8 A fragment of the AGV route recorded with use LogABS language. Source Own study with
use LogABS program
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S Simulation Experiments

A number of computer simulations were carried out for the described simulation
model in order to compare the SRS and SRR systems. For the purposes of the paper,
three experiments are compared. In each experiment, the arrangement of racks is
different, while the total storage capacity for the SRS and SRR systems is the same.
The rack settings for each experiment are shown in Table 2.

In respective simulation variants, the number of rows and the number of racks in
a row were changed. Basic information is presented in Table 3.

For each experiment, the distance travelled by all vehicles in a given simulation
was compiled. The results are summarized in Table 4. It can be noticed that each time
the distance travelled in the SRR system was lower by 218 m, 1,156 m and 706 m
respectively.

In addition, the time of execution of 70 PZ and WZ orders was measured. The
results are shown in Table 5. In all cases this time was shorter for the SRR system.

Comparing the SRS and SRR systems based on the three experiments, it can be
seen that:

e the area occupied by a certain number of locations is smaller in the case of the
SRS system, which is based on condensed racking in the case of the SRS system,

e the distance travelled by all vehicles is lower in the case of the SRR system,

e the time of completing 70 PZ/WZ orders is shorter in the SRR system.

Table 2 Rack setting for the SRS and SRR systems in each (respective) experiment
E. no SRS SRR
1

; i i :
R R

Source Own work
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Table 3 Basic SRR and SRS system settings for each experiment

Experiment 1 Experiment 2 Experiment 3
SRS SRR | SRS SRR | SRS SRR
Number of rows of | 6 11 4 8 8 20
racks
Number of racks 12 12 19 18 10 7
within a single row
Total capacity of | 2640 2640 | 2880 2880 |2880 2800
warehouse (no. of
locations)
Width of storage 32 44 48 66 25 25,5
area (m)
Length of storage |34 32 22,5 22,5 44,86 56,6
area (m)
Storage area (m?) | 1088 1408 | 1080 1485 | 1121,5 1443,3
Number of 2 2 2 2 4 4
forklifts
Number of AGV |6 0 4 0 8 0
vehicles
Source Own work
Table 4 Distance travelled by vehicles in experiments
Experiment 1 Experiment 2 Experiment 3
SRS SRR SRS SRR SRS SRR
Distance 5276,851 5052,86 | 5972,205 4816,567 | 4318,776 3613,194
traveled by
forklifts and
transfer units
(m)
Source Own work
Table 5 The time of execution of 70 PZ and WZ orders
Experiment 1 Experiment 2 Experiment 3
SRS SRR | SRS SRR | SRS SRR
Time of completing | 34,32 29,61 |38,27 28,38 17,73 11,94

the list of 70 tasks
PZ/WZ (min)

Source Own work
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6 Conclusions and Future Directions

The paper describes the mechanism of managing forklifts and AGVs work, which
is an important part of the simulation modelling methodology for storage systems.
The mechanism enables the user without programming skills to build a simulation
model of two storage systems and support advanced algorithms from the level of
two tables with a simple structure. Algorithms automatically adjust the way forklifts
move to modelled storage system structures. The tool allows to enter data on the
flow of materials and automatically processes them to model transport processes
and vehicle operation logic, including their communication and complex decision-
making processes.

The result of building the mechanism is the execution of orders in simulation
models. To sum up the results of simulation experiments, in terms of time and
distance, the SRR system prevails over the SRS system. However, it is worth consid-
ering both cases. Depending on whether the speed of order execution or area occupied
by the same number of locations is more important, different rack storage system
will be chosen. Both the SRS and SRR systems are characterized by their specific
advantages and functionalities, as well as limitations. Therefore, it is worth using
simulation tools that allow comparing both concepts in the virtual world, and then
select the most suitable variant for the enterprise.

Further development of the research involves building a mechanism for collecting,
processing and presenting results in the form of charts. To increase the usability of
the methodology, it is planned to expand the mechanism of managing the operation
of trucks by including other types of vehicles and enabling the operation of other
storage systems. An important stage of the planned methodology evolution is the
development of mechanisms enabling the implementation of resource and process
cost accounting.

References

Betti Sorbelli F, Coro F, Pinotti CM, Shende A (2019) Automated picking system employing a
drone. In: Proceedings—15th annual international conference on distributed computing in sensor
systems, DCOSS 2019, May 2019, Article number 8804800, pp 633-640. https://doi.org/10.
1109/DCOSS.2019.00115

Derpich I, Miranda D, Sepulveda J (2018) Using drones in a warehouse with minimum energy
consumption. In: 2018 7th international conference on computers communications and control
(ICCCC). IEEE. https://doi.org/10.1109/ICCCC.2018.8390444

Digani V, Hsieh MA, Sabattini L et al (2019) Coordination of multiple AGVs: a quadratic
optimization method. Auton Robot 43:539-555. https://doi.org/10.1007/s10514-018-9730-9

Ekren BY, Heragu SS (2011) Simulation based performance comparison of AVS/RS and AS/RS.
In: IIE annual conference proceedings, pp 1-7

https://logabs.com/. Accessed 6 May 2020

Li X, Zhang C, Yang W, Qi M (2019) Multi-AGVs conflict-free routing and dynamic dispatching
strategies for automated warehouses. In: Kim K, Kim H (eds) Mobile and wireless technology
2018, ICMWT 2018. Lecture notes in electrical engineering, vol 513. Springer, Singapore


https://doi.org/10.1109/DCOSS.2019.00115
https://doi.org/10.1109/ICCCC.2018.8390444
https://doi.org/10.1007/s10514-018-9730-9
https://logabs.com/

90 K. Kluska and P. Hoffa-Dabrowska

LiuY,JiS, SuZ, Guo D (2019) Multi-objective AGV scheduling in an automatic sorting system of an
unmanned (intelligent) warehouse by using two adaptive genetic algorithms and a multi-adaptive
genetic algorithm. PloS One 14(12)

Llopis-Albert C, Rubio F, Valero F (2019) Fuzzy-set qualitative comparative analysis applied to
the design of a network flow of automated guided vehicles for improving business productivity.
J Bus Res 101, August 2019, 737-742

Pagani P, Colling D, Furmans K (2018) A neural network-based algorithm with genetic training for
a combined job and energy management for AGVs. Logist J: Proc 2018. https://doi.org/10.2195/
1j_Proc_pagani_en_201811_01

Pawlewski P (2018a) Script language to describe agent’s behaviors. In: Highlights of practical
applications of agents, multi-agent systems, and complexity: the PAAMS collection: international
workshops of PAAMS 2018, Toledo, Spain, 20-22 June 2018, Proceedings, red. Javier Bajo,
Patrycja Hoffa-Dabrowska (WIZ). Springer, 2018, pp 137-148

Pawlewski P (2018b) Methodology for layout and intralogistics redesign using simulation. In: Rabe
M, Juan AA, Mustafee N, Skoogh A, Jain S, Johansson B (eds) Proceedings of the 2018 winter
simulation conference. IEEE Press, 2018, pp 3193-3204

Pawlewski P (2019) Built-in lean management tools in simulation modelling. In: 2019 winter
simulation conference (WSC), National Harbor, MD, USA, pp 2665-2676

Pawlewski P, Kunc T (2019) Using agent base simulation to model operations in semi-automated
warehouse. In: Highlights of practical applications of survivable agents and multi-agent systems:
the PAAMS collection: international workshops of PAAMS 2019 Avila, Spain, 26-28 June
2019, Proceedings, red. Fernando De La Prieta, Alfonso Gonzalez-Briones, Pawel Pawlewski
(WIZ), Davide Calvaresi, Elena Del Val, Fernando Lopes, Vincente Julian, Eneko Osaba, Ramén
Sanchez-Iborra. Springer Nature Switzerland AG, Cham, Switzerland, pp 50-61

Perussi JB, Gressler F, Seleme R (2019) Supply chain 4.0: autonomous vehicles and equipment to
meet demand. Int J Supply Chain Manag 8(4), August 2019, 33—41. ISSN 20513771

Polten L, Emde S (2020) Scheduling automated guided vehicles in very narrow aisle warehouses,
Omega. Available online 23 January 2020, 102204, In Press, Corrected Proof, Elsevier.https://
doi.org/10.1016/j.omega.2020.102204

Raczyk R (2009) Srodki transportu bliskiego i magazynowania, Wydawnictwo Politechniki
Poznanskiej, Poznan. ISBN 978-83-7143-828-8

Saffar S, Jamaludin Z, Jafar F (2017) Investigating the influences of automated guided vehicles
(AGVs) as material transportation for automotive assembly process. J Mech Eng SI 4(1), 1
August 2017, 47-60. ISSN 18235514

Tai R, Wang J, Tian W, Chen W, Wang H, Zhou Y (2018) A time-efficient approach to solve conflicts
and deadlocks for scheduling AGVs in warehousing applications. In: 2018 IEEE international
conference on real-time computing and robotics (RCAR), Kandima, Maldives, pp 166-171

Van den Berg JP, Gademann AJRM (2000) Simulation study of an automated storage/retrieval
system. Int J Prod Res 38(6):1339-1356

Xing L, Liu Y, Li H, Wu C-C, Lin W-C, Chen X (2020) A novel tabu search algorithm for multi-AGV
routing problem. Mathematics 8(2), 1 February 2020, Article number 279.

Yin S, Xin J (2019) Path planning of multiple agvs using a time-space network model. In: 2019
34rd youth academic annual conference of chinese association of automation (YAC), Jinzhou,
China, pp 73-78

Zhang Z, Guo Q, Chen J, Yuan P (2018) Collision-free route planning for multiple agvs in an
automated warehouse based on collision classification. IEEE Access 6:26022-26035


https://doi.org/10.2195/lj_Proc_pagani_en_201811_01
https://doi.org/10.1016/j.omega.2020.102204

The Possibilities of Digitizing m
the Preparation Process for Shipping L
Batteries in a Distribution

Warehouse—A Case Study

Lukasz Brzezinski and Magdalena Krystyna Wyrwicka

Abstract Modern technologies are gaining more and more importance in supply
chain management, leading to the transformation of its three elements: network struc-
ture, business processes and management components. Enterprises use the potential
of digital technologies as sources of value and transform supply chains to varying
degrees and in various ways. Certainly, the development of digital technologies is
one of the sources of building competitive advantage of enterprises and supply chains
in the twenty-first century and is an important subject of research. Digitalization of
storage related processes can contribute to the organization receiving multiple bene-
fits—in terms of time and cost. This type of solution will be discussed as a part of
the case study in this article. The aim of chapter was the analysis of the effects of
digitisation of the sub-process of preparing goods for shipment in the distribution
warehouse (including picking, labelling, quantity and quality control, packaging and
loading). The analysis of the research material was based on the use of the following
research methods: Exide case study, key performance indicators (KPI’s), as well as
elements of investment profitability assessment (ROI).

Keywords Distribution warehouse + Digitization of processes - Digitization in
storage *+ Improvement of storage processes

1 Introduction

New business circumstances are related to openness to way of operating that are
different from the traditional ones (Barton and Thomas 2009; Aztori et al. 2010;
Bughin et al. 2011; Columbus 2015). The ability to efficiently use the potential of
digital technologies and the digital competences of organisations are becoming the
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source of competitive edge of entire sectors and economies. In 2020, the global
economy saturation level will reach 25%, whereas in 2005 that was only 15%
(Concoran and Datta 2016).

Contemporary logistics (an in particular the functioning of distribution ware-
houses), which has already become global in its nature, must be flexibility and capable
quick identification of business chances brought about by new tech, including the
ability to use all available information (Ballou 2007; Carmichael et al. 2011). The
ever-growing scope, complexity and dynamism of logistics processes fosters the need
to implement new solutions in logistics. Logistics is affecting, directly and indirectly,
the economy to a higher and higher degree, and the changes within it (Barton and
Thomas 2009; Detlor 2010; Coyle et al. 2010; Boyes 2016) create new challenges
for logistics to face.

The growth of informational technologies and digitisation of warehousing
processes have a massive impact on the way enterprises and entire economy sectors
function. Among enterprises, these relations can be seen on three operating levels:
(a) within the scope of creating value in new business relations; (b) within the scope
of creating value in processes that use the concept of managing the customer’s expe-
rience and (c) within the scope of creating the enterprise’s fundamental capabilities
(Dorner and Edelman 2015). In every sphere of business activity, new tech can
support its growth, on one hand, and change this specific sector and the prevailing
balance of forces, on the other one. Some enterprises are thus forced to expand their
activity to another sector, some others to find new business models creating value in
their present sectors.

Such approach aims to bring benefits not only within the area of improving
production processes, but also in logistics and transport. Increasingly more often,
both directly and indirectly, the new tech impact logistics within logistics processes,
driving its never stopping evolution and new challenges (Wodnicka 2019).

The phenomena affecting the transformation of logistics include, among else, the
ones related to economic development in global scale (globalisation and interna-
tionalisation of activity) and the digitisation era combined with the fourth industrial
revolution (Industry 4.0), which bring about transformations in the way enterprises
cooperate and the control of processes in the supply chain in the scale of industries
and sectors (Chopra and Meindl 2007; Johnson et al. 2008; Wood 2010; Wu et al.
2016; Uton 2017). It is therefore worth listing such phenomena as:

e the use of ICT solutions, including satellite and radio identification system that
enable the coordination of the flows of products and information in time and
space;

e standardisation and automation of economic processes, their processes require
increased discipline of deliveries and continuity of stock optimisation processes;

e product customisation, allowing the personalisation of products, requires that a
higher quantity of them must be in turnover, there are more selection options,
the quality and shopping convenience are accelerated, all of which implicates
production flexibility, as evidenced by signals from the market, as well as the
search for and development of distribution channels;
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e the higher number of large area shops that keep lower stocks and require better
service from their suppliers;

e the change of nature of distribution processes which, going beyond the current
limits of enterprises, require the collection and analysis of data, the expansion
of the chain of information resources for integrating, in real time, the data from
external business partners, suppliers or clients;

e the expansion of forms of ties among manufacturers, the implementation of new
business model concepts, translating into the rising tendency to outsource logistics
services (the increase in the share of external service costs in the business cost
structure, the alteration of the material cost structure and stock maintenance, the
reduction of investment outlays and the increase of variable costs). This results
from the pressure to reduce costs as an element of the growth of competitiveness
of businesses (Szukalski and Wodnicka 2016);

e the reduction of the market life cycle of products which imposes temporal
discipline on the production process and the process of implementation of new
products, because clients do not want to wait long for new or improved products.

Based on the above, a conclusion can be made that the challenges faced by logistics
are not just limited to transport or warehousing, but are also related to processes of
managing and coordinating activities among companies within the supply chain, in
real time—the ability to react to the rapidly changing demand.

Industry 4.0, mentioned before, means the integration of smart solutions covering
the equipment and IT resources, new work methods and new roles of human resources
(Schwab 2016; Word Economic Forum 2016a, b). The diffusion of Industry 4.0 is
connected to three phenomena (Paprocki 2016):

e the common digitisation and maintaining continuous communication between
individuals themselves, between individuals and devices and between devices
themselves;

e the increasingly more often implemented disruptive innovations that allow incre-
mental increase of efficiency and effectiveness of functioning of the social and
economic system;

e achieving such a level of development of machinery that they gain the ability to
behave autonomously thanks to the use of artificial intelligence in their control
processes.

The rapid acceleration of developments in IT and the transposition of their use
lead to the formulation of the fourth industrial revolution thesis, although it is vocally
disputed whether to consider it evolution or transformation (Neubauer 2011; Cohen
and Kietzmann 2014). For quite some time, ICT have been reaching a more mature
form, combining physical systems with the Internet of Things, Artificial Intelligence,
Big Data and cloud computing.

The awareness of the ground-breaking nature of technological solutions and the
vision of application of new possibilities become a challenge for many businesses
and encourages to change the paradigm of conducting business.

The following are listed among the fundamental premises (Still 2018):
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e global networks connecting production plants, machinery and warehouse manage-
ment systems;

e autonomous exchange of information in cyber-physical systems, within which the
equipment and data bases may operate jointly and control each other;

e identifiable, real time localized “smart products” that know their own history,
status and paths for reaching their destinations.

Digitization makes information and communication available anywhere, anytime,
within any context, and for any user using any device and type of access (Rappa
2004; Manyika et al. 2013; Kayikci 2018; Pluralsight 2018). The functioning of
modern organisation within global economy requires the use of management methods
and development strategies that are adequate to the new management conditions in
the stage of digital transformation. Put shortly, numerous solutions and tools are
being implemented in organisations. Especially, if they function in global scale.
This article presents an example of digitisation of processes in Exide Technologies
S.A. It should be noted that currently, most businesses, including SME’s and large
businesses operating locally, regionally or internationally, support their processes
with IT solutions. Although the entire process is now commonly managed with
electronic tools, there is still potential, or room, for further digitisation at the level
of sub-processes or even particular activities. This also applies to entities that are
leaders in their respective sectors (in global view). The analysed improvement is an
example of this sort of approach—namely, the sub-process of preparation of goods
for shipment (a part of the process of warehousing in the organisation’s Distribution
Warehouse). The solution’s originality and added value results from showing the
identified organisational problems, the implementation of the solution and its effects
in preparing shipments to around 20 European states, within the context of the global
entity’s experience and know-how. The article aims to evaluate the effectiveness
of digitisation within the sub-process of preparing goods for shipment from the
distribution warehouse.

1.1 Methodology

The article’s research purpose is the analysis of the effects of digitisation of the sub-
process of preparing goods for shipment in the distribution warehouse (including
picking, labelling, quantity and quality control, packaging and loading).

The applied study methods included a case study and a documentation method.
The case study, or analysis and description of a single, most usually real case, that
allows drawing conclusions on the causes and results of its course and, in a broader
sense, a given business model, market specifics, technical, cultural and social condi-
tions, etc. This means drawing conclusions on the basis of a single case. It is a
study method consisting in a comprehensive description of a certain group or a unit,
approached without any initial hypotheses. The subject of exploration is individual
in nature. The case study’s most important element, looking from the perspective of
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credibility, is the quality of its substantial content. The quality is manifested, among
else, by the accuracy of the raised problems, formulated diagnoses and the adequacy
of solutions proposed for a given situation (Langley 1999). The documentation
method consists in the use of factual information for examination purposes, collected,
in advance, for economic practice purposes and recorded in relevant documents.

The improvement project was designed, implemented and evaluated in 2019 (it
took six months). The examined entity is Exide Technologies S.A.—Distribution
Warehouse in Swarzgdz (Wielkopolska province, Poland).

It was exploratory case study data collection method accompanied by additional
data collection method such as interviews, tests etc. Advantages of case study method
included data collection and analysis within the context of phenomenon, integration
of qualitative and quantitative data in data analysis. Due to this approach it was
possible to capture complexities of real-life situations so that the phenomenon was
studied in greater levels of depth. Case studies involved both qualitative and quantitive
research methods.

On one hand things were measurable and were expressed in numbers, on the
other survey questions were in most cases closed-ended and created in accordance
with the research goals, thus making the answers easily transformable into numbers.
Used methods to collecting data: direct observation, archival records and personal
interviews. The research was conducted by project team.

The improvement project is the outcome of the research. Based on the research
we discovered different possibilities how to optimise the operations, how to reduce
time to pick orders, but also how to eliminate activities which does not add any value.

Exide Technologies is an American multinational lead-acid batteries manufac-
turing company. It manufactures automotive batteries and industrial batteries. Exide’s
predecessor corporation was the Electric Storage Battery Company, founded by
Gibbs (in 1888 year). Exide produces batteries and accessories for the Transporta-
tion markets with applications in the original-equipment and aftermarket channels for
Auto/Truck/SUV, Heavy Duty, Lawn and Garden, Marine/RV, Golfcarts and Power-
sport, using Absorbed Glass Mat (AGM), Flooded, Enhanced Flooded Battery and
Gel (VRLA) technologies. Exide also markets lithium-ion batteries for motorbikes
in Europe (Exide 2020a). Exide has production plants in 89 countries and is one of
the largest producers of automotive batteries in the world (Exide 2020b).

In Poland, Exide supplies batteries as the so-called first equipment to manufac-
turers such as: FCA Poland, VW Poznan, CNH in Ptock, MAN in Niepotomice and
Same Deutz-Fahr near Lublin. The Poznai-made batteries are also exported and used
in the newest models of cars manufactured: by Jaguar and Land Rover in England
and Slovakia (Nitra), TPCA in Kolin (Czechia), VW in Bratislava, Skoda (plant in
Mlada Boleslav and Kvasiny), Volvo Cars in Belgium and Sweden, Audi (Ingolstad,
Germany). Additionally, Exide makes batteries for Scania, MAN and Volvo Trucks,
all made in Europe. The company’s aftermarket brands are Centra and Exide. The
Poznan-based producer’s most important buyers are from Western Europe and the
Commonwealth of Independent States (Ukraine, Moldova, Kazakhstan, Azerbaijan,
Georgia and Armenia) (Exide 2020b).
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1.2 Results

The analysed improvement project covered the process of preparation of goods for
shipment in the distribution warehouse. It should be noted that, prior to digitization,
there were multiple problems related, among else, to the use of various pallet labels,
the circulation of printed documentation, determining responsibility for inconsisten-
cies (for goods for which clients filed complaints). The result of the described change
was the introduction of scanners in the picking process, standardization of the supple-
mentation and picking of batteries, creation of a set of KPI’s and monitoring of pallet
movements of load units within the warehouse (Table 1).

The analysed improvement project contributed to improved parameters of the
evaluation of the sub-process of preparation of goods for shipment in the organiza-
tion’s distribution warehouse. Most importantly, a positive change was noted with
regard to the number of quantitative errors (decrease from 5.8 to 3.2%), generic errors
(decrease from 3.8 to 2.1%) or the preparation of incorrect pallets (reduction to 0%).
Digitization also allowed to reduce the number of employees involved in the process
(from 54 to 49). Additionally, the savings for 12 months were EUR 90,000 (the cost
of implementation was around EUR 35,000) (Table 2).

Referring to the analyzes related to the use of digitization in the broadly under-
stood logistics processes, enterprises use the potential of digital technologies as a
source of value and transform supply chains in various ways and in various ways.
At the same time, it is pointed out that the implementation of digital technologies
requires strategic changes in both the business model and the operational model of
the company (Bock et al. 2017). The main challenge for the development of appli-
cations of these technologies are threats in global cyberspace, which significantly
increase the negative risk regarding data security or transmitted information (Boyes
2016). Barriers to the implementation of digital technologies also include: a lack of
sufficient knowledge about the nature and importance of digitization, an incorrect
assessment of its potential, a lack of capital for investments in technologies and a
lack of confidence preventing the exchange of information (Sherman and Chauhan
2016).

It is indicated that currently 76% of enterprises use social media, in addition 63%
of entrepreneurs say that analytical tools allow them to gain a competitive advantage.
As many as 92% of entrepreneurs are satisfied with the services used in the cloud
and plan to increase their use, and 54% of mobile phones are smartphones (Stowik
2015).

The results of a global survey conducted by Ernst & Young indicate that managers
in the area of information and communication technologies (ITC) currently spend
over 25% of the budget on innovation in the field of modern technologies such as
social media, mobile technologies, advanced data analytics and cloud computing
(Ernst and Young 2015). These technologies contribute to improving the quality of
operations and better meeting customer expectations.
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Table 1 Comparison of work organization before and after the change

Work organization before the change

Work organization after the change

There were different pallet labels used in the
warehouse

Workers prepared batteries using only paper
documents

Some information on pallet labels were
missing e.g. formation codes

The planning of operations in the warehouse
was based on paper documents/Excel files
The correctness of labelling/finishing of
batteries was controlled only visually (without
any support from the WMS system)

Voltage control results were registered on paper
The productivity report was prepared in an
Excel file

The information on the current status of the
productivity of the finishing line

was not displayed on the screen/seen by the
workers

The complaints (regardless of the reason) were
not easy to investigate for the root cause
There were difficulties in implementing an
action plan to reduce the number of mistakes
Not enough information on the pallet labels
Unclear information on who prepared the
pallet (illegible signatures)

Waste of time due to unnecessary travel within
the warehouse (incorrect voltage in the racks,
labels not available)

Some ready pallets stored in incorrect places
Searching for the ready pallets in the
warehouse due to missing information in the
documents

Difficulties in assessment of the workload of a
shift

Difficulties in assessment and execution of
productivity (poor planning based on paper
documents, Excel files)

Difficulties in executing correct planning and
transfer of information at the turn of the shift
Different responsibilities of employees

Implementation of scanners for picking
Standardization of replenishment and battery
picking processes

Standardization of the process of picking from
the storage

Standardization of the label preparation process
Crating sets of KPI’s for monitoring
productivity

Creating an application for displaying results
Different roles and tasks assigned to
employees in the application

Tracking and tracing movement in the
warehouse

Tracking and tracing of preparation of
customers’ orders

Monitoring of tasks assigned to particular users

2 Conclusions

The role and importance of digitisation in business management and improving
the functioning of supply chains is a topic widely discussed in the literature. The
originality of the article is primarily due to the indication of a practical example
of improvement in one of the leading battery manufacturers—Exide Technologies.
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Table 2 Evaluation of digitization of the sub-process of preparation of goods for shipment

KPI's Before the change | After implementation of scanners
Average number of batteries picked | 428 467
by a picker

Average number of batteries labelled | 890 997
per finishing line

% of complaints (errors in qty) 0.058 0.032
% of complaints (errors in type) 0.038 0.021
% of complaints (errors in loading 0.0001 0
wrong pallet)

No. of mistakes when preparing 12 3
reports

Reduction in paper consumption 60 55

No. of employees needed for the 54 49
process

Savings in EUR (12 months) 90,000
Money spent (in EUR) on the project | 35,000

ROI 1.57

The distribution warehouse serves customers from over 20 European countries. The
indicated picking solutions have contributed to shortening the time of preparation of
goods for shipment, reducing the number of process errors and reducing the costs.

A conclusion can be made, on the basis of the conducted analyses, that the digiti-
sation of processes leads to a multi-dimensional transformation of the nature of the
entire supply chain that is subject to virtual imaging through the continued collecting,
processing and monitoring of the data from all cells.

Economic changes within the process of digital transformation and the evolu-
tion of business relations mean that companies wanting to compete effectively on
global markets, thanks to the organization of supply chains, must give crucial impor-
tance to their flexibility and its ability to implement innovative business models
along with the reorganization of processes. This will ultimately allow for achieving
higher levels of digital maturity, which will translate into greater efficiency in the
functioning of supply chains during the period of digital transformation—significant
changes are already visible in the reconfiguration of logistics processes and business
communication.

Referring to the benefits of research, it is worth noting that digitization can
contribute to improving the functioning of the organization. This is of significant
importance especially at the operational level, where it is possible to study in detail
the functioning of individual work stations. Which is also to some extent related
to the improvement of the organizational structure from the bottom, as IT tools are
usually implemented at the strategic level. However, when it comes to certain limi-
tations of research analyzes, they are primarily associated with the study of a single
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organization, which also means that the results of similar activities in other enter-
prises can generate completely different results. In the aspect of future research, the
authors will focus on increasing the research sample of business entities to obtain a
broader perspective of potential benefits and threats from the digitization of logistics
processes.

It should be noted that even global enterprises have a large potential to introduce
improvements with the application of digital tools within sub-processes and oper-
ations (parts of the warehousing process in this example). The described solution
contributed to improvements both in quality (reduction of errors) and in costs—
reduction of time needed to prepare the goods for shipment or the involvement of
employees. In the view of global crisis situations (COVID-19 pandemics), this may
play a big role for the organisation’s survival.
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Stakeholder Involvement Added Value m
Indicators in IT Systems Design L
for Industry 4.0 Digital Innovation Hubs

Adam Olszewski and Pawel Pawlewski

Abstract This chapter is addressing the creation of added value by means of concur-
rent engineering in the early stages of IT systems design for Industry 4.0 enterprises
in the context of Digital Innovation Hubs. The recent phenomenon of Digital Innova-
tion Hubs poses new opportunities and threats in introducing advanced collaborative
IT services co-developed by a number of complementary subjects, such as ISVs,
infrastructure providers, consulting firms, research entities and others. Unlike other
business networks or chambers of commerce, Digital Innovation Hubs place research
entities at the core of innovation ecosystems. Such approach may result in transversal
involvement of external stakeholders in research and development IT projects. While
consequent opportunities are many, so are the threats and uncertainties. This article
analyses related pros and cons based on research results published thus far and
selected ongoing use cases. Furthermore, this article proposes new investment risk
factors resulting from broadening the pool of IT system design stakeholders.

Keywords Industry 4.0 - Concurrent engineering - Digital innovation hub

1 Introduction

The Information System (IS) industry has to provide added value, or value proposi-
tion, desired by their customers in order to spur profits. This article is addressing the
creation of added value by means of external stakeholder engagement and concur-
rent engineering in the early stages of IT systems design for 4.0 (Industry/Logistics)
enterprises in the context of Digital Innovation Hubs. The recent phenomenon of
Digital Innovation Hubs poses new opportunities and threats in introducing advanced
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collaborative IT services co-developed by a number of complementary subjects,
such as ISVs, infrastructure providers, consulting firms, research entities and others.
Unlike other business networks or chambers of commerce, Digital Innovation Hubs
place research entities at the core of innovation ecosystems. Such approach may
result in transversal involvement of external stakeholders in research and develop-
ment IT projects. While consequent opportunities are many, so are the threats and
uncertainties. This article analyses related pros and cons based on research results
published thus far and selected ongoing use cases. Furthermore, this article proposes
new investment risk factors resulting from broadening the pool of IT system design
stakeholders.

The goal of this chapter is to verify by means of qualitative comparison analysis
if there is a need to conduct action research in the field of value-driven/concurrent
engineering, which would enable comparing and balancing the benefits and risks
resulting from an early inclusion of external entities (members of 14.0 manufacturing
companies’ ecosystems) in the early stages of information system (IS) design.

While the vast majority of research focuses on applied IT system design done by
corporates with clear predefined targets, this article analyses the tools and approaches
research organizations take at the early stages, up to Technology Readiness Level
3 (TRL3), of technology integration and information system development. Unlike
corporates, whose main objectives are to grow profits and cut costs, research organiza-
tions focus on expanding the boundaries of knowledge. On this account the perspec-
tive of research entities on concurrent engineering may differ significantly from the
corporate or industrial perspectives and analysing this phenomenon shall bring to
light new, unobvious values, underrated in corporate-driven ecosystems. Also, this
same analysis may initiate taking a broader perspective on the value creation issue—
the one of R&D investment risk mitigating tools, potentially useful for both corporate
and academic research environments.

The highlights of the chapter are:

— analysis of information system development perceived added values shared by
academic and business ecosystems,

— comparison of closed and open innovation paradigms

— proposition of new unobvious R&D investment risk factors

— subjective prioritization of R&D investment risk factors

— analysis of investment risk management tools.

The main contribution is the development of a collaborative DIH based service
development approach which enables an intentional management of uncertainty as
a critical R&D investment risk factor.

The chapter is organized as follows: first, in Sect. 2 academic vs industrial values
and indicators are contrasted, thence presenting the different approaches to R&D
and IS design. Section 3 defines the problem—what is the unobvious added value of
collaborative IS/service design and how can the key factors be managed in industrial
settings. The following Sect. 4 proposes a DIH based approach to managing IS
design uncertainty by providing a subjective ranking of unobvious values shared by



Stakeholder Involvement Added Value Indicators in IT Systems Design ... 103

industry and academia, listing their success factors and assessing the impact of the
digital innovation hubs approach on these factors. Conclusions of the final Sect. 5
are followed by further research recommendations.

2 Literature Background

Literature hardly addresses the fairly new phenomenon of Digital Innovation Hubs
in view of value-driven Information System (IS) design. Although it has not yet
been thoroughly examined, a number of related studies have been published, mainly
addressing the corporate perspective on IS design in closed environments, which can
serve as a reference platform for our analysis.

On the one hand, closed IS design environments have been thoroughly studied—
by focusing on R&D investment risk, Bahli and Rivard (2005) list the factors having
biggest impact on the efficiency and results of outsourced IS design. On the other
hand, design environments following the open innovation paradigm focus on the
methods rather than efficiency and economic results. Some analyse the very concepts
of design, showing how new, collaborative methods can be co-created either by
in-house employees or by involving external professionals. For this purpose novel
event formulas are tested, such as ideation contests or codesign workshops. IS design,
being one of many areas in such studies, appears interchangeably with service design.
Consequently, these analyses and the underlying recommendations referring to team-
building, market exploration or process management refer to codesign as the primary
subject, while IS design plays the role of a reference point rather than the primary
subject. Although references to IS design across codesign studies are rather mild,
selected conclusions can be quite relevant and trend sensitive. Like in any codesign
endeavour, also in IS design, the general migration from granting a sole expert indi-
vidual the full responsibility for design outcomes to enabling customers or users join
IS design teams and play the roles of experts of their experiences (Visser et al. 2005).

The process of involving external stakeholders in service design has been divided
into stages. Its application from stages from TRLI to TRL3 as ideation has been
analysed, querying whether or not such approach can benefit an organization’s inno-
vation outcomes. From the process perspective two approaches to research have
been proposed (Edvardsson et al. 2005), as a “category of market offerings” or a
“perspective on value creation.” Little attention has been paid however, to economic
benefits of the novel process, resulting in limited usability of these studies in real-
world decision-making, including added value or investment risk measurements.
The existing research is based on a service centred approach, assuming a logic that
is always uniquely and phenomenologically determined by the beneficiary (Vargo
and Lusch 2016, p. 8).

In terms of types of stakeholder involved, the present research is based on B2B
relations, rather than science-to-business or business-to-customer, which results in
the neglecting of the two latter types. Moreover, the analysed cases most often focus
on local, near proximity entities, leaving the broader context of international markets
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aside (Gemser and Perks 2015). Whereas, the ability to consciously involve specific
extreme customers or partners who have particular need ahead of market with highly
estimated expectations (von Hippel 1986) can be very beneficial for IS design and
innovation (Mahr et al. 2014). One of repeated hypotheses across literature, is that
by involving customers a company can become more resilient to investment risk by
avoiding the problem of user needs being sticky, difficult to transfer, and articulate
(von Hippel 2001; Witell et al. 2011).

It is worth mentioning that already the traditional design studies, unlike IS
approaches, implied that participatory approach required the “exchange between
people who experience products, interfaces, systems and spaces and people who
design for experiencing” (Sanders et al. 1999).

The lack of proper participatory IS design tools has also been covered from public
services perspective, such as medical software for patients and caregivers. While it is
evident that IS shall support and not hinder the experiences of caregivers and patients,
little or no tools actually enable gathering requirements or insights from these target
groups. The consequent misalignment of medical software results in highly qualified
staff spending more of their time with the computer screen rather than with the patient.
In this case the key factor or added value resulting from involving patients and users in
the IS design would be the shortening of time doctors, physicians and other caregivers
must spent at their computers. Based on specific medical workflows, involving all
key stakeholders, concrete steps and related insights are introduced, playing the role
of a showcase of tools for healthcare innovation projects (Vollmer 2019). Similarly
to industrial contexts, the medical software fails to take a holistic approach to the
addressed process, to embrace the off-screen experiences and finally to deliver tools
that solve existing real-life problems without causing new ones. The present studies
of specific use cases in medical area may bridge the conceptual gap between the
industrial and academic contexts. Some of these cases have been introduced as role
models for novel methodologies, such as EVOKE (Early Value Oriented design
exploration with Knowledge maturity), meant to facilitate the selection of the newly
appearing IS design possibilities with a focus on added value related information.

Engineers’ tendency to avoid redesign during development, especially at IS
component level, is yet another added value hindrance addressed in recent studies.
All too often IS developers go back to initial setting of value, agreed for the IS with
the product owner early in the project and before external, non-technical stakeholders
were even introduced to the planning. This phenomenon may give grounds to either
earlier involvement of the user or to extending the IS concept definition phase. Either
way, study shows that selection of the right moment when users’ needs are introduced
might be critical for IS development. Similarly, the knowledge [...] where user needs
originate and mature becomes critical to understand which sub-system performances
have to be sacrificed to optimize the overall system behaviour. This makes systems
engineers to go back and refer to the original construct of ‘value’ to orient their early
stage design decisions (Monceaux and Kossmann 2012). Both aspects are of critical
impact on investment risk certainty factor.

However, when moving from the macro level to the micro, this ‘value’ notion
becomes blurrier, and contextual understanding gets lost when requirements are
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communicated down the supply network (Monceaux et al. 2014). There, the actual
struggle of component oriented engineers takes place, depriving the IS of the user-
driven added value by following the original, presumably unnegotiable, IS specifi-
cations. Although more resilient to additional costs and multiplying iterations, such
conservative approach can hardly maximize the desired added value (Isaksson et al.
2013).

The established IS supply processes, although effective in coordinating a definite
pool of tasks and resources towards the predefined objective, cannot handle the early
stages of innovative IS development, which requires continuous sharing of knowledge
and negotiations embracing a range of interdisciplinary skills, experiences and tools
originating at different, often distanced, entities. Narrowing down targets to local
perspectives causes design teams to fail creating solutions configured in the most
valuable way. Empirical observations show that when system-level requirements
are not available or not mature enough, engineers dealing with the development
of long lead-time sub-systems tend to target local optima, rather than opening up
the design space (Bertoni et al. 2018). These ‘local optima’ seldom embody the
best possible result for the overall system. Most likely they hinder the possibility of
identifying solutions that would work even better and that maximize value (Collopy
and Hollingsworth 2011).

Some authors underline the importance and poor results of gathering specific
requirements for IS engineering. On the one hand, well defined requirements for
an IS are known to be prerequisite to avoid customer disappointment. On the other
hand, all too often the process of defining IS requirements is neglected, delayed
or distributed across engineering teams. Many claim that failure to involve stake-
holders or clients at this stage leads directly to uncontrolled cost increase. Conversely,
to improve clarity, awareness and understanding of what should be included in a
system design, and hence to minimize development time and later rework, itera-
tion and negotiation with customers and stakeholders must be established since the
earliest design phases (Jiao and Chen 2006; Withanage et al. 2010). Nonetheless,
all too often the relation with customers is not managed in an intentional manner
nor carried out consistently, resulting in overlapping or missing requirements for
specific IS features, modules, layers, documentation. Research in established soft-
ware engineering methods shows that, requirements elicitation is far from being a
linear, monolithic process; rather, it follows a more concurrent process (Prasad 1999).
Consequently, unlike the open innovation paradigm involving external real-life stake-
holders, the established research focuses on empowering individual engineers like
they are owners of the processes addressed by the systems they develop. It is claimed
a significant part of the concurrent design method, that the individual engineer, not an
external stakeholder, customer, nor future user, is given much more say in the overall
design process due to the collaborative nature of concurrent engineering. Giving
the engineer ownership is claimed to improve the productivity of the employee and
quality of the product, based on the assumption that people who are given a sense of
gratification and ownership over their work tend to work harder and design a more
robust product, as opposed to an employee that is assigned a task with little say in
the general process (Kusiak 1992).
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3 Research Problem

The key problem analysed in this article is whether or not there are any unobvious
values behind recent academic paradigms, such as the open innovation paradigm,
and its implementations, such as digital innovation hubs, that could bring new value
or increase the existing values for industrial R&D clients in the development of IT
systems. From a business theory perspective, customer value refers to customers’
perceptions of what they receive, in return for what they sacrifice (Zeithaml 1988).
There are two aspects to customer value: desired value and perceived value. In order
to assess value from industry 4.0 perspective one needs to dig deeper the notions of
customer and value. This article focuses on the latter with minor references to the
former.

Being an organization rather than individual, a manufacturing plant may employ
thousands of professionals, all potentially having different perspectives on the value
of delivered IT solutions. Additionally, partners of the manufacturing plant, such as
service providers, hardware maintenance firms, external consultants and last but not
least the logistics all assess the functionalities and features of the plant’s IT layer
from another angle. On this account, before starting a study, it takes to define and
classify the notions of the key user, value, IT system.

In MIDIH project a collaborative approach to IT service development is proposed,
by forming a network of digital innovation hubs, i.e. collaborative networks of
research and business entities with complementary offerings. This approach calls for
new value measurement tools and may discover novel values, absent in closed single
provider settings. The collaborative MIDIH approach also redefines key notions,
including values and their indicators from shared, intersubjective perspectives.

— Better use of internal transport,

— Better organization of work in the warehouse,

— Less consumption of internal transport by reducing storage space, Less elec-
tricity consumption in forklift trucks—by eliminating unnecessary movements
on handling.

4 Problem Solution and Methodology

For sake of this article we propose an alignment of notions used within two anal-
ysed use cases—projects, MIDIH—Manufacturing Industry Digital Innovation Hubs
and SymbloTe—Symbiosis of Smart Objects across [oT Environment. While the
latter project has been concluded and provides a full overview of IT value creation,
the former MIDIH is in progress while writing this article, which enables us to
continue observations and studies proposed in the final remarks of this article.
Both projects focus on developing advanced IT tools that may enable new or more
efficient processes within industrial environments. Moreover, both projects involve
numerous R&D organizations, along with their perspectives and goals and a number
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of industrial partners, playing roles of pilot adopters of the developed IT tools. There-
fore, by analysing these cases, we add a real-life layer to our otherwise theoretical
considerations.

MIDIH project proposes a novel approach to the creation of technology based
value proposition, influencing the investment risk in R&D. By experimenting with
IS component development in DIH environments, MIDIH redefines the provider
and the value and consequently proposes new tools for creating the value proposi-
tion. Unlike in Osterwalder’s business model canvass, normally applied to a single
product provided by a single vendor, MIDIH takes a DIH based collaborative provider
approach, where the value proposition does not exist unless complementary resources
are combined and integrated in a collaborative manner. Such multiple vendor value
requires a more advanced consideration of ecosystem relations and value flows in
order to properly analyse, plan and manage the value network across multiple stake-
holders. For this purpose MIDIH redesigns the Osterwalder’s canvass, combines it
with the value network analysis tool and complements with the project’s new DIH
service portfolio analysis tool, covering as many as 34 service development factors
embracing the actual collaborative service aspects in more detail than the classical
single provider tools do.

In industrial IT research the customer is the business entity who orders IT R&D or
development jobs and expects these jobs to be performed as planned, which in case of
research is not always the case. From industrial client perspective, the overall value of
IT R&D boils down to ensuring a positive balance between costs and benefits which is
determined by the notion of IT R&D investment risk. Insights from transaction costs
theory suggest that there exist three major sources of risk factors for IT outsourcing:
the transaction, the client and the supplier (Bahli and Rivard 2005) divide the three
risk sources into seven risk factors—Table 1. These are the factors that industrial
ecosystems are familiar with and hence these factors are intentionally managed by
businesses.

However, apart from those well-known key factors, there may be other factors and
related values, largely ignored by the industrial environments, yet having significant
impact on the overall IS design risk. The hypothesis we are analysing here is that

Table 1 Risk factors in IT

outsourcing operation.
(Source own study) Transaction Asset specificity

Source of risk Risk factors

Small number of suppliers

Uncertainty

Relatedness

Measurement problems

Client Expertise with the IT operation

Expertise with outsourcing

Supplier Expertise with the IT operation

Expertise with outsourcing
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by intentionally managing these new, unobvious risk factors, industry could lower
their investment risks and consequently boost their innovation and research activity
(Table 2).

MIDIH project has made a new source of risk, ecosystem, evident and covering an
array of risk factors. However in this article we focus only on a single, high impact
factor—uncertainty—potentially including values going beyond the obvious busi-
ness criteria. In the context of IT outsourcing, uncertainty may be present because
[...] the transacting parties have incomplete or imperfect information, or because
there are numerous unimaginable possibilities, which may arise during the course of
the transaction. This means that, in the face of uncertainty, contracts are unavoidably
incomplete, and may require renegotiation and frequent adjustments when unex-
pected contingencies occur. This renegotiation adds to ex ante costs and postpones
the realization of outsourcing’s perspective value. Ultimately, the resolution of ex
ante uncertainty must wait ex post reality (Pilling et al. 1994).

Table 2 Risk factors largely ignored by the industrial environments. (Source own study)

Source of risk Risk factors Related added values Level of impact on risk
from DIH approach
Transaction Asset specificity Improved understanding | Low
Small number of Collaborative supply Mid
suppliers options
Uncertainty Early and thorough High

validation of assumed
desired features

Relatedness Multiple Low
interdependence
Measurement problems | Broad access to Low
academic measurement
tools
Client Expertise with the IT | Extended area-specific | Mid
operation pool of IT expertise
Expertise with Improved access to Low
outsourcing shared services and
consultancy firms
Supplier Expertise with the IT | Extended area-specific | Mid
operation pool of IT expertise
Expertise with Improved access to Low
outsourcing shared services and

consultancy firms

Ecosystem IPR management Alternative IPR options | High

Technology lifecycle Transparent distribution | High
management of responsibilities and
costs
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Fig. 1 View of of living laboratory—SymbloTe project

The data for this part of analysis have been gathered in a living laboratory mode
concentrating at three workshops, carried out every six months within SymbloTe
project—Fig. 1.

During workshops the same value-related questions were asked to check the
correctness and level of certainty about values expected by industrial partners.
Initially, R&D partners, in this case suppliers of IS, listed the values they had assumed
key for their clients—industrial partners. Later, those same categories of values were
collected from industrial partners. Finally, after the initial failed validation process,
values listed by both sources were once more gathered, combined and completed.
The study reveals that prior to the involvement of industrial partners the levels of
certainty about assumed values were high, even though very generic and in some
cases incorrect. Only after listing values by industrial partners the values assumed
by R&D could have been validated.

The revealed discrepancy between values assumed by suppliers and expected by
clients had an impact on the definition and execution of the developed technology
components and further IS functionalities. For instance, interoperability of sensor
data across modules and levels was one of the core system assumptions. However, it
was only after DIH workshops that camera entered the subject matter pool of sensors
as video recordings were indicated by consumers the type of data needed in such
systems, which had never been considered before. Without repeatedly guiding both
suppliers and clients through the IS usage scenarios, the resulting IS prototype would
have been construed accordingly with the suppliers’ initial assumptions. Conse-
quently, the resulting proof of concept IS tools would not have met the expectations
of clients to the level it finally did.

In MIDIH project the mutual sharing of resources (data and infrastructures) and
complementing competences is observed to bring the critical added value for indus-
trial partners. The usage of FIWARE architecture and its Arrowhead components,
built by a numerous R&D, in combination with middleware and hardware elements
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coming from MIDIH partners gave birth to a robotic arm demonstrator, operating
in a flat structure in factories giving superior managerial and analytical qualities
surpassing those of the pyramid PLC based structure. Another interesting result is
the logistical monitoring systems, developed by FIAT Research Centre in collabora-
tion with Cefriel and Engineering. Here, CPS/IoT Technologies have been adopted,
and, leveraging on MIDIH Open Platform and on the methodologies that have been
developed within the project, it has been possible to enable the optimization both of
Inbound Logistics Processes (Smart Supply Chain scenario) and Industrial Processes
(Smart Factory scenario) in FCA. Consequently, a scenario has been developed where
international logistics can monitor a container condition live and from historical data,
indicating cases of free fall, side falling and crossing parameters such as humidity or
temperature. Likewise in SymbloTe, this and other MIDIH project industrial solu-
tions would have missed critical requirements had it not been for the collaborative
open approach at early development stages, involving multiple stakeholders on both
provider and customer sides.

5 Conclusions and Further Works

Values sought for by academics pushing state-of-the-art resulting from the open inno-
vation paradigm, i.e. opening up for external ideas and allowing internal ideas outside
or early involvement of industrial partners in IT R&D, may add substantially to the
values desired by industrial clients, in it to lowering R&D investment risk, by raising
transactional certainty and enabling new unobvious industrially desired benefits. At
present, the industrial benefits grow unintentionally in science-to-business consortia
and their economic potential lingers largely undisclosed. It takes further research to
verify if intentional open innovation could bring substantial increase of the desired
value for industry and consequently raise the uptake of R&D projects results.

An array of interdisciplinary research would be needed, involving disciplines
such as IT engineering, design and economy, to identify and propose respective IS
design risk management tools. The issue analysed in this article merely touches the
surface of a broader problem of added value generation and maximization across
the whole innovation development up to TRL9 and lifecycle. An extended research
is needed to assess more collaborative approaches and tools and to analyse their
specific implementations.
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Abstract The new form of multi-channel sales—omnichannel—entails the need
for companies to adapt to provide the best possible customer experience. Dedicated
CRM systems are solutions that enterprises use to manage customer relationships.
They should evolve from classic solutions, currently existing, towards customer
relationship management systems that meet the requirements of omnichannel—i.e.
Omnichannel Customer Relationship Management (OCRM) systems. Due to the
large number of solutions, only CRM systems dedicated to small and medium enter-
prises (SME) is studied in this chapter. This chapter aims to develop best possible
configuration of CRM system dedicated to omnichannel and, in the next step, to
compare existing CRM systems for SME with the best possible one. State-of-the
art solutions in modern forms of distribution suggest that there is a research gap
in ranking of key factors for CRM systems that use the omnichannel approach. The
originality of this article is based on: undertaking a very niche topic—SME-dedicated
CRM systems enabling the implementation of the omnichannel concept; a pioneering
solution to the problem based on an innovative research tool—the Grey Incidence
Analysis (GIA) method from the Grey System Theory (GST) family.
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The chapter used the interdependence of analysis of qualitative and quantitative
elements. In the theoretical part, a systematic literature review was used to analyze
secondary sources listed in the Scopus database. In the practical part, GIA method,
in primary study, was used as a tool for comparing CRM systems.

1 Introduction

A new form of distribution called omnichannel is defined as universal retail or a
universal channel. It offers the possibility of making purchase/sale transactions by
switching from one channel (e.g. conclusion of a contract through a call centre)
to another (e.g. collecting goods from parcel pick-up stations) at any stage of the
transaction, including parallel operation in several channels at the same time (e.g.
comparison of the price level in an online shop while visiting a brick-and-mortar
shop). For customers, this solution means shopping comfort. For enterprises, this is
a challenge related to shaping distribution logistics systems adequate to customers’
expectations.

What can be of use hers is modern technology. Customer Relationship Manage-
ment (CRM) systems are used to maintain good shopping experience. CRM systems
support enterprises in implementing operational, analytical and contact (interac-
tive) functions. Therefore, this category of software was selected as the object of
the study in the article. However, due to the emergence of new forms of retail,
the existing (classic) CRM systems should evolve towards omnichannel (modern)
OCRM systems. This transformation is now taking place.

In each country, the dominant fraction (although numbers are different) is small
and medium enterprises (SMEs)—e.g. in 2018 in Poland they made up 95% (LEs
made up just 5%). They largely create the economic position of a given country. In
this group of enterprises, the effects of changes (organizational and technological
transformations) have the greatest potential to affect the economy of each country.
That is why SMEs were chosen in the article as the research subject.

A promising executive concept of the postulates outlined above is the Grey System
Theory (GST). Due to the rapid rate of changes in business and the long time it takes to
obtain statistical data, conducting objective comprehensive research is very difficult
to carry out and is also economically unviable. GST is an alternative. Using this
theory, in the lean language terms, one can come to the same conclusions using less
time and fewer resources.

One of the GST tools is Grey Incidence Analysis (GIA). It enables the study of
interrelationships (degree of similarity) between systems. The idea of this article is
based on formulating the functionality of an ideal OCRM system and then comparing
it with the list of CRM systems available on the market for SMEs in order to assess
the extent to which they meet the omnichannel retail requirements. That is why GIA
was chosen in the article as a research implementation tool.

The article aims to develop the best possible configuration of the CRM system
dedicated to omnichannel and then to compare the existing CRM systems for SMEs



Comparison of CRM Systems Dedicated to SME:s ... 115

with the best possible one. The article consists of the following sections: litera-
ture search in the Scopus database—quantitative and qualitative analysis of articles;
description of a four-stage original methodology of testing CRM systems dedicated
to SMEs in the context of omnichannel; presentation of the sequence results of
research on the omnichannel of CRM systems dedicated to SMEs using the GIA
method, results analysis and final conclusions.

2 Literature Search in the Scopus Database
2.1 Quantity Analysis

The only source of literature search is the Scopus database. This is only seemingly a
research limitation. The authors’ previous numerous experiences allow to conclude
that in the majority of cases the same list of publications is the result of a search in
the Web of Science database. Hence, there is no need to duplicate literature search.
Literature search in the Scopus database was conducted on 26 February 2020. In each
case, interesting phrases were sought in the following places: “article title, abstract,
keywords”—identification of potential articles.

Literature search starts with the recognition of interest in individual concepts. The
evaluation criterion in this respect is the number of publications on a given topic—
individually (Table 1). As part of the search, various possibilities of recording a given
term were taken into account.

Table 1 Number of

. . Term number | Phrase Number of articles
publications on a given
topic—individually 1 CRM system 4,978
2 Customer relationship | 5,715
management system
SME 34,739
4 Small and medium 27,307
enterprise
5 Omni-channel 261
6 Omni-channel 315
7 Omni channel 1,043
8 GST 31,462
9 Grey system theory 9,697
10 GIA 2,956
11 Grey incidence analysis | 2,157

Source Own work based on the Scopus database
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Table 2 Number of publications on a given topic—collectively

Term number | Phrase Metaphrase | Number of articles
1 CRM system CRM 8,971
2 Customer relationship management system

3 SME SME 46,060
4 Small and medium enterprise

5 Omnichannel OMNI 1,276
6 Omni-channel

7 Omni channel

8 GST GST 41,090
9 Grey system theory

10 GIA GIA 5,096
11 Grey incidence analysis

Source Own work based on the Scopus database

It was then decided to aggregate the same terms, recorded in different ways,
into groups. To this end, phrases were searched for in pairs, searching for the sum
of both sets (OR operator). Table 2 presents a term-related aggregated number of
publications.

Comparing the results in both tables, it can be concluded that within a given
article a given phrase is sometimes recorded in several ways. Therefore, the results
in Table 2 are not the exact sum of the results from Table 1. From the perspective of
the object and subject of research, by far the most numerous groups in Table 2 are
publications devoted to various aspects of SME. CRM and omnichannel systems, as
narrowly specialized terms, constitute smaller groups. The advantage of CRM publi-
cations over omnichannel should not come as a surprise. After all, the former term
is historically older. Hence, it already has significant output. From the perspective
of the research implementation tool, the smaller number of publications dedicated
to GIA, as one of the detailed solutions of GST (a larger number of articles), is very
natural.

However, the most interesting was the search for interrelationships between indi-
vidual phrases. Based on Table 2, a phrase search was made in pairs, looking for
the common part of both sets (AND operator). The interrelationships of terms
through the prism of the number of publications are presented in Table 3 (expla-
nation of the meaning of numbers in parentheses in the part devoted to qualitative
analysis—Sect. 2.2).

The final results of the quantitative analysis of the publications are very interesting.
The subject of CRM in the context of SME has already been of considerable interest
to scientists (247 articles). However, omnichannel issues in CRM systems are just
beginning to be discussed—ijust 11 articles. In the SME fraction, omnichannel is
characterized by an even greater niche of interest (only 4 articles). GST has already
been used as part of CRM (14 articles) and SME (34 articles). However, its specific
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CRM SME OMNI GST GIA
CRM X 247 11 (10) 14 (4) -
SME X 4 3(2)
OMNI X - -
GST X 259
GIA X

Source Own work based on the Scopus database

tool—GIA—has so far been used only in a pilot form and only on the basis of SME
(only 3 articles), no use of GIA in the context of CRM systems and omnichannel.
GST has never been used as a research method or tool in the context of omnichannel.

3 Quality Analysis

Outof 11 publications in the CRM—OMNI relation, 1 will be intentionally omitted—
a conference report. Table 4 presents a brief description of each publication.

The publications in Table 4 span the last 5 years. In this case the bottom limit
is the moment the concept of omnichannel appears. The number of publications is
increasing. At the moment, there are no clearly dominant authors or scientific centres
(individual articles). France and the United Kingdom show a slight dominance. The
discussed issues are most often placed in the areas of: Business, Management and
Accounting; Computer science. From the citations’ point of view, particular attention
should be paid to the following articles: Picot-Coupey et al. (2016), Kung et al. (2008),
Khan and Faisal (2015).

Only 4 publications are dedicated to the SME—OMNI relationship. Table 5
presents a brief description of each of them.

The publications in Table 5 also span the last 5 years. The number of publications
is also increasing. At the moment, there are no clearly dominant authors or scientific
centres (individual articles). The issues in question are most often placed in the area of
Business, Management and Accounting. From the citations’ point of view, attention
should be paid especially to the article by Khan and Faisal (2015).

SME—GIA relationships were identified only in 3 (de facto 2) publications.
Table 6 presents a brief description of each of them.

The publications in Table 6 span only 4 years. Quite puzzling is the lack of
publications after 2014, which may indicate the lack of GIA’s interest in the SME area.
An interesting observation is the fact that both publications come from China, from
which the grey system theory originates. They are placed in the areas of: Computer
Science; Engineering. It is also peculiar that none of the publications have yet been
cited.
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Table 4 List of articles about CRM and omnichannel systems

Author

Year

Scope of interest

Vasiliev and Serov

2019

An economic—mathematical omnichannel model of sales
management system in banking

Prodanova and Van Looy

2019

The evolution of business process management through
different social media tools as a means to achieve a
transition toward the recommended omnichannel
management approach

Ieva and Ziliani

2018

The explosion in the number of touchpoints is putting
pressure on companies to design omnichannel customers’
experiences aimed at achieving long-term customer
loyalty

Cirkovsky and Maryska

2018

To provide a concept of customer relationship
management systems usage for complex campaigns in the
healthcare area

Won

2018

A case study of Lotte Shopping—the company is trying to
reinforce the omni-channel strategy, which can create
synergy among various distribution channels based on its
core competences

Critchley

2018

Description of set up the Dynamics 365 Online system for
sales, customer service, marketing

Park and Lee

2017

The retailers recognize the importance of the mobile
channel as an efficient sales channel and as a tool for
CRM—to explain channel choices in the omni-channel
environment

Taufique Hossain et al.

2017

Additional research is required to know more novel
outcomes of the channel integration within omnichannel
services marketing

Picot-Coupey et al.

2016

The challenges faced in shifting to omni-channel strategy
are so numerous and so engaging that, de facto, it is
impossible to evolve directly from a multi-channel, siloed
strategy to an omni-channel strategy without any transition

Hutchinson et al.

2015

Tllustrates the value of a structured, formal CRM system
which helps SME retailers compete in a complex,
competitive and omni-channel marketplace

Source Own work based on the Scopus database

Out of 14 publications in the CRM—GST relation, 10 will be intentionally
omitted—conference reports (Feng and Mei 2010), accidental hits (Chang et al.
2017). Table 7 presents a brief description of each publication.

The publications in Table 7 span the period of 9 years. The number of publica-
tions has a fixed tendency. At the moment, there are no clearly dominant authors or
scientific centres (individual articles). China—the homeland of grey system theory—
shows a slight dominance. The considered issues are most often placed in the area
of: Computer Science. From the citations’ point of view, particular attention should
be paid to articles such as: Govindan et al. (2016), Xiong et al. (2016).
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Table 5 List of articles about SME and omnichannel

Author

Year

Scope of interest

Calderon et al.

2019

Analyses the development of exploitation and exploration
capabilities, and the role of ambidexterity, in the evolution of small
Spanish wineries toward the multi-channel distribution system

Kim et al. 2018 | The omni-channel platform represents the most sustainable
approach for small business owners undergoing difficulties such as
technological and organizational changes

Heidekroger et al. | 2018 | Omni-channel management is one trend that is increasingly gaining

attraction, that profound understanding of influencing factors for
sales and service to small and medium enterprises (SME) is missing

Hutchinson et al.

2015

Illustrates the value of a structured, formal CRM system to help
SME retailers compete in a complex, competitive and omni-channel
marketplace (repeating—see: Table 4—last row)

Source Own work based on the Scopus database

Table 6 List of articles about SME and GIA

Author Year | Scope of interest

Tang and Wang | 2014 | Applying the grey incidence analysis method to study the GEM listed
companies internal control effectiveness (repeating—see: —Tang and
Wang 2013 row below)

Tang and Wang | 2013 | Applying the grey incidence analysis method to study the GEM listed
companies internal control effectiveness

Yong 2011 | A detailed analysis on the structure and environment of China’s
e-commerce development by means of grey incidence analysis

Source Own work based on the Scopus database

Table 7 List of articles about CRM and omnichannel systems

Author Year | Scope of interest

Govindan et al. | 2016 | Proposes an integrated grey DEMATEL method to consider
interdependent relationships among the 3PL provider selection
criteria

Orzan et al. 2014 | Some elements taken from grey systems are used in the relationships
between the advertising campaigns and the buyers’ decisions

Hu 2010 | Based on the grey-fuzzy theory, it constructs a grey-fuzzy
comprehensive performance evaluation model for the CRM system,
and verifies the model’s scientificalness and feasibility through
empirical study

Xiong et al. 2008 | Identifies customer behaviour using a grey correlation model to

evaluate proposed segmented customers in CRM

Source Own work based on the Scopus database
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Out of 34 publications in the SME—GST relation, 17 will be intention-
ally omitted—conference reports (Cirkovsky and Maryska 2018), accidental hits
(Hutchinson et al. 2015). Table 8§ presents a brief description of each publication.

The publications in Table 8 span the period of 14 years. They concern the
aspects of: modelling (programming), forecasting, decision making or controlling.
For explanatory issues, authors usually use grey incidence analysis (GIA), grey model
(GM) for predictive issues, and grey decision making (GDM) for design issues.
The number of publications has a fixed-increasing tendency. At present, the only
author with more than 1 publication (two) is Kung. As for nationality, it is defi-
nitely dominated by China (13 articles)—that is where GST comes from—1Jiangsu
University (2 publications), and also Taiwan (3 articles)—Chaoyang University of
Technology (also 2 publications). The considered issues are most often placed in the

Table 8 List of articles about SME and GIA

Author Year | Scope of interest
Chang et al. 2017 | Data smoothing index—forecasting
Zeng et al. 2017 | Grey relational analysis—selection of SME-specific ERP systems

Khan and Faisal | 2015 | Grey-based model—ERP vendor selection

Zhang and Chen | 2014 | Grey prediction model—predicts the monetization ratio and financial
interrelations ratio

Tang and Wang | 2014 | Grey incidence analysis—study the GEM listed companies internal
control effectiveness (repeating)

Tang and Wang | 2013 | Grey incidence analysis—study the GEM listed companies internal
control effectiveness

Zhang et al. 2012 | Grey prediction model—forecast the sales for the next decade

Yong 2011 | Grey incidence analysis—analysis on the structure and environment
of China’s e-commerce development

Lietal. 2011 | Grey-relational theory—system of technological SMEs’ financing
capability

Feng and Mei 2010 | Grey relativity analysis—the electronic commerce application
decision-making in SMEs

Lingyu et al. 2009 | Grey relation—fuzzy multi-criteria decision making (FMCDM)

Ma and Fan 2009 | Grey-fuzzy theory—risk evaluation of networked SME cluster

Cheng and Wang | 2009 | A grey hierarchy evaluation model—assess destructive innovation
risks quantitatively

Kung et al. 2008 | Grey statistic method—evaluate the optimal distribution for strategic
resources in medium and small enterprises

Sun et al. 2007 | Grey correlative degrees of the factors—marketing mix effectiveness

Kung 2005 | Grey system method—assess the enterprise’s decision on marketing

resource distribution and its performance

Chen et al. 2004 | Fuzzy-grey comprehensive evaluation method—safety management
of small and medium enterprise

Source Own work based on the Scopus database
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areas of: Decision Sciences; Computer Science; Engineering; Business, Manage-
ment and Accounting. From the citations’ point of view, particular attention should
be paid to articles such as: Li et al. (2011), Khan and Faisal (2015), as well as:
Cirkovsky and Maryska (2018), Cheng and Wang (2009), Chen et al. (2004).

4 Summary of Literature Analysis

The qualitative analysis of publications leads to the conclusion that the number of
publications in the context of the research interests of this article is even smaller than
it initially resulted from the quantitative analysis of the publications. The results
of literature research show a clear gap in the issue of omnichannel CRM systems
(only 10 publications). Out of 247 CRM publications dedicated to SMEs, only 4
deal with omnichannel issues—therefore, the niche deepens even more. GST, or its
specific tool—GIA, have never been used as an instrument in omnichannel testing
(double lack of publication). An incidental use of GST in the context of CRM has
been reported (4 publications). Therefore, GIA is a new research tool not yet used
by any of the researchers. This broader literature research is a development of earlier
authors’ pilot studies regarding a comparative analysis of the functionality of CRM
systems, carried out on a case study—the software service provider (Domariski and
Filipiak 2019).

To sum up, the originality of this article is based on: 1. undertaking a very
niche topic—SME-dedicated CRM systems enabling the implementation of the
omnichannel concept; 2. a pioneering solution to the problem based on an inno-
vative research tool—the GIA method from the GST family. As part of the practical
part, the CRM system specification dedicated to SMEs will be proposed for compa-
nies that use the omnichannel approach. Then, CRM systems for SMEs available on
the market will be assessed in terms of meeting their omnichannel requirements.

5 Methodology for Testing CRM Systems Dedicated
to SMEs in Terms of Omnichannel

The author’s research methodology consists of 4 main steps (Fig. 1). First,
research objects (CRM systems) were determined. To this end, research was
conducted on the Internet, based on CRM system rankings published on the
web—including https://crm.financesonline.com/, https://www.sellwise.pl/ranking-
najlepych-systemow-crm-2019/, https://www.g2.com/categories/crm, https://www.
capterra.com/customer-relationship-management-software/, 07.03.2020) as well as
websites of manufacturers of individual CRM systems. Based on the available lists of
CRM systems on the market, all those that were not dedicated to small and medium
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Determination . . CRM systems dedicated

of tesearch List of CRM systems Review of CRM 10 SME

. systems
objects \-/—\ \-/—\

Determination Research Analysis of research methods for Selection of

ofrescarch methods selected CRM systems GST - GlA

methods -~ L~

Preparing and conducting - S CRM system evaluation criteria

tesearch Specifying system evaluation criteria for SME

'

Development of an application for
conducting research

'

Collecting and inputting data into the
application

'

Performing calculations

'

Inference Analysis of results

Fig.1 Original research methodology. Source Own work

enterprises were rejected (systems for large enterprises were omitted from the begin-
ning). The selection identified 84 CRM systems for small and 53 for medium-sized
enterprises. Among the selected CRM systems, only 48 of them are dedicated to
SMEs at the same time. By rejecting strictly specialized systems, the authors identi-
fied 31 common, universal CRM systems that will be covered by the study. These are:
Act!, Agile CRM, Avochato, Close, Creatio, EngageBay, eWay-CRM, Freshsales,
HubSpot, InfoFlo, InStream, Microsoft Dynamics 365 Sales, NetHunt, NetSuite,
Onpipeline, Oracle EBS CRM, Pipedrive, Pipeliner, Prophet CRM, Really Simple
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Systems, Salesflare, Salesforce, SAP CRM, Shape Legal, treak, SuiteCRM, Sumac,
Upsales Sales and Marketing Platform, vCita, Zengine, Zoho.

The next step in preparing the study was to review the research methods that can be
used (step 2). Based on authors’ earlier experience (Wojciechowski and Hadas 2020),
it was decided to use the GIA method from the grey system theory, because it perfectly
fits into the research assumptions, i.e. a description of reality, a small research sample
required, unknown distribution of variables. In addition, as demonstrated in the light
of literature analysis (Sect. 2), the GIA method is a pioneering research tool that the
authors undertake.

Then the systems that went on to the next stage were evaluated by current users
(y1)—the presence and scope of operation of individual modules was examined (step
3). The assessment by system users included, among others, possibilities of managing
contacts and relations with business partners, task and schedule management in
terms of marketing channels, technical support, reporting and analyses, integration
with other platforms, possibilities for mobile devices and social media, awards and
certificates possessed, costs of purchasing a given system. The final step in collecting
data was to define criteria related to omnichannel in CRM systems. On this basis, it
was decided that CRM systems will be compared in terms of integration of customer
service channels (x1) and the possibility of using these channels. Selected channels in
CRM systems included: email (x2), an enterprise or store website (x3), social media
(x4), chat with employees (x5) and telephone contact (x6). For the operational needs
of the study, the authors developed a simple IT application.

The final stage of the research methodology—analysis of results and inference
(step 4) will be described later in the article as a separate fragment (Sect. 5).

6 Implementation of the Study of Omnichannel CRM
Systems Dedicated to SMEs

The first step is to collect data and fill in Table 9 where the numbers in the top row
correspond to consecutive enterprises: y1 is the characteristics of the CRM system,
i.e. in this case the overall rating of the system by users (it can take values from 0 to
10; 10 maximum rating), while all other factors from x1 to x6 determine the impact
on this characteristic (factor x1 can have values: 0—no integration, 0.5—integration
of not all channels of the CRM system, 1—full integration of all channels; factors
from x2 to x6 adopt binary values: 0—the channel is not present in the system, 1—the
channel is present in the system).

The next step compared the results of 31 CRM systems (IDs from 2 to 32 in
Table 9) against the ideal CRM system (column 1)—representing the maximum
values in each row that exists only hypothetically and was determined artificially for
the purposes of the study. According to the assumptions of the grey system theory,
Si and Sj coefficients are used for comparisons. The following formulas were used
for calculating Si, Sj and Sj—Si (Liu et al. 2017).
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Table 9 Collected input data for calculations using the GIA method

Id |1 2 3 4 |5 6 |7 8 9 10 |11 |12 |13 |14 |15 |16
yl |10.0 |8.0 |84 |88 |94 [93 |89 |85 (9.6 |98 9.1 94 |74 |84 |95 |82
x1 |1 1 1 0 |05 |1 0 |0 |05 1 1 0 1 1 1 0
x2 |1 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1
x3 |1 o |0 |0 |0 1 1 1 1 1 0 |0 1 0 1 1
x4 |1 1 o |0 |0 |0 1 0 |0 1 1 0 1 0o |0 |0
x5 |1 0 1 1 0 |0 1 0 |0 1 0 1 1 0o |0 |0
x6 |1 1 0 1 0 |0 1 1 1 1 0 |0 1 1 0 1
id |17 18 |19 |20 |21 |22 |23 |24 |25 |26 |27 |28 |29 |30 |31 |32
yl |86 |94 91 |82 |85 (88 |9.7 |82 |85 |90 84 85 |85 (88 9.0 |94
x1 |0 0o |0 |0 1 0 1 0 |0 |0 1 0 1 0 1 1
x2 |0 1 1 0 1 1 1 0 1 1 1 1 1 1 1
x3 |0 0 1 0 1 1 0 |0 1 0 1 0 1 1 1 1
x4 |0 0 1 o |0 |0 (0 |0 |O (0 |O |O |O 1 0 1
x5 |1 0o |0 |0 1 0 |0 |0 1 1 1 0 |0 1 0 1
x6 |1 0o |0 |0 1 0 |0 1 1 0 1 0 1 1 1 1

Source Own work based on CRM systems rankings and CRM manufactures’ websites

n—1

1

Isil = | Y xi(k)d2 + S % (a2
k=2
n—1 1

Is;| = > yikyd2 + 5 Yi(md2
k=2

n—1

s; —si| = ‘Z[y,- (k)d2 + x; (k)d2] + %[y,» (n)d2 — x;(n)d2]
k=2

Table 10 presents a screenshot of the application in which the data collected in
Table 9 were processed. The consecutive columns provide the ID of the factor, then
the sum in the rows (Sum for y or x), the value of the last row (Last one for y or x),
the result of calculating the value of Sj for y (the second row of the column Sj, Si),
the result of calculating the value Si for each factor x (rows 3 to 8 in the column Sj,
Si)—the first 7 columns are used to improve calculations in the application, and a
fragment of the appropriate partial calculations (from the 8th column)—the essence
of the logic of the GIA method.

On the basis of data from Table 10, after calculating the values of Sj and Si, the
absolute value of Sj—Si was determined, which illustrates the degree of influence of
a given factor x on the general characteristics of the CRM system y. The results of
the calculation are presented in Table 11.
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Table 10 Results of comparison of each company’s score to master model
Id |Sumyor |Lastyor |Sj,Si | Sum§Sj, |1 1|2 3 30 31 |32
X X Si
yl | =36.7 —0.6 sl 36.4 10 |yl |0 | =2 |—1.6 —-12 | -1 |-0.6
x1 | —16.0 0 s2 16.0 1 [x1{0/0 |O -1 |0 |0
x2 | —=5.0 0 s3 5.0 1 [x2]0 0 0 0 |0
x3 | —14.0 0 s4 14.0 1 [x3]0|—1|-1 0 0 |0
x4 | -23.0 0 s5 23.0 1 [x4]0/0 |-1 0 -110
x5 | —18.0 0 s6 18.0 1 [x5]0—-11/0 0 -110
x6 | —13.0 0 s7 13.0 1 |[x6 0|0 |—1 0 0 |0
Source Own work
Table 11 Sum of x1-x6 Sj-Si yl
values from the table
x1 204
x2 314
x3 224
x4 13.4
x5 18.4
x6 234

Table 12 Results of epsilon
value in a descending order

Source Own work

The epsilon coefficient indicates how much each of the x factors affects the char-
acteristics of the y system, i.e. customer satisfaction. The formula for calculating the
epsilon coefficient (Liu et al. 2017).

€0i

I+ [Sol + 1S;]

T TF ISl IS+ 1S — Sol

The final results of the GIA method, after ordering all the factors x by the
descending degree of importance, are presented in Table 12.

0.818428 x4 4.246612 yl
0.750678 x5
0.723577 x1
0.696477 x3
0.682927 X6
0.574526 X2

Source Own work
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Finally, as part of extending the research process beyond the GIA method, it was
decided to determine the ranking of CRM systems based on the weighted mean
method. The values for the factors are data from Table 9, the weights for the factors
are set out in Table 12. Table 13 presents a weighted ranking of CRM systems.

Table 13 Comparison of weighted mean and user rating
ID Name Weighted mean User rating
9 Hubspot 1.00 9.80
12 Microsoft Dynamics 365 Sales 1.00 7.40
31 Zoho 1.00 9.40
6 EngageBay 0.83 8.90
29 vCita 0.83 8.80
20 Really Simple Systems 0.81 8.50
26 SuiteCRM 0.81 8.40
1 Act! 0.66 8.00
24 Shape Legal 0.64 8.50
28 Upsales Sales and Marketing Platform 0.63 8.50
30 Zengine 0.63 9.00
8 Freshsales 0.55 9.60
10 InfoFlo 0.50 9.10
18 Pipeliner 0.49 9.10
2 Agile CRM 0.48 8.40
Avochato 0.47 8.80
14 NetSuite 0.47 9.50
13 NetHunt 0.47 8.40
7 eWay-CRM 0.46 8.50
15 Onpipeline 0.46 8.20
16 Oracle EBS CRM 0.34 8.60
5 Creatio 0.33 9.30
25 Streak 0.31 9.00
22 Salesforce 0.31 9.70
21 Salesflare 0.30 8.80
4 Close 0.22 9.40
11 InStream 0.18 9.40
23 SAP CRM 0.16 8.20
17 Pipedrive 0.14 9.40
27 Sumac 0.14 8.50
19 Prophet CRM 0.00 8.20

Source Own work
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One interesting issue is the Prophet CRM system, the result of which is zero (last
row in Table 13). This CRM system does not use any customer service channel—it
rather serves as a database.

Finally, it was decided to divide the CRM systems listed in Table 13 into classes—
the author’s view. It was decided to distinguish the following classes and their ranges:

1.00—reference CRM systems, support all 5 customer service channels and

integrate them with each other; there are 3 reference systems;

— 0.81-0.83—very good CRM systems, not much different from the standards, but
with shortcomings—they support 4-5 customer service channels and try to inte-
grate them; for selected industries, they may as well meet the reference systems if
the company does not intend to use the service channels missing in these systems;
there are 4 very good systems;

— 0.63-0.66—medium class of CRM systems, support 4 different customer service
channels, but often do not integrate them; due to the lack of integration and support
for only a few customer service channels in the medium class of CRM systems,
there are large gaps in customer service, which means that such systems have a
low impact on omnichannel; there are 4 medium class systems;

— 0.46-0.55—CRM systems below the medium class, systems in this class support
amaximum of 3 channels, very often not integrating them all together; these CRM
systems are more suitable for single or multichannel than for omnichannel; there
are 9 systems below the medium class;

— <0.34—aclass that most often supports a maximum of 2 different customer service

channels; channel integration, if present, combines data of only 2 channels; there-

fore, systems of this class are suitable for enterprises that prefer a single or double
channel approach; there are 11 systems in this class.

Referring to Table 13, the results of the authors’ research (weighted mean) were
confronted with the views of users of CRM systems (user rating). The authors’
research was strictly focused on the possibilities of omnichannel functioning in
CRM systems for SMEs, while users of CRM systems evaluated these systems from
different, broader angles. Therefore, both classifications do not match and cannot be
compared with each other.

7 Final Conclusions

Based on the results, it can be seen that in CRM systems evaluated in terms of the
omnichannel approach, the social media channel is the customer service channel
that has the greatest impact on the value of the system. The use of social media in
CRM systems allows to reach a large number of customers in a non-intrusive way.
In the second place was chat with an employee, i.e. a form of direct contact with the
customer, which is not as official as the letter. Chat can be conducted for a longer
period of time, and while doing so one can break away to focus on other activities,
which may be the reason for considerable impact of this customer service channel
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on the CRM system assessment. Only in the third place, somewhat surprisingly, is
the integration of the channels. This solution allows customers to smoothly change
the service channel used in the rapidly changing reality of everyday life. Website,
which is a rather a static source of information, ranks fourth. The fifth position is
phone contact—a form that requires the greatest attention from both sides. Email is
the customer support channel that has the least impact on CRM rating. The reason for
this may be the universality of this channel including the amount of spam customers
are flooded with.

To sum up, providers of CRM systems for SMEs focus primarily on modern
customer service channels—social media and chat. This corresponds to the profile
of today’s digitized customer (a cell phone or a laptop in the continuous internet
access mode). Itis technically feasible today—widespread availability of information
technologies (hardware and software). More traditional forms of service—website,
telephone contact, e-mail—are beginning to lose their importance.

Omnichannel, identified with the integration aspect of customer service channels
(factor x1-3rd position), is already clearly noticed, yet not fully appreciated. Based
on the results of the study, it can be concluded that omnichannel is implemented in
CRM systems for SMEs only partially (1 for factor x1 in Table 9). Still half of the
customer service interactions (0 for factor x1 in Table 9) are implemented through
different, non-integrated channels—a multichannel approach.

The market for popular, universal CRM systems is not very saturated—only 31
applications. Among these CRM systems, the authors diagnosed only 7 as pro-
channel CRM systems (classes: reference and very good)—it constitutes only 23%
of the total number of applications. The integration of customer service channels
turned out to be a key selection factor. Most CRM systems for SMEs focus only on
the functioning of a certain number of channels (not all possibilities) and they cannot
integrate them into one coherent system (fragmentary solutions).

Future research, based on this preliminary study, should focus on changing
research subject from SME CRM to large enterprise CRM systems. Another possi-
bility for future research is to focus deeply on SME CRM systems to create a relational
network between all objects in terms of using omnichannel.
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1 Introduction

City logistics covers all activities in the urban agglomeration supported by modern
information systems, which aim to improve the network of goods and information
flow. Activities implemented under its assumptions place great emphasis on both the
economic and ecological aspects of the expected effects. The tasks of urban logistics
include reducing the number of cars on the streets, reducing exhaust emissions or
choosing optimal routes and frequencies for public transport, taking into account
various social events.

Transportation is one major source accounting for nearly a quarter of Europe’s
total greenhouse gas emissions and is the main cause of air pollution in cities (E.
Commission 2016). Reducing fossil fuel-based travel is therefore crucial for both
the local and global climate and has become a major policy objective for national-
and city- governments across the globe (Moran et al. 2018).

The importance of green mobility is underscored in the 2030 Agenda for Sustain-
able Development, the Paris Agreement on Climate Change, and the New Urban
Agenda. Green mobility is a broad concept that aims to simplify a diverse set of
environmental impacts caused by the transport sector. Many countries are already
taking climate change mitigation seriously through transport system improvement.
However, climate action in the transport sector still has a long way to go.

Green and sustainable cities present fundamental opportunities to both apply new
technologies (such as public transit, district heating, and green building and design)
and bring about major lifestyle changes (such as walking, bicycling, and reductions
in consumption).

There are, in fact, many different terms used today in discussing efforts to reduce
environmental impacts and to live more lightly on the land. Sustainable development,
sustainable communities and sustainable cities are a few of these terms (Beathley
2000).

One increasingly popular shared mobility service is bike sharing and such systems
have appeared in cities across the world as a green transportation measure (DeMaio
2009; Shaheen et al. 2013; Fishman 2016; Pucher and Buehler 2017; Hamilton and
Wichman 2018).

The main objective of hereby chapter is to evaluate actual state in terms of green
mobility in selected European countries such as Poland, Ukraine, Italy and Norway.
Authors endeavor to assess the availability, comfort, technical condition, safety, envi-
ronmental friendliness, amenities in the cities from the point of view of existing public
transport such as trams, buses, scooters, city bikes, electric kick scooters etc.

Authors compared city mobility in selected European cities such as Poznan
(Poland), Bari (Italy), Oslo (Norway) and Lviv (Ukraine) based on primary and
secondary sources of data.

The authors of the article conducted research to answer the following research
questions:

RQ1: What means of transport are used the most common in analyzed cities?
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RQ2: Do the respondents in the analyzed cities use green transport?
RQ3: What factors influence the choice of a particular means of transport?

Poznan is a city located in central-western Poland in the Greater Poland Lakeland,
on the Warta River. It is the capital of the Greater Poland Voivodeship and the Poznan
County. It is inhabited by 538,6 thousand people, which makes it the sixth largest
city in Poland and the fifth largest in terms of population. Collective public transport
in Poznan and the Poznan agglomeration is organized by the City Transport Board
(ZTM). The main operator in the city and the surrounding area that provides bus
and tram transport services is Miejskie Przedsigbiorstwo Komunikacyjne sp.z o.0.
(MPK). The rolling stock belonging to MPK consists of 221 tram sets and 311
buses. Currently, the authorities of the city are implementing the “City of Poznan
Cycling Program 2017-2022 with a perspective to 2025”, which aims to improve the
movement of cyclists and increase the interest of residents in the daily use of bicycles.
The plan includes, inter alia, the construction of new bicycle routes, Bike & Ride
parking lots, the extension of the Wartostrada, as well as education and promotion
for conviction to ride a bicycle.

Lviv is a city located in the west of Ukraine. It is an important industrial centre, an air,
rail and road hub. Lviv is the seventh largest city in the country (724.713 people) and
is considered as a centre of western Ukraine. There are 4 types of public transport in
Lviv: tram, trolley bus, bus and small urban buses (so-called marshrutka).! In 2017,
the number of public transport vehicles was 631, but the strategy of developing city
transport by the end of 2020 assumed an increase in the rolling stock to 730 vehicles,
which is expected to result in an increase in transport capacity from 127,680 to
196,840 passengers. The bus transport system in Lviv creates 7 radial bus routes and
45 circular routes. Radial routes connect the outskirts of the city with the central ring
and are served by buses with high and very high capacity. Circular routes, in turn,
connect the city’s outskirts. The capacity of buses serving these routes is 35 people.
In total, the city supports 575 buses. In addition to bus lines, the city has 11 tram
lines and 9 trolleybus lines. The demand for electric transport has increased in recent
years. While building the Strategy for the development of public transport, the city
authorities plan to implement systems enabling the purchase of an electronic ticket,
creating a Park & Ride point on the radial end loops, increasing the share of public
transport in the city’s road traffic and limiting traffic in the centre of Lviv. A bicycle
rental service has also appeared in the city since 2016.

Bari is a big port city on the Adriatic coast; the capital of the Italian region of Puglia.
The city itself has a population of 320,257 inhabitants. Within Bari city itself there are
urban buses services operated by a municipalized company, founded in 1965, called
AMTAB. The company has a fleet of 234 buses, most of them powered by diesel,
only a part (less than 20%) is powered by methane (Hosseini et al. 2019). Starting
from 2020 will be included 2 electric buses. The average age of the available buses
is around 10 years. There are 39 lines allow to serve 303 km, in last year around

"'Marshrutka—is a small bus, designed to carry 9-20 passengers, not including the driver.
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25 million of the persons were transported. According to last ‘Urban Sustainable
Mobility Plan’, around 74% of people prefer private car or motorbike (52% and 22%,
respectively) for move around the city, 18% of person prefer the public transport, and
5% of person adopt private bikes (Carli et al. 2015). Currently, only a 3% of persons
in Bari adopt the service like bike-sharing, for this scope in last three years (2017-
2019) 135 e-bikes have been provided by municipality of Bari (Ranieri et al. 2018;
Digiesi et al. 2017). The carsharing service, provided by a national public company
(ACI), was started in 2017, when the city received a fleet of 10 electric cars. The town
of Bari promotes the use of bicycles, an eco-friendly means of transport that is both
fast and efficient, through Bike Sharing (Barinbici), a bike rental service located in
different locations around the city. The “Cicloattivi and the University” (biking) is a
project promoted by the Puglia region and allows university students to rent folding
bikes for a year, as well as promoting sustainable mobility and intermodal transport
by both train and bus.

Oslo is an old town, but a relatively young city, and it has developed extensively
in twentieth century as Norway has urbanized. In 2018 the city had a population of
673,469. Oslo has made generous use of fossil fuel dependent transportation tech-
nologies to access ever larger hinterlands in search of space for populations. Thanks
to its green reputation, the city has won two prizes from the European Union for
developing as a green city (Luccarelli and Rge 2013). This is a city with ambitious
environmental targets aiming at reducing greenhouse gas emissions by 50% within
2030 (Plansamarbeidet 2015). Oslo has had a bikesharing scheme since 2002 (Alvik
2009). City council’s proposition suggests several measures for the various munic-
ipal sector programs. For the transport sector, the most important measures are to
ensure transition from individual car transport to public transport, increased cycling
and walking. Public transport in Oslo is coordinated by Ruter AS and constitutes
a network of travel possibilities by train, tram, subway, bus and boat almost 24 h
per day. By 2020, public transport in Oslo will only use renewable energy. After
that, all city buses will also have the Euro VI standard on their engines, which will
significantly reduce both noise and local pollution. All public transport in the Oslo
metropolitan area must be emissions-free by 2028 (Oslo Komune 2020).

2 Methodology

Authors will utilize following embedded case study methodology and survey
research: statistical analysis (sampling scheme), developed survey questionnaire,
applied survey and analysis of the results.

Based on obtained results chapter presents a comprehensive analysis and indicate
future actions in order to increase green mobility and sustainability of city means of
transportation. Authors try to point out how to boost the competitiveness of transport
industries in selected European countries and how to achieve a city transport system
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that is resource-efficient, climate and environmentally friendly, safe and seamless
for the benefit of all citizens and society.

Questionnaire developed by authors consists of 64 questions including respon-
dent’s particulars.” The main section comprises questions with respect to means of
transportation, available public transport options in given city and assessment of
time, cost, distance of public transport. The other sections are divided dependent on
particular means of transportation such as urban bikes, public transport (buses/trams
etc.), carsharing, electric kick scooters, small urban buses, urban scooters and other
means of transportation. Most of questions use Likert scale — five-point agreement
scale used to measure respondents’ agreement with a variety of statements by means
of unipolar scales.

2.1 Research Results

As a result of the survey, which was conducted at the turn of January and February
2020, over 2000 responses were obtained from all analyzed cities. The respondents
to whom the survey was addressed are young people (over 97% of respondents are
people under 25 years of age) studying at universities. About 26% of respondents
are also employed. In terms of gender, 45% of women and 55% of men took part in
the survey. The results of the collected responses of the respondents are presented
below.

The first question of survey asked the respondents what means of communication
they use most often. Respondents could indicate several means of transport which
they most often use on a daily basis. The Fig. 1 shows the distribution of respondents’
answers. It can be seen that young people from Poznan, Lviv and Oslo most often
choose public transport, i.e. trams, buses and trolleybuses, as the main means of
transport (Poznan—almost 95% of respondents; Lviv—91% of respondents, Oslo—
73.7% of respondents).

Students from Lviv also often use marshrutkas (small urban buses), which are
also part of public transport (38% of respondents). Just over 10% of respondents
from Poznan, 3% of respondents from Bari and 1.6% of respondents from Lviv use
city bikes. Only 4.5% of respondents use electric kick scooters available in Poznan,
currently such means of communication is not available in Lviv, Oslo and Bari. Lviv,
Bari and Oslo are also not equipped with urban scooters. On the other hand, In Poznan
only 0.5% of respondents use them. Therefore, the conclusion is that the use of city
bicycles, electric kick scooters or urban scooters is poorly developed in the analyzed
cities, and therefore more attention should be given to them in the context of their
development and promotion. On the contrary, data from secondary sources show
that the city bike network in Oslo is very well developed, which makes it possible

2In this article, the authors will present selected questions from the survey and throw spotlight on
the results obtained.
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Which of the following means of transport do you use the most often?
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Fig. 1 The distribution of answers on question 1. (Source Own elaboration)

to conclude that respondents prefer other means of transport or their own bicycles
instead of city bikes.

In Oslo quite big number of respondents (15.3%) use carsharing whereas Poznan
and Lviv have a similar level of carsharing (around 2%). In Bari such service is
not used by interviewees. It should be noted that in Bari the highest number of
respondents (i.e. 63.3%) indicated their own car as the most preferred means of
transport.

A fairly large group of respondents, as in Oslo, Poznan and also in Lviv prefer to
travel by their own car (36.8%, 26.3% and 20.3% respectively).

The second question concerned the recognition of which of these means of commu-
nication are actually available in specific cities (Fig. 2). Respondents from Poznan,
Oslo and Bari indicated that all suggested types of communication are available in
the city, but there are no marshrutkas in these cities. Most likely, they confused the
means of transport with ordinary buses. This means that the question posed has not
been formulated precisely enough. A similar situation occurred in the case of Lviv,
Oslo and Bari, where there are no urban scooters and electric kick scooters rental
points and which, apparently, were treated as privately owned means of transport.

Third and fourth question in the survey verified how many respondents spend time
on commuting every day (Fig. 3a), as well as what average distance they travel each
day (Fig. 3b).

Figure 3a shows that almost 63% of respondents from Poznan require up to 1 h
for travel time every day, and about 32% of those surveyed spend 1-2 h on travel.
In Lviv, near to 73% of respondents devote up to 1 h commuting time and about
24%—up to 1-2 h. In Bari and Oslo also most of the respondents spend to transport
up to 1 h (respectively near to 52% and 69%).
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— Which of the following public transport options are available in your city?
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Fig. 2 The distribution of answers on question 2. (Source Own elaboration)
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Fig. 3 The distribution of answers on questions 3 and 4. (Source Own elaboration)

In turn, Fig. 3b shows that just over 29% of students from Poznan travel daily up
to 5 km, 33%—from 5 to 10 km/day and 16.4%—from 10 to 15 km/day. Quite a large
group (13.4% of respondents from Poznan) travels over 20 km every day. In Lviv,
the situation is slightly different: 39% daily travels up to 5 km, almost 38%—from
5 to 10 km/day and 13%—from 10 to 15 km/day. In Oslo, the results obtained are
very similar to the situation in Poznan.

In Oslo, the results obtained are very similar to the situation in Poznan, solely
more people travel more than 20 km a day (26.3% of respondents). In Bari, a smaller
number of respondents have to pass a distance of 5—10 km (about 15% of respondents)
and most surveyed have to travel more than 20 km (almost 43% of respondents).
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The above results may be dictated by the fact that Poznan is a more geographically
spread city compared to Lviv, and therefore students are forced to travel a greater
distance. Whereas In Bari and Oslo students commute to studies from districts and
smaller villages outside the city centre, which is confirmed by the results obtained.

In the next—fifth—question authors asked what is the average monthly amount
of charges incurred for transport. In Poznan students pay monthly near to 13.5 EUR
(56 PLN), in Lviv 10.47 EUR (290.29 UAH), in Bari 40 EURO and in Oslo 82.36
EUR (959 NOK). Comparing the costs to average wages in individual countries, it
should be noted that the costs dedicated to communication in Poznan constitute 1.4%
in relation to the net remuneration in Poland (average monthly salary in 2019—962
EURO). In Lviv these costs amount to 2.75% compared to the net salary in Ukraine
(average monthly salary in 2019—381 EURO). In Bari it is 3.24% respectively
(average monthly salary in 2019 in Italy—1233 EURO) and in Oslo—2,72% (average
monthly salary in Norway in 2019—3033 EURO). It can be seen that the highest
percentage of costs is paid by Bari respondents. Students from Lviv as the second
in a comparative analysis pay a fairly large percentage of transport costs. Oslo ranks
third in this respect and the smallest percentage of communication costs in relation
to average earnings is paid by respondents from Poznan.

The sixth question refers directly to public transport, and more precisely—the
frequency of its use by respondents. Figure 4 shows that 98.25% of people use Poznan
trams and buses. Similarly, in Lviv, 96.41% of people use trams, trolley buses and
city buses, and almost 81% of respondents use marshrutkas. In Oslo public transport
is mainly used by 84.21% of respondents. In the contrary in Bari the percentage share
of student commuters using public transport is much lower (48.48% of respondents).
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Fig. 4 The distribution of answers on question 6. (Source Own elaboration)
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A significant difference can be seen in the case of city bikes, which are used by
63.16% of respondents in Oslo, 32.13% of respondents in Poznan and only 6% in Bari
and less than 4% in Lviv. 16.62% of students in Poznan use electric kick scooters.
The obtained research results draw attention to the need to develop particular types
of communication, as it will directly contribute to the development of green mobility
in the city. Less than 4% of respondents use urban scooters in Poznan, and 9.15%
carsharing. The carsharing has generated small interest among Lviv students and
Bari students alike (6.37% and 3.03% respectively). Such mode of transport is not
popular because of its cost. On the other hand, 47.37% students from Oslo indicated
that they use carsharing. It may also be dictated by the better financial standing of
students in Norway.

Figure 5 is the answer to the seventh question—how often do people use public
transport? An analysis of the answers obtained indicates that in Poznan 66.41% of
respondents use public transport every day, and 22.51% use it at least several times
a week. 1.34% and slightly more—2.68%—ride a city bike ride in Poznan every
day, several times a week. Almost 95% of respondents from Poznan have never used
urban scooters, less than 90% have never used carsharing, almost 77% have never
used electric kick scooters and almost 60% have never used city bikes. In Oslo similar
to Poznan near to 60% of respondents use public transport every day. In the contrary
in Lviv, none of the respondents use city bikes every day, rather young people use
a given means of communication several times a month (5.58%) or several times a
year (9.56%). In Bari solely 18.18% of respondents use public transport every day
and 36,36% surveyed have never used such means of transportation.
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Fig. 5 The distribution of respondents in question 7. (Source Own elaboration)
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In Lviv, hardly more than 43% of respondents use public transport and 17,13%
of respondents use marshrutkas every day. Several times a week, almost 40% of
people use public transport, while 34.66% use marshrutkas. Almost 83% surveyed
have never used urban bikes in Lviv and 81,27% have never used carsharing.

Respondents were also asked about the reasons for not using certain means of
communication. Among the reasons for not using city bikes, respondents in Poznan
most often indicated a complicated procedure for renting them (25.8%), lack of
comfort (19.9%), too long distance to travel (19.2%) and a high price for the service
(17, 9%). In Oslo 66,7% prefer different mode of transport. The other reasons they
mentioned: too long distance to travel (40%), bad infrastructure of urban bike paths
(26,7%), lack of comfort (26,7%), travel time too long (20%). Lviv respondents
pointed out that the lack of use of city bikes is primarily related to poor cycling
infrastructure (35.8%), lack of comfort (27.6%), lack of safety (21.1%) and too long
distance to travel (20.7%). In Bari the most important obstacles to use city bikes are
as follows: prefer different mode of transport (14.8%), too long distance to travel
(16.8%), bad technical condition of city bikes (22.2%), complicated procedure for
renting them (14.8%). On the basis of above results, it can be seen that students do
not prefer city bikes due to lack of comfort and too long distance to travel.

The lack of use of electric kick scooters in Poznan is primarily due to the excessive
price (57.3%), lack of comfort (23.8%) and lack of safety (20.8%). Regarding the
last reason, the respondents have repeatedly indicated that there are no clear rules
regarding how to move the scooter around the city. Exactly the same hierarchy of
answers was obtained by the reasons for not using urban scooters in Poznan (25.5%,
20.9% and 16.1% respectively). People who do not use carsharing in Poznan indicated
that the price of a given service is too high (50.8%), rental rules are risky (39%) and
that the rental procedure is too complicated (19.9%). In Oslo 14,3% of respondents
also agreed that rental procedure is too complicated. Almost 43 students in Oslo
prefer different mode of transport and 7% of them do not have driving license. In
Lviv, respondents also do not use carsharing, because they think the price is too high
(58.3%), the rules for renting a car are risky (30.1%), and the renting procedure is
too complicated (28%).

It should be mentioned that in all cities respondents clearly see the prospects for
the development of such public transport as bicycles, electric kick scooter or urban
scooters.

The eighth question was asked to indicate the level of satisfaction of respondents
with the use of specific means of transport (Fig. 6). It can be seen that the use of
public transport in Poznan is rated. Almost 35% of respondents assess their level of
satisfaction as average for the use of trams and buses. In turn, 52.88% of respondents
are satisfied with the use of city bikes, and 38.12% are average satisfied with the
use of a given means of transport. 55.04% of respondents indicate that their level of
satisfaction with the use of electric kick scooters is high or very high, while little
above 32% of respondents define this level as average. For urban scooters, the figures
are: 52.45% - satisfied and very satisfied, 29.37% - average satisfied. With regard
to carsharing, almost 64% of respondents described their level of satisfaction as
high/very high, and 26.32% as average. It should be noted here that for any means
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Fig. 6 The distribution of answers on question 8. (Source Own elaboration)

of communication the “very low level of satisfaction” option did not exceed even
5%, and the “low level of satisfaction” option—9%, except for city scooters, which
received 13.29% of respondents’ answers in a given option. This means that travelers
are generally satisfied with the available means of transport in the city of Poznan. It
is also interesting that public transport received the smallest percentage of negative
answers—o6.14% (the sum of the answers “low level of satisfaction” and “very low
level of satisfaction™).

In Lviv, public transport is rated at an average level of satisfaction—55.82% of
responses. At a high and very high level, it was rated by slightly over 12%. Even less
respondents are satisfied with the use of marshtrutkas—3.9% satisfied and 45.45%
average satisfied with traveling on a given means of transport. For city bikes, the
satisfaction level reaches 31.58% (the sum of “high” and “very high”). In turn,
54.39% of respondents indicated that they are average satisfied with their use. On
the other hand, carsharing shows 32.65% satisfied users and 57.14% average users.
Respondents indicate that over 32% are not satisfied with the use of public transport
(the sum of “low” and “very low” responses), and more than 50% of respondents are
not satisfied with the use of small urban buses (the sum of “low” and “very low”). The
results are a signal as well as a direction of development which the city government
should focus on.

In Bari the majority of respondents evaluate all means of public transport at
average level (public transport—near to 54%, urban bikes—57%, carsharing—40%)
Only about 11% of surveyed students are satisfied with using public transport at very
high and high level and almost 35% is not satisfied (sum of results “low” and “very
low). Similar answers can be observed for carsharing (33% of surveyed students).
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From the other hand 6,67 of respondents if very high satisfied and 20% of respondents
is high satisfied using carsharing services. The number of answers placed in the
middle of the rating scale indicates great opportunities to improve the current level
of satisfaction.

In Oslo comparing to other cities the level of satisfaction is the highest. Public
transport obtained almost 50% of satisfied answers indicating “very high” and “high”
options. 30% of respondents is also satisfied with using city bikes and 77,78% of
respondents is satisfied with carsharing services. In both cases the sum of “high” and
“very high” answers is taken into account. The number of received responses can on
the one hand confirm the quality of transport services offered in Oslo as well as be
proof of the level of life satisfaction among students in Oslo.

The goal of the ninth question was to identify the most important advantages
of different modes of public transport (Fig. 7). In Poznan the respondents indicated
that public transport’s (i.e. trams and buses) biggest advantages are: accessibility
(18.17%), price (65.25%) and travel time (49.56%). As the fourth criterion, the
respondents distinguished health and ecology (25.66%). Speaking about city bikes,
the respondents consider health and ecology (44.43%), accessibility (31.55%) and
price (25.95%) as the biggest advantages. In turn, the biggest advantages of electric
scooters are accessibility (23.62%), comfort (18.72%), health and ecology (17.90%)
and travel time (17.84%). Poznan respondents use scooters because of travel time
(12.71%), comfort (11.37%) and accessibility (8.1%). Carsharing is chosen primarily
for comfort (23.44%), privacy (19.94%) and travel time (12.01%).

In Lviv, the biggest advantages of public transport are the price (65.34%), acces-
sibility (60.16%), comfort (36.65%) and travel time (27.49%). Marshrutkas are

What are the most important advantages of using public transport?

100,00% — 100,00%
mprice u availabdity mprice m availability
m comfort travel ime u comfort travel time
80,00% whealthand ecology wsafery 80,00% gy Hsaith and ecology w salety
privacy | have no opinion 2 privacy | have no opinion
60,00% 60,00%

40,00% 40,00%

. T ‘ Nl d) ;L i.l_ il.. NPT

public  small urban urban bikeselectric kick wrban  carsharing public  small urbanurban bikeselectric kick urban  carsharing

transport  buses wooters  scoolers transport  buses scooters  scooters
a) Poznan b) Lviv
100,00% 100,00%
u price m availability o Eprice = availability
m comfort travel time mcomfort travel time
80,00% W health and ecology wsalety 80,00% W health and ecology W safety
privacy 1 have no opinion privacy I have no opinion
60,00% - 60,00%
40,00% - 40,00% -+
- il. h . i L LI. i i
0,00% : L - J ml IJ ' 0,00% - | A = 1
public  small urbanurban bikeselectric kick  urban  carsharing public  small urbanurban bikeselectric kick  urban  carsharing
transport  buses scooters  scooters transpot  buses scooters  scooters
¢) Bari d) Oslo

Fig. 7 The distribution of answers on question 9. (Source Own elaboration)
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chosen primarily for their availability (48.61%), price (35.06%), travel time (30.68 %)
and comfort (29.08%). Respondents use city bikes because of their health and
ecology (31.08%), comfort (17.53%) and accessibility (13.55%). On the other hand,
carsharing services in Lviv were used for the same reasons as in Poznan: comfort
(21.91%), privacy (18.73%) and travel time (13.55%).

In Bari the respondents pointed out the most important advantages of public trans-
port: price (39.39%), availability (30.3%), comfort (24.24%), health and ecology
(24.24%). Whereas urban bikes and electric kick scooters received the most indica-
tions on health and ecology (respectively 63.64% and 45.45%). The travel time and
comfort were evaluated at lower level comparing to public transport. (12% for city
bikes and 15% for electric kick scooters). Carsharing was evaluated at similar level
(from 12 to 18% of respondents) regarding travel time, safety, privacy and comfort.
Comparing to Poznan and Lviv price for public transport is recognized as smaller
advantage probably due to higher prices for public communication.

In Oslo the most respondents selected price as the biggest advantage for public
transport (almost 79% of respondents) despite the fact that in this city prices for
public transport are the most expensive. The other circumstances for above trans-
port are availability (63.16% of respondents), health and ecology (almost 32% of
respondents), travel time and comfort (both about 21% of answers). The health and
ecology for city bikes was chosen by a similar number of surveyed as in Bari and
Poznan. Another advantage was price (26.31% of surveyed) and availability (15.79%
of surveyed). More respondents than in other cities chose the advantage of comfort
for carsharing (almost 32%).

In all cities, the most important advantages of public transport are, therefore, price,
availability and travel time, bicycles as a means of transport are chosen primarily for
health and environmental reasons, and carsharing is enjoyed by people who value
privacy and comfort.

Owing to the tenth question, it was possible to obtain information on how respon-
dents assess the technical condition of individual means of communication (Fig. 8).
The condition of Poznan trams and buses is rated as good by 33.20% of respondents
and rather as good by 51.08% of respondents, which in general constitutes nearly
over 84% of positive answers. The condition of city bikes in Poznan is assessed as
good by 19.79% of respondents and by 40.28% of respondents as rather good. The
distribution of answers regarding the electric kick scooters indicated 27.41% of satis-
fied users and 42.07% of rather satisfied users, respectively. Subject to urban scooters
(it should be mentioned that this is the mode of transport that is least often used by
respondents in Poznan) the percentage of the highest indications is about 32.97% and
the percentage of “rather good” answers is 34.41%. The technical condition of shared
cars is evaluated as good by 46.13% of respondents and rather good by 32.87% of
respondents. City bikes received the largest percentage of negative responses (16%).
Therefore, one should pay attention to a given means of communication, because
poor condition of bicycles may lead to a collision or accident of road users.

In Lviv, the situation is as follows: the technical condition of public transport is
assessed as good in 5.65% of cases and in 30.24% of cases as rather good. The sum of
positive answers is therefore less than 36%. The technical condition of marshrutkas
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Fig. 8 The distribution of answers on question 10. (Source Own elaboration)

is the worst of all these types of communication in Lviv. Only 2.16% of respondents
indicated good technical condition of vehicles and less than 15% indicated rather
good condition, which in total gives less than 17% of positive opinions. The technical
condition of city bikes is definitely better, as 20.31% of respondents indicated that
they rated their condition as good, and 45.31%—rather good, which gives 65.63%
of positive responses. The condition of rented cars in carsharing is also positive:
29.17% of respondents rated their condition as good and 33.33%—rather good. City
authorities should devote considerable attention to the technical condition of public
transport, as well as small urban buses, since it is the latter means of transport which
has obtained the largest percentage of negative responses (56.71%).

In Bari almost 18% of respondents assess technical condition of public transport
as very good and 32.14% as rather good. On the other hand, the similar number
of answers select condition rather bad and bad (28.57% and 10.71% respectively).
Considering urban bikes 45.45% of respondents cannot decide how to evaluate their
technical condition. At the same time 36% of surveyed think that this condition is very
good and good. None of respondents suggest that technical condition of urban bikes
and carsharing is bad. Almost half of research sample cannot decide how to assess
the technical quality of carsharing. This distribution of answers may result from the
number of respondents who do not use selected means of transport, preferring their
own car.

In the last of the cities surveyed (Oslo) more than 50% of respondents recognized
a technical condition of public transport as good and rather good but also nearer to
36% evaluate this condition as bad and rather bad. This may be due to the varied
technical condition of different vehicles in public transport. City bikes according to
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surveyed are in a good condition (25% of respondents) and simultaneously in a bad
condition by the same number of respondents. The better situation is for carsharing,
50% of respondents evaluate its technical condition as good and 33.33% as rather
good.

In each city, the technical condition of the available urban mobility modes should
be analyzed and, if possible, dependent on technical resources further improvements
should be done.

The last eleventh question that the authors will present under this article will be
the assessment of the amount of fees for individual means of communication (Fig. 9).
35.2% of Poznan users determine that the prices of city buses and trams are high
or very high. Prices are medium for more than half of users (51.23%). As for city
bikes, in 17.47% of cases, fixed usage prices are perceived as high or very high, and
in 41.45% of cases—as medium. Poznan respondents estimate the prices for renting
scooters and scooters as definitely too high (81.53% and 68.38% respectively of
the indications “very high price” and “high price”). This confirms the previously
presented information on the reasons for not using the means of transport. The fee
for car renting is also considered as too high (67.90%).

Lviv public transport is rated as expensive or very expensive in 35.89% of cases.
Over half of the respondents (52.82%) determine public transport charges at medium
level. In the case of small urban buses, 48.7% of users indicated that the charges for
a given means of transport are high or very high. 48.44% think marshrutkas charges
are moderate. For bicycles, just over 40% of users’ prices are too high or high, and
48.44% see them as medium. Carsharing is perceived as the most expensive in Lviv,
where exactly half of the respondents consider car rental too expensive or expensive,
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Fig. 9 The distribution of answers on question 11. (Source Own elaboration)
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and 42.59%—as medium. At this time, information about the reasons for not using
carsharing in Lviv due to the high price of the service is also confirmed.

From Bari respondents’ point of view the fees for public transport are very high
(10.34%) and high (27.59%). At the same time 48.28% of them perceive these
fees as medium. The answers for city bikes are divided in very similar proportions:
30% of respondents assess fees as high and very high, medium and low. The fees
for carsharing are definitely too high (37.5% of respondents—very high, 50% of
respondents—high).

In Oslo almost 20% of respondents perceive fees for public transport as very high
and high. Whereas by 42% of respondents their level is medium and by 31.58% of
respondents is low. Urban bikes’ fee by more than 60% of surveyed are assessed as
high and medium (in each group 33% of answers). The level of fees was assessed as
low and very low: for carsharing by 33% of respondents, urban scooters by 25% of
respondents, city bikes by 33% of respondents.

There are many aspects that can affect the assessment of the price level of various
means of public transport in the cities analyzed. Therefore, detailed conclusions
depend on the level of earnings, correlation between the frequency of journeys and
the distance to overcome. The above results show that in Italy and Norway prices are
generally perceived as lower compared to Poland and Ukraine, which may be condi-
tioned by the social status of citizens. The exception is the assessment of carsharing
services in Bari.

3 Conclusions

Summing up the results of the conducted analyses, it should be stated that the most
common means of transport used by respondents of the surveyed countries is public
transport. Similarly, a large proportion of people prefer their own means of transport.
Further research directions should include verifying the criteria encouraging owners
of their own vehicles to switch to public transport, including bicycles or scooters.

Research also indicates that a significant proportion of respondents never use
green transport such as bicycles or electric kick scooters. This is dictated by the lack
of services in the city, or a weak marketing campaign encouraging potential users
to use the given means of transport. Interestingly, one of the problems with using
such services is, according to respondents, the complicated procedure for renting a
bicycle or electric kick scooter. The request is a signal to the city authorities to work
on simplifying such procedures as well as explaining on a larger scale how to rent a
specific means of transport.

Review also reflects the need to modernize transport rolling stock in three of the
surveyed cities, as respondents show average satisfaction with its use. Despite this,
respondents distinguish the price as the main advantage of public transportin all coun-
tries. At this point, further research directions could include queries regarding users’
consent to temporarily increase prices for public transport in order to modernize
transport rolling stock.
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Positive in all four cities is the fact that answerers see opportunities for developing
green mobility in their cities. This signals the awareness of the respondents about
the impact of transport on the natural environment, so they expect for infrastructural
and informational support from the authorities. Public transport showed the most
minimal changes, with demand remaining constant over the study period. The main
improvements were in technology, such as smart-phone apps to buy tickets and check
timetables.

In Italy there are plans underway to develop bike sharing schemes in different
cities including Bari, with funding provided by the national government. The envi-
ronmental benefits of bike sharing are at its best when bike sharing does not substi-
tute walking, cycling or public transport and when it is combined with public
transportation in covering the first and last mile of public transportation journeys.

Making cities smarter and more sustainable is a major aim of the European Union.
Improving the sustainability of transport is prioritized through measures such as
encouraging cycling, improving public transport and providing incentives for low-
emission vehicles.

Bicycle sharing programmes serve as an alternative transportation mode in cities
and provide public access to pick-up and drop-off bikes at numerous locations
(Shaheen 2010; Kuppusamy et al. 2019). The potential environmental benefit of
such programmes is however debated as a considerable number of trips are substi-
tuting other green transportation modes and the sustainable impact of bike sharing
is argued to be limited (Fishman et al. 2013).

The use of a bicycle for everyday travel is particularly advantageous over short
distances. According to research carried out in the European Union, the average
distance of most displacements carried out in cities does not exceed several kilo-
metres. At such distances—considering the traffic congestion—a bicycle may turn
out faster than a car and public transport. Mobility is one of the most difficult topics
to face in metropolitan large areas. It involves both environmental and economic
aspects and needs both high technologies and virtuous behaviors’ people.

Among the solutions that can improve the conditions of cycling in the city include:
creating bicycle paths that run in the field regardless of the road system or within the
lane, separating bicycle lanes on the road, separating bus and bicycle lanes, two-way
bicycle traffic allowed on one-way streets with limited traffic and speed with the
possible separation of a counter-cycle for bicycles, introduction of bicycle locks at
intersections with traffic lights, introduction of markings for cyclists (organizational
and information), allowing the transport of bicycles in public transport, adaptation
of interchanges to leave bicycles in the “park and ride” system, introduction of a city
bike rental system.

There is a need to continuously monitor mobility initiatives, for example by using
the indicator-based assessment to ensure projects are implemented effectively and
to understand what aspects of governance help ensure sustainable-transport schemes
are realized.

Transport is one of the most important factors determining the country’s economic
development. A well-developed transport infrastructure strengthens the social,
economic and spatial cohesion of the country and contributes to strengthening the
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competitiveness of the Polish economy. Modern infrastructure and an effective trans-
port system are conducive to the country’s economic growth, and the country’s loca-
tion on international transport routes is one of the important competitive advantages.
Mobility in urban areas is also an important facilitator for growth and employment
and for sustainable development.

The main contribution of this article is the assessment of actual situation in terms
of different mode of transport. Authors plan to develop herein research in order to
recognize green mobility activities in surveyed cities. Another perspective will be
also the evaluation of support given by city authorities and European Union funds.
Due to Logistics 4.0 trends it will be valuable to recognize actual trends towards
efficient, connected and automated transport systems that are sustainable, safe and
accessible for all citizens.
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Sustainable Urban Freight Strategies )
for Jaipur City, India L

Pankaj Kant and Sanjay Gupta

Abstract Urban freight transport is integral to the overall sustainable develop-
ment of cities in tandem with passenger transport. This research chapter is based
on an empirical study carried out in the city of Jaipur in north India. This chapter
presents traffic & parking regulation strategies from literature and intends to come up
with aggregate weightage and ranking of different strategies for sustainable freight
mobility for Jaipur city. Analytical Hierarchical Process (AHP) and Best Worst
Method (BWM) are used to assess the weights. Both AHP & BWM are multicriteria
decision-making techniques, thus useful in selecting the most relevant freight strate-
gies for sustainable urban goods distribution in case city. Hypothesis for selecting
AHP & BWM is that both methods produce similar results. This chapter critically
analyses the traffic & parking regulation strategies in the preview of wholesalers,
transport operators and local policymakers involved in urban goods distribution in
case city. Primary data and response were collected with face to face paper—pencil
survey from stakeholders in case city for selection and ranking of freight strategies.
Response received from 32 stakeholders of Jaipur is used for analysis. The policy
implications based on this study demonstrates the potential utility of AHP & BWM
as a decision-making tool in urban freight sector in India.
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1 Introduction

There are growing concerns for the impacts of urban goods distribution in urban
areas for congestion, externalities, infrastructure vulnerability and consistency with
land use. Sustainability of urban goods transport is the key policy objective of various
countries (OECD 2003). Sustainable transportation is essential for overall sustain-
able development due to its contribution to externalities, economic and social issues
(Gudmundsson et al. 2015). Strategies and key performance indicators (KPI) are
used for the decision-making process, travel patterns, physical impacts, environ-
mental effects and economic impacts (Litman 2006). Decision-making, simulation
and diagnosis are critical objectives of urban goods studies. Freight strategies are
required and helpful for decision-makers to achieve sustainable development objec-
tives (Litman 2019). Local authorities and policymakers have low awareness and
knowledge regarding urban freight sector due to complex supply chains of urban
goods and multiple stakeholders involvement. It is tough to predict the outcomes of
freight policies and strategies (Patier and Routhier 2008). There is a need to raise
awareness for freight issues considering all relevant stakeholders (Lindholm 2010).

Heterogeneous nature of urban freight stakeholders and goods movement char-
acteristics in the city poses a key challenge to policymakers to select suitable freight
strategies for sustainable goods distribution. Freight strategies for sustainable urban
goods distribution are not adequately addressed in India. This research paper eval-
uates the weights of various traffic and parking regulation strategies for sustainable
urban goods distribution for Jaipur city (India) by the Analytical Hierarchy Process
(AHP) and Best Worst Method (BWM) method. AHP & BWM are useful tools for
dealing with complex decision making. AHP and BWM aid the decision-maker to
make the best decisions (Ruescha et al. 2012; Saaty 2008). The next section presents
a literature review related to freight strategies used in urban goods distribution.
Section 3: case city profile and wholesale commodity market selection. Section 4:
research methodology. Section 5: AHP & BWM model formulation. Section 6:
AHP & BWM analysis of urban goods strategies and the last part, Sect. 7: presents
conclusions and policy implications.

2 Literature Review

Effect of urban freight transport can be quantified under the transport fleet, urban
deliveries, economy, environment and safety. Each category required a different
kind of freight strategies (Rezaei 2015). Urban freight data of 56 cities from 32
countries were compiled and analysed in-depth for various urban freight strategies
implemented based on their final results. A total of 48 freight strategies under seven
major group were identified for investigation. A multicriteria scoring function was
used to rank & weight urban freight strategies of 56 cities (BESTUFS II 2006).
Urban freight strategies under three groups i.e., last-mile, environment and trade
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node strategies were identified for sustainable urban goods distribution. These three
group consists of 21 urban freight strategies already implemented by various cities
around the globe. There is more need for research for intracity freight movements
and the effectiveness of existing policies and freight measures (BESTUFS 2006;
Holguin-Veras et al. 2018). Several types of traffic, building and vehicle regulations
freight strategies are identified (Dablanc et al. 2013).

The study concluded Seven groups of sustainable policy measures and company
actions to mitigate the negative impact of urban freight for economic vitality and
quality of urban life. The study also considers the barriers and difficulties in imple-
menting freight measures for the sustainability of urban freight transport. Policy
measures are grouped at the level national, urban scale and also focused for ship-
pers, receivers and transport operators (Transportation Research Board 2013). There
is a lack of interaction and understanding between administrators and other stake-
holders of urban freight like transport operators and retailers in finalisation and
implementation of freight strategies (Ogden 1992).

Preferences and characteristics of stakeholders involved in urban goods distribu-
tion are essential for the success of city logistics policies and strategies. City logistics
freight strategies and measures should complement the issue related to policymakers,
freight demand and supply (Browne and Allen 2011).

International best practice in sustainable urban freight strategies on the basis
of their strength and weakness have been extensively compiled for local policy-
makers and private stakeholders. Aspects of sustainability, i.e. economic, environ-
ment and society, has been addressed in organising urban freight strategies (Pronello
and Valentinaa 2017). Divergent objectives of shippers and transport act as a barrier
in the implementation of urban freight initiatives, and there is a need for dialogue
between urban freight stakeholders (Visser et al. 1999). Different freight operation
strategies need to be considered for collaborative and systematic examination for
management and operations during transportation project design and development
(CIVITAS 2015). Urban freight strategies need to be formulated on the basis and
issues faced by urban goods movement. Design standards, infrastructure design, land
use zoning and truck regulation are some key issues that need to considered for freight
strategies (Duin et al. 2018).

Freight strategies and their integration in land use plan enhance the sustainable
goods supply and transport in urban areas. No single freight measure but a bundle of
freight measures along with close cooperation between the administration and private
stakeholders are required for sustainable transport in urban areas (Lindholm 2010).
Transport management plan (TMP) strategies are often selected without comprehen-
sive information of its potential benefits and disadvantages (US-DOT 2013). A small
improvement in freight efficiency can provide considerable benefits due to large
movements of big trucks in goods distribution (Litman 2006). Framework for iden-
tification and selection of freight strategies by incorporating stakeholders concerns
is essential for sustainable freight transport. Modelling and evaluation of freight
strategies are also vital in the range of available freight strategies (NCFRP report
2012).
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AHP method was used to evaluate the choice of transportation alternatives in the
multimodal freight transport system (DoT 2012). AHP method has a wide variety
of applications like Performance type problems, resource management, corporate
policy, public policy, political strategy, and planning. AHP method is easy to use,
scalable, and it’s not data-intensive (Sharma et al. 2017). AHP method can be applied
within the context of the stakeholder-driven or institutional approach to transport
project evaluation (Kopytov and Abramov 2012). BWM method was used for eval-
uation and supplier selection in the context of social sustainability (Velasque and
Hester 2013). BWM was used to evaluate the different factors affecting the energy
efficiency of buildings along with barriers to mitigate these factors. Results show that
economic, governmental and technological barriers as the most prominent barriers
among all (Brucker et al. 2011). BWM is preferred methods to use when deciding
on weights for parameters as it easy to understand (Bai et al. 2019). Various freight
strategies are available to improve the sustainability of urban goods distribution.
Impact of freight strategies can vary due to different characteristics of stakeholders
involved in urban goods distribution. Assessment of freight strategies weights will
be helpful for policy intervention in urban freight distribution.

3 Methodology

The objectives of this research study are to assess the weights of freight strategies
across and within two wholesale markets in the city of Jaipur. These two wholesale
markets are the Electronics market and Building hardware market. Hypothesis for
the research study is that freight strategies have the same relevance & importance
across two commodity distribution for stakeholders. AHP & BWM methods were
used to assess the weights of traffic and parking regulation strategies. Traffic and
parking regulation strategies are selected based on the literature review of urban
goods distribution for this research study (Holguin-Veras et al. 2018). Parking and
traffic regulation strategies are chosen in the purview of the city administrator, as
they have an essential role in city logistics for managing freight traffic and providing
freight infrastructure. The framework proposed for the assessment of urban goods
distribution strategies and its variation for selected wholesale markets the city of
Jaipur is presented in Fig. 1. The final weights of freight strategies are geometric
means of individual responses with consistency ration less than 10%.

This research study is based on primary survey and data collected by face to face
pen-pencil survey of shippers (wholesalers), transport operators (carrier) and local
policy planners. The sample size of stakeholder is shown in Table 1.

List of wholesalers was collected from the market association of both markets.
Time and date of face to face paper—pencil surveys were fixed via telephonic conver-
sations, similarly in the case of transport operators from the transport association
situated in Transport Nagar in Jaipur. Transport operators having more than two
commercial vehicles has been selected for the survey. List of traffic police officers
having more than two years of experience in and around these two wholesale markets
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Fig. 1 Framework for evaluating weights for urban freight strategies

Table 1 Data set

S.no | Experts Sample size AHP | Sample size BWM
1 Shippers (wholesalers) 5 5
2 Transport operators 5 5
3 Traffic management/enforcement officials | 5 5
4 Urban planners 1 1

have been obtained from superintendent of police (Traffic) Jaipur. The core urban
planning team of Jaipur development authority and Jaipur municipal corporation
have been consulted for a detailed interview as per their available time. A team of
four trained enumerators were assigned to collect eight samples per day. Consistency
of results from both methods was obtained each day for the further need of interviews
on the next day until the required sample size is collected as per Table 1.

4 Case City Profile

Jaipur is the capital city for the state of Rajasthan in India. The city is a major attractor
of tourists and major hub for handicrafts, gems, jewellery, die printing (textile) and
stone crafting. Jaipur city is located in the north-eastern part of Rajasthan state,
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280 km from Delhi. Jaipur extends to an area of 2939 km? in which walled city (old
area) constitute 17 km?, 281 km? city area under Jaipur municipal corporation and
rest is 2650 km? under Jaipur development authority. The total population of Jaipur
city is 30.5 lacs (yr. 2011). Residential land use of city constitutes 44.8% (13,825 ha),
commercial 6.7% (2064 ha), industrial 6% (1862 ha), governmental 2% (602 ha),
mixed land use 3.3% (1034 ha), public & semi-public 10.5% (3241 ha), recreational
11.3% (3461 ha) and circulation 15.4% (4741 ha). In Jaipur city, there are 11 major
wholesale markets. Electronics, handicrafts and pharmaceutical markets are situated
in the walled city area. Fruits and the vegetable wholesale market at Muhana and
Lal Kothi area. Food grain markets at Surajpole and Kukasheda area. Dairy and
meat products at Malviya Nagar and NH11 bypass. Construction material market
at Aatish Nagar and Chandpole area. Furniture market at Sitapura area. Chemical
and fertilisers market in Durgapaura area. Industrial products at Viskarma industrial
area.

Building Hardware market and Electronic market were selected for the assessment
of parking and regulation strategies. The building Hardware market is planned market
recently developed by Jaipur development authority, whereas the electronics market
is situated in the old city (walled city) area. Goods distribution in building hardware
market is weigh based, whereas, it is number and item-based in the Electronics
market.

5 AHP & BWM Methods

5.1 AHP Method

Analytical Hierarchical Process (AHP) is a multicriteria decision-making technique
that can help to express the general decision operations. It decomposes a complicated
problem into a multilevel hierarchical structure of objective, criteria and alternatives.
AHP can combine quantitative and qualitative factors to handle different groups of
stakeholders. In the AHP method, the opinions of many experts can be mixed (Serrai
et al. 2017). The relative importance of criteria and alternatives are calculated by the
pairwise comparison in each level of the hierarchy. AHP method can also be used to
assess the relative importance among criteria and sub-criteria. AHP is a commonly
used mathematical tool, especially where subjectivity may affect the overall result
of the decision-making process (JDA 2011). The relative importance of criteria or
alternatives is determined on an absolute scale during a paired comparison of the
hierarchy of structures.

The nine-point scale is used for paired comparison. Each point of this scale is
assigned according to the intensity of importance among alternatives. Point 1 on the
scale reflects that both alternatives (A&B) during comparison are equally important.
Point 3 when later alternative (B) is slightly favourable than the former alternative.
Point 5 when later alternative (B) is strongly favourable than the former alternative.
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Point 7 when the later choice (B) is strongly favoured due to its demonstrated domi-
nance. Point 9 on the scale when later option (B) affirmed on the highest possible
order. Even scales (2, 4, 6 8) are used when there is a compromise between successive
odd scales (1, 3, 5, 7, 9). If the former alternative (A) is more important than the
latter alternative (B), then a reverse scale to be used (1/3, 1/5, 1/7, 1/9) (Sharma et al.
2008).

Results obtained from AHP methods for each criterion is in ratio scale. Weightage
of each alternative is proportional to the total score of all criteria’s in the hierarchy
(Semih and Seyhan 2011). The result of the pairwise comparison on n criteria can
be summarised in an (n x n) evaluation matrix A. This pairwise comparison can be
shown by a square matrix (1).

aj1 412 * Am
dz1 A2 * Aom
A= (aij)nxm (D
N
dp] Ap2 * Apm

In the last step of AHP, the comparison matrix is normalised to get relative weights.
The right eigenvector gives the relative weights of criteria (w) corresponding to the
largest eigenvalue (A max) as Eq. (2),

AW = Apax W )

AHP results from the output are related to the consistency of the pairwise compar-
ison judgments. The Consistency Index (CI) of judgments is calculated by Eq. (3)
(Saaty 1987).

Amax —
C]:ma—n (3)

n—1

Consistency ratio (C.R.) is the final check of results in AHP to evaluate the consis-
tency of results. The number 0.1 (10%) is the accepted upper limit for C.R. check.
The ratio of the CI and the random index (R.1.) is C.R., as shown in Eq. (4).

_a

CR=—
RI

“4)
Value of random index when there are 3 alternatives is 0.58, 4 alternatives then
0.90, 5 alternatives then 1.12, 6 alternatives then 1.24, 7 alternatives than 1.32, 8

alternatives then 1.41, 9 alternatives then 1.45 and when there are 10 alternatives,
then the value is 1.49 (Schoner and Wedley 1989).
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5.2 Best Worst Method (BWM)

The Best—worst method (BWM) is a vector-based, multicriteria decision-making
method. BWM also characterised by pairwise comparison of alternatives like AHP.
For BWM analysis, a set of decision criteria needs to be determined for compar-
ison, secondly the selection of best and worst criteria without any comparison by
selection maker. Then the comparison of other criteria with the best criteria. Simi-
larly, comparison of other criteria with the worst criteria. In the last step, the optimal
weights of criteria are computed. Comparison of alternatives is conducted by using a
scale between 1 and 9, where 1 = equal preference and a9 = 9 x times more impor-
tant. Higher consistency ratio results in less reliable comparisons. BWM requires
fewer comparison data (alternatives) and leads to a more consistent comparison and
reliable results. BWM can be combined with other MCDM methods. BWM is a more
comfortable alternative of multicriteria decision-making methods (Duin et al. 2018;
DoT 2012).

6 Results

Seven traffic and parking regulation strategies have been evaluated for the city of
Jaipur by AHP and BWM for two wholesale markets. Table 2 represents the results
obtained by these two methods. All results confirm the consistency ratio of less than
10%, and final weights are the geometric mean of all individual stakeholders results.

Table 2 Traffic and parking regulation strategies for urban goods distribution

Strategies Electronics market Building hardware market
AHP weights | BWM weights AHP weights (%) | BWM weights
(%) (%) (%)

Day time hours 17 13 21 16

truck ban

Access control for | 14 19 32 25

day/week/vehicle

The commercial 9 4 5 7

vehicle parking plan

Off-hours use of 12 17 11 10

roadways

Increased 6 6 4 4

enforcement in use

of loading bays

Demand dependent | 8 9 6 12

parking charges

Off-hours deliveries | 19 28 20 22
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Results confirm that there is variation in weights of strategies across and within
markets by both methods (Table 2).

In the electronics market, both methods have given the highest weight to off-hours
deliveries and the same weights to increased enforcement of loading—unloading
bays. Weights for demand dependent parking charges are almost similar. For the
rest of the freight strategies, there is variation in weights. In the case of building
hardware market, increased enforcement of loading—unloading bays has the same
weights. Off-hours deliveries, off-hour use of roadways and commercial vehicle
parking plan strategies have minimal variation in their weights by both methods.
Off-hours delivery is most preferred, followed by day time truck ban for the elec-
tronics market. Access control for commercial vehicle is most preferred, followed by
off-hours deliveries in building hardware market. Increased enforcement in the use
of loading bays strategy is least preferred, after commercial vehicle demand depen-
dent parking charge strategies in both markets by both methods. Maximum varia-
tion of weights by both methods across markets are observed for day time/hours
truck ban and Access control for day/week/vehicle strategies. Access control for
day/week/vehicle strategy is not common in India, especially in the preview of the
wholesale markets in India. Weights for this strategy can be superseded with weights
of day time/hours truck ban strategies instead of omitting from the data set. In the
electronics market variation in weights of off-hour deliveries has maximum (10%)
by both methods, but still, it is the most preferred freight strategy. Electronics market
in Jaipur is not a planned market and situated in the walled city where parking and
logistics facilities are minimal with truck ban already in place. Wholesalers in this
market receive their good at very early morning at the periphery of the walled city and
use the small vehicle to place their goods in their respective warehouses. Similarly,
in case of building hardware market, most interurban deliveries take place in night
as big trucks can enter in the night only, this confirms the preferring off-hour deliv-
eries and day time truck ban strategies. Low weights for increased in enforcement in
the use of loading bays strategy is due to no demarcation and designated place for
commercial vehicle in case of electronics market and availability of parking place
for commercial vehicle in the planned building hardware market in Jaipur.

7 Conclusions

Sustainable urban goods distribution is vital for the overall sustainable development
of cities. This research paper presents how weights of freight strategies vary for
different goods distribution due to their supply chains and the inherent nature of the
commodity, which needs to be incorporated in sustainable urban freight transport
policy. This paper demonstrates the potential utility of AHP & BWM as a decision-
making tool for policymakers in the urban freight sector.
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The study results confirm that there are variation and similarity in weights of
freight strategies across markets by both AHP and BWM methods. Off-hours deliv-
eries in the electronics market and day time truck ban strategies in building hard-
ware market are most preferred. Parking related strategies like dedicated commercial
vehicle parking plan, parking charges and use of loading—unloading bays are least
preferred in both markets. All these strategies have an impact on the end-users cost.
Study results suggest that there is a need for the combination of freight strategies
at city level according to goods characteristics and its supply chain for sustainable
urban goods distribution.

BMW method is more comfortable then AHP method in the context of surveying
asithas the simple and lesser comparison of alternatives than AHP method, especially
when the number of paired comparison is large. Both methods are very tedious and
too time-consuming for data collection. Assigning of the rating scale to alternatives
is hard to explain to transport operators and wholesalers due to their low education
level, especially with the AHP method.

More urban commodities and industrial products need to be explored to assess
the overall weights of freight strategies within and across cities of varying sizes
with easy multicriteria decision-making method in the purview of sustainable city
development in India.
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Abstract Asia’s successful economic growth over the past few decades is well
known and is receiving increasing attention from current and potential trading part-
ners. The region is home to some of the world’s largest emerging and dynamic
economies, and this includes the 10 countries of the Association of Southeast Asian
Nations (ASEAN). Along with this growth, there is a recognition that trade costs,
along domestic and international supply chains in these Asian economies, can be
significantly reduced by improving the logistics performance in each mode of trans-
port involved in various logistics and supply chain transactions. These improvements
may be conveniently facilitated by the optimisation of the transitioning strategies
from unimodal to multimodal (or combined) transport services. In this context, we
examine here the status of current multimodal logistics in the provision of supply
chain integration and interdependencies practiced in the key Asian economies. For
this chapter we have particularly focused on the current approaches, challenges and
potential impacts of transforming and enhancing the levels of logistics and supply
chain multimodal integration and interdependencies on the emerging economies of
this region.
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1 Introduction

Within the current growth of the Asian economic sphere, there has arisen an ever-
increasing demand for end-to-end handling of multimodal cargo which has driven
the growth of multimodal logistics and supply chain management services. A well-
integrated and sustainable multimodal process and handling system is an imperative
for these Asian economies, particularly those within the ASEAN block of nations.
For ASEAN to take full advantage of the emerging regional economic development
opportunities and for capturing further regional trade growth, it needs to become
cognisant of the conceptual nature of supply chain integration and global competi-
tiveness. Such a realisation will enable it to leverage its location at the cross roads of
Northeast Asia, South Asia and Oceania and to further bolster its growing strategic
significance in the region.

It is important to comment here that, from the point of view of logistics and
supply chain management, accessibility and efficiency become key decision-making
considerations when utilising multimodal logistics and supply chain services. In this
respect, it is the reliability and security of the service provision, together with an acute
understanding of transit times and cost, that play an essential factor in informing the
level of multimodal efficiency, the extent of seamless integration achievable and the
completeness of the unified interdependencies of the service offerings.

We assert that improving and maintaining the quality of relevant, reliable and
efficient multimodal logistics services throughout the supply chain, is extremely
important for multimodal integration and improved supply chain performance. This is
especially so for economies transitioning from mainly unimodal and intermodal oper-
ations towards integrated, interdependent and more sophisticated multimodal trans-
port contracts. The current absence of consolidated regulatory frameworks within
the ASEAN region, along with the somewhat incongruent accreditation systems
for Multimodal Transport Operators (MTOs), presents a clear problem. This barrier,
together with a shortage of the required human resource skills and capabilities, could
combine to hinder the successful transition to multimodal transport integration and
greater supply chain connectivity.

Our overall research intention is to contribute to the more efficient and effective
utilisation of Asian regional multimodal logistics and supply chain integration, and
to inform key players and stakeholders. This could be done through better under-
standing of those interdependencies along and within supply chains that are often
neglected in broader systems-thinking discussions. To this end, this chapter focuses
on a review of current approaches, challenges and impacts associated with evalu-
ating the role played by regional multimodal transport, logistics and supply chain
integration and their resultant interdependencies within ASEAN. Analysis was based
on the research findings and investigation of a series of in-country missions to each
of the 10 ASEAN contributing nations to assess their progress and development in
the implementation of multimodal transport and logistics. The outcome resulted in
the development and full adoption by these countries of an agreed implementation
framework for the realisation of the ASEAN Framework Agreement on Multimodal
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Transport (AFAMT) 2020-2025. It is noted that this implementation framework
details a comprehensive suite of strategies and deployment guidelines, including a
description of the regional action plans, which chart out, in detail, the key activities,
implementation mechanisms, recommended measures, timeline and actions required
for strengthening the regional approach for the realisation and implementation of the
AFAMT.

2 Other Studies on Multimodal Integration
and Connectivity

The concept of integration and connectivity between trading economies have often
been studied through the lens of single modality (Arvis and Shepherd 2016), as
well as between modes within a single economy (Shepherd et al. 2011). While a
number of multimodal connectivity assessments have been undertaken in relation to
passenger transport (Litman 2017; OECD 2016; Krul et al. 2010), similar freight-
based studies are not common. The Asia—Pacific Economic Cooperation (APEC)
completed a detailed study on the economic impact of multimodal connectivity in
the APEC region in 2010 which revealed, for each of the 19 countries analysed, the
changes from 2005 to 2010. In addition, the relative position with regard to maritime,
air and land transport, logistic competence and an aggregated multimodal transport
indicator was presented. In addition, the correlation between exports and multimodal
transport performance has been estimated using the Gravity Model of Bilateral Trade
(Shepherd et al. 2011).

It is appreciated that the importance of engagement with intermediaries has long
been recognised in both empirical (Grubel and Lloyd 1975) and theoretical (Batra and
Casas 1973; Woodland 1977) studies. More recently, whilst these interrelationships
have increased in importance, they are, however, being represented and becoming
manifested in new phrases, terms and descriptive terminology (Hummels et al. 2001;
Kohler 2004; Antras et al. 2006; Grossman and Rossi-Hansberg 2008; Koopman et al.
2010; Johnson and Noguera 2012). Moreover, it is becoming glaringly obvious that
the supply-chain trade concerns goods that will be inputs into production processes
in other nations. In this respect, missing information in the chain regarding the ‘next
step’ in each part or segment of the supply chain is becoming a central problem
to production. Further, it is the lack of visibility within the ‘next step’ along supply
chains that leads to uncertainty and ambiguity around global patterns of cross-border
multimodal transport freight data (in terms of volume and value), as data collection
becomes increasingly more complex.

Zhao et al. (2019), postulate that many firms in a traditional supply chain setting
constitute self-organizing networks, and, as a result, these supply chains can be
innately adaptive or resilient in the face of external perturbation. However, due to the
complexity, uncertainty of supply and interdependence in more globalised supply
chains, there is an increased risk of loss of continuity in these more finely balanced
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networks due to an interceding disruption event (Bode et al. 2011; Bode and Wagner
2015; Kamalahmadi and Parast 2016; Scheibe and Blackhurst (2018) contend that
emerging new supply chain trends built around stringent efficiency demands, such
as Just-In-Time (JIT) operations, can significantly increase the need for coupling
and interdependence between entities within the structures. De Sa et al. (2019), also
conclude that, in this environment, there are distinct managerial and social impli-
cations, especially around the interdependence of a firm’s robustness and overall
supply chain resilience. Nye (2020), commenting on power relationships in supply
chains, also believes a situation in which interdependence exists without asymmetry
of control generates little power imbalance, but when a discrepancy of control exists,
interdependence within the chain creates situations that can be used to one party’s
advantage in strategic competitive systems. In this respect, Michalski et al. (2019)
observed that the level of trust and innovation developed in symmetric relationships
differs markedly from that in asymmetric situations with respect to organizational
performance. It is suggested that the growth of ‘deep dependence’ comes from a
Principal-and-Agent type of relationship based upon asymmetric knowledge, whilst
‘deep interdependence’ suggests a wider-ranging relationship between equal part-
ners, which is manifested in a symmetrical unity and greater mutual reliance (Deif
and Mohib 2019).

However, what is generally poorly understood, is the extent of the lack of general
understanding regarding the level of complexity and attendant interdependencies
within supply chains. These arise from an array of multifaceted issues which are
essential to integrated multimodal transport and logistics services across borders.
These intricacies and characteristics of modern supply chains are particularly evident
in the interdependence and organisation of supply-and-demand processes in a global
market. This complexity is manifested through a multitude of factors including raw
material forecasting, asset investment, risk management and response to change.
Successful supply chain enterprises must place a greater focus on a systems-thinking
approach in order to better understand the increasingly complex nature of global
supply chains. For example, supply chain professionals need to understand and
appreciate the interdependent and interconnected system of labour, energy sources,
transport and logistics operations, finance, business processes, service expectations,
information technology, sourcing and procurement, commercial power, legal and
regulatory frameworks and strategic asset investment. Added to this impressive list
of requirements, we note that with cross-border supply chains, there are subtle barriers
related to cross-cultural issues and competing political stances. As we have intimated
earlier, the term ‘global supply chain’ is not a simple extension of a national supply
chain.
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3 Challenges Facing ASEAN Supply Chain Development

Given the dynamic environment in which ASEAN connectivity is now taking place,
it is crucial to consider the forecasted emerging trends that are likely to influence
the successful implementation of the ‘Master Plan on ASEAN Connectivity 2025’
(‘MPAC 2025’). However, since the formal adoption of MPAC, it is clear that many
challenges still face the 10 member nations, with much more needing to be done to
realise the MPAC vision in achieving cross-border seamless logistics connectivity.
Particular areas that will need to be addressed include the introduction of hard and
soft infrastructure, the development of the various logistics service sectors, relevant
education and skills programs, together with the challenges relating to the mobility
of skilled labour, cross-border regulatory standards and multimodal transport and
logistics connectivity. In this regard, there are particular ASEAN issues which we see
as needing to be addressed before more systematic conjoint connectivity initiatives
might be introduced. As a consequence, we note that there are words and concepts,
which are essential to an understanding of the complexities of this area that are
being continually introduced and, even more importantly, which are being modified
as conditions and situations change. It is these to notions, and their introduction, to
which we now turn our research attention.

4 Methodology

The key purposes of this study were to (i) identify core ASEAN values, objectives and
plans with regard to national and international transportation, logistics and connec-
tivity strategies, (ii) assess the strengths, opportunities, weaknesses and related threats
apparent within those logistical networks that potentially affect progress toward
broader ASEAN goals, (iii) identify infrastructure deficiencies in the logistics envi-
ronment of the ASEAN region, (iv) determine policy deficiencies which may impede
economic growth and development, and (v) offer policy recommendations that may
contribute toward achieving MPAC 2025’s objectives by improving, expanding, or
otherwise enhancing logistics infrastructure within the ASEAN region.

In order to meet these research aims, it was necessary to determine the current
status of understanding and practice of multimodal logistics strategies related to the
provision of supply chain integration and organisation of interdependencies common
to the ASEAN economies. In order to achieve this, we needed to focus our research
on establishing the perceived efficacy of current approaches, challenges and poten-
tial impacts of transforming and enhancing the levels of logistics and supply chain
multimodal integration and interdependencies amongst key functionaries in the area.
This level of understanding is clearly time and place dependent, thus we employed a
qualitative data collection and analysis methodology. Primary data sources consisted
of a collection of statements and perceptions provided by a purposively selected
range of supply chain professionals and government officials. To facilitate this data
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collection, a series of meetings in each ASEAN country was organised under the
auspices of the ASEAN Regional Integration Support, using an opportunity which
arose from the EU ARISE Plus program ‘Supporting the Implementation of the
ASEAN Framework Agreement on the Facilitation of Multimodal Transport’. These
meetings, which were for invited delegates, included open and frank discussions
with concerned government agencies including National Ministries of Transport and
other relevant groups related to membership of the ASEAN National Transit Trans-
port Coordinating Committee (NTTCC). The investigation was conducted with the
support and guidance of the ASEAN Secretariat based in Jakarta (Indonesia), the
ASEAN Transit Transport Coordinating Board (TTCB), the ASEAN Transport Facil-
itation Working Group (TFWG) and ARISE Plus. This primary data was collected
directly by the researchers, with permission from the organising committee, and all
comments were de-identified before analysis to protect the positions of the delegates.

To provide a sound background for the investigation, secondary qualitative and
descriptive quantitative data were retrieved electronically from relevant govern-
mental, intergovernmental, academic, trade and industry sources. In addition, a
detailed literature review was carried out in order to compare ASEAN objectives
and plans with existing conditions, to gain a sense of how successful existing plans
have been. It is acknowledged here that our research findings have been advised by
the 2019 technical assistance project related to the ASEAN Framework Agreement
on Multimodal Transport (AFAMT).

5 Results

It was found that the most urgent matter that needed to be addressed by ASEAN
member nations is the matter of intra-regional connectivity. It was noted that trans-
portation and communications networks which serve as a conduit for the robust free
trade that the union hopes to generate are currently below par. In this respect, Blyde
and Molina (2015) have reported that the quality of logistics infrastructure impacts
on the level of foreign direct investment, and it is also apparent that currently, infras-
tructure quality in eight of the 10 ASEAN states (excluding Singapore and Malaysia)
lag behind the global average quality, which is seen to drag down regional economic
productivity. Further, poorly constructed and managed transportation networks are
found to act as trade barriers. Transportation safety and security are seen as major
concerns that require immediate attention, and disparate customs policies across the
region were found to increase time and cost in the import/export process. As part of
the new open-border agenda, ASEAN members have been urged to harmonize their
customs procedures, reduce documentation requirements, and allow for electronic
processing of shipments. Our research has indicated that increased intergovernmental
cooperation is desperately required to provide adequate security and safety compli-
ance in shipping industries around the region. Infrastructure investment opportunities
were found to be in abundance, but investment policies need to be amended to attract
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further foreign investors. Another strong recommendation in this regard includes the
establishment of a regional consumer credit rating bureau.

6 Discussion

There is little disagreement that infrastructure clearly continues to play a big role in
assuring basic connectivity and access to gateways for most developing countries. In
all income groups, survey respondents reported that infrastructure was improving,
but it was indicated that in all ASEAN countries except Singapore and Malaysia,
the scores for infrastructure were lower than the overall scores. The introduction
of better logistics connectivity, not only within each ASEAN member nations but
between countries in ASEAN, will boost the region’s value chain and economy.
However, there are, in fact, a number of deep-seated problems that we see on the
horizon for the logistics and supply chain industry that could hinder the future growth
of the ASEAN Economic Community (AEC).

The largest economy in the AEC (Indonesia) spends 26% of its GDP on logistics,
one of the highest rates of spending on logistics per capita in the world. In the mean-
time, there are major commodity price gaps between provinces in Indonesia a well as
major logistics inefficiencies that hamper economic development and connectivity.
In a similar way, Thailand, despite offering easy access to Cambodia, Vietnam and
the Lao PDR, still spends almost 20% of its GDP on logistics.

Limited facilities at ASEAN ports make congestion problems worse, but the
greatest challenge is the reducing the cost of getting products from manufacturers
to consumers, and addressing the problem of why land transport through ASEAN
areas actually takes up more time than processing in the ports. Inadequate roads
because long transport times since rural roads are often closed for maintenance, and
poorly maintained open roads can only be used by small vehicles, a restriction which
implies high operating costs and which urgently needs to be redressed. Rail and air
cargo networks are also inadequate in many ASEAN nations, with more on-dock rail
facilities needed throughout Vietnam and the Philippines. If these problems are not
addressed, it is likely that China will step in to fill the infrastructure void, thus influ-
encing and accelerating its own transport development across Asia to the detriment
of ASEAN.

In the logistics and supply chain sector, transport is the central issue determining
performance, but there are still many companies that do not think seriously about
integrated multimodal logistics and supply chain management. For example, many
small manufacturers still use containers only for loading and unloading in ports,
rather than at the origin and destination of their cargo. Highly fragmented supply and
demand scenarios for road transport services means that truckers frequently return
home empty, which incurs costs and erodes margins. In Indonesia, for example,
trucking accounts for 72% of transport costs, and yet trucks are only half full most
of the time. At a time of great change in the logistics sector, ASEAN governments
have indeed started to focus on policy development and have ramped up investment
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in an effort to revamp long-neglected infrastructure. However, by itself, this action
will not help the ASEAN countries to improve their performance and boost trade
growth and competitiveness. In Indonesia, Thailand and several other AMS, there
is an urgent need to reform the management of human resources and the adoption
of new technologies to support more efficient and effective multimodal logistics and
supply chain systems.

7 Conclusion

Emerging from this work is support for the notion that successful modern multi-
modal logistics development and supply chain integration can be summarised as
‘one network, one contract, and one set of standards. ‘One network’ stresses the
importance of an integrated transport infrastructure network conducive to convenient,
reliable, low-cost logistics services. ‘One contract’ is the result of an open, collab-
orative and orderly freight market. ‘One set of standards’ provides unambiguous
operating rules and performance appraisal across all national jurisdictions.

However, at present, it is perceived that the ASEAN multimodal market is largely
fragmented and disorganised, with different government agencies remaining divided
in their approaches. Currently, the lack of modern unified and, mutually agreed
specifications and standards has led to high logistics costs, holding back ASEAN’s
multimodal logistics development and integration. These are key issues in the devel-
opment of ASEAN’s regional logistics and supply chain connectivity agenda and
this hiatus should be the main focus of future policy reforms.

It is widely recognised that efficient multimodal transport is an essential part of
the ASEAN connectivity agenda. In this respect, the AFAMT framework provides a
suitable policy tool for a systems approach to integrate the different transport modes
into one coherent transport system which caters for the needs of ASEAN Member
State governments and industry. However, this research has identified that whilst the
desire to reach uniformity of the laws governing multimodal transport is recognised
to be viable, much work remains to make their introduction a reality. In this light, the
challenge now, for ASEAN and Member States, is to adopt the action plan presented
by the AFAMT framework to meet the milestone aspirations of the Kuala Lumpur
Transport Strategic Plan 2016-2025 and to realise the AFAMT aims in the spirit of
the agreement signed in 2005. This will require the willingness and co-operation
of Member State governments, industry peak bodies and transport service providers
and operators.

Finally, given the obvious growth of the logistics industry and the significant
changes it is undergoing, there is a need to review the methodology for assessing
the economic value of multimodal logistics and supply chain integration to the
ASEAN regional economy, and we believe any detected shortcomings would be
largely addressed by the development of a customised version of an economy-wide
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Computable General Equilibrium (CGE) model, emphasising supply chain and logis-
tics activities in ASEAN. Our aim is to stimulate further research into the way multi-
modal logistics for supply chain integration and interdependencies has transformed
the nature and impacts of ASEAN regional supply chains. The importance of this
topic has, to date, been overlooked.
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Abstract There is growing interest in the utilization of electric vehicles (EVs) in
logistics operations as they can cut dependency on fossil fuels, hence, significantly
contribute to the efforts on reducing carbon emissions and air pollution. However,
their limited driving range still remains as a major barrier in their adoption despite
the advancements in battery technology. In this study, we extend the well-known
Electric Vehicle Routing Problem with Time Windows by taking into account the
cargo weight, which may play a crucial role in the operational efficiency of the
EVs since it can affect the energy consumption significantly. We present the mixed-
integer linear programming formulation of the problem and perform an extensive
experimental study to investigate the influence of load on the routing decisions. We
solve small-size instances using a commercial solver, and for the large-size instances,
we develop a Large Neighbourhood Search algorithm. The results show that cargo
weight may create substantial changes in the route plans and fleet size.
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1 Introduction

Electric vehicles (EVs) have recently attracted great attention in transportation and
logistics sector as they considerably reduce dependency to oil and consequently air
pollution. The EVs are more efficient than conventional vehicles due to their electric
motor and transmission system which transfers mechanical power to the wheels (Wu
et al. 2015). Nevertheless, there are some technical drawbacks in case of using EVs.
The most significant drawback is their battery capacity, which is low, and users
should charge their batteries frequently in order to reach their destinations. Due to
this restriction, routing an EV fleet has appeared as a challenging combinatorial
optimization problem in the Vehicle Routing Problem (VRP) literature.

Electric Vehicle Routing Problem (EVRP) is an extension for VRP, where EVs
are used in the fleet instead of fossil fuel vehicles. EVs reduce tailpipe emission and
enhance green logistics. It tries to handle distribution tasks of logistics companies by
minimizing the total energy consumption cost of serving customers and satisfying
their demands. EVRP with Time Window (EVRPTW) is introduced by Schneider
et al. (2014) where a full-recharge strategy was adopted. The authors developed
the mathematical programming formulation of the problem and proposed a hybrid
Variable Neighbourhood Search (VNS) and Tabu Search (TS) algorithm to solve it.
Different variants of EVRP and EVRPTW were addressed in several studies including
the cases of partial recharge (Bruglieri et al. 2015; Keskin and Catay 2016), mixed
fleet (Goeke and Schneider 2015; Hiermann et al. 2016), location routing (Schiffer
and Walther 2017), fast charging (Felipe et al. 2014; Catay and Keskin 2017; Keskin
and Catay 2018), non-linear charging function (Montoya et al. 2017; Froger et al.
2019), battery swapping (Yang and Sun 2015; Hof et al. 2017; Paz et al. 2018).
Desaulniers et al. (2016) also studied EVRPTW and proposed a branch-price-and-
cut algorithm to solve four different recharging strategies. Some recent studies have
dealt with the availability of recharging stations and queueing for recharging service
(Froger etal. 2017; Kullman et al. 2018; Keskin et al. 2019). A comprehensive review
of the EV technology and survey of the EVRP variants may be found in (Pelletier
et al. 2016; Pelletier et al. 2017; Erdeli¢ and Cari¢ 2019).

Energy consumption on the road does not only depend on the distance travelled
but many other factors including the vehicle’s weight, velocity, auxiliary equipment
(internal factors) as well as ambient temperature and road gradient (external factors).
These factors have been often neglected in the VRP literature either because they
make the problem too complex to solve or the driving range is not an issue as the
vehicles can easily refuel at a nearby gas station. However, they may play a critical
for in the operational efficiency of the EVs since they can increase their energy
consumption significantly (Rastani et al. 2019). Among them, the weight of the
transported cargo may play a crucial role in route planning. The logistics operations
of hypermarkets, hardware stores and other companies that deal with heavy loads are
examples for which a load-dependent model produces more efficient transportation
plans in comparison with basic routing models (Zachariadis et al. 2015), which
constitutes the main motivation of this study.
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Load Dependent Vehicle Routing Problem (LDVRP) was introduced in (Kara
et al. 2007). They used the weighted distance objective and relate it with the energy
requirements of vehicles. They proposed mathematical formulations for collection
and distribution cases. Xiao et al. (2012) attacked the same problem by emphasizing
the relation of the weighted distance with the fuel consumption of the vehicles within
the context of Fuel Capacitated VRP. Zachariadis et al. (2015) extended LDVRP
by considering simultaneous pick-ups and deliveries and proposed a local-search
algorithm to solve large-scale instances.

In this study, we address the load-dependent variant of EVRPTW with partial
recharges by taking into account the energy consumption associated with the cargo
carried on the vehicle. We adopt a hierarchical objective function where the primary
objective is to minimize the fleet size whereas the secondary objective is to minimize
total energy consumption. We solve small-size instances using a commercial solver,
and for the large-size instances, we develop a Large Neighbourhood Search (LNS)
algorithm. The remainder of the chapter is organized as follows: Sect. 2 introduces the
problem and formulates its mathematical programming model. Section 3 describes
the proposed LNS method. Section 4 presents the experimental study and discusses
the results. Finally, concluding remarks are provided in Sect. 5.

2 Problem Description and Mathematical Model

We tackle EVRPTW where a homogeneous fleet of EV's serve a set of customers with
known demands, time windows, and service times. As opposed to previous studies in
the literature which assume that the energy on the battery is consumed proportional to
the distance traveled, we take into account the additional energy consumption related
to freight load. Carrying more load by an EV causes more energy consumption.
Furthermore, we allow partial recharging and its duration depends on the amount
of energy transferred. Since it is a common practice in the real world to operate
within the first phase of recharging where the energy transferred is a linear function
of the recharge duration in order to prolong the battery life (Pelletier et al. 2017),
we also assume a linear charging function. In addition, we assume that the EV can
be recharged at most once between two consecutive customers, which is practical in
last-mile logistics. We consider a pick-up problem where the load of the EV increases
along its tour as it visits the customers. Each EV departs from the depot with full
battery since it can be recharged overnight.

2.1 Mathematical Formulation

In line with the mathematical notation and modelling convention in the literature
(Schneider et al. 2014; Keskin and Catay 2016; Rastani et al. 2019) we define V =
{1, ..., n} as the set of customers and F as the set of recharging stations. Vertices 0
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and n + 1 denote the depot where each vehicle departs from O (departure depot) and
returns to n + 1 (arrival depot) at the end of its tour. We define Vo = VU {0}, V,, 1
=VU{n+1}and Vg , 4+ =VU{0,n+ 1}. Then, the problem can be represented
on a complete directed graph G = (N, A) with the set of arcs, A = {(i,j) | i,j € N,i
#j} where N = Vg , 1 U F is the total set of nodes on the network.

The energy consumption depends on the distance traveled and the total weight of
the EV, which is affected by the cargo load carried on the EV. Each customer i €
V has a positive demand g;, service time s;, and time window [e;, [;]. All EVs have
a cargo capacity of C and a battery capacity of Q. At each recharging station, one
unit of energy is transferred in g time units. The direct distance from node i to j is
represented by d;.

Travel time from customer i to customer j is denoted by ¢#;; if the journey is direct
and 7, = t;; + t,; — t;; is the additional travel time if it is via station s. Note that 7,
does not include the recharging time at station s. The amount of extra energy needed
in order to move one unit of cargo is represented by w. The total energy consumption
starting from customer i to customer j is calculated as (7 + wu;)d;;, where u; is the
weight of the load on the vehicle upon departure from customer i.

The decision variables (y*;, ykijs, and Y¥ iis)» keep track of battery SoC of vehicle k
at arrival at customer/depot i, at arrival at station s on route (i, s, j), and at departure
from station s on route (i, s, j), respectively. t; denotes the time when the loading
starts at customer i. The binary decision variable x takes value 1 if vehicle k travels

from node i to node j, and O otherwise whereas the blnary decision variable zustakes
value 1 if vehicle k traverses arc (i, j), through station s.

Minimize Z(yo yn+1)+z Z ZZ( z]s_yzzs (1)

keK ieVy jeVyy1 keK seF
subject to
ye=Q VkeK )
oY xbk=1viev 3)
Jj€Vug1 kekK
i#]j
Yo=Y xhi=0vjevikek @)
ieVp i€Vt
i#j i#j
Do sl VieVo jeVikeK i#] (5)

seF

T + (tl] —|—r,)x” + Z(tusz”s +g( ijs - ylk]s)) _10(1 _-xikj) = Tj
seF

VieVo,je Vi keK,i#j (6)
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Ejfl’jflj VjeN (7

0<y5 <yF = (h+wupdy + MA = x5+ 25)
seF

VieVy,j€ Vi, keK,i#j @®)

W= Y = (e wund + M = 2}

ijs

VieVy,jeVip,seFkeK,i#j (9

0 <yl <y = (h+wudis + M(1 = 2};)
VieVo,je Vi, se F,keK,i#j (10)

Ve SYE <0z YieVo.jeVip.seFkeK,i#j )

= tijs =

W=0Y x VjeVirkek (12)
iEV[)
upzui+q; ) xfy—CA =Y xf)
kekK keK
VieVo,j€ Var1,i #J (13)
O<uj<c  VieVouu (14)
x;€{0,1}  VieVyjeViakek (15)
x{‘jse{o,l} VieVo,j€Vir,s€FkekK (16)

The objective function (1) minimizes the total energy consumption. Constraints
(2) set the initial battery SoC of EVs at departure to full. The connectivity of customer
visits is imposed by constraints (3) whereas the flow conservation at each vertex is
ensured by constraints (4). Constraints (5) make sure that vehicle k serves customer j
after customer i if it travels from i to j by recharging its battery en-route. Constraints
(6) guarantee the time feasibility of arcs emanating from the customers (the depot).
Constraints (7) establish the service time windows restriction. Constraints (6) and
(7) also eliminate the formation of sub-tours. Constraints (8)—(11) keep track of the
battery SoC at each node and make sure that it never falls below zero where M = Q
+ (h +w.) i ev gi).max{d;;}. Constraints (8) establish the battery SoC consistency
if the vehicle travels from customer i to customer j without recharging en-route.
Constraints (9) determine battery SoC at the arrival at customer j if the vehicle
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visits a recharging station after it has departed from customer i whereas constraints
(10) check battery SoC at the arrival at a station if the battery is recharged en-route.
Constraints (11) set the limits for battery SoC when the vehicle departs from a station.
Constraints (12) allow positive battery SoC at the arrival of an EV at customer j only
if that EV serves customer j. Constraints (13) keep track of the load of the vehicle
throughout its journey. Constraints (14) ensure the non-negativity of the load on the
vehicle and guarantee that the cargo capacity is not exceeded. Finally, constraints
(15) and (16) define the binary decision variables.

2.2 Energy Consumption Function

The energy consumption of an EV that travels from one node to another depends
on various factors such as its mass, shape, road gradient, acceleration, etc. By using
tractive power requirements placed on the vehicle at the wheels, the power demand
of a vehicle can be obtained using function (18) (Demir et al. 2012):

F = Ma+ Mgsin +0.5C,pAV? + MgC, cos (17)
Piraci (kW) = Fv/1000 (18)

where F shows the force function as calculated in (17), M is the total weight of the
vehicle that consist of its curb weight and the cargo load (kg), a is the acceleration
(m/s?), g is the gravitational constant, 6 is road gradient, C; is the coefficient of
aerodynamic drag, p is the air density in (kg/m?), A is the frontal area, v is the speed
(m/s), and C, the coefficient of rolling resistance. The tractive power requirement
can be converted to second-by-second engine power output (kW) as follows:

P = Ptract///’«tf + Pace (19)

where the vehicle’s drive train efficiency is shown by 1, and P is the power demand
associated with the accessory equipment such as air conditioning, audio system
and cabin lights, which is neglected in this study. Then, the energy consumption in
(kWh/km) can be calculated as follows:

E=P/v. (20)
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3 Solution Methodology

We attempt to solve small-size instances using a commercial solver. To solve the
large-size instances, we develop an LNS method. LNS was introduced by Shaw
(1998) and aims at improving an initial solution by using several destroy and repair
mechanisms iteratively. In each iteration, some customers are removed from the
solution and reinserted into the routes to create a new feasible solution. This proce-
dure is repeated for a predetermined number of iterations. LNS and Adaptive LNS
(ALNS) have been successfully applied to many VRP variants including EVRPs and
EVRPTWs (Keskin and Catay 2016, 2018; Goeke and Schneider 2015; Hiermann
et al. 2016; Schiffer and Walther 2017; Keskin et al. 2019; Wen et al. 2016; Schiffer
et al. 2018).

We create the initial solution using the insertion heuristic in (Keskin and Catay
2016) where the cost of inserting a customer into a route is calculated as (& + wu;)d
+ (h + wu)dy— (h + wu;)d;;. This insertion cost is calculated for all unvisited
customers and the minimum cost insertion is performed by ensuring that the related
constraints are not violated. If an EV runs out energy, a station may be inserted
to make its tour energy feasible. We use First-Feasible Station Insertion algorithm
which will be described in Sect. 3.3. If no customer can be feasibly inserted in the
route, a new route is initialized, and the procedure is repeated until all customers are
served.

Our LNS consist of customer removal and insertion mechanisms. In each iteration,
a customer removal algorithm is applied on a feasible solution to remove a subset of
customers from the routes. If any station is no longer needed in the partial solution,
they are removed as well. Next, we apply a customer insertion algorithm that inserts
all the customers removed to repair the solution in an attempt to obtain a new improved
solution. Stations may be inserted to maintain the energy feasibility along the route.
This procedure continues until the stopping criterion is satisfied, which is a limit
on the number of iterations in our implementation. Note that the set of stations that
can be visited between any two customers is reduced by using the dominance rules
presented in (Bruglieri et al. 2016).

3.1 Customer Removal Operators

The current feasible solution is destroyed by removing y customers. We use Worst-
Consumption, Random Worst-Consumption, Shaw, Random Worst-Time, Random,
Random Route Removal and Greedy Route Removal procedures of Keskin and Catay
(2016) by modifying them for the load dependent problem. The destroy operators
are selected randomly.

e Worst-Consumption algorithm selects the customers with high energy consump-
tion imposed to the route by visiting that customer, which is calculated as (2 +
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wu)die + (h + wup)dy — (h + wu;)d;; that considers distance and cargo load
effect in energy consumption.

® Random Worst-Consumption sorts the customers with respect to the associated
energy consumptions, considers a subset of o x y customers with highest costs
to select y customers randomly and remove them.

e Shaw Removal removes similar customers with respect to their energy consump-
tion, earliest service time, being in the same route, and their demand. It randomly
selects customer i and calculates the relatedness measure as R;; = ¢ hid;; +
@2 lei_ el + @3 Ijj + ¢4 |D; — Djl to find similar customers j. ¢1 — ¢4 are the Shaw
parameters, /;; =—1if 7 and j are in the same route, 1 otherwise. Small R; ; shows
high similarity. So, using the non-decreasing order of the relatedness value with
customer i, y customers are removed from the solution.

® Random Worst-Time algorithm is a version of Shaw Removal where ¢, ¢3, ¢4

are set equal to 0. The customers are sorted in the non-decreasing order of their
relatedness values and y customers are randomly removed from the subset of o
x y customers with lowest relatedness values.
Random Removal mechanism randomly removes y customers from the solution.
Random Route Removal algorithm randomly removes w routes from the solution.
Greedy Route Removal mechanism sorts the routes in the non-decreasing order
of the number of customers visited and removes w routes which serve the least
number of customers.

Note that the Route Removal algorithms attempt to reduce the fleet size.

3.2 Customer Insertion Operators

We adapt Random Greedy, Regret-2, Random Time-Based, Random Greedy with
Noise Function, and Regret-2 with Noise Function repair algorithms in (Keskin
and Catay 2016; Demir et al. 2012) for our load-dependent case. In addition, we
propose Exhaustive Greedy, Exhaustive Time-Based, Exhaustive Time-Based with
Noise Function, and Random Time-Based with Noise Function mechanisms. The
repair operators are selected randomly.

® Random Greedy Insertion selects a customer and inserts it in the best position
which leads to least increase of energy consumption.

® Regret-2 Insertion try to avoid the higher costs in the subsequent iteration. It
calculates the difference between the cost of the best insertion and the second-best
insertion for all customers and selects the customer with the highest difference.

® Random Time-Based Insertion calculates insertion costs similar to the Exhaus-
tive Time-Based algorithm, however, at first an unassigned customer is selected
randomly, and the algorithm inserts it in its best position.

® Random Greedy Insertion with Noise Function is an extension of the Random
Greedy Insertion mechanism with a degree of freedom. We use the same noise
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function presented in (Demir et al. 2012). The cost of insertion using the freedom
degree is calculated as NewCost = Actual Cost + d e, where d represents the
maximum distance in the network, the noise parameter used for diversification is
shown by u, and € is a random number between [-1, 1].

e Exhaustive Greedy Insertion considers all possible insertion positions for all not-
inserted customers and selects the customer-position matching which leads to
least increase of energy consumption.

o Exhaustive Time-Based Insertion calculates the difference between the route dura-
tion after and before inserting a customer as the insertion cost. For all customers,
the insertion costs in all possible positions are calculated and the customer with
least insertion cost is selected.

Note that Regret-2 with Noise Function, Exhaustive Time-Based with Noise Func-
tion, Random Time-Based with Noise Function are extensions of Regret-2, Exhaustive
Time-Based and Random Time-Based insertion mechanisms, respectively, using a
similar noise function.

3.3 Station Removal and Insertion Operators

As we mentioned earlier, the unnecessary stations are removed from the partial solu-
tion obtained using the destroy operator. During the repair procedure, the insertion
of a customer may not be feasible with respect to battery SoC. In that case, we first
attempt to increase the recharge quantity if a station is visited prior to arriving to that
customer. If the energy recharged at the station cannot be increased or no station is
visited en-route we apply a station insertion operator to make the insertion feasible.
We modified Best Station Insertion and Multiple Station Insertion operators from the
literature (Keskin and Catay 2016; Rastani et al. 2019) and applied them for the load
dependent problem. Also, we develop First Feasible Station Insertion operator for
this problem. Note that at most one station can be inserted between two consecutive
customers in a route.

e First-Feasible Station Insertion considers the first customer (or depot) where the
vehicle arrives at with negative SoC and checks the insertion of a station in the
preceding arcs backwards. The first station which makes the problem feasible is
inserted.

® Best-Station Insertion algorithm checks all possible stations in all possible arcs
before the first customer (or depot) with negative SoC and inserts the best station
in its best position.

® Multiple-Station Insertion algorithm inserts multiple stations into a route when
the insertion of a single station cannot make the route feasible. A station is inserted
on the arc traversed immediately before arriving at the customer (or depot) with a
negative SoC where the vehicle is recharged up to the maximum level allowed by
the battery capacity and time windows restrictions of the succeeding customers. If
the SoC is still negative at that customer or if the vehicle runs out of energy before
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reaching the inserted station, we attempt to insert another station prior to the last
customer visited before traveling to the recently inserted station. This procedure
is repeated until the route becomes energy feasible.

One of the First-Feasible Station Insertion and Best-Station Insertion algorithms
is selected randomly. If it does not make the route feasible, we resort to Multiple-
Station Insertion algorithm. Note that, we remove all stations in the solution after
every f iterations and use Best-Station Insertion algorithm to insert stations to obtain
an improved feasible solution.

4 Computational Study

We performed our computational tests using the dataset of Schneider et al. (2014) and
Desaulniers et al. (2016) for the small-size and large-size instances, respectively. The
small-size dataset consists of 36 instances involving 5, 10, and 15 customers, and the
large-size dataset includes 56 instances generated based on the VRPTW instances of
Solomon (1987). The instances are classified according to the geographic distribution
of the customers: clustered (c-type), random (r-type), and half clustered half random
(rc-type). Furthermore, in type-1 problems (i.e., subsets rl, cl, rcl) the planning
horizon is shorter, and customers’ time windows are narrower compared to type-2
problems (i.e., 12, c2, rc2). In our study, we only consider type-1 problems from the
large-size dataset as they better exhibit the influence of recharging decisions on route
planning (Keskin and Catay 2016, 2018; Rastani et al. 2019).

In order to deal with realistic vehicle cargo capacity and customer demands,
we assumed an electric truck based on the specifications provided in (Demir et al.
2012). Since capacity of this vehicle is 3650 kg, we converted the demand quantities
to reasonable weights by multiplying each by (3650/original capacity) in order to
observe the effect of cargo weight on energy consumption. We assumed a drive train
efficiency of 0.9 as EVs are more efficient than internal combustion engine vehicles.
Furthermore, since the EVs in the original data are assumed to consume one unit
of energy per unit distance/time travelled, we used Eq. (20) to calculate the actual
energy consumption of an empty vehicle (i.e., 6350 kg) per unit distance and scaled
it to h = 1. We used the same approach to determine the energy consumption w
associated with unit load carried. We consider a flat network where road gradients
are zero and we neglected vehicle acceleration.

The small-size instances were solved using Gurobi 9.0 with a 2-hour time limit.
LNS was employed to solve both small- and large-size instances. LNS was coded in
Python 3.7.1 and all runs were performed on an Intel Core (TM) i7-8700 processor
with 3.20 GHz speed and 32 GB RAM. We performed five runs for each instance.
The number of LNS iterations is set to 15,000 for the small-size instances and 25,000
for the large-size.

The results for small-size instances are provided in Table 1. Column “Gurobi”
shows the results using Gurobi and “LNS” provides the results obtained by the
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Table 1 Results of small-size instances obtained using Gurobi and LNS

Instance Gurobi LNS

Load independent Load dependent Load dependent

#Veh EC |t(s) |#Veh EC |t(s) |#Veh EC |t(s) | A(%)
r104c5-s3 2 137 | <1 2 142 | <1 2 142 | 11 0.00
r105¢5-s3 2 156 | <1 2 159 | <1 2 159 | 8 0.00
1202¢5-s3 1 129 | <1 1 144 | <1 1 144 | 16 0.00
1203c5-s4 1 179 | <1 1 181 | <1 1 181 9 0.00
c101c5-s3 2 258 | <1 2 266 | <1 2 2066 | 9 0.00
c103c5-s2 1 175 | <1 1 187 | <1 1 187 | 10 0.00
c206c5-s4 1 243 | <1 1 251 | <1 1 251 | 10 0.00
¢208¢5-s3 1 164 | <1 1 169 | <1 1 169 | 9 0.00
rc105¢5-s4 | 2 233 | <1 2 257 | <1 2 257 | 8 0.00
rc108c5-s4 |2 254 | <1 2 264 | <1 2 264 | 10 0.00
rc204c5-s4 1 185 | <1 1 189 | <1 1 189 | 16 0.00
1c208c5-s3 1 168 | <1 1 171 | <1 1 171 | 14 0.00
r102c10-s4 |3 249 | <1 3 336 | 37 3 336 |27 0.00
r103c10-s3 |2 206 |8 2 220 | 1507 |2 220 |29 0.00
1201c10-s4 |1 242 | <1 1 262 | 6 1 270 | 14 2.97
1203c10-s5 |1 223 | <1 1 227 [ 7200 |1 227 | 4 0.00
cl0lcl0-s5 |3 388 | <1 3 410 | 117 |3 410 |23 0.00
c104c10-s4 |2 274 | <1 2 309 | 7200 |2 308 |48 |- 0.26
¢202¢10-s5 |1 304 | <1 1 319 | 8 1 319 | 11 0.00
c205¢10-s3 |2 228 | <1 2 234 | 148 |2 234 |26 0.00
rc102¢10-s4 | 4 424 | <1 5 475 1435 |5 475 | 17 0.00
rc108¢c10-s4 | 3 348 | <1 3 365 | 4472 |3 365 |23 0.00
rc201c10-s4 | 1 413 | <1 1 424 | <1 2 327 | 28 —
1c205¢10-s4 | 2 326 | <1 2 335 (432 |2 335 | 25 0.00
r102c15-s8 |5 413 |3 5 431 | 7200 |5 431 | 28 0.00
rl05c15-s6 |4 336 |2 4 350 | 7200 |4 350 {32 |0.00
1202¢15-s6 |1 507 | 594 |2 365 | 7200 |2 365 |30 0.00
1209¢15-s5 |1 313 | 11 1 362 | 7200 |1 360 |25 - 0.60
cl03cl5-s5 |3 348 |33 4 393 | 7200 | 3 402 |73 -
cl06¢15-s3 |3 275 |2 3 371 | 7200 |3 352 |52 | -527
c202c15-s5 |2 384 | 11 2 408 | 7200 |2 393 |44 |- 3.80
c208c15-s4 |2 301 |1 2 310 | 7200 |2 310 |47 | 0.00
rc103c15-s5 | 4 398 | 117 |5 416 | 7200 |4 416 | 45 —
rc108¢c15-s5 | 3 370 {2002 |5 453 | 7200 |3 418 | 40 -
rc202¢15-s5 | 2 394 |1 2 403 | 7200 |2 403 | 48 0.00
rc204c15-s7 | 1 382 (7200 |1 444 17200 |1 446 | 9 0.45
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proposed LNS algorithm. Column “Load Independent” reports the results for the
case that does not consider the increased energy consumption associated with the
cargo carried whereas column “Load Dependent” show the results for the case that
considers the load on the vehicle. The comparison of these two columns exhibits the
influence of the load on routing decisions. “#Veh”, “EC”, and “t” refer to the fleet
size, energy consumption, and run time (in seconds), respectively. The results show
that #Veh increases by one in four instances and by two in one instance (shown in
bold). Notice that these increases are very significant considering the size of the fleet.
Furthermore, we observe that EC values obtained in the load-independent case are
far from the actual energy consumption found by taking into account the cargo load.
Finally, we see that LNS finds (near-) optimal solutions in most of the instances while
improving the solutions given by Gurobi in three instances with respect to #Veh and
in four instances with respect to EC.

We solved the large-size instances for both load-independent and load-dependent
cases using LNS. The results are provided in Table 2. We observe that #Veh increases
by one in fourteen instances (shown in bold) in the load-dependent case compared
to the load-independent. Furthermore, in the remaining 15 instances, EC increases
by 14.3% on the average. These results show the importance of considering cargo
weight in route optimization.

5 Conclusions and Future Research

In this study, we addressed EVRPTW with partial recharge by taking into account the
energy consumption associated with the cargo carried on the vehicle. We formulated
its 0—1 mixed integer linear programming model and used it to solve small-size
instances. For solving the large-size instances, we proposed an LNS method. Our
computational tests showed how the fleet size and/or energy consumption increase in
comparison to the case where the load factor is neglected and revealed the importance
of considering the weight of the vehicles for more accurate route planning. Future
research on this topic may consider the road gradient as well. A loaded vehicle going
uphill will consume significantly more energy. On the other hand, when it travels
downhill it can recharge its battery with energy recuperation.
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Table 2 Results of large-size instances obtained using LNS
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Instance Load independent Load dependent
#Veh EC t(s) #Veh EC t(s)

r101 19 1666 1397 19 1833 1323
r102 16 1491 1459 17 1746 1397
r103 14 1223 2365 14 1375 1910
r104 12 1115 3954 13 1253 2959
r105 15 1425 1460 16 1481 1690
r106 14 1298 2019 15 1469 2138
r107 12 1232 2482 13 1357 2211
r108 12 1082 3567 12 1190 3317
r109 14 1245 1952 14 1457 2188
r110 12 1151 3767 13 1256 3355
rll1 12 1151 2749 13 1271 2955
rl12 12 1091 4689 12 1204 3646
c101 12 1050 1740 12 1198 1460
c102 11 1206 2132 12 1210 1820
c103 11 1295 3231 11 1433 2418
clo4 11 1049 5564 11 1456 3392
cl105 11 1210 1696 12 1167 1829
c106 12 1034 2800 12 1171 3107
cl07 12 1032 2860 12 1183 3116
c108 12 1087 3108 12 1215 3876
c109 11 1141 3905 12 1256 3987
rc101 17 1735 1785 17 1947 1612
rc102 15 1679 1911 16 1812 1653
rc103 14 1462 2363 14 1653 1985
rc104 12 1373 3547 13 1490 3340
rcl105 15 1499 2151 15 1734 1712
rc106 14 1443 2331 15 1630 2136
rcl07 13 1320 2924 13 1523 2339
rc108 12 1322 3730 13 1527 2634
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Appendix Parameters
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The parameters used in LNS algorithm are displayed in Table 3.

Table 3 Parameter values

Param Description Value
y Number of customers removed Random between [20%, 55%] of all
customers

o Parameter used in Random 1.5
Worst-Consumption and Random
Worst-Time algorithm

w Number of routes removed Random between [10%, 40%] of all

routes

b1 First Shaw parameter 0.5

b2 Second Shaw parameter 0.25

¢3 Third Shaw parameter 0.15

P4 Fourth Shaw parameter 0.25

I Noise parameter 0.1

€ Random number for noise function Random between [-1, 1]

o First-Feasible Station Insertion 0.7
selection probability

81 Worst-Consumption selection 0.077
probability

82 Random Worst-Consumption selection | 0.308
probability

83 Shaw selection probability 0.231

84 Random Worst-Time selection 0.077
probability

85 Random selection probability 0.154

86 Random Route Removal selection 0.077
probability

87 Greedy Route Removal selection 0.077
probability

Al Exhaustive Greedy Insertion selection | 0.077
probability

A2 Random Greedy Insertion selection 0.308
probability

A3 Regret-2 Insertion selection probability | 0.154

v Exhaustive Time-Based Insertion 0.077
selection probability

A5 Random Time-Based Insertion 0.077

selection probability

(continued)
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Table 3 (continued)

Param Description Value

A6 Random Greedy with Noise Function | 0.077
Insertion selection probability

A7 Regret-2 with Noise Function insertion | 0.077
selection probability

A3 Exhaustive Time-Based with Noise 0.077
Function insertion selection probability

Ao Random Time-Based with Noise 0.077

Function insertion selection probability

B Number of iterations to remove and 50
reinsert stations

References

Bruglieri M, Mancini S, Pezzella F, Pisacane O (2016) A new mathematical programming model
for the green vehicle routing problem. Electron Notes Discret Math 55:89-92. https://doi.org/10.
1016/j.endm.2016.10.023

Bruglieri M, Pezzella F, Pisacane O, Suraci S (2015) A variable neighborhood search branching for
the electric vehicle routing problem with time windows. Electron. Notes Discret. Math. 47:221—
228. https://doi.org/10.1016/j.endm.2014.11.029

Catay B, Keskin M 2017 The impact of quick charging stations on the route planning of electric
vehicles. In: IEEE symposium on computers and communications (ISCC), 20171EEE, vol 2017,
pp 152-157. https://doi.org/10.1109/ISCC.2017.8024521.

Demir E, Bektag T, Laporte G (2012) An adaptive large neighborhood search heuristic for the
Pollution-Routing Problem. Eur J Oper Res 232(2):346-359. https://doi.org/10.1016/j.ejor.2012.
06.044

Desaulniers G, Errico F, Irnich S, Schneider M (2016) Exact algorithms for electric vehicle-routing
problems with time windows. Oper Res 64:1388—1405. https://doi.org/10.1287/opre.2016.1535

Erdeli¢ T, Cari¢ T (2019) A survey on the electric vehicle routing problem: variants and solution
approaches. J Adv Transp. https://doi.org/10.1155/2019/5075671

Felipe A, Ortufio MT, Righini G, Tirado G (2014) A heuristic approach for the green vehicle routing
problem with multiple technologies and partial recharges. Transp Res Part E Logist Transp Rev
71:111-128. https://doi.org/10.1016/j.tre.2014.09.003

Froger A, Mendoza JE, Jabali O, Laporte G (2019) Improved formulations and algorithmic compo-
nents for the electric vehicle routing problem with nonlinear charging functions. Comput Oper
Res 104:256-294. https://doi.org/10.1016/j.cor.2018.12.013

Froger A, Mendoza JE, Jabali O, Laporte G (2017) A matheuristics for the electric vehicle routing
problem with capacitated charging stations. CIRRELT.

Goeke D, Schneider M (2015) Routing a mixed fleet of electric and conventional vehicles. Eur J
Oper Res 245:81-99. https://doi.org/10.1016/j.ejor.2015.01.049

Hiermann G, Puchinger J, Ropke S, Hartl RF (2016) The electric fleet size and mix vehicle routing
problem with time windows and recharging stations. Eur J Oper Res 252:995-1018. https://doi.
org/10.1016/j.€jor.2016.01.038

Hof J, Schneider M, Goeke D (2017) Solving the battery swap station location-routing problem
with capacitated electric vehicles using an AVNS algorithm for vehicle-routing problems with
intermediate stops. Transp Res Part B Methodol 97:102—112. https://doi.org/10.1016/j.trb.2016.
11.009


https://doi.org/10.1016/j.endm.2016.10.023
https://doi.org/10.1016/j.endm.2014.11.029
https://doi.org/10.1109/ISCC.2017.8024521
https://doi.org/10.1016/j.ejor.2012.06.044
https://doi.org/10.1287/opre.2016.1535
https://doi.org/10.1155/2019/5075671
https://doi.org/10.1016/j.tre.2014.09.003
https://doi.org/10.1016/j.cor.2018.12.013
https://doi.org/10.1016/j.ejor.2015.01.049
https://doi.org/10.1016/j.ejor.2016.01.038
https://doi.org/10.1016/j.trb.2016.11.009

190 S. Rastani et al.

Kara I, Kara BY, Yetis MK (2007) Energy minimizing vehicle routing problem. Combinatorial
optimization and applications. Springer, Berlin Heidelberg, pp 62-71

Keskin M, Laporte G, Catay B (2019) Electric vehicle routing problem with time-dependent waiting
times at recharging stations. Comput Oper Res 107:77-94. https://doi.org/10.1016/j.cor.2019.
02.014

Keskin M, Catay B (2016) Partial recharge strategies for the electric vehicle routing problem with
time windows. Transp Res Part C 65:111-127. https://doi.org/10.1016/j.trc.2016.01.013

Keskin M, Catay B (2018) A matheuristic method for the electric vehicle routing problem with time
windows and fast chargers. Comput Oper Res 100:172-188. https://doi.org/10.1016/j.cor.2018.
06.019

Kullman N, Goodson J, Mendoza JE (2018) 2018, June. Dynamic electric vehicle routing with
mid-route recharging and uncertain availability, Seventh international workshop on freight
transportation and logistics

Montoya A, Gueret C, Mendoza JE, Villegas JG (2017) The electric vehicle routing problem with
nonlinear charging function. Transp Res Part B Methodol. 103:87-110. https://doi.org/10.1016/
j.rb.2017.02.004

Paz JC, Granada-Echeverri M, Escobar JW (2018) The multi-depot electric vehicle location routing
problem with time windows. Int J Ind Eng Comput 9:123-136. https://doi.org/10.5267/j.ijiec.
2017.4.001

Pelletier S, Jabali O, Laporte G (2016) 50th anniversary invited article—goods distribution with
electric vehicles: review and research perspectives. Transp Sci 50(1):3-22

Pelletier S, Jabali O, Laporte G, Veneroni M (2017) Battery degradation and behaviour for electric
vehicles: Review and numerical analyses of several models. Transp Res Part B Methodol 103:158—
187. https://doi.org/10.1016/.trb.2017.01.020

Rastani S, Yiiksel T, Catay B (2019) Effects of ambient temperature on the route planning of electric
freight vehicles. Transp Res Part D: Transp Environ 74:124-141

Schiffer M, Schneider M, Laporte G (2018) Designing sustainable mid-haul logistics networks with
intra-route multi-resource facilities. Eur J Oper Res 265:517-532. https://doi.org/10.1016/j.¢jor.
2017.07.067

Schiffer M, Walther G (2017) The electric location routing problem with time windows and partial
recharging. Eur J Oper Res 260(3):995-1013. https://doi.org/10.1016/j.ejor.2017.01.011

Schneider M, Stenger A, Goeke D (2014) The electric vehicle routing problem with time windows
and recharging stations. Transp Sci 48:500-520. https://doi.org/10.1287/trsc.2013.0490

Shaw P (1998) Using constraint programming and local search methods to solve vehicle routing
problems. In International conference on principles and practice of constraint programming. pp
417-431. Springer, Berlin, Heidelberg. https://doi.org/10.1007/3-540-49481-2_30

Solomon MM (1987) Algorithms for the vehicle routing and scheduling problems with time window
constraints. Oper res 35(2):254-265. https://doi.org/10.1287/opre.35.2.254

Wen M, Linde E, Ropke S, Mirchandani P, Larsen A (2016) An adaptive large neighborhood search
heuristic for the electric vehicle scheduling problem. Comput Oper Res 76:73-83. https://doi.
org/10.1016/j.cor.2016.06.013

Wu X, Freese D, Cabrera A, Kitch WA (2015) Electric vehicles’ energy consumption measurement
and estimation. Transp Res Part D 34:52-67. https://doi.org/10.1016/j.trd.2014.10.007

Xiao Y, Zhao Q, Kaku I, Xu Y (2012) Development of a fuel consumption optimization model for
the capacitated vehicle routing problem. Comput Oper Res 39(7):1419-1431. https://doi.org/10.
1016/j.cor.2011.08.013

Yang J, Sun H (2015) Battery swap station location-routing problem with capacitated electric
vehicles. Comput Oper Res 55:217-232. https://doi.org/10.1016/j.cor.2014.07.003

Zachariadis EE, Tarantilis CD, Kiranoudis CT, (2015) The load-dependent vehicle routing problem
and its pick-up and delivery extension. Transp Res Part B 71, 158—181. https://doi.org/10.1016/
j.rb.2014.11.004


https://doi.org/10.1016/j.cor.2019.02.014
https://doi.org/10.1016/j.trc.2016.01.013
https://doi.org/10.1016/j.cor.2018.06.019
https://doi.org/10.1016/j.trb.2017.02.004
https://doi.org/10.5267/j.ijiec.2017.4.001
https://doi.org/10.1016/j.trb.2017.01.020
https://doi.org/10.1016/j.ejor.2017.07.067
https://doi.org/10.1016/j.ejor.2017.01.011
https://doi.org/10.1287/trsc.2013.0490
https://doi.org/10.1007/3-540-49481-2_30
https://doi.org/10.1287/opre.35.2.254
https://doi.org/10.1016/j.cor.2016.06.013
https://doi.org/10.1016/j.trd.2014.10.007
https://doi.org/10.1016/j.cor.2011.08.013
https://doi.org/10.1016/j.cor.2014.07.003
https://doi.org/10.1016/j.trb.2014.11.004

Applicability of Daoism, Confucianism, )
and Mencian Thought to Modern L
Corporate Governance in the Maritime
Shipping Industry

Shiang-Min Meng

Abstract This study explores the applicability of ancient Chinese philosophy—
namely, Daoism, Confucianism, and Mencian thought—to current considerations
regarding corporate governance in the maritime shipping industry. It adopts the
ethical thought in Laozi’s Daodejing, considerations on humaneness and soul in
Confucius’ Analects, and Mencius’ account of moral spirit and humane governance.
These ideas are then applied to the principles of corporate governance put forward
by the Organization for Economic Development. The results show that Daoism has
positive effects on Confucianism and on Mencian thought, but only indirect effects on
corporate governance. However, Confucianism has a positive influence on the thought
of Mencius, and Confucianism and Mencian thought play a significant role in corpo-
rate governance. This study considers ways by which Chinese corporate leaders can
establish ethical criteria based on Confucianism and Mencian thought. An empir-
ical study was conducted among 118 stakeholders in the maritime industry. To test
the relationship, structural equation modeling was used to uncover the relationships
among Daoism, Confucianism, Mencian thought, and corporate governance.

Keywords Daoism - Confucianism -+ Mencian + Corporate governance

1 Introduction

As demonstrated by the Enron scandal, executives can create a negative culture
that sets the stage for self-interested action and unethical accounting that influ-
ences employees and organizational behavior (Trevifio et al. 2003) In 2008, the
Lehman Brothers scandal played a major role in the financial crisis that subse-
quently destroyed worldwide economic development and political stability. Such
events provide lessons on the importance of corporate governance. Leadership is
influenced by a set of processes, customs, policies, laws, and institutions that affect
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how a corporation is directed, administered, and controlled. Shareholders influence
the behavior of managers to ensure that a company is run according to their inter-
ests (Hemailin and Weisbach 2003) and according to Western models of governance
whereby shareholders bear the ultimate responsibility for avoiding moral hazards
(Ward et al. 2009). Indeed, corporations act in their own interest and can change the
rules of the game to ensure that their interests are protected (Bragues 2008).

Inadequate corporate governance is also a key factor in failures of Asian corpora-
tions (Meng and Liang 2011) and these problems can be attributed to the ethics and
moral character of individuals. According to the Organization for Economic Devel-
opment (OECD), companies are encouraged to disclose policies relating to busi-
ness ethics, the environment, and other public policy commitments (OECD 2004),
and government has an important responsibility and must be sufficiently flexible to
allow markets to function effectively and to respond to the expectations of corporate
governance.

Kelly (1990) argued that ethical leaders are valuable and that prosperity-seeking
organizations should obtain the social services of such leaders, whose ethical
behavior is the result of a socialization process (Jones 1995). Thus, this is empirical
evidence that suggests preventing future ethical breakdowns. Leaders have received
much attention as a means of protecting corporate governance and providing struc-
tures and processes by which to direct and manage organizations. They deliver on
management accountability and thus protect corporate governance. An ethical leader
will increase ethical awareness within organizations linked to corporate objectives
as an element of management discourse (Husted and Allen 2000). Fulmer and Barry
(2009) demonstrated that a positive mood can reduce critical thinking and concern
regarding dubious unethical activities. Trevifio et al. (2003) argued that leaders should
engage with ethical figures who are concerned with the community and society.
Ethical leaders are pressured to behave in a socially responsible manner (Campbell
2007). Effective corporate governance relies on both the internal moral behavior of
leaders and the external ethical considerations that control the systems that cover
corporate managerial boards when disclosing unethical or unlawful behavior in
corporations (Ward et al. 2009). Leadership structures encourage and facilitate the
occurrence of occupational crime (Zahra et al. 2005).

This study focuses on the applicability of ancient Chinese philosophy—specif-
ically, Daoism, Confucianism, and the thought of Mencius—to modern Chinese
corporations, and compares ancient ethical considerations to corporate governance
guidelines set forth by the OECD. Ethical behavior is sometimes defined merely as
acts and behavior that exceed moral minimums (Trevifio et al. 2006). OECD efforts
on corporate governance will help to develop a culture of values that pertain to profes-
sional and ethical behavior on which well-functioning markets depend. Corporate
governance focuses on legislative policy to deter fraudulent activity and promote
transparency—although, as such, it merely treats the symptoms and not the cause
of the problem (Gabrielle 2003). Indeed, structural reforms of the type promoted
by the corporate governance movement will do little to prevent the recurrence of
widespread wrongdoing (Bragues 2008). Thus, the aim of this study is to investigate
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corporate governance from the perspective of Daoism, Confucianism, and Mencian
thought, with particular focus on the maritime shipping industry.

2 Criteria of Daoism, Confucianism, and Mencian Thought

China is one of the cradles of world civilization, ancient China venerated Daoist
wisdom as the harmony between humans and nature, and the need for calmness during
the vigorous interaction of yin and yang. The Bible in the West and Laozi’s writings in
East have been translated frequently, and they have spread widely around the world.
Laozi’s Daodejing has been venerated, and Laozi himself has been worshipped as a
god. The ideal of humaneness and the concept of harmony is central to Confucianism,
and its founder, Confucius, was venerated by later generations as a sage and a holy
teacher. Mencius was posthumously given designated the Second Sage of Confu-
cianism during the Yuan Dynasty, insofar as he reformed Confucian doctrine and
served as its interpreter. As an academic value system, Mencian thought continued
to be so used during the Ming and Qing Dynasties, forming the core of the new clas-
sical studies. Confucian indicated the governance paths that initially step is making
personal will sincere to depends on setting one’s soul right to regulate the home,
govern the nation, and, ultimately, to restore peace in the world. Meng (2013a) argued
that ethical leaders often adopt Mencian ideas as a key element in the long-term devel-
opment of enterprises, whereas leaders with poor ethics will negatively influence the
operation of organizations. Thus, Mencian thought can be used by ethical leaders
to solve governance problems. High ethical standards are in the long-term inter-
ests of a company as a means of credibility and trustworthiness, not only in daily
operations, but also with respect to longer-term commitments (OECD 2004). Zheng
(2004) showed that the existence of corporate governance can restrain the morally
hazardous behavior of entrepreneurs in China. It is thus important that Chinese
leaders follow Daoism and Confucianism to establish suitable corporate governance
criteria. Although corporate governance is confronted with business laws and mecha-
nisms, the ethical and moral virtues of leaders are more useful to governance and less
at risk of being mistreated. A survey of the literature on Daoism, Confucianism, and
Mencian principles for current corporate governance revealed evidence suggesting
that regulatory and legal structures should be altered to improve the ethical and moral
codes of corporate governance. Modern laws and regulations hold little promise, but
the prevention of corporate misconduct can be facilitated by ancient Chinese philo-
sophical codes (Meng and Liang 2011). This means that workable Confucian and
Mencian ideas can be used by ethical leaders to alleviate negative selfish actions by
providing internal control systems with appropriate audits, and by communicating
with boards of directors and treating corporate governance fairly.

This study first established the parameters for four constructs: Daoism, Confu-
cianism, Mencian thought, and corporate governance. Thus, we obtained an overall
definition of an ethical leader. First, Laozi’s Daodejing (DDJ) and the work of Meng
and Liang (2011) were used to generate the ethical criteria for ten survey items
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based on Daoism. After reviewing the Analects related to humaneness and adult-
hood in Meng (2019), we added ten survey items based on Confucianism. Consider-
ations regarding moral spirit and humane governance, as described in Meng (2013a),
provided ten additional items based on Mencian thought. Finally, the OECD princi-
ples of corporate governance in Meng (2013b) comprised the last ten survey items
based on modern corporate governance.

3 Methodology and Model

The aim of this study was to determine the main factors that influence the ethics
and moral behavior of corporate management in terms of ancient Chinese philos-
ophy. The popular seven-point Likert scale was used (Gallarza et al. 2002; Meng and
Liang 2011). Based on ancient Chinese philosophy and OECD guidelines, a list of
40 items (see Table 1) was included in the questionnaire Windsor (2006). argued that
corporate self-restraint and altruistic activities can serve to expand public policy and
benefit stakeholders. Using discriminant analysis of our four constructs of corporate
governance, we developed and validated a concise model that establishes ethical
mechanisms to prevent internal control failures. The viewpoint of various stake-
holders can provide an acceptable overview of the different theoretical perspectives
of corporate governance (Dignam and Lowry 2006). Thus, these questionnaire items
were pre-tested on 30 stakeholders from the shipping industry. After validating all
40 items, the survey was distributed to 150 members of the shipping industry from
August to October, 2019. Of these, 124 questionnaires were returned, and six ques-
tionnaires were discarded because they contained incomplete information. Therefore,
there were 118 usable responses in total, for an overall response rate of 78.6%. Statis-
tical analyses and factor analysis were conducted using SPSS. Factor analysis was
performed to investigate any separate underlying factors, and to reduce redundancy.
To test the relationship, we used structural equation modeling on the four struc-
tures (viz., Daoism, Confucian, Mencian thought, and corporate governance) using
AMOS.

All of the candidate fitness assessments indicated a good fit, with ¥ > = 3002.480,
df =681, acomparative fitindex of 0.713, a goodness-of-fitindex of 0.677, a Tucker—
Lewis index of 0.803, and a root mean squared error of approximation of 0.150. The
results shown in Table 1 indicate that the measurement model met the discriminant
validity criterion. The structural model used to test the relationships consisted of all
four latent constructs.

The test results for the proposed model are shown in Table 2 and Fig. 1.

For all structural path estimates, Daoism was positively linked to Confucianism
(B = 0.877, P < 0.001) and Mencian thought (3 = 0.548, P < 0.001), but was not
significantly linked to corporate governance (8 = 0.031, P > 0.05). Confucianism
was positively linked to Mencian thought ( = 0.381, P <0.001). Confucianism (f =
0.335, P < 0.001) and Mencian thought (f = 0.463, P < 0.001) were both positively
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Table 1 Standardized loading (SL), Cronbach’s o, CR, and AVE for the model
Construct and items ‘ SL ‘ t-value
Daoism (o = 0.812; CR = 0.871; AVE = 0.78)
Leader behaves with civility and humility 0.716 | 14.190
Leader is caring and virtuous 0.734 | 15.216
Leader is committed to advocacy of moral concepts 0.784 | 14.261
Leader has industrious and frugal habits 0.612 | 11.127
Leader has an ethical mind from the perspective of people 0.788 |21.486
Leader is selfless in relation to the company and society 0.729 |17.418
Leader has great moral faith 0.789 |19.114
Leader exhibits goodness and integrity 0.746 |23.482
Leader sacrifices his own interests to share with others 0.812 | 16.657
Leader shows patience and peace of mind 0.788 |17.472
Confucianism (o = 0.768; CR = 0.801; AVE = 0.78)
Humaneness characteristics behave with ritual heart 0.641 |18.719
Humaneness characteristics is moral to be worthy of appreciation 0.785 | 17.647
Humaneness characteristics are committed to within the class of charity 0.785 |17.420
Humaneness characteristics stay alive at the expense of faithfulness 0.818 |19.427
Humaneness characteristics are determined intellectual man 0.765 |17.567
Manhood soul is being trustworthy treats employees 0.689 | 16.541
Manhood soul purses the goal being a bravery man 0.785 |17.850
Manhood soul is responsibility without forming cliques 0.798 |16.912
Manhood soul cares for working environment, protect employee benefits 0.801 |18.401
Manhood soul takes care of humane love 0.831 |17.454
Mencian thought (¢ = 0.871; CR = 0.867; AVE = 0.83)
Moral spirit behaves with care and humility 0.712 | 14.962
Moral spirit is loving and righteous 0.856 |19.142
Moral spirit is committed to the resolution of righteousness 0.805 |19.084
Moral spirit behaves with care and humility 0.799 |17.121
Moral spirit is selfless to society 0.451 8.610
Humane governance implements taking care of a humane government 0.767 |19.452
Humane governance implements the mind to produce an enduring nature 0.901 |21.481
Humane governance implements producing a sudden seizure of 0.785 |19.149
righteousness used to control the mind
Humane governance implements taking care of a humane government 0.804 |16.422
Humane governance implements treating employees with respect for their 0.912 |24.312
culture and civil rights

(continued)
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Table 1 (continued)
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Construct and items ‘ SL ‘ t-value
Corporate governance (o = 0.864; CR = 0.844; AVE = 0.86)

No approval of material transactions without a majority vote at shareholder | 0.811 |23.478
meetings

Remuneration for directors and supervisors determined at shareholder 0.772 | 18.412
meetings

Details on the fairness and legitimacy of management remuneration and 0.798 | 18.118
bonuses are disclosed

Details on employee salary, benefits, on-the-job training, pension plans, and |0.713 | 15.542
company support of employee rights are disclosed

Insider trading and abusive self-dealing are prohibited 0.687 |11.442
Disqualified directors should be removed from office by a resolution adopted | 0.612 9.412
at a shareholder meeting

Implementation of major resolutions approved by management 0.785 |15.954
Annual dividends fairly distributed among shareholders 0.745 |16.412
Relevant and material information on the corporation disclosed in the annual | 0.779 | 15.897
report to shareholders

Leaders secure the methods of ownership registration for corporate 0.912 | 19.987
governance
Table 2 Test results

Relationship Standardized parameter | #-value | Result
Independent variable | Dependent variable estimate

Daoism Confucianism 0.877 11.14 Linked
Daoism Mencian thought 0.548 7.64 Linked
Daoism Corporate governance | 0.031 0.42 | Unlinked
Confucianism Mencian thought 0.381 5.65 |Linked
Confucianism Corporate governance | 0.335 7.03 | Linked
Mencian thought Corporate governance | 0.463 9.21 Linked

linked to corporate governance. Overall, five of the six proposed relationships tested

using the structural model were linked.

4 Results and Conclusion

According to the research results, Daoism positively affects Confucianism and
Mencian thought, but has only an indirect effect on corporate governance. Confu-
cianism positively influences Mencian thought; in addition, Confucianism and
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0.877*%* 0.335%%*

Corporate

governance

0.548%** 0.463%**
\ I /

Mencian thought

Fig. 1 Internal consistency of the model. *** P < 0.001

Mencian thought play a significant role in corporate governance. The overall frame-
work for Daoism goes beyond Confucianism and Mencian thought. This process
should be underpinned by legal protections for corporate leaders in the maritime
industry. Company-specific characteristics have been suggested as important contrib-
utors to understanding the differences in corporate governance mechanisms in a given
system (Weir et al. 2002). Effective corporate governance can disperse exploitative
action by unethical leaders. Confucianism and Mencian thought provide mechanisms
that can ensure that modern corporate leaders operate ethically. La Porta et al. (2000)
concluded that the role of corporate governance is to enforce ethical codes. The type
of corporate governance favored by various ethical and moral codes reflects
differences in corporate governance. Daoism, Confucianism, and Mencian thought
can be implemented by today’s boards of directors, audit committees, management,
and personnel, to provide reasonable assurances of reliable financial reporting, oper-
ating efficiency, and compliance with laws and regulations. Arjoon (2005) argued
that there is a tendency to overemphasize legal compliance mechanisms. Philosoph-
ical practices based on the principle of equity should be understood in terms of the
governance environment. China has a more relation-based governance system, as it
lacks a comprehensive rule of law (Li and Filer 2007), and corporate governance
has traditionally sought to use this as the main parameter when evaluating leaders.
Hence, this research suggests that property rights—and, by implication, an increasing
amount of corporate governance-based practices—are gaining awareness regarding
the role of a firm’s Confucian policies. Board members are also playing an increas-
ingly important role in monitoring the actions of corporations and their efforts to
conduct business in environmentally and socially responsible ways (Armour et al.
2003). The study showed that for the common aim of facilitating Confucianism and
Mencian thought, the choice and ultimate design depends on the overall research
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framework. Business ethics and corporate awareness of the environmental and soci-
etal interests of the communities in which companies operate also have an impact
on their reputation and long-term success (OECD 2004). Both Confucianism and
Mencian thought should interact with corporate governance in a transparent manner
to monitor the conduct of management.

According to the OECD (2004), corporate governance objectives are also formu-
lated in voluntary codes and standards that do not have legal status, leaving manage-
ment and other stakeholders with uncertainty concerning their status and implementa-
tion. Organizations must address procedures and structures to repair moral legitimacy
and illegitimate organizational structures, which have a negative effect on the moral
legitimacy of Chinese firms (Wang 2010). Hence, this study identified 40 governance
criteria for leaders to take into account for effective enforcement, including the ability
of leaders to deter dishonest behavior and to impose effective sanctions for violations.
An ethical leader is a key person, and evaluations of ethical leadership are likely to
depend on subjective perceptions of a leader’s character and motives (Trevifio et al.
2003). This study conceptualized the viewpoint of stakeholders regarding empirical
applications of new evaluations of the ethical and moral criteria. This study demon-
strated that Daoist ideas of leadership are negatively related to corporate governance,
when leaders cannot address corporate governance through OECD principles. It also
found that Confucian and Mencian programs and policies are successful. Garriga and
Mele (2004) argued that leaders can cement the relationship between business and
society. Doing so would provide a system for structuring, operating, and controlling
companies with a view to achieving long-term strategic goals that satisfy corporate
governance, creditors, employees, customers, and suppliers, in compliance with legal
and regulatory requirements and environmental and local community needs. Meng
(2019) emphasized Confucianism in the characteristics of leaders to instill a sense
of virtue in terms of the methods and power a leader uses for managerial activi-
ties, as opposed to directing leaders with a mixture of laws, regulations, and checks
and balances (Meng 2013b). Ancient Chinese thought has modern merit, particu-
larly in terms of corporate governance and the integration of core ethical and moral
insights. This study thus proposes that Chinese leaders should establish virtues based
on Confucianism and Mencian thought to improve modern commercial societies.
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Case Study Research in Humanitarian )
Logistics: Challenges L
and Recommendations for Action

Christian Hein, Nora Eichhorn, and Rainer Lasch

Abstract Providing help to people in need is the responsibility of society and does
not exclude logistical issues. Especially in this area of logistics research, a strong
practical orientation is of great importance. Case study research is often seen as a
suitable instrument to bridge the gap between research and practice and is therefore
particularly recommended. However, since the contextual influences in humanitarian
operations are very diverse, this research method is exposed to specific challenges.
There is a lack of a systematic consideration of these challenges and a comprehensive
guideline for researchers. Therefore, this chapter aims at systematically identifying
and categorizing the challenges in conducting case study research in the context of
humanitarian logistics. Practical recommendations for the application of this research
method will be developed to overcome these obstacles. To achieve the research objec-
tives, a mixed-method approach was chosen. First, a systematic literature review was
carried out. In addition, six interviews with experts were conducted, all of whom have
extensive experience in the field of case study research in the context of humanitarian
logistics. The recommendations for action are based on a qualitative and deductive
methodology. The results of the study show that four characteristics of humanitarian
logistics represent unique challenges for case study research and must therefore
be considered particularly: the dynamic environment, the political as well as the
international context, and the general complexity.

Keywords Humanitarian logistics - Logistics ethics + Research method + Case
study

1 Introduction

Natural disasters cause devastating damage worldwide. In 2018, losses resulting from
315 natural catastrophes worldwide totaled approximately US$ 132bn. Despite the
alarming consequences of these catastrophes for the global economy, the impact on
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human life remains the most significant challenge. Although the year 2018 was rather
mild compared to previous years, approximately 11,800 people died as a direct result
of the natural disasters, and more than 68 million were affected (CRED 2019). But it
is not only natural disasters that cause tremendous suffering. Man-made disasters are
also a significant challenge for humanitarian actors nowadays. According to UNHCR
(2020a), more people are currently fleeing than ever before. The crisis in Syria has
forced more than 5.6 million people to leave the country, and a further 6.6 million
Syrians are registered as Internally Displaced Persons (UNHCR 2020b).

In the event of a major disaster, the difficulty is to provide sufficient emergency
supplies exactly when and where they are needed. Logistics is, therefore, an essential
element of any disaster relief operation and may determine the level of success of the
operation. Financial expenditure on logistics can cause high costs, especially in the
acute phases following the outbreak of a disaster (Hein et al. 2020). Humanitarian
organizations are, therefore, under pressure to make logistics activities efficient and
transparent (van Wassenhove 2006). For this reason, so-called humanitarian logistics
is in the focus of an increasingly comprehensive research base that aims to address
the challenges in disaster management (Kovdcs and Spens 2007). The scientific
interest has manifested itself in the publication of articles in several journals, in
special editions, as well as in a series of conferences on this topic (Kovacs and Spens
2009). However, there is criticism that humanitarian logistics research lacks the
necessary practical relevance (Kunz and Reiner 2012). In response to this criticism,
qualitative research, and in particular case study research, has emerged in the field
of humanitarian logistics as the most commonly used method (Chiappetta Jabbour
et al. 2019). According to Vega (2018), transparently documented, trustworthy, and
rigorously conducted case studies have the potential to contribute to advancements in
humanitarian logistics research. However, his findings also show that the rigor with
which such scientific papers are produced is not necessarily provided. Especially
among the numerous challenges in humanitarian logistics, there is a lack of specific
guidance on how to conduct case studies. This paper is thus the first to focus on the
systematic analysis of the challenges in case study research in humanitarian logistics.
The paper aims to identify and categorize the associated challenges and to develop
practical recommendations for action. In particular, the following research questions
are addressed:

RQ1: What are the challenges in conducting a case study, especially in the context
of humanitarian logistics?

RQ2: How can these challenges be categorized?

RQ3: How can these challenges be addressed when conducting a case study in the
context of humanitarian logistics?

To answer these explorative research questions, two methods are applied: a
systematic literature search as well as expert interviews. In summary, the work
provides an opportunity for researchers, humanitarian organizations, and other actors
in the humanitarian sector to develop a better understanding of case study research
requirements. This work is structured as follows: In the following Sect. 2, the theo-
retical foundations are outlined, including a brief overview of humanitarian logistics
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and an introduction to the method of case study research. The methodology of this
work is described in Sect. 3. The evaluation and presentation of the results will take
place in Sect. 4. This paper concludes in Sect. 5 with a summary, its limitations, and
an outlook on further research.

2 Theoretical Background

2.1 Humanitarian Logistics

Humanitarian logistics aims to support disaster-affected people by delivering the
right material, in the right quantity, with the right quality, at the right time, and to the
right place. This objective is very similar to that of commercial logistics. It is therefore
not astonishing that Thomas and Kopczak (2005) define humanitarian logistics as
“the process of planning, implementing and controlling the efficient, cost-effective
flow and storage of goods and materials, as well as related information [...] for the
purpose of alleviating the suffering of vulnerable people”. Apte (2009) specifies that
humanitarian logistics is a specific branch of logistics that manages the response chain
of critical supplies and services with challenges such as surges in demand, uncertain
deliveries, critical time windows, and a wide operational scope. Differentiation is
often made based on the phases of disaster management to systematize the tasks and
requirements of humanitarian logistics. The following three phases are distinguished,
among others: preparedness, immediate response, and reconstruction (Kovacs and
Spens 2009).

Although commercial and humanitarian logistics are closely related, there are
significant differences which characterize the humanitarian environment and pose
specific challenges. A considerable feature affecting the operations of humanitarian
organizations is that the ultimate ambition of humanitarian organizations is to save
lives and to reduce suffering while the strategic objective in the commercial context
is to generate financial returns; for the former, finances are more seen as constraints
rather than objectives (Kovacs and Spens 2007). This difference has significant influ-
ences on logistical activities. Holguin-Veras et al. (2012) note that, in humanitarian
logistics, so-called social costs ought to be reduced. In contrast to commercial logis-
tics, where externalities are neglected, and only the logistics (private) costs are consid-
ered, these social costs must include externalities. After all, not-performed logistics
service in a relief operation can cause losses in human life, which could be treated
as an externality in the comprehension of commercial logistics. However, in human-
itarian logistics, this aspect cannot be neglected, and therefore, externalities must
be considered. Moreover, humanitarian organizations often establish strict princi-
ples which determine their actions; they attempt to act with humanity, neutrality,
impartiality, and independence.

Relief operations involve a multitude of stakeholders with heterogeneous needs
and aims, such as the recipients of service, donors, staff and volunteers, aid agencies
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and NGOs, governments, and the military (Beamon and Balcik 2008). During the
Indian Ocean tsunami in 2004, over 40 countries and 700 NGOs were involved
(Chia 2007) and as most of them are operating in independent supply chains and
have their funding and organizational systems (Hein 2019), coordination indeed
poses a major challenge (Jahre and Jensen 2010). The lack of information sharing
and cooperation creates a highly dynamic, informal, and often improvised decision-
making process, in contrast to the commercial sector which is featured by formal
structures, standardized procedures, and clearly defined roles and responsibilities
(Holguin-Veras et al. 2012). Nevertheless, Schulz and Blecken (2010) figured out
that, in the humanitarian sector, the same potential benefits from cooperation can
be realized as in the private sector, such as cost reduction and concentration on
core competencies. Balcik et al. (2010) note that some cooperation efforts have
already been undertaken, especially those mechanisms with the greatest potential
for implementation (e.g. collaborative procurement and third-party warehousing).
Also, joint logistics activities and partnerships between private sector companies
and relief organizations are increasing.

Humanitarian logistics is shaped by an environment which is highly volatile and
dynamic. As the time, the location, the type, and the size of a disaster are often
unpredictable and the lead times can be very shortened or even nonexistent, human-
itarian logistics has to cope with these uncertainties on demand (Beamon and Balcik
2008). The relatively steady flow of goods, characterized by repeated activities in
the commercial sector, is not realizable for a once-in-a-lifetime disaster with a surge
of demand (Holguin-Veras et al. 2012). There are further unknowns in capabilities,
personnel, the process stability and even the other activists on-site, especially at the
beginning of a relief operation (Blecken 2009). Besides, humanitarian logisticians
have to work under enormous time pressure; while in the commercial context delays
might be accepted, the timely response in a humanitarian operation truly can be a
matter of life and death (van Wassenhove 2006). In addition, disaster situations are
highly complex and chaotic. Damaged infrastructure may block access to regions
and people in need. The infrastructure can be further susceptible to seasonal condi-
tions. Transportation and storage capabilities might be damaged, and an overall lack
of equipment and resources is possible. In this context, the skills of humanitarian
staff should also be highlighted, as there is often a deficiency of logistics exper-
tise and career paths (Sandwell 2011). Another considerable problem concerns the
communication and information infrastructure, which is notably lacking in devel-
oping countries. However, supply chains have become more and more dependent
on information (Oloruntoba and Gray 2006), which makes the corresponding infras-
tructure crucial for disaster management. All these uncertainties and challenges, as
well as the deficits in infrastructure and capacities, must be dealt with within the
context of humanitarian logistics (c.f. Table 1).
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Table 1 Comparison of commercial and humanitarian logistics (Beamon and Balcik 2008;
Holguin-Veras et al. 2012; Kovéacs and Spens 2007)

Commercial logistics Humanitarian logistics
Main objective Generate financial return Save lives, reduce suffering
(reduction of private costs) (reduction of social costs)
Time effects Delays might be accepted Delays might result in lost
lives

Decision-making/procedures | Formal structures, standardized | Dynamic, informal, and often

procedures, clearly defined improvised (decision-making)
roles and responsibilities processes
Logistical activities Relatively steady flow of goods, | Unpredictable, once in a
characterized by repeated lifetime
activities
Infrastructure and resources | Stable and functional Restricted/lack of equipment,
resources, and skilled staff
possible
Actors Predetermined and Multitude of diverse and
homogeneous actors heterogeneous actors with

complex relations

Environment Relatively constant Highly volatile and dynamic

2.2 Case Study Research

Case studies in the scientific sense are empirical investigations that examine a
phenomenon in its real context. This qualitative research method aims to develop
an understanding of a complex topic and is particularly suitable when the bound-
aries between phenomenon and context are not apparent. A case study is based on
several sources of evidence (Yin 2009). Merriam (1998) considers qualitative case
studies as an intensive, holistic description and analysis of a limited phenomenon. The
phenomenon can be a program, an institution, a person, or a process. To distinguish
the case study method from other research methods, Merriam (1998) emphasizes the
specific characteristics of a case study: particularistic, descriptive, heuristic. Stake
(1995) also deals with characteristic properties for case studies, namely that they
be holistic, empirical, interpretive, and emphatic. A case has a delimiting character
to its environment (Stake 1995; Merriam 1998; Yin 2009). Ragin (1992) considers
this demarcation in spatial and temporal terms. Merriam (1998) describes a case as
a kind of phenomenon that occurs and is influenced in a specifically defined context.
Yin (2003) describes a case as a contemporary phenomenon in its real context. The
researcher has little control over the phenomenon and the context. The procedure
of case study research can be divided into four phases: planning, data collection,
analysis, and reporting (c.f. Fig. 1).

The planning phase aims to develop a guideline for further procedure, by
concretizing the design used within the case study. Yin (2009) proposes four types of
designs. These types differ in the selection of the research object (case). Regarding the
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Fig. 1 Process of case study X
research (Modified from Yin (1) Planning
2003)
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case selection, a decision must be made on the number of cases. Single case studies
consider only one single case. In general, it is recommended to examine several cases
(multiple case). A further distinction is the scope of the case. Possible design types are
holistic or embedded case studies. Yin (2009) recommends choosing the design that
offers the highest possible instrumentality to answer the research questions. There-
fore, the strengths and weaknesses of each design should be considered. The selected
design of the case study research consists of five components: research questions,
purpose, unit of analysis, the logic linking the data to the purpose, and the criteria for
interpreting the results. When designing the research, the researcher should ensure
that these components are coherent and consistent. The first component includes the
problem definition and the research objectives. To be able to develop hypotheses
for case studies, a literature review should be conducted in advance. Regarding the
second component, the research must have a distinct purpose. The third component is
related to the fundamental problem of defining the case. The fourth and fifth compo-
nents relate to planning the steps of data analysis in the case study method. The fourth
component includes time series analysis and data analysis, while the fifth component
requires the researcher to identify and address rival explanations (Yin 2003).

Yin (2003) points out that after the start of the second phase of data collection,
minor changes can be made to the research design. For significant changes, it is
recommended to return to the first step of conceptualization to redesign the case study.
To capture the complexity and completeness of the case under investigation, the task
of the researcher in data collection is to obtain data from multiple sources of evidence
(Yazan 2015). Yin (2003) suggests using six sources of evidence: Documents, archive
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data, interviews, direct observations, participant observation, and physical artefacts.
While interviews, observations, and participant observation are time-consuming, they
provide data which originates closer to reality. Documents, artefacts, and archive
data may be partially limited in availability. Their advantage is that these secondary
data sources provide supporting material. Furthermore, Yin (2009) lists principles
that apply to the entire data collection process. The first principle states the use of
multiple sources of evidence. Evidence must refer to the same facts for the purpose
of triangulation. The second principle involves the creation of a case study database.
The formal collection of evidence helps in the handling and management of data
and guides the formulation of the final case study report. The third principle is the
creation of chains of evidence, i.e. explicit links between the research questions, the
data collected, and their conclusions (Yin 2009).

In the data analysis phase, both quantitative and qualitative evidence is exam-
ined, categorized, and tabulated (Yin 2003). Four criteria can measure the quality
of the analysis. These include construct validity, internal validity, external validity,
and reliability. Construct validity is achieved by triangulating multiple sources of
evidence, chains of evidence, and checks by other team members. By using analyt-
ical techniques such as pattern matching, internal validity can be achieved. External
validity describes the analytical generalization of findings. Reliability can be ensured
through case study protocols and databases. As an overriding criterion, researchers
must always respect the principle of objectivity. Compliance with the principles of
proper case study research leads to a certain degree of transparency and traceability.
In the final phase of report preparation, relevant target groups are identified, and the
results are made available through appropriate presentations. This phase is essen-
tial for the exchange of findings and conclusions for confirmation by the case study
participants.

3 Methodology

3.1 Literature Review

A systematic literature review is an essential part of a research project to analyze a
specific scientific field. Using this method, a solid basis is created by identifying and
subsequently evaluating all relevant literature sources (vom Brocke et al. 2009).
A literature analysis should provide an overview of the research topic, develop
new approaches for the research area, and uncover gaps in research (Webster
and Watson 2002). Fink (2014) stresses that attention should be paid to ensuring
transparent implementation. The approach of the literature review in this work
combines the two approaches of vom Brocke et al. (2009) and Fink (2014) and
is briefly outlined below. The steps are divided into problem formulation, concept
development, implementation, and presentation of results.
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Table 2 Combination of search terms and selected criteria for the literature search

Challenges in case study Humanitarian Logistics
research Humanitarian, emergency, Logistic*, fleet management, OR
Challenge, boundar*, catastrophe, OR disaster supply chain management

problem, obstacle, difficult™,
limitation, OR barrier AND
case stud*

-Language: English

-Publication period: no restriction
-Publication medium: no restriction
-Search field: title, abstract

To guarantee a large number of matches, the five academic databases Academic
Search Complete, Business Source Complete, ScienceDirect, Emerald Insight, and
IEEE Xplore were used for the search. The selected search terms were derived from
the theoretical foundations of this work and according to the research questions.
They are divided into three sub-aspects, which were combined in the search. For
the first aspect, “challenges in case study research”, the search terms challenge,
boundary, problem, obstacle, difficulty, limitation, or barrier were combined with
the term case study. The second sub-aspect, “humanitarian”, includes the search
terms humanitarian, emergency, catastrophe, and disaster, while the third sub-aspect,
“logistics”, included logistics, fleet management, and supply chain management.
Following, the different search terms were combined to one search phrase. The
formulation of the search terms was supported by the online tool LitSonar. The
search was conducted in English, without any limitation of the publication period,
and carried out in the abstract and title. Table 2 summarizes the procedure of the
database research process.

The search results were analyzed using a two-stage screening process. The rele-
vance of the articles was first checked based on the title and abstracts (rough selec-
tion) and finally based on the full text (final selection). The execution of the database
search, in which all three sub-aspects of the search term were used, resulted in only
one relevant match. To find more literature sources, the previous phase of concept
development was revised concerning the search terms. For this purpose, the theory
of the degree of subject linkage could be used. In general, the degree of subject
linkage indicates the extent to which the content of the respective source is related
to the topic or the exact objective of the analysis (Karmasin and Ribing 2012). In the
literature search, the search terms were systematically generalized in order to obtain
more results. When using the subject linkage level I, the search terms as described
above were used. The second level of topic linkage (subject linkage level II) only
includes search terms on the challenges in case study preparation in a humanitarian
or a logistical context. Subject linkage level III only includes search terms that refer
to general difficulties in case study research (without reference to a specific research
area). Table 3 shows the number of results per database for the search with subject
linkage level III. The final results of the research process, according to the three
levels of subject linkage, are presented in Table 4. A total of eight scientific articles
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Table 3 Search results by database for subject linkage level I1I
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Number of results (all

Number of results (only

Potential results

Final results

search fields) title) (screening)

Academic search complete (08.12.2019)

18,417 73 4 4
Business source complete (08.12.2019)

8417 35 1 1
Science direct (10.12.2019)

58,929 86 1 0
Emerald insight (10.12.2019)

1 K 0 K
IEEE Xplore (10.12.2019)

0 K 0 K

2The potential result was already included in final results of the EBCSO databases

Table 4 Results of literature review according to the level of subject linkage

Explanation

Final results

Number

Subject linkage level

P

Sources examining case
study research challenges
in humanitarian logistics

Vega (2008)

1

I

Sources in which case
study research challenges
in related fields (logistics
without humanitarian
reference or humanitarian
sector without reference to
logistics) are examined

Duboisa and Araujo
(2007), Wood (2006)

1T

Sources that examine case
study research challenges
in other areas and without
reference to a specific area
of logistics

Eisenhardt and Graebner
(2007), Ishak and Bakar
(2014), Lloyd-Jones
(2003), Malterud (2001),
McCharthy et al. (2003)

were identified and considered in this study. The last step, the presentation of results,
takes place in Sect. 4, where the relevant literature is analyzed and interpreted.

3.2

Expert Interviews

Qualitative research is generally suitable for exploratory studies in which a
phenomenon has not been fully researched. It is, therefore, suitable for investigating
the challenges of case study research in the context of humanitarian logistics. The
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researchers are supported in their development of a comprehensive and detailed
picture of the complex phenomenon. The qualitative research interview attempts
to describe the meanings of central issues in the subjects’ environments. The main
task of the interview is to understand the meaning of the respondents’ statements
(Kvale 1996). With regard to standardization, interviews are divided into unstruc-
tured, semi-structured, and structured interviews, whereas in qualitative research,
only the latter forms of standardization are common. For semi-structured interviews,
an interview guide is prepared in advance. Corbetta (2003) states that the order in
which the different topics are dealt with is left to the interviewer. Within the topic
complexes, the questions can also be formulated at the interviewer’s discretion. It is
possible to ask additional questions that are not foreseeable at the beginning of the
interview. It is not the primary goal of semi-structured interviews to test hypotheses.
Rather, the aim is to explore the opinions of the interviewee (Gray 2004). In this
paper, qualitative expert interviews were applied, since this enables access to the
knowledge of researchers who have experience in conducting case studies in the
context of humanitarian logistics. The semi-structured form was chosen because its
flexibility is suitable for application in this relatively unestablished research field.

The guidelines used for the interviews followed the procedure proposed by Bell
(2014). A total of five sets of questions were formed. The first set of questions
deals with the context of humanitarian logistics, with the following set addressing
challenges that the interviewee experienced in the case study research. In the third
set of questions, the experts are asked to explain possible recommendations for
action to overcome the challenges mentioned. The fourth set of questions seeks
to structure the diversity of the identified problems. Questions regarding the cate-
gorization of challenges are formulated. The last set of questions summarizes the
identified recommendations. The primary research question, as well as the interview
course, was communicated to the experts in advance. This allows the interviewees
the opportunity to prepare for the interview.

With regard to the selection of experts, intensive research was carried out
using publicly available information on the experts in advance. A precondition for
contacting the expert was that the researchers had expertise in the field of humani-
tarian logistics and case study research. The number of publications and citations on
this topic were used as references. Six expert interviews were conducted in total; with
this number of experts a theoretical saturation could be achieved. All interviewees
work at different universities in four European countries. They all have scientific
expertise on the topic. The number of publications ranges from seven to several
hundred, with the number of citations ranging from twenty to several thousand. Four
of the six experts have additional practical experience. All interviews took place at
the end of 2019 either via Skype or WhatsApp. On average, the interviews, which
were conducted in English, lasted around fifty minutes, with the lengthiest interview
lasting ninety and the shortest around thirty minutes (c.f. Table 5). The interviews
were then transcribed.

A qualitative content analysis was conducted to evaluate the interview data. The
basic concept of qualitative content analysis, according to Mayring (2002) is to
assign predefined or emerging codes to text material systematically. Coding allows
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Table 5 Overview of experts interviewed
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Research area

Practical
experience

Number of
publications

Interview date

Medium

Duration

Expert 1

SCM, social
responsibility,
humanitarian
logistics

Yes

1024

04.11.2019

Skype

90 min.

Expert 2

Business
ethics,
marketing
management,
humanitarian
logistics

Yes

10-24

12.11.2019

Skype

36 min.

Expert 3

SCM, disaster
management,

humanitarian

logistics

Yes

<10

11.11.2019

WhatsApp

44 min.

Expert 4

SCM,
humanitarian
logistics,
procurement

25-49

21.11.2019

Skype

32 min.

Expert 5

Humanitarian
logistics,
warehousing,
information
sharing

Yes

25-49

25.11.2019

Skype

62 min.

Expert 6

Closed-loop
logistics,
sustainable
logistics,
humanitarian
logistics

>100

25.11.2019

Skype

28 min.

for the possibility to categorize data as it organizes the data by concepts, key ideas,
or topics. This implies that coding is not only the analysis but also the interpreta-
tion of the data (Recker 20132014). Corbin and Strauss (1990) distinguish between
three different coding techniques: open, axial, and selective. Selective coding, which
was used in this current work, is used to put identified categories into a superordi-
nate context. The goal is to develop a coherent category scheme. The coding and
evaluation were performed using the software tool MAXQDA 2020. The results of
both the analysis of the literature and the interviews are presented in the following
section. The challenges of case study research will be illustrated by means of the
distinctive characteristics of humanitarian logistics. The recommendations for action
are outlined and clearly presented according to the individual phases of the research
process (stated in Sect. 2.2).
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4 Results

4.1 1I¢t’s (Still) Case Study Research

The method of case study research in the context of humanitarian logistics certainly
comprises particular challenges. However, the experts surveyed also agreed that the
challenges in applying this case study research cannot be attributed solely to the
humanitarian context but can be described as inherent difficulties of this method.
Expert 6 remarks that “it might, in general, be not entirely different to other case
study research, but it would certainly have to deal with [complex] characteristics”.
Expert 5 agrees with this thesis. Therefore, many of the challenges mentioned in the
interviews and the literature can be classified as general challenges of case study
research. The main issue pointed out was that in the application of the case study
methodology, it is mainly the diversity of definitions that poses a problem. A lack
of differentiation from other methods, such as interview studies, for example, can
be seen here (“You cannot just pick up the phone and ask a few short interviews”,
Expert 5). Furthermore, a lack of rigor is identified as a key problem, which has
given case study research a bad reputation. Expert 6 criticized that “ninety percent
of case study research, in general, is [...] bad; that is just not good research”. In
particular, the lack of theoretical foundation, as well as the arbitrary adaptation of the
researchers’ own methodologies and the lack of information on the research process
(e.g. in terms of the case selection), were mentioned (Vega 2018). Expert 4 states,
in this context, that “case study research is taken too lightly”. Another obstacle is
that certain circumstances make it challenging to publish case studies in scientific
journals (Experts 1, 3, and 4). The limitation of the word count can be mentioned
here (““Shrink it just [to] two lines and then focus on the results!” I do not think that
this is the best way”, Expert 1).

General recommendations for action, which in their nature are certainly not unique
to the context of humanitarian logistics, were given by the interviewed experts. The
conscious application of case studies as research methodology and the theoretical
foundation, including a definition, should precede the entire research process. In
particular, a clear distinction from other related research methods such as interview
studies is claimed. “Sometimes people just do like a case and they think it is case
study research without really taking into account what kind of question they want
to answer, and what kind of case they’re looking at, and what kind of conclusions
they can make (Expert 4). Besides, adherence to methodological rigor throughout
the entire research process is elementary, as “there is enough literature on how you
should do things properly, in terms of methodology” (Expert 6). Standard literature
on the topic should be consulted and supplemented by further literature (Expert 1),
such as the framework of Vega (2018). To meet the challenges of publishing, a mixed-
methods approach (e.g. combining qualitative interviews with quantitative surveys)
was recommended (Expert 5). All these points influence the researcher across all
phases (c.f. Sect. 2.2). In the following, it will be outlined which particularities of
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the humanitarian context have an influence on the conduction of case studies and
how to address them.

4.2 It’s Dynamic

A distinctive feature of humanitarian logistics is the dynamic and volatile environ-
ment (Beamon and Balcik 2008; van Wassenhove 2006). This applies both to the
occurrence of a disaster itself and to the humanitarian actors. This dynamic poses
several challenges that influence case study research. Humanitarian operations often
have a project character; they can be initiated ad hoc and take place under time pres-
sure and with limited financial resources. Dealing with these dynamics in the context
of case study research is sometimes difficult, as long-term planning is not always
possible. On the other hand, time windows for data collection can be indefinite and
small. All this leads to the fact that the effort of case study research in this environ-
ment should not be underestimated: “It will take more work to get to the level when
you can actually start seeing things, so we understand that phenomenon that we are
looking at” (Expert 5). In contrast, the researcher’s time, and also the funds available,
are often limited (Experts 1 and 6). Besides, there is the problem of the right time
for data collection. Collecting the data on-site and in close temporal contact with
the actual event can be useful from a methodological point of view. Still, unfortu-
nately, it is not always practicable (Expert 1). The dynamics in humanitarian aid,
however, do not only relate to the event of the disaster itself; the humanitarian actors
are also quite dynamic. A high staff turnover poses particular challenges (Sandwell
2011), which also have an impact on the implementation of a case study. On the
one hand, there is the challenge of assigning individual items from interviews to a
particular humanitarian organization. “It is very difficult because each person that
you interview, they will have worked in so many different organizations and so many
different positions and places. [...] How do you make sure what they say is really
Sfor this organization?” (Expert 5). On the other hand, it can be challenging if the
interviewee is no longer working in the same organization throughout the duration
of the study. In addition, aid organizations often lack explicit logistics knowledge
on the part of their staff, and there is little imagination regarding the application of
theoretical models in practice (““[...] people that take decisions, that take operational
decision, are not necessarily logisticians and they might not have been trained in
logistics [...]”, Expert 4). Table 6 provides an overview of the challenges mentioned.

The challenges posed by the dynamic environment of humanitarian operations
influence different phases of conducting case studies. The interviewed experts have
identified some approaches to dealing with them. When planning a case study on
humanitarian logistics, the inherent dynamics of the environment should be taken
into account. This means that more flexibility on the part of the researcher’s time
should be included from the beginning (Experts 1 and 5). There are further reasons for
this (see Sects. 4.4 and 4.5). For certain temporary research projects, e.g. within the
framework of a master’s program, the use of the case study as aresearch methodology
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Table 6 Challenges caused by dynamics and recommendations for action

Challenges Phase | Recommendations for action
Dynamic | Long-term research processes in the | (1) Long-term time planning for case

humanitarian context study process

Limited time and funds for research Apply for funds at an early stage

Small and indefinite time windows for Build networks within the

data collection humanitarian sector

Choosing the right time for interviews )
High fluctuation of staff in the
humanitarian sector

Lack of explicit logistics knowledge )
in humanitarian organizations

Use appropriate language in
interviews

Abstract the statements made in the
interviews

Link answers in interviews with
specific organization/experience

might not be appropriate. Expert 1 considers it a more suitable methodology for
advanced research programmers, such as PhDs. The high turnover of staff also has
an impact on the planning process of a case study. It is recommended that a network
of potential interview partners be established as early as possible. “If you have those
networks, I think that is very valuable” (Expert 5). Regarding the lower level of
logistics knowledge in humanitarian organizations, an appropriate language level
should be applied. It is ultimately the task of the researcher to abstract the statements
made in an interview to a scientific level (Expert 1). The recommended actions are
summarized in Table 6.

4.3 It’s Political

Humanitarian aid operations always take place in a certain political context. This
is particularly true of conflict-based disasters. This area of tension has to be dealt
with within the context of case study research (Wood 2006). Access to the objects of
study might be made more difficult for political reasons and due to strong regulations.
“Governmental organizations are very restricted and very regulated. It is hard to get
into its data if you do not have access to contacts” (Expert 2). In some instances,
security aspects even make this access impossible. Consideration should also be
given to the question of who can collect data in such areas. “I would not want
someone, when he just has research and academic experience, to go to Iraq and start
asking questions to the different actors that are typically in the field. That has some
constraints and implications that can be very difficult to manage” (Expert 3). As
explained in the previous section, this can also lead to an extension of the research
project. Furthermore, especially in security-related contexts, a high level of sensitivity
with regard to data protection is required (Experts 1 and 2). This leads to challenges
in the process of data collection as well as in reporting. Furthermore, the political
dimension should not be underestimated within interviews, as political circumstances



Case Study Research in Humanitarian Logistics ... 217

Table 7 Challenges caused by political issues and recommendations for action

Challenges Phase | Recommendations for Action

Political | Difficult physical access due to (1) Take political circumstances into
political restrictions and regulations account at an early stage of planning
Security aspects of conflict-based ) Compliance with data protection
disasters

Involvement of different
organizational entities

Critical attitude towards political
issues in interviews

High-level data security aspects
Influence of political circumstances
on interview responses

Intra- and inter-organizational power
structure 3

Critical attitude towards political
issues in the evaluation of date
Triangulation

can influence people’s responses. “Humanitarian Logistics is politics. So you always
have a political filter on it, so if you're going to approach an organization you know
there would always be people who are either |[...] scared of the political system and
they don’t dare to say anything or they are not allowed to say anything” (Expert 5).
The intra- and inter-organizational power structure should also not be neglected. An
overview of the challenges raised by the political environment are summarized in
Table 7.

Politically unstable circumstances influence the implementation of case studies.
During the preparation phase, attention should be paid to this, and an awareness
of the emotional requirements should be encouraged (Wood 2006). In addition,
under certain circumstances, priority should be given to experienced researchers
for data collection. An intensive examination of the political context is necessary
here. Respect for sensitive data should always be ensured. This refers to the phase of
case study planning as well as the phases of data collection and reporting (Experts 1
and 2). The political dimension in the context of interviews should not be neglected.
An intensive examination in advance helps to ask differentiated questions (“You have
to be very specific in your questions”, Expert 5). A critical attitude should be adopted
during the interview and also during the evaluation (Expert 6). In particular, a strong
triangulation of the data should be emphasized as a useful tool. The comparison of
different statements that were made at various times as well as a comparison with
other sources and data helps to create facts. To ensure the reliability of the data,
different organizational entities (management level, field workers) can be consulted
on the same issue. The evaluation of the collected data material thus can identify
contradictions or confirmations. Expert 6 summarizes it as follows: “You have to be
very critical and very often ask the same questions several times in a different way
or at a different time or ask different people and triangulate”. An overview can be
found in Table 7.
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4.4 It’s International

Major humanitarian relief missions take place in a highly international context. Up
to several hundred organizations from dozens of different countries (Chia 2007) can
come together in such operations. Moreover, aid workers can come from different
countries and operate in a cultural environment that might be unfamiliar to them
and with people whose language they may not speak. This international context also
presents challenges for case study research. First and foremost, it makes physical
access to data more difficult. Researchers cannot travel to any place in the world to
collect data as often as they like. “The problem is time at least for us [researchers].
For me, it is time that I do not have time to go and have access just [to] find [people in
the field]” (Expert 1). Different languages pose a challenge, especially in interviews.
Cultural differences should not be ignored either and may well influence answers and
should, therefore, also be taken into account when evaluating data. Expert 6 mentions
jargon as another specificity of humanitarian logistics: “[... ] the humanitarian world
uses an awful lot of jargon [...] and understanding each other is very difficult”.
Expert 6 goes on to explain that this jargon can not only vary between different
organizations, but also within an organization where “they use different words and
different concepts for the same thing”. In contrast to the commercial sector, there
is rarely a common understanding of concepts or terms. Table 8 summarizes the
challenge caused by international aspects.

According to the interviewed experts, certain challenges regarding the strong
internationality of humanitarian logistics can be met within the framework of case
study research. Regarding the difficult physical access to data, Expert 6 suggests
co-operating with local researchers or partners. At the same time, this improves
the handling of other challenges. The language barrier in the interview survey may
already be solved, and the difficulty of putting the content into the right local and
cultural context is thus reduced, because “they know the language, they know the local
conditions” (Expert 6). The influences of such cooperation extend across all phases
of the implementation of case studies. Thus, attention should be paid to this already
in the planning phase; positive effects can be achieved in the phases of both data
collection and evaluation. To meet the challenge of the different terms and concepts,
Expert 5 recommends that intensive preparation takes place: “I think you need to be
very well prepared. You need to understand all of this very well”. Table 8 provides
an overview of the recommendations for action.

Table 8 Challenges caused by international issues and recommendations for action

Challenges Phase | Recommendations for Action
International | Difficulties regarding physical (1)-(4) | Working together with local

access researchers or partners

Language barriers Preparation across all stages of the

Cultural differences research process

Humanitarian jargon: variety of
terms and concepts
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4.5 It’s Complex

The final characteristic of humanitarian logistics which is mentioned in both literature
and the expert interviews is its complexity. The interaction of a dynamic environment
with many different stakeholders, the strong influence of political, social, and cultural
aspects, and the internationality in which humanitarian aid takes place create an
extremely high degree of complexity. On the one hand, this degree of complexity
is a strong argument for the application of qualitative methods such as case study
research. On the other hand, the complexity of the humanitarian context also creates
various challenges that need to be addressed. The various aspects of complexity
cannot be ignored in the context of a case study. The completeness of the researcher’s
perspective is particularly important and is one of the strengths of a case study. “First
of all, you need to know the context” (Expert 5). Expert 6 states that when “you make
a model [...] that ignores safety in an area where you have a lot of fighting going
on [...] your recommendations will be wrong because you ignored one of the most
important things, which is security”. The challenges already arise in the preparation
of a case study, especially the case selection and the corresponding definition of
case boundaries, which is highlighted by the experts. The structuring of large and
complex data sets is a challenge in the analysis phase (‘“The amount of data that you
get are also very complex to sort out”, Expert 2). In reporting, care should be taken to
ensure that the complexity is sufficiently represented. A low degree of generalization
and the difficulty of making comparisons can be the consequence here. “In a normal
environment [you already] have to be careful about [...] comparing results and
generalizing from them, which I think that is also true for your regular case study
research’. In the humanitarian context, “it might just be an order of magnitude more
complicated” (Expert 6). In Table 9 an overview of the context-related challenges
can be found.

Adequately addressing the numerous aspects of complexity is probably the most
significant challenge in case study research on humanitarian logistics (‘“the human-
itarian context got to be very complex and dynamic and it has a lot of stakeholders
and different objectives and so on”, Expert 6). The experts were also able to give
individual recommendations for action here, covering the various phases of the case

Table 9 Challenges caused by complexity and recommendations for action

Challenges Phase | Recommendations for Action
Complex | The context of humanitarian logistics | (1) Address aspects of complexity from

in general is very complex the beginning

Various aspects of complexity Special attention paid to case

You need to understand the context selection and boundaries

very precisely Experience in both academia and

There might be a large amount of data practice

Low degfee of generalization and 2) Scientific discourse with colleagues

comparison -

3) Address aspects of complexity
adequately
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study research process. When selecting the cases in the planning phase, Expert 1 notes
that special attention should be paid to the case boundaries. Also, with regard to the
evaluation and the presentation of results, particular emphasis should be placed on
the adequate description of the complex interrelationships. Gaining experience both
in academia and in practice has also been mentioned as an advantage (“I definitely
think working inside an organization would make it easier”, Expert 5) and certainly
contributes to a better understanding of complex interrelations. Furthermore, Expert
6 recommends entering into scientific discourse with colleagues consciously. An
overview of the recommendations for action can be found in Table 9.

5 Conclusions

This thesis aimed to produce an overview of the challenges in case study research in
the context of humanitarian logistics. For this reason, it was examined how experts
from the scientific community discuss the issue. In particular, the following research
questions were addressed: What are the challenges in conducting a case study, espe-
cially in the context of humanitarian logistics? How can these challenges be catego-
rized? How can these challenges be addressed when carrying out a case study in the
context of humanitarian logistics? To answer these questions, the first step was to lay
the theoretical foundations for the topics of humanitarian logistics and case study
research. This was followed by a description of the applied research methods of liter-
ature review and expert interviews. Subsequently, the challenges and corresponding
recommendations for action were outlined in the results section of the paper. This
was done based on the characteristics of humanitarian logistics.

In summary, the research results show that the fundamental challenges of case
study design relate to the lack of methodological knowledge. The lack of under-
standing exists at a macro (in the general scientific community) and micro (in
relation to the individual scientist) level. In addition, the requirements of scien-
tific journals and the bad reputation that the case study method is wrongly attributed
make case study development difficult. Four characteristics of humanitarian logis-
tics can describe the specific challenges posed by the particularity of the human-
itarian context: first, the dynamic and volatile environment contributes to difficul-
ties. Next, the political, as well as the international context, have to be mentioned.
Finally, the high degree of complexity contributes to the fact that unique chal-
lenges in case study research in humanitarian logistics cause difficulties. These
challenges relate to the different phases of the implementation of a case study.
The most important recommendations for action include adherence to method-
ological rigor throughout the research process, early preparation with regard to
financial and time planning, building a network, cooperation with local actors and
researchers, promoting confidence-building, formulating questions for specific target
groups, critically examining the data material, investigating possible misjudgments,
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applying the triangulation approach, establishing a methodological distance, under-
standing methods for structuring the complex data set, obtaining advice from research
colleagues, and using mixed methods.

Further research is necessary regarding the specific design of the developed recom-
mendations for action and their systematization within the framework of a detailed
procedural model. In this context, quality criteria for case studies in humanitarian
logistics could be derived. These would serve both as an assistance for researchers
during the implementation and for the subsequent assessment of the quality. A
comparison with other research areas is also possible. However, the main purpose of
this work is to encourage and support researchers in conducting case studies in the
context of humanitarian logistics and to improve their quality.

Limitations regarding the validity of the results arise from the research method-
ology chosen. Despite careful consideration of the method, a bias in the results due
to the subjective interpretation of the data cannot be excluded. The completeness of
the research results cannot be guaranteed due to the high complexity and diversity
of humanitarian logistics. Furthermore, the challenges identified here and the corre-
sponding recommendations for action only refer to the specifics in the humanitarian
context. For a detailed description of the methodological approach and general advice
on case study research, explicit reference is made to the corresponding literature.
Finally, it should be noted that research on challenges in case study research in the
humanitarian logistics context still requires further research. It is certainly possible
to supplement the identified recommendations for action. Nevertheless, the strategies
identified in this paper can be used to support researchers advancing humanitarian
logistics research.
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P-median and Maximum Coverage )
Models for Optimization of Distribution oo
Plans: A Case of United Nations
Humanitarian Response Depots

Eligiizel Ibrahim Mirac and Ozceylan Eren

Abstract The United Nations Humanitarian Response Depot (UNHRD) is a global
network of depots located in Ghana, Italy, UAE, Malaysia, Spain, and Panama that
procures, manages and transports emergency supplies for the humanitarian commu-
nity. Managed by the World Food Programme (WFP), UNHRD enables human-
itarian actors to pre-position and stockpile relief items and support equipment for
swift delivery in emergency situations. According to WFP, 515 different distributions
(2,420,258 km in total) are actualized from six UNHRD depots to 88 countries in
2018 to provide 27343 m?* volume products. Due to working for humanitarian events,
maximization of users covered and also minimization of traveled distance have to be
taken into consideration for UNHRD network. To do so, two different mathematical
models namely maximum coverage and P-median are applied to UNHRD network
using the distribution data in 2018. Total traveled distance of 515 shipments is mini-
mized using P-median model and number of covered countries is determined under
different distance limits using maximum coverage model. As a result of P-median, the
total distance has decreased to 1,003,473 km by 59%. In addition, different scenarios
are applied in order to maximize total demand for several coverage areas.

Keywords Humanitarian response depot * Location-allocation + Maximum
coverage * P-median - UNHRD

1 Introduction

Improving network design to reduce response time is critical for humanitarian logis-
tics. Humanitarian logistics is about mitigation, preparedness (preparing for disaster
including developing competence, prepositioning of stocks etc.), response (during
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a disaster), and recovery (getting back to normal state) (Duran et al. 2013). Typical
assistance required in the aftermath of a disaster to stabilize a community after
search and rescue is temporary shelter, health support, water and sanitation, food and
cooking equipment. The initial goal of humanitarian logistic is to provide search and
rescue, shelter, health support and fundamental supplies to live. Most of the human-
itarian offices (HOs) tries to achieve both long and short-term operations, in which it
is required to manage different supply chains with different warehouses and it ideally
should be needed integration of more than one to incline response time and total oper-
ating cost (Jahre et al. 2016). Considering the mentioned expects, several location-
allocation problems can be applied such as P-median and maximum coverage prob-
lems. The location problem which seeks to find p facility locations among other nodes
to minimize the total distance (or cost) between all demands and their nearest ware-
house is expressed as the P-median problem (Serra and Marianov 1998). Maximum
coverage problem can be considered as finding the minimum number of warehouse
to cover all demand point or to maximize the number of points covered by a given
number of warehouses (Daskin 1982, 1983). In 2018, it is estimated that 206.4
million people will be in need due to conflicts in Syria, Yemen and the Demo-
cratic Republic of the Congo lead to suffering and promote to the record numbers of
migration (Global Humanitarian Assistance 2019). To address the aforementioned
objectives, it is examined the one of the HOs called as UNHRD shipments. UNHRD
is a global network of hubs which includes procures storage and transporting emer-
gency supplies continuously to the humanitarian community (The United Nations
Humanitarian Response Depot (UNHRD) 2018). In addition, UNHRD has six hubs
which are strategically located globally, in Italy (Brindisi), Ghana (Accra), Malaysia
(Kuala Lumpur), Panama (Panama City), Spain (Las Palmas) and the United Arab
Emirates (Dubai). Given six locations for hubs are decided with respect to diver-
sity of transportation and its closeness to areas in need. After the emergency situ-
ation, it is required to correspond quickly and supplying a demand consistently. In
order to achieve the quick response and consistent supply, uncertain travel times is
proposed by deciding the interval of values which is solved by application of robust
optimization methods due to guarantee whole determined routes are feasible under
the uncertain parameters with predetermined uncertainty set (Balcik and Yanikoglu
2020). Another significant issue is the decision making because of facility allocation
requirement under different scenarios right after disasters. In order to manage facility
allocation after disasters, decision making tool through the spreadsheet developed,
which consists of three main parts as; database, decision engine and user interface
(Cavdur et al. 2020). In addition, it can be tried to add new facilities in order to
achieve cost benefit. One of the examples is adding a new to UNHRD in Kampala
and Uganda in East Africa by implementing simulation, network optimization and
statistical analyses (Dufour et al. 2018). Another approach to facility allocation
proposed by implementing the two-stage stochastic model in order to save from
cost and expected total transportation cost especially for temporary medical centers
(Oksuz et al. 2020). In addition, there are some heuristic applications by utilizing
maximum covering model and one of them is modified genetic algorithm which is
applied on locating Malaysia health care facilities in one district (Shariff et al. 2012).
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After disaster, victims require the supplies to pursue vital activities and some of them
need an immediate assistance such as delivery of medical supply. Therefore, relief
network design is presented for pharmaceutical items by applying bi-objective min-
max robust model by considering the perishability of item, mobility of facilities and
benefits from the cooperative coverage mechanism (Akbarpour et al. 2020). There
are several mathematical models that applied on humanitarian logistics. In order to
understand mathematical models for humanitarian logistics, the study is conducted
which includes details on goals, constraints, and structures of available mathematical
models with solution approaches (Ozdamar and Ertem 2015). In this chapter, the main
objective is to provide shortest time response to emergency calls and the applying
aforementioned models (P-median and Maximum coverage) to solve HO-related
location problems in order to minimize the time required for meet with demand
or minimizing the distance between a demand point and its nearest warehouse. To
the best knowledge of authors this is the first study that implements P-median and
maximum coverage problems to UNHRD. Structure of this chapter is as follows.
Firstly, models and application part is presented, which includes the general infor-
mation about the case and formulation of models. Secondly, Applications of models
are given and results demonstrated. Finally, conclusion is given.

2 Case and Mathematical Models

UNHRD are logistics hubs strategically placed close to disaster-prone areas across
the world which is given in Fig. 1 (Ireland & The UN Humanitarian Response

argrens

Fig. 1 A map of six hubs
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Depot 2020) in order to provide quick response and readiness in the case of emer-
gency. These hubs and information about the hubs are given as (United Nations
Humanitarian Response Depot 2020):

1-Ghana (Accra)

The hub in Accra is placed in the Kotoka International Airport and located to support
emergency situation specifically for the West and Central African regions.

2-Italy (Brindisi)

UNHRD in Brindisi has significant place in emergency support and response
worldwide, which founded in 2000

3-Spain (Las Palmas)

In 2014, UNHRD in Las Palmas is the new addition to the UNHRD Network in order
to support the World Food Programme’s Ebola response operations, which utilized
as a transshipment and staging.

4-Malaysia (Kuala Lumpur)

The facilities provides open and closed storage space. Also, it facilitates cold storage
and guest houses.

5-Panama (Panama City)

The facilities provides open and closed storage space. Also, it facilitates cold storage
and guest houses.

6-United Arab Emirates (Dubai)

The facilities provides open and closed storage space. Also, it facilitates cold storage
and guest houses.

The aim of this study examines in which hubs and in which ways the demands of
the countries in need of assistance in these events took place in 2018 were delivered
by UNHRD and looking for an alternative route to the deliveries made. It aims to
provide services to people in need as soon as possible by planning to minimize
the total transport distance. In order to achieve given objectives six hubs are placed
which are demonstrated in Fig. 1. First of all, UNHRD 2018 activity reports have been
used to determine which countries, with which transport type, how much volume of
product and by which hub is sent. Secondly, the distances between the delivering
hubs and the delivering countries were calculated according to the type of transport.
Air and land routes are calculated as kilometers on Google Maps. The sea route was
calculated as nautical mile in seadistance.org and converted to kilometers. Finally,
P-median and maximal coverage models were applied and the results were shown.

The shipment data from 2018 provide by the UNHRD totaled 578 records which
are retrieved from the official web-site of UNHRD (The United Nations Humani-
tarian Response Depot (UNHRD) 2018). These data included the shipment volume,
country, transportation type, partner, date, hubs, and other information. These data
include 6 hubs, 91 countries and four different types of transport: air, sea, land and
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multimodal. Demand points of the countries, locations of hubs, distance between
each country and each hub were calculated according to transportation type. Air and
land transports were calculated in kilometers by using Google Maps. Sea distance was
calculated as nautical mile on seadistance.org and converted to kilometers. Since 63
of 578 deliveries were delivered in a multimodal form, it is not included in proposed
study due to lack of retrieving information. Therefore, it is continued with 27343 m?
delivered to 88 countries by considering remaining 515 deliveries.

Remaining data indicates 515 delivery volumes with 27343 cubic meters at total.
With respect to Figs. 2 and 3 generated by retrieving data from (The United Nations
Humanitarian Response Depot (UNHRD) 2018), 61% of the total volume is supplied
from Dubai with 279 shipments, 20% from Accra with 91 deliveries, 18% from

16683.895
4000
14000
4000 5357.304
4000 H
1936.5 1955.572
2000 . iy 1290.344
. " 119.588 =

0

Accra Brindisi Duba Kuala Lumpur Las Palmas Panama
Fig. 2 Volume of each hub
= Number of Shipments Percentage

Las Palmas Dubai Brindisi Accra Kuala Panama
Lumpur

Fig. 3 Number of hubs shipment
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Fig. 4 Distribution of
volumes by type of
transportation

Panama with 48 shipments (9%), Brindisi 65 shipment (7%), Kuala Lumpur 30
shipment (4.57%) and Las Palmas 2 shipment (0.43%).

UNHRD delivered shipments with four different transportation types. Data of
related figures (Figs. 4, 5) and tables (Table 1, 2, 3) gathered from UNHRD
2018 report (The United Nations Humanitarian Response Depot (UNHRD) 2018).
However, multimodal form is not utilized in this study. Therefore, it is conducted

Fig. 5 Distribution of shipments by type of transportation

Table 1 Number of shipment

Countries reached Number of shipments Volume (m?)
With multimodal 91 578 32463
Without multimodal 88 515 27343

Table 2 Volume of per shipment

Air Sea Land Total
Number of shipment 224 221 70 515
Volume (m?) 8535.4 16112.2 2695.4 27343
Volume/Shipment 38.10 72.91 38.51 53.09
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Table 3 Volume per hubs shipment

Dubai Brindisi | Accra Kuala Panama |Las Total
Lumpur Palmas
Number of 279 65 91 30 48 2 515
shipments
Volume (m?) 16683.90 |1936.50 |5357.70 |1955.57 |1290.34 |119.59 |27343.00
Volume/Shipment 59.80 29.79 58.88 65.19 26.88 | 59.80 53.09

3 different delivery methods as air, land and sea. When total volume of deliveries
are taken into consideration, it can be expressed from the Fig. 4 that 59% delivery
managed by sea, 31% delivery managed by air and 10% delivery managed by land.

The Table 3 shows the number of deliveries delivered by each hub and the total
volume carried by each hub. Volume per delivery is calculated. Although 59% of
the total volume was delivered by sea, 221 deliveries made by sea are accounted for
43% of 515 deliveries as it is shown in Fig. 5. From the Fig. 5 it can be expressed
that contrary situation occurs in air delivery with 224 deliveries that is 43% of total
number of delivery, but 31% of the volume was delivered by air. The remaining 71
deliveries were made by land (%13.8) and accounted for 10% of the volume.

The Fig. 6 shows the distances of each hub’s deliveries. The distance of each
delivery is calculated according to the mode of transportation. The distances of air
and land deliveries are measured with Google Maps. Measurements of sea deliveries
are made with sea-distances.org. After all measurements have been completed, the
total distance is found as 2420258.414 km.

It have been seen that 70 deliveries is managed by land transport type in Fig. 5.
These 70 deliveries take place in 18 different countries. The map in Fig. 7 shows
deliveries is done by which hubs to which one of the 18 countries.
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Fig. 6 Total distance of hubs (km)
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Fig. 7 A map of land shipment

224 deliveries managed through Air transportation as it is demonstrated in Fig. 5.
These 224 deliveries took place in 65 countries. The map in Fig. 8 shows which hubs
meet the deliveries to presented countries by air shipments.

It can be seen that there are 221 deliveries sent by Sea transport type in Fig. 5.
These 221 deliveries took place in 71 different countries. The map in Fig. 9 shows
which hub makes deliveries to which country.

2.1 Location-Allocation Models

In this study, P-median and Maximal Coverage models are utilized. These models
include delivery categories that consider hub locations, country delivery points,
demand quantities, and objective function. The objective of facility location problems
is to find a place to locate a facility in order to minimize the total setup cost and the
total cost of transportation between clients and facilities. The objective of P-median
problem is to determine the locations of p facilities and their assigned clients in order
to minimize the total cost of transportation between clients and facilities (Dantrakul
etal. 2014). Covering problems are to find the minimum number of facilities to cover
all clients or to maximize the number of clients covered by a given number of opened
facilities.
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Fig. 9 A map of sea shipments

2.1.1 P-median Model

The p-median problem was introduced by Hakimi (1964). With the given number of
p the objective is to minimization of total transportation cost between clients and the
p facilities. The uncapacitated P-median problem can be solved in polynomial time
for fixed values of p but this problem is NP-hard for variable values of p (Garey et al.
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1990). Many heuristics and exact methods have been proposed to solve the problem
during 1979-2005, as reviewed by Mladenovi¢ et al. (2007).

Methods for solving P-median problems are similar to methods for solving facility
location problems such as variable neighborhood search (Hansen et al. 2009), simu-
lated annealing (Brimberg and Drezner 2013), greedy heuristic (Almeida and Araujo
2010) and etc.

Sets and indices:

i € I set of demand note

j € I set of candidate facility

k € K set of transportation type

Parameters:

P = available number of facilities

d;j; = distance between locations i, j and k

w; = weight of demand i

Decisions Variables:

vj=1,if potential hub jis opened (Vj € J); 0otherwise

xijk = 1, if countryiassignedtohub j and transportationk (Vi € I, Vj € J,
Vk € K); Qotherwise

Objective Function:

minZ = Zjej Zie] ZkeK d,'jkW,')Cjik (1)

Constraints:

Zjej ZkeK Xj=1 Viel )

Xjik = Yj Viel, YkeKkK 3)
D, v=P @)
yj,x.,-,‘ke{O.l} Viel, VjEJ, Vk e K 5

The objective function (1) minimizes the total demand-weighted distance between
each demand node. Constraint (2) requires each demand node i to be assigned to
exactly one facility j and one transportation type k. Constraints (3) link the location
variables (x;) and the allocation variables (y;;). They state that demands at node i
can only be assigned to a facility at location j (y;; = 1) if a facility is located at node
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j (x; = 1). Constraint (4) states that exactly p facilities are to be located. Constraints
(5) are the standard integrality conditions.

2.1.2 Maximal Coverage

The maximal covering location problem (MCLP) considers the objective of locating
a given number of facilities to maximize the covered number of demand nodes and
demand nodes are expected be covered entirely if nodes are in the range of critical
distance of the facility, otherwise it is assumed to be not covered (Karasakal and
Karasakal 2004). The optimal result of a MCLP is depends on pre-decided critical
distance, decision on a critical distance value without altering coverage may lead
“fully covered” to “not covered” and erroneous results. Therefore, it is allowed the
coverage alter “covered” to “not-covered” in given range that is called as level partial
coverage (Karasakal and Karasakal 2004). In addition, mixed integer linear program-
ming that aims to cover maximum demand and objective function which aims to cover
maximum weighted demand by providing minimum average distance to uncovered
demand is presented as the solution approaches (Haghani 1996). Maximum coverage
model is also utilized in daily life areas such as deciding on location of stations. One of
the instances is bicycle sharing stations which utilizes the optimization that comprises
the aim of maximizing covered demand and available budget as a constraint (Frade
and Ribeiro 2015). Another instance is the placing the stations for university campus
and it utilizes the model that has an objective of deciding coverage capability of
pre-determined number of stations for demand points (Mete et al. 2018). Moreover,
Maximum coverage model is utilized for humanitarian logistic operation optimiza-
tion. For instance, optimization of number of relief centers and their capacities is
conducted for flood victims in Malaysia (Hashim et al. 2017). Maximum Coverage
model for this study is given as follows (Church and ReVELLE 1974):

Sets and indices:
I = the set of demand nodes
J = the set of facility sites

S = the distance beyond which a demand point is considered “uncovered” N;{j €
J/d;j < S} the nodes j that are within a distance of S to node i

Parameters:

P = number of facilities

d;; = shortest distance between locations i, j
a; = population to be served at demand node i
Decisions Variables:

a;= demand at node i
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x;j=1if a facility sited at the jth node (¥ € J); 0 otherwise

yi = 1lif node i is covered by one or more facilitiesstationed
within S; 0 otherwise

Objective Function:

maxZ= Zie[ a; yi (6)
Constraints:
D DN ()
k= ®)
vi, x; €{0,1} Viel VjelJ )

The objective function (6) maximizing the sum of covered elements in the sets in
which they are covered. Constraint (7) if y; > 0 then at least one set j € N; is selected.
Constraint (8) states that exactly p facilities are to be located. The sign constraints
are shown in Constraint (9).

3 Results

In this section, distance between countries and each hub are examined and the
result is gathered by using mathematical models (P-median and Maximal Coverage)
described in the previous section. Finally, LINGO 14.0 software results and proposed
mathematical model’s results are compared. In this section, two different location-
allocation models which are P-median and Maximal Coverage, applied to the
UNHRD Logistics Service. The cases from Ghana (Accra), Italy (Brindisi), Spain
(Las Palmas), Malaysia (Kuala Lumpur), Panama (Panama City), United Arab
Emirates (Dubai) to 88 countries are considered. Distances from each of these six
points to 88 countries were measured according to transport types. We took the run
on a server with 3.00 GHz Intel Core processor and 2 GB of RAM. The computation
time required to solve the models are less than 10 s.
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3.1 P-median Solution

After obtaining distances from each hub to countries, P-median is implemented to
assign UNHRD depots and demand points of countries by aiming the total trans-
portation distance minimization. The obtained results of PMP by LINGO 14.0 are
given in Tables 4, 5, 6 and illustrated in Figs. 10, 11, 12.

Table 2 demonstrates the situation before the application of P-median and
Maximal Coverage which is 224 transports took place by air (a total volume of
8535.4 m? and 38.1 m? per shipment), 221 transports managed by sea (a total volume
of 16112.2 m?, and 72.91 m® per shipment) and the remaining 70 transports are
carried out by land (a total volume of 2695.4 m* and 38.51 m? per shipment). When
the results from application of p-median are analyzed, which is demonstrated in
Table 4, it is seen that the number of deliveries for air transportation is increased by
32% and the number of deliveries for sea and land transportation are decreased by
7.23 and 80% respectively.

Figures 7, 8, 9 illustrates the situation before the application of focused models.
Initially, the longest distance in the distribution network is measured as 25789.1 km.
After applying the p-median model, this distance fell to 7719.4 km. The Fig. 10
shows 515 deliveries to 88 countries from each hubs after the implementing the p-
median model. Figure 10 also shows how many deliveries are made from each hub
to each country.

Initial total distance of the deliveries is measured as 2420258.414 km. As a result
of the p-median model application, total distance of optimized deliveries is updated
to 1003473.646 km by 58% decrease. Before the improvement, as it is shown in
Fig. 3, the demands (279 deliveries) are mostly supplied by Dubai. However, most
of the demands (206 deliveries) are supplied by Accra after improvement.

In a nutshell, there is a significant change in activity of hubs. The considerable
change is seen in Dubai hub activity. As a result of the model, a significant reduction
in total distance has been achieved and deliveries are made from the hub to the closest
requesting country. The number of deliveries carried by Accra has increased.

As itis shown in Fig. 12, the volume transported from Dubai decreased almost by
half, while the volume transported from Accra doubled. Other hubs showed small
changes.

According to the results of our model presented in Table 6, the hub point that
meets the demand of each country, the transportation point of the deliveries, the hub
point that meets the demand, the distance between the country and finally the number
of deliveries made to that country are indicated. As it is expressed previously, there

Table 4 P,' median number of Transportation Number of Volume (m?) Average
transportation and volume 1
! shipment volume
solution
Air 296 13409.8 45.3033
Sea 205 12927.7 63.0619
Land 14 1005.71 71.8364
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Fig. 11 Distance of each hub

are 515 deliveries which are not shown all in Table 6. From the results, it can be
said that air transportation is the mostly used type, and the Accra is the hub where
demand is mostly met.
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Fig. 12 Volume of hubs

3.2 Maximal Coverage Solution

Humanitarian organizations should reach out to people in need around the world
as much as possible. UNHRD has embraced it and tries to reach every part of the
world in minimum time. Minimization is done on the total distance of UNHRD 2018
deliveries by applying P-median. In this section, we applied 3 different distance
constraints such as 3000, 4000 and 5000 km using UNHRD (2018) data and measured
the total covered demand (Table 7). Looking at the results prior to optimization, the
total distance of 515 deliveries was calculated as 2420258.414 km and the average
distance for each delivery was 4699.7 km. After the application of P-median, the
total distance was calculated as 1003473.646 km and the average distance decreased
to 1948.5 km.

First of all, it is arranged retrieved data separately for maximal coverage model
according to decided distance constraints. Firstly, distance constraint is set to
5000 km. By LINGO 14.0 software application, it is observed that 27211.06 m?
of demand is met. The remaining 131.941 m? and 6 countries are uncovered and the
rate of uncovered countries is 7%. The uncovered countries are Solomon Islands,
Papua New Guinea, South Africa, Marshall Islands, North Korea, and South Korea.
Secondly, it is edited data by setting a 4000 km coverage area for the maximal
coverage model. In this scenario, it is observed that 26219.445 m? of our demand
is met. The remaining 1123.555 m® demand and 12 countries are excluded. These

Table 7 Maximal coverage solutions

Coverage Total Meet Missing | Number of | Number of | Uncovered

area (km) demand demand demand covered uncovered rate (%)
(m3) (m3 ) country country

3000 27343 23474.33 3868.66 |69 19 22

4000 27343 26219.44 112355 |76 12 14

5000 27343 27211.05 131.94 |82 6 7
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Fig. 13 Maximal coverage assignments for 5000 km

countries are shown in Fig. 14. Finally, maximal coverage model is implemented with
3000 km coverage area. In final scenario, it is observed that 23474.336 m? of demand
is met. The remaining 3868.664 m* demand and 19 countries are excluded. Unfor-
tunately, rate of uncovered countries are consists of 22%. The uncovered countries
are Solomon Islands, Papua New Guinea, South Africa, Marshall Islands, North
Korea, South Korea, Brazil, Comoros, Madagascar, Malawi, Zimbabwe, Mozam-
bique, Burundi, Namibia, Rwanda, Tanzania, Uganda, United States, and Zambia.
As coverage distance declined, the country that is not covered increased dramatically.
New solutions should be tried for this situation. These countries are shown in Fig. 15.

Figure 13 for 5000 km coverage area, purple colors indicate the countries covered
by Panama. Also, green ones show Ghana, yellow ones indicate Italy, blue ones
illustrate UAE, olive ones show Las Palmas de G.C and Gray ones Malaysia. Black
dots indicate countries that cannot be assigned. As it can be seen from Fig. 13, 82
countries are covered and 6 are not covered.

Figure 14 indicates the countries covered for 4000 km coverage, as in Fig. 13
the same colors represent the same hubs. From Fig. 14, it can be deducted that 76
countries are covered and 12 are not covered.

Figure 15 indicates the countries covered and not covered for 3000 km coverage.
In Fig. 15 69 countries are covered and 19 countries are not.

4 Conclusion

The aim of this study is to minimize the total distances of 515 deliveries to 88 countries
that request from 6 warehouses owned by UNHRD. These deliveries took place in 3
different ways: air, land and sea. Data on deliveries are taken from the 2018 activity
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Fig. 14 Maximal coverage assignments for 4000 km

Fig. 15 Maximal coverage assignments for 3000 km

reports of UNHRD and the total distance of 515 deliveries is 2420258.414 km and the
total volume is 27343 m>. 224 of these deliveries were made by air and 8535.4 m® of
the volume was met in this way. 221 of the remaining deliveries were made by sea and
16112.2 m?of the remaining volume was met. Finally, 70 transports were realized by
land and 2695.4 m? of the total volume was met in this way. Firstly, distances from 6
hubs to 88 countries were measured on Google Maps and seadistance.org according
to the delivery type. Secondly, P-median mathematical model is applied to the total
distance and the demand’s longest by aiming distance minimization. As a result of P-
median, our total distance from 2420258.414 km has decreased to 1003473.646 km.
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In this case, 296 of 515 deliveries were made by air and 13409.8 m? of the total volume
was met. 205 deliveries were made by sea and 12927.7 m? of the total volume was
met. The remaining 14 deliveries and 1005.71 m® volume were provided by road.
Finally, the Maximal Coverage model was applied in 3 different distances to increase
the total covered demand. A total of 69 countries were covered when 3000 km was
applied and 23474.336 m? of the total demand was met. When 4000 km is applied,
76 countries are covered and 26219.445 m? of demand is met. When we reached
5000 km, 82 countries were covered and 27211.059 m? of the total demand was
met. In order to cover all countries and meet all the demand, 7719.4 km is required.
For the future studies, set covering approach should be implemented in order to
see performance of other methods and location analysis can be conducted for new
establishments for the hubs. Secondly, new locations for potential new hubs should
be investigated using geographic information systems. Lastly, a web-based decision
support system should be developed to provide dynamic solutions for humanitarian
logistic operations.
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International Logistics Criteria )
of Medicinal Products for Human Use: oo
How Do They Relate to Cargo Logistics
Providers?

Shiang-Min Meng

Abstract This study explores the logistics criteria of medicinal products with logis-
tics outsourcing. It examines the subjective decisions of the managers at medicinal
product firms with regard to the outsourcing of logistics work to cargo logistics
providers. The research targets outsourcing logistics decision makers from firms that
manufacture medicinal products for human use in Taiwan. The empirical evidence
supports five key logistics criteria factors: documentation, equipment, technology,
certification, and training. The four key logistics outsourcing decision factors exam-
ined are quality, freight, service, and delivery. A significant relationship between
the logistics criteria of the cargo logistics providers and the outsourcing logistics
decisions of the medicinal products firms is also identified. The study provides an
empirical validation of the two-factor construct to develop survey scales for interna-
tional logistics criteria and client decisions with the establishment of a standard ques-
tionnaire, which uses 47 successful questionnaires and follows the Delphi method.
Factor analysis was used on 40 criteria between the medicinal products firms and
cargo logistics providers. The Pearson’s coefficients on the correlations applied the
two factors of logistics criteria and outsourcing decisions.

Keywords International logistics criteria + Client outsourcing decision + Medicinal
products for human use - Cargo logistics providers

1 Introduction

The global COVID-19 coronavirus outbreak has seriously hampered the delivery of
medicinal products by cargo logistics enterprises. Global logistics companies are
essential service providers as they enable medicinal product enterprises to outsource
the on-time delivery of their products. In the past decade, Taiwan’s medicinal prod-
ucts industry has increased its competitive advantages in terms of production through
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outsourcing its deliveries to external cargo logistics providers. The outsourcing of a
company’s logistics functions represents an effective allocation of their resources and
reconfigured its supplier network to build long-term partnerships. Organizations have
traditionally focused their attention on controlling their own costs to increase prof-
itability by concentrating on improving the business processes that the organization
controls independently (Ergun et al. 2007). The medicinal products transportation
process in different regions has required giving special consideration to the aspects
of long-range transportation by trucks, ships, and air cargo. There has been a need to
control the temperature, humidity, and other factors during the transportation process.
The outsourcing of key logistics activities has been one of the most important trends
in medicinal companies, and the logistics service criteria affect the outsourcing firm’s
logistics perception, consequent behavior, and partnership selection (Meng 2014).
The logistics criteria and outsourcing decision factors have led to a growing body
of research to define their essential characteristics. Du et al. (2005) pointed out that
product customization has been recognized as an effective means to meet individual
client’s needs, and customers can be actively involved in the product customization.
Logistics outsourcing controls a firm’s differentiation choices on logistics customiza-
tion and enables executives to pursue improved efficiency. There are many impli-
cations for service value of logistics outsourcing in terms of the customization of
services (Remko 2000). Fugate et al. (2006) stated that an effective supply chain flow
requires the creation of synergistic relationships between the supply and distribution
partners in order to maximize service and provide a profit. These decisions are largely
determined by the political and organizational factors associated with the regional
autonomy, geographical factors, climate, travel distances, infrastructure, roads, and
electricity supply in which the population is distributed. Logistical outsourcing issues
are included in the strategic agenda because they can have a positive influence on
company performance (Tracey 2006). Although logistics studies have become a key
component of research work, they have invariably lacked a focus on organizations’
logistics decisions in respect of medicinal products for human use.

2 Logistics on Medicinal Products for Human Use

The Pharmaceutical Inspection Co-operation Scheme (PIC/S) sets out medicinal
products specifications for good distribution practices (GDP), which continue the
thrust of the good manufacturing practices (GMP) established in the scheme. A
manufacturer of medicinal products for human use is required to comply with the
local legislation. This legislation specifies the application of GMP for medicinal prod-
ucts exclusively intended for export. A manufacturing license, the GMP certificate,
is issued, which signifies that laboratory control of the pharmaceutical products has
been conducted (Tomi¢ et al. 2010). The quality of international pharmaceutical prod-
ucts continues to improve, and the quality control regime spans the entire process
from production to sales; that is, the drug quality management covers the entire
life cycle of the drugs and includes stringent requirements for the procedures. The
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quality control of international pharmaceutical companies has continued to improve.
The drug quality management process covers the entire life cycle of drugs, and since
the GDP came into being, it has extended to drug distribution. Over 130 countries
have adopted the GDP specifications. These specifications cover the management
required by the wholesale distributors in respect of risk management, inspection,
storage, and transport. The distribution processes under GDP are consistent with
quality assurance principles (Meng et al. 2019). Thus, logistics providers are to be
able to meet the needs of their medicinal clients by acting as their geographical
partner to propagate the spread and range of their clients’ service criteria. Through
factor and correlation analysis, this study designs valuable criteria to align with the
needs of their outsourcing medicinal companies to enable them to perform some or
all of the logistics activities. These will evolve into tailor-made services to meet the
diverse needs of their clients. Chikumba (2009) indicated that medicinal products
logistics operators need to get additional spatial information, understand the needs of
the health facilities, and take into account environmental factors in order to monitor
the flow of medicinal products at each health facility. Central logistics models are
primarily coordinated by arranging for the products to be received first at their central
medical stores and then distributed to intermediate stores and ultimately to the final
service points. In a decentralized system the intermediate stores are responsible for
receiving, storing, and distributing the end products, and they are also responsible for
procurement of the production inputs. The active pharmaceutical ingredient (API)
specifications need to comply with the GDP regulations, which comprise procure-
ment, importation, storage, supply, distribution, export activity, processing, packing,
reverse logistics, and warehousing, as well as the rules for contract agents, brokers,
traders, and others involved in the supply chain that are not the original manufac-
turers’ suppliers (APIC 2017). APIs are the parts of any drug that are used in the
formulation of the finished product to produce the intended effects of the drug. Based
on the drug GMP, the definition of API refers to the components of a drug by reference
toits physical and chemical properties, its biological treatment, the technology used in
manufacturing to produce the necessary pharmacologically effective active chemical
ingredient. The active chemical ingredients commonly used are drugs manufactured
in the production of biotechnology products.

With medicinal products for human use, international logistics providers play
an important part in aligning GDP and GMP to ensure the stability of the quality
during the transport or storage of the products. They need to monitor the temperature
and humidity to ensure they meet the requirements of the national health authority,
and to do so, they need to develop customized criteria for pharmaceutical logistics
(Meng et al. 2019). For cargo logistics providers involved with medicinal products,
the main functions concern the degree of centralization and the number of storage
points through which the product will pass before being delivered to the recipient.
Roy et al. (2009) argued that the drug supply available must not only meet with
the requirements of the population and the estimated demand for the pharmaceutical
items, but it also scientifically meet the quantity and quality of the medicinal products
demanded. The overall API logistics links are not allowed to have errors that could
compromise the quality of the drugs during transportation. Accordingly, a strict set
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of comprehensive service standards for drug delivery have been set up to reduce the
incidence of risks and accidents in order to maintain a consistent quality of the drugs
and to ensure there are no adverse effects on any of the key factors in the delivery
process.

3 Delphi Method and Questionnaire Design

The data for this study were collected from a survey. To determine the question-
naire items, it was crucial to ensure their content validity and survey instrumenta-
tion accuracy. A standard questionnaire using the Delphi method was established.
The questions were based on expert opinions and suggestions from pharmaceutical
industry representatives, academics, and those with advanced knowledge in related
fields. The first Delphi step involved experts and professors determining the number
of experts required for each group. They decided on one from international ocean
freight transportation, one from international air freight transportation, one professor
from a university, and one product executive from a pharmaceutical company to
provide guidance on the principals of good distribution practices in respect of active
substances for medicinal products for human use. The Meng et al. (2019) studies on
medicinal criteria were divided into a total of 40 measures of logistics criteria and
client decision-making, as shown in Table 1.

The research target for this study is the actual outsourcing logistics decision
makers in respect of medicinal products for human use in Taiwan. The results of the
pretest of all 40 items were very good, so the survey was distributed to 60 logistics
outsourcing decision makers and was carried out during June to September 2019. A
total of 52 successful questionnaires were returned, but five of these were discarded
because of incomplete information. Accordingly, there were 47 usable responses
for an overall response rate of 78.3%. Statistical analyses and factor analysis were
conducted using SPSS. First, factor analysis was used to investigate any separate
underlying factors and to reduce redundancy. Next, Pearson correlations were used
to assess the bivariate relationships. The Cronbach’s « values were statistically deter-
mined to provide a summary measure of the inter-correlations that existed. In this
study, the Cronbach’s o values, which are depicted in Tables 2 and 3, show that the
factor dimension attributes with respect to the logistics criteria and outsourcing deci-
sions are all greater than or equal to 0.6. This shows that each dimension achieved
reliability.

4 Empirical Results

To simplify the analysis structure, this study conducted two factor analyses of the
forty items in the logistics criteria and outsourcing decisions lists. This study adopted
the principal components to extract the factors whose Eigenvalue was greater than 1
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Table 1 Measurements of international logistics criteria and client decisions

Measurements of logistics criteria

Measurements of outsourcing decisions

1. Self-check 1. Medicinal products for human use distribution
regulations
2. Personnel service 2. Drug delivery processes files need to be saved properly
and could date back
3. Premises and equipment 3. GDP/GMP specifications in respect of compliance
document management
4. Complaints 4. Delivery documents are immediately returned
5. Containers and labels 5. Sufficient manpower
6. Organization and management | 6. Temperatures in warehouses are periodically calibrated
7. Vehicles and equipment 7. Workplace environment is clean
8. Sending and receiving 8. Drug distribution has excellent specifications (GDP)
(blue-chip vendors)
9. Repackaging and relabeling 9. Provide written procedures for processing jobs under
abnormal conditions
10. Product returns 10. Has dangerous goods expertise
11. Contract activities 11. Has expertise in highly potent and toxic drugs
12. Transport 12. Emerging market delivery route planning
13. Recalls 13. Capacity for risk assessment for transport
14. Self-audit 14. Drug storage conditions reflect GMP/GDP knowledge
15. Self-inspection 15. Reverse logistics capacity; able to handle rejection and
recalls of pharmaceutical products
16. Information transfer 16. Workers receive the necessary GMP/GDP training
regularly
17. Shipping 17. Acquired Partners in Protection (PIP) certification
18. File management 18. Obtained United States Business Coalition against
Terrorism (C-TPAT) certification
19. Quality systems 19. Obtained Authorized Economic Operator (AEO)
certification
20. Final provisions 20. Transportation vehicles cleaning procedures

and then used the varimax of orthogonal rotation to obtain the rotated coefficients.
Finally, factors four and five were extracted. The accumulated variance explained was
72.13% in respect of the logistics criteria and 68.42% for the outsourcing decision;
the analysis results of the individual factors of the logistics criteria and outsourcing
decisions are illustrated in Tables 2 and 3, respectively.

Factor analysis was conducted to classify the identified client’s outsourcing deci-
sions into several critical dimensions. The results identify equipment as the most
important dimension of the logistics criteria, whereas quality is the most important
dimension of the outsourcing decisions.
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Table 2 Factor analysis of logistics criteria
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Factor dimensions of | Factor loading Cronbach’s o Eigenvalue | Explanation rate
logistics criteria (accumulated)
DOCUMENTS 0.59 0.72 3.68 23.82% (23.82%)
- File management 0.74

- Contract activities 0.58

- Self-inspection 0.66

- Self-audit

EQUIPMENT 0.66 0.77 291 16.2% (41.18%)
- Premises and 0.54 0.71 2.48 17.44% (57.46%)
equipment 0.69

- Containers and labels | 0.71

- Vehicles and 0.48

equipment 0.51

- Repackaging and

relabeling

- Shipping

- Transport

TECHNOLOGY 0.58 0.61 2.98 11.63% (74.41%)
- Sending and receiving | 0.76

- Information transfer | 0.59

- Self-check 0.53

- Final provisions

CERTIFICATION 0.78 0.67 243 9.19% (71.21%)
- Recalls 0.71

- Product returns

TRAINING 0.69

- Personnel service 0.46

- Organization and 0.44

management 0.68

- Quality systems 0.54

- Complaints

In order to understand the relationships between the factors of the logistics criteria
and outsourcing decision indicators, the study used Pearson’s correlation analysis.
The results are shown in Table 4.

The empirical results show that there are significant relationships between the
factors of the logistics criteria and outsourcing decisions. The detailed analyses and
corresponding relationships are stated below.

1. A significant relationship exists between “Documents” and “Quality” as well as
“Documents” and “Delivery.”

2. A significant relationship exists among “Equipment,” “Technology,” and “Certi-
fication” and among “Quality,” “Freight,” “Service,” and “Delivery.”

3. There are significant relationships between “Training” and “Quality” and
“Service” and “Delivery.”
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Factor dimensions of Factor loading | Cronbach’s a | Eigenvalue | Explanation rate
outsourcing decisions (accumulated)
QUALITY 0.69 0.71 7.94 37.54%

- Temperatures in 0.77 (37.54%)
warehouses are 0.74

periodically calibrated 0.64

- Drug delivery processes | 0.58

files need to be saved 0.71

properly and could date

back

- Medicinal products for

human use distribution

regulations

- Sufficient manpower

- Workplace environment

is clean

FREIGHT 0.59 0.73 241 16.77 %

- Transportation vehicles | 0.57 0.87 1.68 (54.45%)
cleaning procedures 0.73

- Provide written 0.58

procedures for processing | 0.54

jobs under abnormal

conditions

- Workers receive the

necessary GMP/GDP

training regularly

- Low cost provider

- Acquired Partners in

Protection (PIP)

Certification

SERVICE 0.69 0.61 1.62 13.41%

- GDP/GMP specification | 0.58 (75.86%)
of compliance document | 0.48

management 0.57

- Drug storage conditions | 0.81

reflect GMP/GDP 0.78

knowledge 0.58

- Expertise in highly
potent and toxic drugs

- Obtained Authorized
Economic Operator
(AEO) certification

- Has dangerous goods
expertise

- Obtained United States
Business Coalition against
Terrorism (C-TPAT)
certification

(continued)
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Table 3 (continued)

Factor dimensions of Factor loading | Cronbach’s a | Eigenvalue | Explanation rate
outsourcing decisions (accumulated)
DELIVERY 0.54 8.36% (72.18%)
- Delivery documents are | 0.69

immediately returned 0.43

- Drug distribution has 0.58
excellent specifications
(GDP) (blue-chip vendors)
- Reverse logistics
capacity; able to handle
rejection and recalls of
pharmaceutical products

- Emerging market
delivery route planning

Table 4 Pearson’s coefficients on logistics criteria and outsourcing decisions

Logistics criteria
Outsourcing | Factors | Documents | Equipment Technology | Certification | Training
decision | uality | 0.24% 0.18 | 0.59™ 035" 0.25°
Freight |0.18 027" | 0.64™ 0.31™ 0.06
Service | 0.04 0.36™ | 0.57" 0.48" 031"
Delivery | 0.53" 0.56™ | 0.48" 0.28™ 0.27"

“Significance level p < 0.01; Significance level *p < 0.05

4. “Equipment,”Technology,’and “Certification” in operations are potential logis-
tics factors to connect with the outsourcing decisions. The results showed that the
logistics criteria have a significant relationship with the outsourcing decisions.

5 Conclusions

This study conceptually defined the domain factors and, using the Delphi method,
designed 40 survey items to empirically validate and explore the relationships
between the service criteria and outsourcing decisions on the medicinal products
examined. The results align with those of Gouveia et al. (2015), who surveyed
European participants with respect to GMP guidelines in which quality, security,
and effectiveness at exceptional levels are applicable to the manufacturing of health
products. By providing positive logistics criteria to the client, the potential negative
service failure associated with the logistics decision is reduced. This suggests that
cargo logistics providers should place their emphasis on the documents, equipment,
technology, certification, and training factors. The logistics criteria are the matters
that drive the clients’ outsourcing intentions. Understanding the behavioral intention
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on outsourcing is the main factor to influence clients’ decisions (Meng et al. 2010).
This study demonstrated that equipment is the most important criterion and that firms
should take it into account when developing their strategy. The study also presented
the strategic management that is necessary regarding the decision factors of quality,
freight, service, and delivery. In summary, this study identified the essential factors
that need to be comprehensively evaluated to provide an understanding of the logis-
tics criteria and outsourcing decisions. We expect that it can be used as a reference for
strategic planning carried out by cargo logistics providers. The results revealed that
the proposed two factors have psychometric properties that are desirable to clients
when they make decisions, and that these factors can improve efficiency and core
competency.
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Human Factor in Industry m
4.0—Perception of Competences L
of Graduates and Employees

Anna Stasiuk-Piekarska

Abstract The concept of Industry 4.0 is focused on the production of personalized
products in time and cost which are approximate to mass production. The gener-
ated technical and organizational solutions force enterprises to change the role of
their employees. He stops to be a contractor and becomes a supervisor of the self-
initiating production process. The chapter presents the research about the perception
of competences of employees and graduates by the enterprises in the context of the
discussed strategy of Industry 4.0. This is a part of a wider research carried out using
the CATI method on a group of 108 large industrial enterprises located in Poland.
They allowed to find out not only how the idea of Industry 4.0 is understood, but also
what is necessary to implement it. It gives a chance to formulate guidelines to which
areas the attention should be paid to build the competences of future and current
staff of industrial enterprises—including logistics—not only in Poland but also in
the world.

Keywords Industry 4.0 - Employee’s competences - Industrial enterprise

1 Introduction

Enterprises that make a decision to compete on the global market look for ways
to reduce costs and acquire commissions to survive on the market. The resulting,
inevitable changes are often referred to as industrial revolutions. Since 2013, we
have been watching how the world is preparing and attempting to introduce the
Fourth Industrial Revolution, called the Industry 4.0 (Dr. Wieselhuber & Partner
GmbH, Fraunhofer-Institut fiir Produktionstechnik und Automatisierung IPA 2015).
The concept was proposed by the German government as a direction in development
and support for the competitive efforts of German enterprises. The new method of
production forces the existing and potential employees, meaning staff educated by
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universities, to acquire and use new skills. The author elected to combine consid-
erations on the competences of the existing and future employee, because the need
to expand skills and undertake training on communication and the so-called soft
competences exists for the both groups of employees. This creates a special educa-
tion need, especially among the engineering staff, who must not only prove their
technical skills and expertise, but also be willing to introduce changes and drive self-
development. For higher education institutions, on the other hand, this represents
an area for scientific research and where educational activities can be expanded and
updated.

The Industry 4.0 concept aims to accelerate the emergence of smart factories,
which should be based on network cooperation with the use of informational and
communication technologies for the purpose of combining machinery, processes,
systems, products, clients and suppliers (Bembenek 2017). An important role here
is played by employees, who receive information at any time and from any place
(Wyrwicka and Mrugalska 2017), allowing the production of personalized products,
the so-called mass customization. This idea defines a broad spectrum of innovations
in IT, production technology and material sciences that impact the implementation of
the concept of Industry 4.0. Special attention was paid to challenges resulting from
Spath et al. (2013):

e handling large amounts of data,
e the businesses’ ability to introduce innovations,
e flexibility of production processes.

These issues may be further expanded with the complexity of enterprise manage-
ment and ensuring data safety (Spath et al. 2013). As a result, new tasks must be
carried out by employees, which, in turn, forces them to acquire different skills and
competences.

The use of new technologies gives access to all working parameters in real time
and allows analysing massive data bases. This makes it possible to use new steering
and control methods with the application of mobile devices and technologies. Conse-
quently, the merging of the real and virtual worlds is observed. An expansion of the
traditional concept of the man-machine array (Bendkowski 2017).

2 Employees in Industry 4.0

When arranging the operations of an organisation, one should remember about the
individuals tasked with handling it, which most often means the employees them-
selves. According to Bendkowski, two models of enterprises can be distinguished
when analysing work organisation in a smart factory. The first model is based on struc-
tures with changing personnel composition that supports the process of learning on a
job position and give the units operational flexibility and a high degree of autonomy.
Their structure will be based on self-organising activity networks whose purpose is
the completion of a specific task. Another organisational model will consist in an
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enterprise based on polarisation of qualifications, one that supports a far-reaching
work division that is a combination of decentralisation and expansion of the scope of
duties, while maintaining a strict division of work and standardisation. The creation
of new structures and a different organisation of work may lead to the creation of
problems at the intersection of humans, technologies and organisation and their rela-
tions to socio-technical systems. This constitutes a determinant for commencing
analyses within the area of the impact of technology on shaping social reality. The
result is the necessity to mutually adjust the technology and the requirements of
organisational structures and work quality criteria (intellectual development, growth
of the employees’ competences and knowledge, among else) (Bendkowski 2017).

The ASTOR Reports (2017) on Industry 4.0 Engineers contains research that
points to the perception of indispensable competences by employees. The necessity of
training is noted, on the so-called “hard” skills related to technical competences (new
automation systems, programming skills, SAP training), financial and organisational
competences, cost accounts, work and production organisation, project management
and self-management in time. Among the so-called “soft” competences, the respon-
dents would most often point to human resources management, skills useful for
contacting clients and negotiations, acquiring new clients, sharing and transferring
competences, competences related to communication, creativity and leadership. At
the same time, the report underscores that competences on which cyber security
depends will be the basic competences for organisations operating in cybernetic
systems (ASTOR 2017). The employees will cease to be executors, but will become
work supervisors, so it seems important to combine the activities on the verge of
“cybernetics” with, for example, working with robots or using IT and programming
tools (2016). Many authors have noted that employees in companies based on the
Industry 4.0 concept must not only have expert competences, but they should also
be open to varying tasks and low levels of stability and task repetitiveness. They
must be ready to process and analyse data from multiple sources, with the use of
Big Data tools. This creates the need to know how to choose what is important to
analyse a given problem, to evaluate the reliability of data and to draw conclusions
(Piatek 2018) It is also noted that the competences of the future will have the client’s
needs in their centre. Among the analysed features the following are underscored
(Szczerblewska 2017):

client orientation,

flexibility,

critical thinking skills,

openness to digitisation,

readiness and openness to change,

easy adaptation to new conditions and environment,
team work skills,

comprehensiveness and integrity,

ability to work in varying cultural conditions.

Hecklau et al. also mention the ability to transfer knowledge, media skills,
understanding IT security or tolerance of ambiguity (Hecklau et al. 2016).
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The omnipresent computerisation will also lead to increased complexity of
production processes. It is also assumed that the basic competences will include
the ability to solve complex problems and to learn at work. Smart factories will also
require employees who can collaborate with others in the pursuit of a common goal
within the value creation process. A view present in literature posits that produc-
tion workers will have to improve their skills in the area of flexible manufacturing
(among else to acquire and improve digital competences in manufacturing, assembly
and auxiliary areas related to preparing and planning production, quality manage-
ment and logistics). They are also expected to have competences allowing to fulfil
the process owner role—sponsoring and designing it, managing changes, introducing
improvements. Employees should also strive to take the role of process managers,
whose duties included planning and coordinating activities related to carrying out the
process, monitoring it and reporting it. The need to have skills in counteracting any
disruptions that may stem from the growing complexity of manufacturing processes
is also seen (Bendkowski 2017).

Analyzing the above, it is worth noting that Polish universities educate more and
more graduates—currently 27.2% of Poles have a university degree (the average in
the EU is 28.7%). However, Polish graduates still lack the qualifications needed at
work. Poland achieved a result of only 3.9 according to the Global Competitiveness
Index scale (where 7 is the highest assessment of matching students’ competences
to their future work). The average for EU countries in this respect is 4.897. This may
suggest that it is only at work that young Poles acquire useful competences. What
may be noted here is the role of employers in educating staff based on the skills
gained from the university. The increasing degree of automation causes an increase
in demand for employees with high technological and digital skills. Higher cognitive
skills and socio-emotional skills also seem important. Both the education sector
and the companies themselves will have to help employees adapt to this demand.
In this context, retraining strategies are important, including lifelong learning and
formal employee training. In Poland, adults do not often continue their education.
(McKinsey and Company 2019).

3 Evaluation of Competences of Graduates and Employees

Research methodology

The survey was performed using CATI method, on a sample of 108 respondents.
They were performed as a part of the design works of financing the Youth Staff of
the Faculty of Engineering Management of the Poznan University of Technology
(No. 11/141/DSMK/0586). The survey was completed at the turn of November and
December 2019. Large production enterprises (with over 250 employees) located
in Poland were selected for the survey. The questionnaire featured open-ended and
close-ended questions. The majority of respondents were employed as specialists,
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Fig.1 Summary list of the

survey participants’ ® No
responses to the question:
“Do the existing employees’ Not really
competences allow the
implementation of the 39% I have no
Industry 4.0 idea?” opinion
H Generally
yes
Yes

head managers or directors (more information: Stasiuk-Piekarska and Mrugalska
2020).

The presented results apply to viewing the competences of employees of the
examined organisations and the respondents’ evaluation of matching the students’
competences for the purpose of implementing the Industry 4.0 strategy and they
constitute a part of the conducted examination.

Competences of employees

The first questions aiming to evaluate viewing the possession of competences by indi-
viduals from the organisation’s environment (employees or graduates in the labour
market) was the request to evaluate the statement “Do the existing employees’ compe-
tences allow the implementation of the Industry 4.0 idea?”. To better illustrate the
results, the responses were rated according to Likert scale (1-5), where: 1—no, 2—
not really, 3—I have no opinion, 4—generally yes, 5—yes. The results are presented
in Fig. 1.

The responses to the open-ended question “Do the existing employees’ compe-
tences allow the implementation of the Industry 4.0 idea?” show that 19 in 108
respondents have no opinion in the examined area.

The responses of 24 survey participants (22% of the surveyed) were considered
statements close to “generally yes”. The respondents had doubts expressed by such
statements as “the managerial and engineering staff yes, but not necessarily the
older employee”, “depending on the field” or declarations related to training and
improving qualifications of their employees. The responses of 42 survey participants
were qualified as the confirmation that the employees of the examined organisations
have competences allowing the implementation of the Industry 4.0 idea. The respon-
dents in this group used rather decisive language in their evaluation, with expressions
such as “yes” and “definitely yes”, assessing them as good.

14 respondents negatively evaluated the competences of the employees of their
respective enterprises in relation to satisfying the requirements of the Industry 4.0
concept. 8 survey participants evaluated this area as rather unfitting to the require-
ments of the examined idea. Some of the surveyed noted the lack of financing for
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training, however, some of them assured that their organisation would surely support
such activities in the future. The lack of certain competences is also identified, but
the specific skills are not named.

One of the respondents replied in a manner disregarding the topic, stating that at
the time of reply it is generally difficult to retain employees.

The analysis of the obtained information shows the necessity to not only reiterate
the request to identify what competences the employees miss, but also the need to
analyse the correlation between the job position and the level of assessment of the
employed staff.

Shaping the competences of future staff

Another examined issue that was supposed to examine the view of having compe-
tences by the individuals in the organisation’s environment (employees or graduates
in the labour market) was the request to assess the statement “In your opinion, do
universities educate staff that supports the development of automation and production
customisation?”’. Similarly to the analysis of responses to the previous question, to
better illustrate the results, the responses were rated according to Likert scale (1-5),
where: 1—no, 2—not really, 3—I have no opinion, 4—generally yes, 5—yes. The
results are presented in Fig. 2.

To the question “In your opinion, do universities educate staff that supports the
development of automation and production customisation?” 11 respondents (10%
of the surveyed) had no opinion with regard to the examined issue, citing the lack
of contact with graduates or the relatively small comparison group (“I don’t know, I
recently hired 1 person and got good results, but this is not enough™).

10 respondents (10% of the surveyed) believes that universities generally prepare
the graduates to support the activity of businesses in terms Industry 4.0. The used
wording was related to the respondents’ own experience (“I have graduates several
years ago, but I think that [the situation] is improving every year and that the education
gets better; the universities are developing and introducing practical classes”) and
references were made to collaboration with selected academic units. (“We are now
seeing improvements in mutual relations and attempts to share skills, knowledge
and growth”). The positive side is that as many as 51 of the survey participants

Fig. 2 Summary list of the
survey participants’

responses to the question: = No
“In your opinion, do
universities educate staff that Not really
supports the development of
automation and production 47% I have no
customisation?” opinion

B Generally

yes
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assessed the examined issue—whether universities educate staff that supports the
development of production automation and customisation—as “yes”, “definitely yes”
or “absolutely yes”. Still, even these opinions came with reservations that there are
few such universities or that the graduates lack practical knowledge and on-the-job
practice.

24 of the 108 respondents underscored that universities do not or definitely do
not educate their graduates adequately for the needs of Industry 4.0. This group also
included respondents who used phrases such as “the university is visibly delayed in
terms of the latest technologies” or “the knowledge is there, but there is motivation for
work” among the graduates. The surveyed would also use phrases like “not enough
and the availability of such personnel is inadequate”. In relation to the examined
issue, 12 respondents believe that there is generally no support for the education
supporting Industry from the universities or that there is not enough of it. Moreover,
one opinion stated that the graduates have high financial demands.

We may consider it a positive that the respondents make references to working
with universities and building mutual win-win relations. On the other hand, we may
consider it an alarming trend that graduates are assessed to have low motivation for
work, but this may result from the generational gap and the entering of millennials
into the labour market. In this regard, universities can support not only their own
graduates, but also Gen Xers and Gen Yers, with the purpose to improve human
collaboration. We should also not forget about the use of the newest technologies
and teaching them to the students.

4 Conclusions

This chapter serves as an initial review of literature with regard to competences seen
as necessary for implementing and functioning of companies based on the Industry
4.0 concept. Then, the chapter presents the results of examination of the assess-
ment of the degree to which such competences are possessed by employees of large,
industrial enterprises operating in Poland and by graduates of higher education insti-
tutions. Significant optimism can be seen among the respondents, as evidenced on the
conducted examinations. Nearly 60% of the respondents assessed that the employees
of their respective organisations have or generally have competences necessary to
implement the concept of Industry 4.0. Nearly 70% of the surveyed evaluated posi-
tively or largely positively the competences of graduates in terms of supporting
customised and automated production in their enterprises. We should remain mindful
that there is no way to develop business without collaboration with and support from
the external environment, also in the areas covered by the educational system.

The conducted examination constitutes a foray into the evaluation of the readiness
of enterprises to introduce the Industry 4.0 concept. At the same time, we see the need
to deepen the research, if only to address the remarks of the respondents on which
competences they consider to be key in terms of developing business according to
the analysed strategy.
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Summing these considerations up, a conclusion can be made that the analysed
area may constitute a certain group of determinants for the implementation of modern
strategies, such as Industry 4.0. However, in order to be able to obtain highly
customised products, it is not only necessary to declare the openness to collabo-
rate with clients and suppliers, but also a more extensive preparedness with regards
to production management that coves, among else, digitisation and automation of
processes.
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Management of the Human Capital )
of the Persons with Disabilities e
in Logistics Organizations

Krzysztof Czyrka and Jézef Fras

Abstract For many years the low level of awareness on the subject of the meaning of
the social and economic human capital of the disabled persons in many economies has
led to annihilation of the actions in the area of its exploration, development and using
it with the result which is negative not only for the disabled persons themselves, but
also budget of these countries whose discreditable instance is Poland. The first goal
of the article is to indicate the essence and importance of managing human capital
of disabled people. The second goal of the article is to point out recommendations
(based on research) for better management of people with disabilities in logistics
companies. The study was applied logit models as a tool reinforcing the decisive
processes of management of the human capital of the persons with disabilities. One
shall claim that except for the fact of bringing to life the satisfactory array of tools
of support of employment of the disabled persons, in the result of the lack of the
properly conducted informative policy there takes place a considerable limitation of
their role and function.

Keywords Management - Logistics companies * Labor market - Disabled people

1 Introduction

In the light of contemporary challenges of the demographic and economic areas of
Europe a significant meaning commences to have the notion of the human potential
of the people with disabilities. The use of intellectual capital of the disabled is not
only benefits for the disabled themselves but also for the labor market and the state
budget. The logistics industry market seems particularly interesting because it is
characterized by rapid technological progress and large staffing needs.
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2 Methodology

Within the framework of the conducted research the quality methods were used,
in addition to the quantity ones. Within the quality research the desk research was
implemented and what is more, individual extended interviews. However, in the
framework of the quantity methods, the questionnaire was used.

Stage 1: Desk research

This stage encompassed the theoretical analysis of the scrutinized notions and review
of the literature on the topic of the state and situation within the framework of bene-
fiting from the human potential of the disabled persons especially in the context of the
logistics companies. The analysis was conducted with the use of the available publica-
tions and enclosed the following issues: theoretical studies on the operationalization
of substantial terms connected with management of the human capital of the persons
with disabilities on the logistics companies, synthetic studies on the implementation
of methods and tools of so called ‘good practice’ in the range of management of the
human capital of the persons with disabilities in enterprises, studies on the available
statistic data, expertize and reports concerning the state and size of employment of
the disabled persons in Poland, studies on the available statistic data, expertize and
reports concerning the state and size of employment of the disabled persons in the
EU, the research on materials and desk documents directed on the verification of
barriers in the range of benefiting from the potential of disability in enterprises of
the logistics companies.

Stage 2: Individual in-depth interviews

Due to a wide research area—the territory of the whole Poland the individual in-
depth interviews (IDI) were conducted in the chosen enterprises of the lubuskie
and zachodniopomorskie voivodships. The goal of the conversation was to receive
as much of pivot information from the respondents on the topic of the issue of
management of human capital of the disabled persons as plausible. The interviews
were conducted among the decision-makers of the researched entities as well as the
experts connecting the theoretical knowledge with practice. In this way there were
diagnosed core resources of information in the scope of the conducted research.

Stage 3: The questionnaire

Realization of the accepted research method in the third stage required the construc-
tion of the research tool—a questionnaire. In order to check the correctness of the
provided method of the research and the tools used there was conducted a pilot
research which was supposed to verify the correctness of the construction of the
research tool—the questionnaire and the way of collecting the data and the imple-
mentation of the possible corrections. The pilot research encompassed 16 randomly
chosen firms from the list of the companies subjected to the core survey. Having
checked the results of the pilot research and taking into account the remarks of the
explored enterprises concerning the survey, the author undertook the core research.
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The correlated questions in the questionnaire were subjected to the issues stem-
ming from the realization of an average research goal and the verification of the
research thesis. The questionnaire concerned the quantity and quality traits, encom-
passed close-ended questions in which a wide range of statements were cited and
the respondent was asked to mark their answer according to a scale consisting of a
few points and which was also a bipolar one, ranging from a full approval to a total
disapproval.

3 Results/Methods Testing/Model Validation

The effectiveness of benefiting from the human potential of the persons with disabil-
ities is explored and scrutinized most often in reference to the macro economic
factors. On the basis of the elaborate study touching upon literature of the subject
and synthetic exploration presented in the first and the second chapter of the very
dissertation one may state that truly significant macroeconomic factors which consti-
tute barriers and problems in using the human capital of the disabled persons are:
unstable and complex legal regulations in the range of employment of the disabled
persons, unstable and complex conditions of financial support, low efficiency and
purposefulness of expenditures of the supporting funds in the range of promoting
the employment of the disabled persons, generally low professional activity of the
disabled persons as a group and individuals on the logistics companies. Itis confirmed
by the results of the research conducted by the author of the following thesis within
the framework of the project ‘Management of the human potential of the disabled
persons in the organizations on the example of the Protected Labor Plant of the
Western Poland’ in 2011 (https://docplayer.pl/3206536-Co-to-jest-sodir-system-obs
lugi-dofinansowan-i-refundacji.html 2019). However, apart from the undoubtful core
role of the barriers mentioned above and being the obstacles of management of the
human potential of the disabled persons, one rarely indicates here internal determi-
nants (lying in conditions of a company) of a low effectiveness of benefiting from the
human potential of the people with disabilities. That is why the problem of benefiting
from the human capital of the disabled persons undoubtedly does not lay solely in
the sphere of the macro economic factors but also in the great extent depends on the
readiness of enterprises of the logistic companies to employ the disabled persons and
is apprehensive about: openness to employ the persons with disabilities (directing
oneself with stereotypes and prejudices), possessing the decent knowledge allowing
to benefit from the available tools of the financial support, readiness to conduct
technological and organizational changes if the need occurs, possessing the essen-
tial knowledge and skills to implement methods and tools of managing the human
capital, when taking into account the persons with disabilities.

Bearing in mind the fact that it is well worth either in this perspective to have a look
at the received results of the research. The basic factor which conditions the readiness
to employ the persons with disabilities is the inclusion in the strategy of gaining
and management of the human capital of the firm the policy of employment of the
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disabled persons. It is exclusively about forecasting the possibilities of employment
of the persons with disabilities, but practically taking into account this probability in
the processes of management of the human resources, so in:

procedures of recruitment, selection and nominating,
policy of professional development and trainings,
policy of appraisal,

policy of motivation,

interpersonal relations of organization.

Openness in the prism of problematics of employment of the persons with disabil-
ities understood as breaking the stereotypes, prejudices and constraints connected
with them at the potential employers is the primary and fundamental means, however
cannot be treated as a sole category and what is even more, the ultimate one. More-
over, one needs to mark that openness in itself in the sphere of practical management
does not imply anything. Without taking into account practical spheres as the results
impose, there occur much trouble in the area of management of the disabled workers
and in the extreme cases—the conflict with the law and its all consequences. That is
why it is vital to make the strategy enclose the national policy and law making system
in the area of employment of the disabled people and the programs of support where
they exist. What needs to be emphasized is the fact that the effort and responsibility
for securing these areas are on the hands of employers themselves. In this scope one
shall have a look at the gained research result. The analysis showed that the lack of
encompassing the policy of employment of the disabled persons in the strategy of
gaining and managing the human capital took place in 65% of the instances of the
studied companies. The question if the strategy of gaining and managing the human
potential is ingrained into the policy of employment of the disabled people—42%
of the respondents answered ‘rather no” and 23% ‘no’. At the same time the gained
results prove that employers of the logistic companies in the great majority are char-
acterized by the lack of readiness to employ the disabled people. In the prism of
the results received there, it is indispensable to find out and indicate reasons of such
course of action.

1. The issue of knowledge on the theme of tools of support in the array of employment
of the persons with disabilities and also conditions which one is supposed to meet to
get them

One is required to underscore the dependence which exists between the degree of
readiness to employ the disabled persons and the level of the knowledge on the theme
of tools of support in the range of employment of the persons with disabilities. It
means that (in a reversed form) if an enterprise possesses such kind of the knowledge,
then the readiness to employ the persons with disabilities is higher. Moreover the
power of dependability between the variables indicated above is prominent, which
is shown by the calculated coefficient of convergence of Czuprow’s to 0.234. For
convergence a remarkable power and direction of the relation between the knowledge
on tools of support in the area of employment of the persons with disabilities and the
extent of readiness to employ the persons with disabilities is unequivocally showed
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by the attained result of the correlation coefficient of Spearman’s ranks which was
0.2672.

2. The problem of procedures in the range of receiving funds of support of
employment for the persons with disabilities

As it is visible in the results of exploration, the major group of the firms
employing the disabled people and possessing the entitlement to benefit
from SoiD (https://docplayer.pl/3206536-Co-to-jest-sodir-system-obslugi-dofina
nsowan-i-refundacji.html 2019) did not take advantage of endowments to salaries or
other subsidies in the result of the lack of the knowledge on the topic of procedures of
their receiving. When the entrepreneurs who employed the persons with disabilities
in 33% (summed up answer ‘no’ and ‘rather no’) did not have this data, the ones
who did not employ responded so in 89% (60% answered ‘no’ and 29% ‘rather no’
so as to being knowledgeable).

3. The problem of the knowledge on the subject of legal privileges of the disabled
persons

In the light of the possibility of benefiting from the range of the tools of support,
employers are required to meet the defined duties. Among the other there are foremost
the duty to abide legal privileges of the disabled workers which is connected with
possessing the knowledge on them. Here the result of the study proved that the
employers who do not provide jobs to the disabled persons in the great majority were
not accustomed with the array of privileges for a disabled person as a worker. For the
question: Does your company possess the knowledge concerning the legal privileges
of the disabled persons as workers?—the employers in 37% indicated: ‘rather no’
and in 27% ‘no’. A reverse tendency is present among the employers who do employ
the persons with disabilities, who in 95% (the answer ‘yes’ got 80% and ‘rather yes’
15%), but on the other hand what is troublesome is that 5% of the firms did not or
rather not have such knowledge. One needs to mark that is the indispensable realm
and one cannot diminish its prominence in relation to the benefits for employers, since
first of all, meeting these requirements entitles to receive subsidies and moreover in
extreme cases in the result of their lack of fulfillment may expose the company to
serious sanctions. The study revealed that apart from the noneffective promotion and
informative policy from the side of state institutions, the acquaintance of privileges
of the disabled persons lays in the interest of the companies which have decided
to implement into the strategy of management of the human capital employing the
persons with disabilities.

4. The issue of promotion of employment of the disabled persons by public
institutions

The efficiency of promotion of employment of the disabled persons by public institu-
tions (which should take place among the others by indicating the economic benefits
for the companies), was either by the employers providing jobs to the disabled persons
or the ones not doing so assessed very strictly. In the eyes of 80% of the entrepreneurs
not providing jobs to the disabled persons, the promotion of employment of these
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people was seen as not sufficient and according to 17% rather not sufficient. Even
more strictly the entrepreneurs assessed the question of promotion of the human
potential of the persons with divisibilities in the time of realization of the research.
According to 93% of the investigated, the promotion of employment of the disabled
people was regarded as insufficient (85% of the researched responded that it is insuf-
ficient and 17% that it is rather insufficient). In the prism of the appraisal received
in this way, one awaits a brisk improvement in the range of the informative and
promotional policy.

5. Problems of cooperation with non-government organizations in the range of
employment of the people with disabilities

Taking into account the problems depicted above, a great solution may turn out to be
the cooperation of the enterprises of the logistics companies with non-government
organizations which often possess the essential and legal knowledge and also expe-
rience plus they can render skilled aid. Today, such organizations (due to benefiting
from the EU funds) dispose very often of the array of not only essential support but
also so as to financing apprenticeships, courses, trainings etc. However, the research
has shown that that kind of help can be found among the enterprises employing the
disabled persons (57%), but in reference to the ones which do not perform so, such
a cooperation takes place in a minor scope (only 3% declared such cooperation).
Moreover, the strength of dependence between the indicated variables is moderate,
which is proved by the coefficient of convergence by Czuprow which amounted
to 0.335. The moderate dependence of the power and its direction of the relation
between the fact whether the company cooperates with some kind of organization of
non-government origins which promotes the employment of the DP and the extent
of readiness to provide jobs to them is demonstrated by the attained result of the
correlation coefficient of Spearman’s ranks which was 0.40453.

6. The issue of adjusting the architecture and the workplaces to the needs of a person
with disability

To many issues in the area of benefiting from the human potential in the quantity and
quality aspect in the firms of the logistic companies one needs to enclose the physical
barriers connected with architecture of buildings and workplaces. The problematic
is truly vital in the prism of the persons which are affected by disabilities in the
motor organs, sight and hearing ones. In Poland there is approximately 3 million of
the disabled persons with the impairment of the motor system, over 1300 thousand
with the sight impairment and close to 700 thousand with the impairment of hearing
(Czyrka 2013). In the structural picture for the production age, which is vital from
the point of view of the labor market, the most common ailment in Poland is the one
touching the motor organs 48.2% and then: cardiovascular system 32.9%, neuro-
logical damage 32.7%, sight impairment 20%, psychical ailments 14.6%, hearing
impairment 6.2% and mental handicap 7.2% (GUS 2018). These numbers indicate
a great role and at the same time a great responsibility or the people who decide on
the shape of the architecture of the physical milieu and not only in companies but in
all possible spheres of life of a person.
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4 Conclusions

The conducted extrapolation proves that the extent of readiness of enterprises to
employ the DPs is a factor which is decisive for benefiting from the usage of the human
capital of the people with disabilities on logistics companies while the determinants
of its amount are the factors of the internal and external origins.

As the research has shown, the primary and fundamental means in the aspect
of using the human potential of the persons with disabilities of the logistics compa-
nies—is supporting and creating the approach of openness, understood as the process
of breaking stereotypes, prejudices and apprehension connected with that, either
speaking of the employers or the disabled themselves. One is required also to ponder
on the implementation of a social campaign from the means of PFRON’s on the
central level, the so called media of the national range, with the usage of not only
the form of standard commercials but also by the method of building up openness
to employ the persons with disabilities via the so called’ locating of the message’ in
serials, films and frameworks of a considerable audience. All the more so because
of the mission of the State Fund for Rehabilitation of Disabled People (PFRON’s) is
to create conditions facilitating full participation in professional and social life for
Persons with Disabilities. A good complementary solution seems to be the inclusion
in this area the actions on the local area via booking and sharing funds for organizing
conferences, courses and other initiatives which promote openness for employment
of the disabled persons.

The study has proved that in reference to the readiness of enterprises to employ
the disabled persons (a decisive factor) the issue of breaking stereotypes apart from
its significance cannot be treated as the only, ultimate one since in the sphere of
practical management it does not contribute anything. That is why the readiness of
enterprises to profit from the human capital of the disabled persons shall be regarded
not only in the categories of the attitude of openness for employment of the DPs but
also in the practical consideration of the reaffirmed possibility:

e in the national policy and law making in the range of employment of the disabled
persons especially in the programs of aid where they exist,

® in processes of management of human resources (recruitment and selection, the
policy of professional development and trainings, the policy of appraisal, the
policy of motivation, relations of interpersonal organizations).

In this context the process of the research reveled that:

Among the employers of the Among the employers of the logistics companies
(even employing the disabled persons) there occurs a great shortage of the knowledge
on the subject of the available tools of support for providing posts to the persons
with disabilities as well a conditions of their receiving. (even employing the disabled
persons) there occurs a great shortage of the knowledge on the subject of the available
tools of support for providing posts to the persons with disabilities as well a conditions
of their receiving. One shall claim that except for the fact of bringing to life the
satisfactory array of tools of support of employment of the disabled persons, in the
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result of the lack of the properly conducted informative policy there takes place
a considerable limitation of their role and function. First of all the encouraging
function (the category of defined financial support for an employer). What needs to
be emphasized is the matter that the statistically conducted proof process revealed
that this factor has a huge meaning for the extent of readiness of enterprises to provide
jobs to the DPs.

Among the employers of the Among the employers of the logistics companies
(even employing the disabled persons) there occurs a great shortage of the knowl-
edge on the subject of the available tools of support for providing posts to the persons
with disabilities as well a conditions of their receiving. (even employing the disabled
persons) there dominates the lack of acquaintance of the procedures in the range
of acquiring aid funds for employment of the disabled people which constituted a
barrier which hindered benefiting from these means. The first crucial cause of that
fact created impediments in receiving the comprehensive and current knowledge in
this scope. The second, fears of the complex process of procedures in the context of:
the need to devote additional time and generating costs connected with that and also
apprehension of extra audits in connection with profiting from the forms of aid. One
shall mention that the core of this factor in the context of readiness of companies in
order to provide posts to the DPs confirmed in the entire scope the statistic calcula-
tions. Bearing in mind the dimension of the influence of both of the factors above
(the knowledge on the subject of the available tools of support and also conditions
in order to receive them and the knowledge on the acquaintance of procedures in the
area of aid means) on the readiness of enterprises of the logistics companies to profit
from the human potential of the persons with disabilities and concurrently the fact of
a breakthrough moment in the domain of law making regulating the question of using
the aid scheme which is balancing the amount of endowments, starting from the 2nd
quarter of 2014, to salaries on the open and the protected labor market, one shall
recommend as a priority to run the campaign of promotion and information roots
within the scope of employment of the disabled persons in media of the national
range, underscoring the benefits for employers stemming from providing jobs to the
people with disabilities which should simultaneously constitute a redirection of the
formerly activated on-line central platform of employment of the disabled persons
enclosing (providing):

e the collection of the indispensable date in the prism of employment of workers
who are disabled, updated on a current basis and written in a simple language;

e the opportunity to conduct consulting which will be free of charge in the range
of benefiting from the tools of support for employment of the disabled persons
and procedures connected with that, including clearances and reporting in the
traditional, on-line and call-in.
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Application of the MAC Method for Risk )
Assessment During Handling of Loads L

Adam Goérny

Abstract Manual handling is a major category of occupational operations that entail
a range of specific risks and other onerous consequences. These make it necessary
to assess the implications of strains and consider the available improvement options.
The scope and nature of such measures should ensure compliance with existing
laws and be consistent with relevant assessment findings. The chapter describes an
approach to such an assessment relying on the use of the Manual Handling Assess-
ment Charts (MAC). The MAC method allows a good match with the specific nature
of the risks and strains that arise in the course of manual load handling. The case of
the job of the warehouse attendant has been used to assess strenuousness, identify
areas in which strains exceed levels tolerable by worker bodies and suggest appro-
priate improvements. The use of a sequence of actions that is recommended in MAC
guidelines has helped gather and compile the information necessary to identify the
necessary modifications in the work environment and workflows.

Keywords Manual handling - Risk assessment + The MAC method + Improvement
of work environment

1 Introduction

A substantial portion of the work performed in warehouses involves manual load
handling. Such work often entails enormous risks resulting predominantly from
muscoskeletal overexertion (Batish and Singh 2008; Bhattacharya 2014; Roman-Liu
2014; Bevan 2015). Some of the most common causes of strains include incorrect
postures that are usually restrained during work and the handling of loads whose
weight exceeds workers’ capabilities. The result are excessive strains (Bhattacharya
2014; Bevan 2015) as well as excessively repetitive tasks (Enez and Nalbantoglu
2019).
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Table 1 Characteristics of working conditions in transport activities in Poland in 2018 (Working
conditions in 2018 2019)

Business Persons exposed to risk factors Employed in conditions of

activity section | a1 Employees with high risk excessive physical exertion
covered by Total Share among | Total Per 1,000
survey those covered employees

Transportation | 577,669 29,342 5.1 11,744 20,3

and storage

Warehousing 137,119 13,839 10.1 7,736 53.5

and support

activities for

transportation

The significance of the problem is indicated by the number of employees working
in the conditions of hazards associated with carrying out transport. A summary of
these data is presented in Table 1. Particular attention should be note to the section:
Warehousing and support activities for transportation. This section has a 10.1% share
of work performed during which significant (usually unacceptable) risk was diag-
nosed and 53.5% share of employees with excessive physical strain. When analyzing
the data provided, it should be noted that this only covers the estimated part of
employees covered by the diagnosis.

An additional problem is the large number of illness and accident events caused
by onerousness and hazards, and consequently the benefits paid out because of it. In
Poland in 2018 was over 260,000 cases, which was an infamous third position in the
business activity section after manufacturing and mining.

The causes of the events are equally important. According to the reasons indicated
by the Statistics Poland, the most common causes are (Working conditions in 2018
2019):

e The moved object is too heavy (too big weight), too large, bulky or difficult to
maintain according with the verdict of the person employees managing,
The object is unstable or its contents may move,
The object is positioned so that it requires keeping or operating at a distance from
the employee’s torso or tends to bend or wrap around the employee’s torso,

e The shape or structure of the object may cause injury to the employee, especially
in the event of a collision,
Moving the object can be done only by turning the torso,
Performing the work requires tilting the employee’s torso by more than 45° or
performing unstable operations,

e The work place or its surroundings make impossible to move the object at a height
ensuring safety or with the correct body position of the employees,

e The surface on which employees move is uneven, creates a danger when moving
or is slippery in contact with the footing of employee footwear,
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e The floor and work surface have different levels, which forces you to move objects
at different heights,
The floor or foot surface is unstable,
The object limits the employee’s field of view,
Environmental conditions, in particular temperature, humidity and ventilation are
not adapted to the nature of the work performed.

The above makes it necessary to assess risks, determine whether specific work
tasks should be allowed and identify improvements necessary to eliminate risks
or mitigate their effects. The need for risk elimination and mitigation is set forth
in applicable laws. It is also recognized by employers who seek to minimize the
strains that result from failures to ensure safe working conditions. The primary aim
of the assessment is to contribute to the identification of solutions that will reduce
the impact of existing risks on workers. The proposed technical and organizational
solutions reflect the nature of non-conformities and the severity of their impacts on
workers.

The occurrence of strains during manual handling and their effects alone does not
oblige employers to employ countermeasures to mitigate their adverse consequences,
which include accidents and diseases arising during the performance of work oper-
ations. The responsibility to take the measures follows from general safety criteria
as well as manual handling requirements (Sado et al. 2019). Before proper improve-
ment measures can be selected, an analysis of the nature of risks is in order that will
allow one to identify and apply the most appropriate technical and organizational
solutions (Gérny 2017).

Both general manual handling guidelines and specific requirements regarding the
modalities in which handling operations should be performed are laid down in the
law. The fundamental instrument of the European law in this area, the so called frame-
work directive that underpins more detailed recommendations, is Council Directive
89/391/EEC. More detailed modalities and methods of manual handling are provided
for in Directive 90/269/EEC, which supports the framework directive. Together,
the two directives define the responsibilities of employers and employees which, if
adhered to, will ensure safety, lower the probability of the occurrence of risks and
eliminate the risks that may potentially cause accidents (Bhattacharya 2014; Bevan
2015). What the directives do not describe are the specific ways to assess risks. It is
therefore up to the employer to select the most appropriate assessment method that
is best suited to the nature of the irregularities occurring at a particular workplace.

2 Assessment of Risks Associated with Manual Handling

General Guidelines for the Assessment of Existing Risks

The primary responsibility of employers is to keep their workers safe and appropri-
ately deploy practicable safety solutions (Caroly et al. 2010). Such improvements
need to reflect the circumstances at hand and be taken with their actual impact
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on safety in mind. The choice of tools and measures applied to improve working
conditions should be based on an assessment of risks and options for modifying
workstations and work tasks that are available in view of the current state of the art
in technology. To that end, due account should be taken of:

e The nature of the strains in question, including the adequacy of the loads handled
vis-a-vis worker capabilities, the possibility of holding loads in a firm and secure
manner, the ways in which loads are gripped and handled and workers’ proneness
to injury during load handling,

The acceptable level of physical exertion during task performance,

e Work environment specifications such as the room available to workers, surface
types, the stability of foot support and physical parameters,

¢ The conditions in which work is performed such as the frequency and durations of
spinal strains, the forms of rest, the available recovery periods, the pace of work,
the extent of control over the pace of work given to workers, and the demand to
handle excessive loads and/or carry them over excessive distances.

An essential aspect of risk assessment is the physical fitness of workers relative
to the tasks they are expected to perform, the use of proper protective clothing and
footwear and the completion of training in the performance of the required operations.

A workstation-specific risk assessment should be designed to offer answers to
questions concerning the capability to complete relevant tasks (Bhattacharya 2014;
Bevan 2015; Goode et al. 2019) such as:

What risks occur at the workstation?

Who is exposed to such risks?

What types of injuries may result from the risks?

What is the probability of the occurrence of circumstances that lead to risks in the

work environment?

What parts of the work environment need to be modified to reduce risks?

e What protections can be put in place to prevent the occurrence of circumstances
that result in risks?

e What are the chances of injuries (accidents) being triggered by the circumstances
that result in risks?

e How to protect people (workers) in circumstances that result in risks and in

circumstances in which exposures to risks are unavoidable?

To be able to undertake measures aimed at eliminating irregularities, employers
must design their workplaces to standards that will enable them to identify conditions
that promote comfortable postures that are unlikely to result in excessive loads or
strains (Pinder and Frost 2011; Salas et al. 2016).

How to Apply the MAC

The Manual Handling Assessment Charts (MAC) is a method used to examine and
assess the risks that occur during manual handling. The tool is designed for identi-
fying the factors that generate the biggest risks during the lifting, carrying and team
handling of loads. The method is not used to assess pushing and pulling operations.
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It is not a replacement for a full occupational risk assessment of jobs (Monnington
et al. 2003; Pinder 2003; Pinder and Frost 2011).

The MAC requires users to go through a sequence of stages that help gather the
information necessary for the assessment and identify the required changes. Such
assessment stages are (the MAC tool):

STAGE 1: Assessment of working conditions at workplace,
STAGE 2: Consultations with workers and their representatives,
STAGE 3: Ascertaining whether the work method and workflows in place are
common for a given job,

e STAGE 4: Selection of an appropriate type of assessment of manual handling
operations (lifting, carrying, team handling),
STAGE 5: Completion of the score sheet,
STAGE 6: Analysis of results,
STAGE 7: Proposal of improvements in working conditions and of changes in the
ways loads are handled.

The risk assessment involves assigning indicators and risk levels to assessment
criteria, as per Table 2. Such risk levels will additionally provide an indication of
how urgently improvements are needed.

The assignment of a particular operation to a specific color band helps identify the
operations that belong to a specific task and that require particular attention. Where
tasks involve multiple operations, total task scores help prioritize actions.

An assessment of lifting and carrying operations follows the guidelines provided
in Tables 3 and 4 as relevant for each operation. Such an assessment relies on the
identified risk levels with their assigned numerical scores of risk impact.

Once obtained, assessment scores are entered into the collective MAC score sheet.
It is recommended that the tasks associated with particularly high risk levels be

Table 2. Risk levels (own work based on Monnington et al. 2003; Pinder and Frost 2011; The
MAC tool 2020)

Color band Risk level and risk description

Low risk

G- green | Where needed, consider the impact of risks on vulnerable groups of workers
(pregnant women, youngsters, etc.)

Medium risk

Closely examine the way tasks are performed

High risk

Promptaction needed. A significant portion of the working population may be
exposed to risk of injury

Very high risk

Operations may represent a serious risk of injury and should be examined close-
ly, especially where the entire weight of a load is handled by a single individual

A - amber




282

A. Gorny

Table3. Criteria applicable to the assessment of lifting operations (own work based on Monnington
et al. 2003; Pinder and Frost 2011; The MAC tool 2020)

Assessment criterion

Description of assessment criterion

A - Load weight/
lifting frequency

B - Hand distance
from lower back

C - Vertical lift

zones

D - Torso twisting /
sideways bending

E - Postural con-

straints

F - Grip on the load

G - Floor surface
condition

H - Other environ-
mental factors

Determines the number of lifts per hour and load weightin kg.
G/0
A/4 Dependent on the nature of the work
P/10

Determines the horizontal distance between the hands and lower back. It

50 kg or more

is recommended to assume the worst-case scenario
G/0 Close: upper arms upright, torso straight

A3 Medium: the upper part of the shoulders diagonally or torso

forward

- Far: the upper part of the shouldersis skewed, and the trunk is

tilted forward

Determines the vertical position of the hands of the worker involved in

load lifting. It is recommended to assume the worst-case scenario
G/0
A/l

Above the kneesand/or above the elbow

Below the knees and/or above the elbow

At floor level or below and/or above the head

Determines the position of worker’s torso relative to hips and thighs
G/0
A/l

Torsion / lateral tilt small or none

Torsion or lateral tilt

Torsion and lateral tilt

Determines constraints on worker’s movements.
G/0
A/l

Uncomfortable
Comfortable
Very uncomfortable
Determines load gripping comfort
G/0 Good: containers with well-designed, matching handles or holder
Al Sufficient: container with incorrect handles or holders, fingers
must be clamped at a 90-degree angle under the container
Poor: poorly designed containers, loose parts, irregular objects,
bulky or difficultto grasp
Determines floor surface condition in the load handling area.
G/0

A/l

Dry in good condition
Dry in poor condition or uneven
Dirty, wet, uneven or unstable
Determines environmental factors. Particular attention should be paid to
air temperature, lighting and strong air movements.
G/0
A/l

No risk factors
One risk factor

Two risk factors
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Table 4. Criteria applicable to the assessment of carrying operations (own work based on
Monnington et al. 2003; Pinder and Frost 2011; The MAC tool 2020)

Assessment criterion Description of assessment criterion

A - Load weight/
lifting frequency

B - Hand distance

from lower back

C - Asymmetrical
torso or load

D - Postural con-

straints

E - Grip on the load

F - Floor surface

condition

G - Other environ-
mental factors

H - Carry distance

I - Obstacles on
route

Notes the weight of the load carried by worker and carry frequency.
The assessment is based on the relationship between load weight and car-

ry frequency.
G/0
Al4 Dependent on the nature of the work

P/10 50 kg or more
Determines the horizontal distance between the hands and the lower back
of the worker carrying loads.
G/0
A/3

Close: upper arms upright, torso straight
Medium: the upperpart of the shoulders diagonally or torso forward
Far: the upper part of the shouldersis skewed, and the trunk is
tilted forward
Determines the position of the load relative to the torso.
G/0
A/l

Load symmetrically, in the front, in both hands

Load asymmetrically or sideways, in two hands

Two-handed side-load transfer

Determines freedom to carry loads seen as the absence of restrictions on

movement.
G/0 Uncomfortable
A/l Comfortable

Very uncomfortable
Determines load gripping comfort and the possibility of the load falling
outof the worker’s hands.
G/0 Good: containers with well-designed, matching handles or holders
N Sufficient: container with incorrect handles or holders, fingers
must be clamped at a 90-degree angle under the container
Poor: poorly designed containers, loose parts, irregular objects,
bulky or difficultto grasp
Notes floor surface condition (dry, uneven, worn, debris, damp, inclined,
unstable).
G/0

A/l

Dry in good condition
Dry in poor condition or uneven
Dirty, wet, uneven or unstable
Determines environmental factors, the most noteworthy of which are air
temperature, lighting and strong air movements.
G/0
A/l

No risk factors
One risk factor
Two risk factors

Notes the distance to which the load is carried. The greater the distance,
the greater the risk associated with the carry distance.
G/0
A/l

2m—4m

4m—10m

10 m or more

Notes obstacles along the carrying route.
G/0
A/l

No risk factors
One risk factor
Two risk factors
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indicated. For added score sheet clarity, the letters used should reflect the color
associated with identified risk levels.

3 An Example of Using the MAC Method in Workplace
Risk Assessment

Risk Factor Identification

The manual handling strains were assessed for the case of a warehouse attendant in
a wholesale electrical supplies establishment. The company’s core business is the
wholesale and retail sale of cables, cords and other fitting items.

The warehouse attendant works on a three-person team in a two-shift system. His
job description includes typical operations involved in the receiving of goods and
their preparation for shipping as well as their placement on shelves and in a storage
yard. In performing his work, the warehouse attendant uses technical tools that are
adequate for its nature.

Some of the tasks performed by the warehouse attendant require manual load
handling. The work is done in keeping with the available job manuals and using
knowledge learned in his training. Observations have shown that when handling
materials, the worker frequently assumes wrong body postures that place excessive
strains on his muscoskeletal system.

During risk factor identification, NIOSH checklists were used to identify
ergonomic risk factors in jobs characterized by a high likelihood of developing
muscoskeletal disorders and locomotor diseases (Harward 2004; Gérny 2020). Two
checklists were used that are helpful in assessing strains in warehouse attendants:

e List 5SA: General checklist of ergonomic risk factors,
e List SF: Checklist for manual load handling.

An assessment based on affirmative answers relied on direct observations at work-
station and interviews with the warehouse attendant. Table 5 provides sample ques-
tions and answers that help identify the risk factors associated with manual handling
operations.

Risk Assessment

For the assessment to be appropriate, it is essential to demonstrate in advance that
no counter indications exist to the performance of specific work.

The individual assessed is a 32-year-old man who has been employed as a ware-
house attendant for the last 4 years. The worker is in good health and very fit. His
work involves carrying and lifting loads. The nature of the operations he conducts
is described and the relevant assessment scores are provided in Table 6. The score
sheet additionally offers reasons why specific scores were assigned to individual risk
levels. The worker is not involved in any team handling.
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Table 5 Risks arising during manual handling

Question asked to determine the presence of risks or strains Does the risk/strain exist?
List 5A, Part A.1: Manual load handling

A.1.1 Does the worker lift tools, parts and/or other loads? v

A.1.2 Does the worker lower tools, parts and/or other loads? v

A.1.4 Does the worker bend torso when handling tools, parts and/or | v/
other loads?

List SA, Part A.2: Energy expended
A.2.1 Do the tools and parts weigh more than 5 kg? v

A.2.4 Is the lifting or lowering of loads the worker’s primary v
occupational task?

A.2.5 Is walking and/or carrying of loads by the worker a key work | v
factor?

A.2.7 Is pushing and/or pulling of loads by the worker a key work | v/

factor?

List SF

F.2 Are materials carried over minimal distances? v
F.3 Is the distance between worker body and the item handled v
minimal?

F.4.3 Are the routes and surfaces along and on which workers move | v'*
dry and clean?

F.6 Are the objects handled fitted with handles? v

F.9 Is there sufficient room for maneuvering? v

F.11 Are work surfaces adjustable to ensure their height is a best fits | v'#
the type of manual work being performed?

F.12.1 Can the worker avoid handling loads below the height of V&
hand knuckles and above shoulder height?

F.12.4 Can the worker avoid torso twisting when handling loads? v

F.13 Is there help available to workers lifting heavy loads and/or V&
assuming unnatural postures?

F.14.1 Are risks associated with highly repetitive tasks eliminated v
by e.g. rotating workers?

F.15 Is the need to use force in pulling or pushing minimized or v
eliminated?

F.17 Is there an injury prevention program in place that helps v
workers use auxiliary equipment?

4Negative answers point to the presence of the risk factor

An observation of the performance of the work performed by the warehouse
attendant revealed a number of irregularities reflected in the final assessment score.
These pertain in particular to factors designated with the letter R (red). Verification
(i.e. further observation, in-depth examination) is also required for operations marked
with the letter A (amber). The numerical score should be seen as a general assessment
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Table 6. MAC score sheet for the job of warehouse attendant

Task description:

Carrying: The warehouse attendant manually carries cable coils from the winding site in the
warehouse to pallets on racks. The coils are approximately 50 to 70 cm in diameter and weigh
approximately 20 kg each. The workbench top on which the cables are placed is 105 cm high.
Thebench is 7m away from the rack on which the coils are placed. Each carry operation last
ca. 30 seconds. An average of two such operation are performed every hour.

Lifting: The warehouse attendant manually moves boxes containing electrotechnical materials
with a pallet truck from receiving to appropriate storage locations. During the operation, he lifts
the boxes from the pallet truck and places them on a rack shelf at shoulder height. An average
of fifteen lifting operation are performed by the worker every hour.

Are there indications to suggest that the task at hand is a very high risk? (check if applicable):
[ accidents have occurred during load handling
[ the task is known to usually require substantial force or to be a very high risk

[ the workers performing the task display signs of fatigue (accelerated heavy breathing, red-
ness of face, sweating)

0] 0ther indiCatIONS, IEANY «...evutit e e e e e
Color band

Factor assessed (G, A, Ror P) and score Reason assessment is needed

Lifting Carrying

Load weight/fre- G/0 A/4 The average weightof the coil carried is 20
quency of lifting/ kg, the carrying operation is performed twice
carrying every hour. The loads handled weigh approx-

imately 5 kg and are lifted an average of 15
times per hour.
Distance between A/3 A/3 The upper arms of the warehouse attendant
arms and lower back are angled away from the torso. During the
lifting of boxes, the worker’supper arms are
angled away from the torso.

Vertical lifting zone A/l - Boxes are placed on shelves at shoulder
height, i.e. above the worker’s elbows.

Torso twisting/ A/l R/2 The warehouse attendant carries coils with

sideways bending. one hand by holding them on one side of his

Load and torso torso; the picking up and putting down of

asymmetry (during boxesrequires torso twists.

lifting)

Postural constraints G/0 A/l The carrying takes place in a highly confined

space. During the lifting, the worker has
much freedom of movement.

Color band
Factor assessed (G, A, R or P) and score Reason assessment is needed

Lifting Carrying

Load grip A/l R/2 Coil dimensions preventa comfortable grip.
When lifting boxes, the worker has no means
of gripping the load firmly.

Floor surface condi- R/2 R/2 The warehouse floor is wet and covered with
tion debris.

Distance carried - A/l The carrying distance is 7 m.

Obstacles on route — A2 The warehouse is disorderly, unsecured pow-
(concerns carrying er cordsused for machines (e.g. winder) are
only) strewn on the floor.

Other environmental G/0 G/0 There are no other environmental factors that
factors would reduce work comfort.

Score 8 17
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that cannot be associated with any specific tasks. In the case in question, one can
assume that particular risks to worker health arise during carrying operations.

The assessment results advised the determination of the scope of technical and
organizational solutions to be recommended to adequately address the existing
problems and their causes.

Improvement Measures

Workstation observations and an occupational risk assessment helped identify
improvements affecting work methods.

The suggested technical and organizational solutions reflect the nature of risks
and strains and the severity of their impacts on workers. Workstations were designed
to best fit the postures assumed by workers during the work process and the forces
exerted during manual handling. It is also crucial to account for static loads resulting
from the need to maintain a restrained body posture, the highly repetitive nature of
the work and the substantial amounts of energy expended in performing operations.

The recommended technical solutions designed to mitigate risks in the perfor-
mance of tasks are as follows:

¢ Improvements in the manner in which cable coils are carried from the winding site
to storage racks—the improvements rely on the use of containers with properly
designed handles to carry cable coils in both hands in front of the torso; one way
to do away with carrying the coils altogether is to move them on manual pallet
trucks or in wheeled containers,

e The use of stands for storing cable spool axles horizontally and eliminating the
need to carry them from the storage site to the cable winder,

e Improvements in the way boxes are lifted from manual pallet trucks and placed on
storage shelves at shoulder height. The related risks can be mitigated by using work
platforms, which are particularly helpful for shorter workers who are otherwise
forced to collect items from shelves located above their shoulder height and place
items on them,

e Improvement in the way boxes are lifted from manual pallet trucks and placed on
warehouse shelves at the height of more than 6 cm above warehouse floor; strap
handles on carboard boxes will help eliminate the existing risks associated with
the performance of such work.

The organizational solutions are designed to modify the work environment to
best fit worker needs and raise worker awareness of the existing risks. The suggested
organizational measures involve:

e Changing the location of the work bench used for winding cable coils, thus
shortening the distance over which workers carry the load,

e Placing a fence around cable coil storage to separate it from warehouse travel
routes,

¢ Changing the storage location used for fixing axles to provide workers with
freedom of movement during their handling,



288 A. Gorny

e Designating a storage zone as close to receiving as possible to reduce worker
exposure to untoward external environment factors,

e Setting aside a location for the storage of heavy and rarely used items on the
lowest rack shelves while keeping the most frequently used items between knee
and elbow height,

Making work breaks longer or establishing an additional break,
Providing the workers with footwear with non-slip soles, steel toes and cushioned
heels,

e Ensuring that the weight of the loads handled reflects worker capabilities.

Regardless of the above, it is essential to make safety improvements. These include
regular checks of warehouse floors for cleanliness, as well as worker training and
physical examinations of workers with a view to preventing muscoskeletal disorders.

Quite commonly, even tasks viewed as light may result in excessive strains on
the muscular system. Such strains typically result from incorrect working technique
(Pandya and Desai 2019; Chiasson et al. 2015). Hence, even minor modifications
of the method and course of work and in the work environment itself may be well-
advised (Sadlowska-Wrzesiniska et al. 2016).

Additional benefits can be derived from strict adherence to technical standards.
Technical documents may be referred to for information on the latest technical
advances and best organizational practices in workplace design to ensure proper
protection of worker health and safety.

The working conditions in place must facilitate injury-free performance. It is
crucial to enshrine the principles of work performance in in-house rules and ensure
such principles are well respected.

4 Conclusions

As manual handling is associated with the risk of injury, employers are often exposed
to significant financial losses. The nature and severity of such risks have compelled
the legislator to adopt laws that offer guidelines on ways to assess whether specific
work can be performed and that identify the inherent risks.

The use of the MAC method for risk assessment helps identify the nature of
problems and the improvement potential. The solutions suggested in the follow-up
to such assessments aim to eliminate excessive strains on workers, ensure effective
improvements and raise efficiency. The end result is safer manual handling and
mitigation of the adverse financial consequences of incidents.
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1 Introduction

Resources encompass everything that adds value to a product or service in the process
of design, manufacture, delivery or use. Usually, one speaks of simple or complex
resources, physical resources, financial resources, personal resources, information
resources, tangible and intangible resources and internal and external resources in
reference to a specific entity. Given that the environment shapes ways of functioning
on the market, decision-makers should take advantage of that impact, capitalizing
on existing opportunities (potential, resources). Resources which are a source of
competitive advantage can be characterized in the operational sense by dividing
them into:

tangible resources,

intangible resources,

capabilities—which enable effective use of organizational resources to generate
value (Prahalad and Hamel 1990; Hall 1993; Hamel and Prahalad 1994; Mintzberg
et al. 1998; Eisenhardt and Martin 2000).

Competence is often portrayed as a combination of components, such as knowl-
edge, skills, abilities, capabilities and resources (Derwik and Hellstrom 2017) and
in the times of knowledge management (source) it is the key value which supports
competitive advantage building. In scientific literature, more and more emphasis is
being put on competencies in the area of logistics, including supply chain manage-
ment (Derwik et al. 2016), transport (Bazaras et al. 2016) or Logistic Enterprises
on Service Innovation (Yang and Lu 2017). In the age of the globalization of the
economy, the modern logistics industry has increasingly greater potential for fast
and better development. In order to ensure such action, it is necessary to access
resources, including skills that ensure and support planning, organization, realization
and control of the company’s processes in order to meet its organizational objectives.
Although the issue is touched upon in many scientific articles, it is still not exhausted
(Derwik et al. 2016), particularly in the context of mathematical modelling of the
availability of resources in the context of competence needs in the area of logistics
on the labour market.

It is the purpose of the article to present a mathematical model representing
possible contributions of students into jobs through professional skills, subject to
soft skills, common skills and other socio-economic variables in time. A general aim
is to explore the effects between variables, the structure, stability and sensitivity of
the model. The first part of the article presents a synthetic literature review in refer-
ence to competencies in the logistics sector. It showcases research methods, i.e., the
Multivariate Adaptive Regression Splines (MARS) and Artificial Neural Networks.
The research part is characterized by a description of the data structure as well as
the presentation and comparison of the models. The last part focuses on conclusions
and outlook.
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2 The Importance of Competencies in Logistics

The dynamic of changes in the economy is very intense, with it being particu-
larly visible in the area of logistics where far-fetched market transformations have
appeared in the practice of logistics and supply chain management (Derwik et al.
2016). High competitiveness, complexity and uncertainty in the area of logistics
forced companies to intensify active cooperation between human resources involved
in the supply chain (Mendoza-Fong et al. 2020). The analysis of employer expecta-
tions concluded unambiguously that given such change dynamics, attention must be
drawn to current employee competencies as well as the expected competencies as
that guarantees success in the future (PalSaitis et al. 2017). Based on literature anal-
ysis in the area of logistics (in any part of the world) both technical as well as social
competencies and a theoretical background are needed and practice-based experi-
ence is required (Sangka et al. 2019; Lawrence et al. 2019; Takele 2019; Szafranski
et al. 2019).

Regardless of the logistics specialization and the employment level, the scope
of the most important competencies also shows much repeatability in the analysed
literature sources. The key competencies which are sought in the area of logis-
tics most often include “ability to manage under the pressure of work”, “crisis
management skills”, “interpersonal skills”, “ability to use sources of information”,
and “ability to effectively manage and motivate teamwork” (Spychala et al. 2017;
Wrébel-Lachowska et al. 2017; Ding et al. 2019).

The issues of demand for human resources in logistics and ways of looking for
proper employees for the company are of key importance to the companies’ success.
The matters connected with high-quality talent and employee attraction are closely
connected with HR management and due to the significant demand for employees in
logistics and its global reach, recruitment processes are more and more often based
on the Internet and social networks (Kiessling and Harvey 2014; Spychata et al.
2019).

The specifics of the logistics sector include the significant importance of profes-
sional experience as a precondition and an employability factor. It shows that logistics
professions require a certain set of skills, therefore they demand trained and educated
personnel. That confirms the expectations of professional logistics associations that
predict demand for highly skilled staff in their sector. Job offers in logistics are avail-
able to people on all education levels, combine competencies from different sectors,
careers can develop in a very wide area and there are more and more opportunities
for the employment of women (Rudy 2012; Pearson 2015).

Human resources are an important element in the rivalry of businesses, they are
correlated and equally important as infrastructure and legal regulations (Melliana
et al. 2019). Particularly in the logistics sector, one can see big influence of choices
of proper employee competencies on the effectiveness and efficiency of activities
and thus competitiveness of the company, which is particularly visible in the era
of Industry 4.0 (Melliana et al. 2019; Graczyk-Kucharska et al. 2018; Golifiski and
Miadowicz 2019).
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Competence acquisition in the logistics sector is a continuous process. With
respect to high-school technical professional education and university education,
literature indicates that apart from acquiring basic skills and competencies, students
need to be opened to continuing training at the workplace. Schools and universities
should develop close cooperation with logistics companies and offer postgraduate
studies or courses in order to continuously train logistic personnel to adjust to the
changing needs of the sector (Kotzab et al. 2018). When the employability of school
and university graduates is a key factor that affects the development of the entire
economy, professional improvement should be subject to continuous development.
Many educational solutions are today based on remote internet training and simu-
lations (Butin 2006; Saifudin et al. 2015). The use of simulation methods has been
popularized for years particularly for promising sectors in which teaching rare and
innovative competencies might involve significant costs (Thai 2012).

3 Methodology

3.1 Artificial Neural Network (ANN)

Inspired by the biological nervous system, artificial neural network technology is
being used to solve a wide variety of complex scientific, engineering, and busi-
ness problems (Haykin and Network 2004). An ANN makes it possible to create
complex non-linear models relatively easily, by “learning” from the presented exam-
ples (Fausett 1994). A neural network consists of a large number of simple processing
elements that are variously called neurons or nodes. Each neuron is connected to
other neurons by means of direct communication links, each with an associated
weight. The weights represent information being used by the net to solve a problem.
The neural network usually has two or more layers of neurons in order to process
non-linear signals (Haykin and Network 2004). A neuron receives multiple inputs
from different sources, and has a single output. There are various functions used for
activation (Vanneschi and Castelli 2019).

One of the problems that may occur during neural network training is called
overfitting. The error on the training set is driven to a very small value, but when
new data is presented to the network the error is large. One of the frequently used
methods for improving network generalization is to use an adequate-size network,
which is just large enough to provide an adequate fit. The larger a network is, the more
complex are the functions that the network can create which may cause overfitting.
If we use a small enough network, it will not have enough power to over fit the data
(Demuth and Beale 1998). It is difficult to know beforehand how large a network
should be for a specific application (Fletcher and Goss 1993).
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3.2 Multivariate Adaptive Regression Splines (MARS)

Multivariate Adaptive Regression Splines (MARS) is an innovative and flexible
modelling tool that automates the building of accurate predictive models for contin-
uous and binary dependent variables. It is a non-parametric regression method in
which no assumption is made regarding the functional relationship between depen-
dent and independent variables. Instead, MARS builds this relationship from a set of
coefficients and basic functions, which in turn are heavily influenced by the regres-
sion of the data. The operating method involves partitioning the area of entry into
regions, each with its own regression equation (Hill and Lewicki 2006). The MARS
method creates a regression equation for each region. MARS regression model is
defined as

N
Y=cot ),  cBiX)+e (M

where

B,,: n-th basis function from the set of basic functions,

c,,: coefficient of n-th basis function,

co: constant “absolute” coefficient,

&: random noise term (Friedman 1991).

Its non-parametric nature, its transparency in terms of the relevant variables, and
its adaptability to the data give MARS great potential as a multi-spectral classifier
(Molina et al. 1994).

The basic advantages of the MARS method compared to other methods is the fact
that its use does not require any specific and restrictive special assumptions about the
functional connections between dependent and independent variables. An important
feature of MARS is the nature of the variables it operates on—they can have a
nonparametric form and a multidimensional range. When developing a database for
calculations at the input to the analysis, no list of assumptions about the type of
dependencies between independent and dependent variables is required. Thanks to
these MARS features, the method is very useful in applying to inferences using large
amounts of various data.

MARS method is often interchangeably used with methods using an Artifi-
cial Neural Network, imitating a biological neural network (Merolla et al. 2014).
Both techniques are successfully employed in social research and technical sciences
because as accurate tools they allow the identification of many, even very small
dependencies, and ultimately the development of an over-fit model.
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4 Data Preparation

The analysis was based on the data collected in the project Time of Professionals—
Wielkopolskie professional education. The collected data come from the years 2013—
2015 and concern a comparison of skills sought on the labour market with skills held
by potential job candidates. Skills of every student were not compared with the skills
required in every offer; instead, the data were linked with one another if the student
was interested in a given offer.

The other data selection criterion, apart from time, was the limitation of the area
of interest to skills connected with the profession of the logistics technician. The
skills were attributed according to the curriculum for teaching the profession of
the logistics technician which was in effect at the time. In the description of the
profession, the curriculum is divided into three categories: professional (Z), common
for the educational area (O) and common for all the professions (W). Every individual
skill which is an element of a logistics employee’s skills is attributed to exactly one
of the aforementioned categories. The categories were selected as the aggregating
criterion as part of which indicators X¢, Xz, Yw, X20, X2z, Yow were computed.

Due to the method chosen for the analyses of the dependencies, data which
contained incomplete information about the student regarding their gender, date of
birth, district of residence and about the offer regarding the work commencement
date and the district where the offer maker is seated were additionally removed from
the set of data which met the aforementioned criteria of selection.

As a consequence, the authors arrived at 1436 records containing student_id and
offer_id identifier pairs together with the properties and indicators which describe
them. The data used in the analysis were aggregated in the table composed of 21
data columns including, e.g., gender, date of profile creation, common skills, general
skills.

Due to the requirements of the method chosen for the data analysis, all source
data were recoded to the numerical format according to the following rule:

e data type: a conversion involved transforming the data into the number of days
which passed from 1999-12-31 to the specified date,

e Jogical type: converted from 0-1 to 1-2,

e text type: a numerical identifier was chosen for every value.

5 Models

The main aim is to obtain a model which shows the relations between dependent vari-
able and independent variables. Firstly, as pre-processing part, the collected data has
been arranged and predictor and response variables have been decided (cf. Sect. 3).
Later on, the dataset of 1436 real-life observations was divided into 2 groups by
random sampling method as %70 of the whole dataset for training with 1035 cases,
and %30 for testing with 401 cases. Herewith, while MARS will be applied as a
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fundamental model, ANN will be particularly employed to compare with the MARS
results. In this work, results will be shown only for the train dataset. All results
including the test performance, will be presented during further works.

5.1 MARS Model

In MARS methodology, in order to get an optimal model, we started with determining
a maximum number of basis functions, a number of interactions, a penalty and a
threshold value in statistical software Statistica 13.3. At the beginning of MARS’
forward step, maximum number of BFs, M., has been preassigned as 90, while the
maximal degree of interactions is 2. After pruning in the MARS’ backward stage,
the number of BFs got down to 54, and the number of terms has been decided by
MARS as 33. We concluded both MARS’ forward and backward steps by addressing
Generalized Cross-Validation (GCV) as introduced in Sect. 3. In consequence, the
best MARS model with its BFs is shown as follows:

Yz = —8.7247 — 7, 7882 - max{0, X7 — 5.156} — 7.9166 - max{0, 5.156 — X7}+
1.7764 - max{0, X¢ — 5.157} + 1.7933 - max{0, 5.157 — X¢} 4+ 3.1182 - max{0, X4 — 5.280}
+ 6.2939 - max{0, 5.280 — X4} — 1.3311 - max{0, X¢ — 5.248}
+ 1.84 - max{0, 5.28 — X4} - max{0, Xp — 1.2} — 1.6050 - max{0, X» + 1.274}
+2.156 - max{0, X4 — 5.28} - max{0, X5 — 5.622}
+ 1.191 - max{0, 5.28 — X4} - max{0, X7 — 5.156}
— 1.7899 - max{0, 5.28 — X4} - max{0, X7 — 5.191}
—2.024 - max{0, X5 — 5.714} - max{0, X¢ — 5.248}
—4.38 - max{0, Xg — 5.248} - max{0, 1.3 — Xy}
+ 1.166 - max{0, X» + 1.52} — 7.9212 - max{0, —1.274 — X»} - max{0, 5.172 — X7}
+ 1.4416 - max{0, —1.274 — X} - max{0, 5.539 — X¢}
+ 1.6691 - max{0, —1.274 — X5} - max{0, X4 — 5.233}
—5.5611 - max{0, —1.274 — X5} - max{0, 5.233 — X4}
— 1.259 - max{0, X1 — 1} - max{0, Xg — 5.157} + 1.2833 - max{0, X| — 1} - max{0, X7 — 5.156}
—7.39 - max{0, X3 — 1} — 1.615 - max{0, 5.156 — X7} - max{0, Xy — 6.6}
—2.3787 - max{0, 5.28 — X4} - max{0, Xy — 9.4}
+ 1.1838 - max{0, 5.28 — X4} - max{0, Xy — 6.1}
—2.583 - max{0, X5 — 5.568} - max{0, X7 — 5.156}
+ 3.5333 - max{0, X3 — 5.516} - max{0, Xy — 0}+
4.4346 - max{0, X, + 7.69} - max{0, 9.4 — Xy} — 4.548 - max{0, X, + 1.52}-
max{0, Xy — 1.3} +¢.

In our MARS model, 10 variables seem important, or centrally involved statisti-
cally, among 15 input variables. These affecting variables are: student’s gender (X ),
student’s birthday (X»), student’s profile creation date (X3), job offer visible from
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(X4), job offer visible to (X5s), job offer date of work start (Xg), job offer date of
creation (X7), whether job offer and student are in the same country (X3), student’s
total evaluation value of common skills (X), and student’s total evaluation value of
general skills (X ). Hence, it is astonishing that 6 of 10 predictors are related to time
and in our MARS model we have all time variables. This shows that time is partic-
ularly important for our model and applications in human resource management of
the logistics sector.

5.2 Artificial Neural Network Design

The ANN models were generated in MATLAB. A multilayer feedforward ANN with
one hidden layer was employed in the study. The network had 15 nodes in the input
layer and 1 node in the output layer, i.e., the number of nodes in the input and output
layers were set equal to the number of predictor and response variables, respectively.
Gradient-based Levenberg-Marquardt (LM) back-propagation was used as network
training algorithm. Hyperbolic tangent was used as transfer function in both input
and output layers. Gradient-based Levenberg-Marquardt (LM) back-propagation was
selected as network training algorithm. The number of neurons in the hidden layer
was decided through a trial-and-error approach by varying the number of neurons
from the set {7, 10, 13, 16, 19, 22, 25, 27, 29, 31}. Related information about ANNs
can be found in (Haykin and Network 2004; Fausett 1994).

Since an ANN comes from a computational family of methods, it shows the
results just as an input-output automaton. In ANN methodology, because of the
implicit and hidden of finding y, it does not provide an analytic understanding about
which predictors play an affecting role, and with which sensitivities, as it is possible
by our MARS model explicitly. Hence, for ANN techniques, we cannot assess and
quantify the important variables and their contributions in our setting from logistics
and education.

6 Comparison of the Models

For the comparison of the two methods’ performances, the results obtained from the
training dataset were evaluated in this work. Before comparing an optimal MARS
model with best ANN system, we decided about our model and systems among other
possible cases, respectively. In order to do that, we addressed the first order perfor-
mance criteria: Absolute Average Error (AAE), Root Mean Square Error (RMSE),
and then continue with checking the second order performance criteria: Multiple
Coefficient of Determination (Adjusted R?) and Correlation Coefficient (R). The
comparison has shown accuracy and stability performance within the scope of statis-
tical evaluation. Through these criteria, we measured the predictive capability of the
models.
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7 Professional Skills Training

Table 1 shows the comparison result of MARS with two selected best ANNSs called
ANN; and ANN,. In the table, both ANN systems represent different numbers of
nodes: 25 and 10, respectively. In comparison, MARS has different performances
with respect to different ANNS. In the first case, while MARS does not perform well
enough compare to ANN |, in the second case, MARS works better than ANN,. The
two approaches show that MARS plays a very competitive role when comparing
with ANN for the matched areas of Logistics and Education. Overall, in our study,
MARS has proven to be equally well against its ANN counterpart.

In Fig. 1, the histogram demonstrates that residuals, as a sample of the noise
terms in the model, accumulated around mean 0. Mostly, the squared residuals have

Table 1 Results of statistical . . ..
o Professional skills training

performance criteria based on

training dataset for MARS MARS ANN; ANN

and ANN; AAE 17.7119 14.5708 19.2966
RMSE 25.8319 23.1142 29.1537
Adjusted R? 0.6206 0.6836 0.5240
R 0.7910 0.8359 0.7345
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Fig. 1 The squared residuals related to our MARS model, based on training dataset
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their value close to 0. (For closer statistical discussions we refer to (Aster et al.
2018). Our good performance criteria’s results also imply the characteristic of our
dataset in terms of complexity and accuracy properties in despite of our dataset is
inhomogeneous and nonconvex. We also recall that MARS, differently from Linear
model, does not need a particular distribution assumption.

8 Conclusion and Outlook

The application of MARS in comparison with ANN delivered extremely promising
results with respect to the analysis and creation of decision-supporting models, taking
into account significant variables in order to match professional competencies in the
area of logistics with the needs of the labor market. The analyses made it possible
to study the key variables out of the 21 analyzed ones, with as many as 6 out of 10
of them referring to time. The conclusions in that area are unambiguous. The works
connected with the spatiotemporal analysis in the context of competencies need
to be continued and improved. The aspect is important from the point of view of
improving the competencies of candidates and adjustment to the needs of employers
in the logistics sector. It might also be important to public education institutions
which should flexibly respond to the needs of the labor market and the employers’
demand for specific competencies in the era of continuous technological changes as
well as social, ecological and health-related challenges.

In further studies, there are many challenges connected with the continuation of the
works. Further activities should include spatiotemporal analyses, taking into account
other macroeconomic factors such as unemployment, the gross domestic product,
level of employment in the sector, number of logistics companies or their location.
The location and availability of competency resources might also be significant in
the context of mobility of human resources.

There are certain limitations to the study results. The data for the research were
collected in the period of 2013-2015 and thus they might differ significantly from the
current needs of the labor market. It is the case because, over that time, unemployment
in the Wielkopolskie province decreased from 6.8% reported in 2013 to 3.1% in 2020.
Therefore, the studies should also encompass the current time horizon and up-to-date
indices and companies’ demand for competency needs of young candidates. The other
important limitation is the fact that the studies were carried out in Wielkopolska which
is one of 16 provinces in Poland. Wielkopolska is a region of nearly 3.5 million
inhabitants and, despite the intentional choice in the project Time of Professional
BIS—professional Wielkopolska, the samples are so big that they cover nearly 28%
of all students learning the profession of the logistics technician at the time. The third
and the last limitation is the difficulty in acquiring data for analyses in the context
of intangible resources, in this case, competencies. The analyzed data are based
on self-evaluation of competencies and the level of their mastering. However, it is
worth emphasizing that the analyzed competency profiles of candidates learning to be
logistics employees were most often created under teacher supervision and thanks
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to being able to talk to the instructor, it was easier for the students to understand
separate skills and evaluate them correctly.

The results of the studies confirm that it is worth continuing the works on statis-
tical analyses possibilities in the context of human resources modelling on the labor
market. The developed MARS model generates promising results regarding its use
in further studies. Comparing the performance criteria, the MARS model provides
comparable and, depending on the ANN model, also better results, a fact which
makes us inclined to broaden the data for the analyzed factors and develop increas-
ingly more accurate models describing the needs in the logistics sector. Further works
connected with data and competence models on the labor market concern applying
MARS (Kuter et al. 2018) and ANN, and further data mining methods: RMARS
(Robust MARS) (Ozmen and Weber 2014), CMARS (Conic MARS) (Kuter et al.
2015), RCMARS (Ozmen et al. 2014), to represent and understand P, O and G,
comparing all models and systems by statistical performance criteria, error diagrams
and sensitivity analyses.
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Classification of Trends and Supply m
Chains Development Directions L

Katarzyna Grzybowska and Agnieszka Stachowiak

Abstract The base of knowledge related to supply chain (SC) research is dynami-
cally expanding. The growing trend of publishing scientific papers on the subject is
observable, which indicates that the supply chain concept is in the centre of attention
of scientists and researchers. It can be assumed that the tendency will continue. This
proves the expansive nature of research in the analysed area. The goal of the chapter
to present the classify trends and development directions of supply chains. The goal
is of cognitive and conceptual character and the research implemented benefits from
text mining method. Research is necessary from academic perspective, not only to
organize the knowledge but also to identify future research potential. To achieve the
research goal, an original methodology was designed by selecting research methods
and tools to answer comprehensively to the research questions. The importance of
research results for the development of supply chain, management and quality science
is indisputable. Research to be conducted strives to prove that heterogeneity, multi-
facetedness and multi-directionality of research on supply chain is a difficult but
definable phenomenon.

Keywords Supply chain management - Green supply chain - Sustainable supply
chain - Flexible supply chain - Service supply chain

1 Introduction

The supply chains are in a state of transformation. The better we understand the
future needs, the better modern and future supply chain will function.

Supply chains are inherently complex, dynamic (Surana et al. 2005) and dispersed
and open systems (Grzybowska and Hoffa 2015). Collaboration across SC partners

K. Grzybowska () - A. Stachowiak
Poznan University of Technology, Poznan, Poland
e-mail: katarzyna.grzybowska@put.poznan.pl

A. Stachowiak
e-mail: agnieszka.stachowiak @put.poznan.pl

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2020 307
P. Golinska-Dawson et al. (eds.), Smart and Sustainable Supply Chain

and Logistics — Trends, Challenges, Methods and Best Practices, EcoProduction,
https://doi.org/10.1007/978-3-030-61947-3_21


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61947-3_21&domain=pdf
mailto:katarzyna.grzybowska@put.poznan.pl
mailto:agnieszka.stachowiak@put.poznan.pl
https://doi.org/10.1007/978-3-030-61947-3_21

308 K. Grzybowska and A. Stachowiak

has to be smart, innovative to form value-creating networks. So, we see a different
kinds of supply chain, different trends of supply chain.

It can be observed that the amount of knowledge related to research on supply
chains is significantly spreading. The growing trend of publishing scientific papers
can be observed, which indicates that research on the concept of supply chains is
still in the spotlight of scientists and researchers (Hoffa-Dabrowska et al. 2020).
The supply chains are in a state of transformation. The transformation of the supply
chain of today to the supply chain of the future is an enormous task. The better
we understand the future needs, the better smart and sustainable supply chain will
function.

The publication aims at presenting the classify trends and development directions
of supply chains. Research to be conducted strives to prove that heterogeneity, multi-
facetedness and multi-directionality of research on supply chain is a difficult but
definable phenomenon.

The structure of the work is as follows: Sect. 2 presents the literature review. The
subsequent part of the article discussed the research methods. Section 4 focuses on
and comments results of the research— presents the main trends. The paper is finished
with a summary.

2 Supply Chain—Literature Review

Nowadays, changes are faster and more unpredictable. Supply chains must respond
quickly to challenges and opportunities in the business world. This makes supply
chains evolve and adapt. Global competition and rapidly changing expectations and
requirements of the final customer force major changes in the style and configu-
ration of business organizations and supply chains. The sequential and centralized
system is not flexible enough to meet these expectations. Industry 4.0 and Circular
Economy together have motivated business organizations to evolve towards effective
and prompt sustainable supply chain management (Ballouki et al. 2017; Hernandez
et al. 2014; Lv 2017).

It can be observed that the amount of knowledge related to research on supply
chains is significantly spreading (Fig. 1). The growing trend of publishing scientific
papers can be observed, which indicates that research on the concept of supply chains
is still in the spotlight of scientists and researchers.

With access to the global market, the supply chain is becoming increasingly impor-
tant. Interest in the supply chain concept results from the significant commitment
of theorists and practitioners to the integrated flow of goods from the supplier to
the final customer in an increasingly turbulent, unpredictable and global market. It
was in the 1980s that organizational solutions and the overall concept of supply
chain management became an alternative to the traditional (usually transactional)
way of seeing relationships and doing business between cooperating suppliers and
customers. Since then, this concept has developed significantly in both the theory
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Fig. 1 Number of publications in the area of supply chain research (Hoffa-Dabrowska et al. 2020)

and practice of logistics management. As a consequence, we also have much more
knowledge about organization, functioning and supply chain management (Mentzer
et al. 2001; Nagurney 2006).

3 Research Methods

In order to accomplish with the objective of investigating classify trends and devel-
opment directions of supply chains used an initial search for relevant publications
using a literature review. Have been used Web of Science and Scopus databases. This
is in line with the recommendations regarding the number of databases used (Green
et al. 2006).

The literature review was carried out in three steps, in accordance with guidelines
(Strozzi et al. 2017, 2-3):

1. identifying the scope of the analysis,

2. identifying and locating keywords, type of documents, language, databases,

3. selection, assessment and synthesis of the existing set of completed, reviewed
and registered in the analysed base of scientific papers, developed by researchers,
scientists and practitioners.

The method of bibliometric analysis adopted was the Systematic Literature
Network Analysis (SLNA) method introduced by Colicchia and Strozzi (2012),
which combines Literature Review and analysis and visualization of a bibliographic
network. Adopting this approach allows the identification of trends of key issues
that affect the development of knowledge in a given field in a more scientific and
objective way than descriptive reviews, which are based on subjective criteria for the
selection of works and the classification of research input.

As a result of literature review, a set of keywords has been identified that were
used to collect metadata from Web of Science and Scopus databases. As a result of
this action, a set of concepts was identified. The basic term “Supply Chain” (SC) has
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been identified in the collection. The set of concepts has been narrowed down to the
“Management” science category. Research and creation of a local base was carried
out in January 2020.

Scientific publications from 1989-2019 were searched with the term ‘Supply
Chain’ in their title, abstract or keywords. The initial search for the defined basic
concept of “Supply Chain” included 60,652 references, not including identifying
the type of publication or science category. Then the search was narrowed down to
the set of keyword and science category indicated earlier (management). The total
number of searched publications is 13,274. A local database was created, which was
saved on an external computer storage medium and used for further analysis.

Further refinement of search results was narrowed down to selected types of
scientific publications. For analysis were selected publications that were subject
to the review process: (1) articles from scientific journals, (2) articles as part of
conference proceedings and (3) chapters in edited books. Duplicates have also been
removed.

Subsequent search attempts yielded a total of 13,148 scientific publications
(Fig. 2).

Statistics show that for the publication of scientific articles published by scientific
journals, two of them contributed to the publication of 1,730 identified scientific arti-
cles. This represents 13.16% of all published papers of this type. The dominant maga-
zine is “European Journal of Operational Research”. As part of the magazine, a total
of 1,089 searched scientific publications were published. It is a prestigious scientific
journal about operations management and operational research. It is worth noting that
“European Journal of Operational Research” as the most-published journal from the
studied area is located in the area of operations and operational research, not supply
chain management. This suggests that there is a strong connection between these
two disciplines.

For the surveyed population of 13,148 identified scientific publications, statistics
show that researchers from the United States (3,679) and China (3,470) dominate in
the analyzed set of scientific papers. It is a leadership that significantly contributes
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Fig. 2 Summary of the Systematic Literature Review. Developed by the authors
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to the development of the studied area. They published a total of 7,149 scientific
papers. This gives a rate of 54.37%. England comes in third with 1,202 publications.

4 Identification of Main Trends

As a result of the above actions, a total of 23,701 keywords were specified that
describe the scientific papers identified in the local database over the years 1989—
2019. Among them was a set of keywords that take into account the minimum
occurrence of keywords. Their total number is 965 expressions. On their basis, a
semantic map was developed for the examined period (Fig. 3).

The collection of scientific publications from the analyzed period can be divided
into seven clusters (Fig. 3). The collection of scientific publications from the analyzed
period can be divided into seven clusters (Fig. 3).

Cluster 1 (red area) consists of 296 keywords and relates, among others, to aspects
of Behavioral Supply Management. The BSM is define as the study of how judgment
in supply management decision-making deviates from the assumptions of homo
economicus. This cluster concern issues related to integration and relationships in
supply chains, too. Concern issues related to integration and relationships in supply
chains. Cluster 1 also includes problems related to: (1) supply chain collaboration, (2)
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supply chain flexibility, (3) supply chain integration, (4) supply chain performance,
(5) supply chain relationships, (6) supply chain structure.

Two more clusters concern the greening and social sustainability of supply chains.
Cluster 2 (green area) grouped keywords that relate to three supply chain development
trends: Closed-loop Supply Chain and Reverse Supply Chain. These two trends are
universally recognised as two environmentally friendly practices that could help in
greening conventional supply chains. This area also touches on problems related to
(1) supply chain contracts, (2) supply chain coordination, (3) supply chain finance,
(4) supply chain network, (5) supply chain planning. This cluster consists of 258
keywords.

In the next cluster 3 (blue area) 157 keywords were grouped. This area puts
emphasis on topics related to responsible, sustainable and ecological problems of
the modern business world. Green capability is characterized in terms of product
recovery, supply chain integration, and environmentally. Global competition and
rapidly changing expectations and requirements of the final customer force major
changes in the style and configuration of supply chains. The following develop-
ment trends can be identified here: Green Supply Chain, Sustainable Supply Chain,
Food Supply Chain and Global Supply Chain. In cluster 3 a clear problem area was
identified: supply chain sustainability.

The yellow area (cluster 4) includes 113 keywords. Two other emerging supply
chain development trends have been identified here, i.e. Humanitarian Supply Chain
and Service Supply Chain. Problems have also been reported: (1) supply chain agility,
(2) supply chain strategy.

Cluster 5 (purple area) concerns new technologies. Along with the development
of artificial intelligence and intelligent agent technology, topics related to intelligent
solutions are taken up. The following problems that supply chains have identified
here are: (1) supply chain innovation, (2) supply chain processes, (3) supply chain
visibility.

The last of the identified clusters (sea area), cluster 6, consists of 62 scientific
concepts. Issues of disruption, risk and reliability are becoming particularly important
in supply chains. Risk, disruptions and uncertainty are becoming the main factors
limiting the achievement of a high level of supply chain efficiency and disturbing the
current functioning of cooperating companies in the supply chains. They concern a
group of problems: (1) supply chain complexity, (2) supply chain design, (3) supply
chain disruption, (4) supply chain resilience, (5) supply chain risk, (6) supply chain
security.

The next part discusses the key development trends of modern supply chains.

4.1 Closed-loop Supply Chain

The Closed-loop Supply Chain is the concept based on integration of primary flows,
between supplier and customer, and reverse flows, between customers and vendors.
Closed-loop supply chains (CLSC) are supply chain networks that “include the
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returns processes and the manufacturer has the intent of capturing additional value
and further integrating all supply chain activities” (Guide et al. 2003). The defini-
tions refer also to Close-loop Supply Chain Management which is design, control,
and operation of a system to maximize value creation over the entire life cycle of a
product with dynamic recovery of value from different types and volumes of returns
over time. Closed-loop Supply Chain is the most comprehensive and holistic trend
in research on supply chains, covering the forward and backward flows of material,
benefiting from reverse logistics concept (Hosseini-Motlagh et al. 2020).

4.2 Reverse Supply Chain

Reverse Supply Chain is complementary to supply chain in its traditional meaning,
these chains integrated constitute Closed-loop Supply Chain (Frei et al. 2020). Hence,
the Reverse Supply Chain is responsible for flows initiated by customers and even-
tually expected by the vendors Reverse Supply Chain benefits from reverse logis-
tics which is the process is the process of planning, implementing and controlling
the efficient and effective inbound flow and storage of secondary goods and related
information for the purpose of recovering value or proper disposal (Stock 1992). The
concept is one of the oldest development concepts for supply chains and evolved over
time in works by (Stock 1998) and (Rogers and Tibben-Lembke 1999) who greatly
popularized the idea not only among academics (in Web of Science Core collection
there is over 3000 publications on “reverse logistics” indexed since 1992), but also
among business. The dissemination of Reverse Supply Chains and reverse logistics in
business was greatly supported by the list of expected benefits from Reverse Supply
chain implementation which include pro-longing product lifecycles, decreased lead
time in production, improved image of company and many others.

4.3 Green Supply Chain

The Green Supply Chain idea focuses on ecological aspects of supply chain orga-
nization and management (Abdi et al. 2020). The key issue in Green Supply Chain
concept is to reduce environmental pollution generated on the supply chain scale by
implementation of green practices in business operations (Beamon 1999). Practices,
such as green purchasing, cooperation with customers, eco-design, and investment
recovery, are designed to positively impact environmental performance, moreover
there are models proving their direct and positive impact on operational performance
(Green et al. 2012). There is some ambiguity between Green Supply Chain and
Sustainable Supply Chain since they emerged in the same time. The ambiguity may
be clearly explained, as the first concept is to be driven by ecological and economic
factors while the latter with ecological, economic and factors. Nevertheless, many
researchers use both terms interchangeably. Considering time frame, Green Supply
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Chain is the concept older and more often considered as the research topic (in Web
of Science Core collection there is over 1600 publications on “green supply chain”
indexed since 1997 and their number is growing dynamically after 2010).

4.4 Sustainable Supply Chain

The trend recognized as Sustainable Supply Chain refers to the idea of sustainability
and its implementation to supply chain structure (Mardani et al. 2020). The generic
term for sustainability is sustainable development which is defined as “a develop-
ment that meets the needs of the present without compromising the ability of future
generations to meet their own needs”(WCED 1987). Since the term is general it
requires operationalization which is usually provided by implementing the so-called
triple bottom line approach. The approach encompasses three dimensions: economic,
social and environmental (Elkington 2002) the combination and balance of which is
supposed to result in equilibrium in economy. The Sustainable Supply Chain requires
abroadened approach to the Supply Chain (Grzybowska 2012). In the case of sustain-
able or “green” SCM, sup-ply chain members are encouraged to fulfil customers’
needs concerning ecological or social products (Zhu and Sarkis 2004). Sustainable
development and triple bottom line ideas were originally defined in world economy
context. Nevertheless, it is now used also in the context of business units, especially
Supply Chains as the often operate on global scale and hence can have significant
effect on societies, economies and eco-systems. Sustainable supply chain is not only
the trend recognized in research (in Web of Science Core collection there is over
1200 publications on “‘sustainable supply chain” indexed since 2000, the number of
works published is dynamically increasing after 2010), but also practical approach
promoted by organizations (i.e. SCF—Sustainable Supply Chain Foundation) and
authorities.

4.5 Food Supply Chain

Food supply chain management is developing as a research discipline spanning
local, regional, national and international arenas and it has progressed from a series
of shorter, independent transactions to more collaborative relationships between
producers, processors, manufacturers and retailers (Bourlakis 2004). Many key
trends observable for supply chains are also evident in food supply chains, including
mentioned in previous sections trend on sustainability but also implementation of
information technology for supply chain coordination and management (Mondragon
et al. 2020). Food supply chain is the area of interest important for academics,
nevertheless it is an issue of great practical importance.
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4.6 Global Supply Chain

The general trend recognized in the economy is globalization. It affects all areas
of business activity (and does not limit to business activities, affecting science,
education, leisure activities and entertainment). Global Supply Chain can be simple
defined as supply chain operating in global market, while Global Supply Chain
Management is defined as the distribution of goods and services throughout a trans-
national companies’ global network to maximize profit and minimize waste (Bhat-
nagar 2012). The scale is crucial and determines the trend and size and scope of prob-
lems dealt with. Since global supply-chain management is the general trend dealing
with numerous specific problems, it is operationalized in six dimensions namely:
logistics management, competitor orientation, customer orientation, supply-chain
coordination, supply management, and operations management (Hult 2003). Due to
general formulation of the trend its representation in literature is fuzzy as researchers
tend to focus on specific problems.

4.7 Humanitarian Supply Chain

Humanitarian supply chain is the flow of relief aid and the related information
between the beneficiaries affected by disaster and the donors so as to minimize
human suffering and death (Cozzolino et al. 2012). Since there were 6,637 natural
disasters between 1974 and 2003 worldwide, with more than 5.1 billion affected
people, more than 182 million homeless, more than 2 million deaths, and with a
reported damage of $1.38 trillion USD (Center for Research on the Epidemiology of
the Disasters (CRED)) (Ergun et al. 2009) such solution becomes not only a trend but
also the necessity. In 2005 alone, over 180,000 deaths and $200 billion USD economic
losses have occurred due to disasters according to the Disaster Resource Network
Humanitarian Relief Initiative (HRI). The September 11 attacks (2001), tsunami in
South Asia (2004), Hurricane Katrina (2005), earthquakes in Pakistan (2005) and
Java (2006), COVID19 situation and many more till now make humanitarian aspect
of supply more and more important.

4.8 Service Supply Chain

World’s economy is facing the shift from economy based on manufacturing to
economy based on services. And as goods move in supply chain structures so do the
services coordinated with material flows, completing them and adding value to mate-
rials as they flow. Due to the nature of services, SCM in services is more complicated
than in manufacturing. Service Supply Chain can be defined as a network of suppliers,
service providers, consumers and other supporting units that performs the function
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of transaction of resources required to produce service followed by transformation of
these resources into supporting and core services and finally delivery these services
to customers (Baltacioglu et al. 2007). Major elements of Service Supply Chain
Management which differentiate it from manufacturing include bidirectional supply
chains, perishability and simultaneous management of both capacity and demand
(Shahin 2010). It has been pointed out that SSCM could provide considerable bene-
fits to service organizations, including flexibility in delivery, dynamic scheduling and
process orientation. The Service Supply Chain seems to be an interesting stressing
the importance of logistics services.

4.9 Problems and Issues Identified in Literature on Supply
Chains

The list of problems and issues identified in literature on supply chain with systematic
literature review includes 22 elements linked with clusters presented in the previous
section. The problems listed are of a different nature and scope. However, they can
be grouped according to their character and origin. With such approach, the first
group includes problems arising from and connected to supply chain’s operation, so
the character of the problems is endogenous, while the second includes problems
arising from interaction with environment or environment itself, so the character of
problems is exogenous.

One of the endogenous problems is supply chain structure, as it refers to number
and types of enterprises involved in supply chain operation, as well as links created
between them. Supply chain structure can be referred to as supply chain network
(Abdi et al. 2020). The definition of the structure and of the principles of its oper-
ation depends on many factors, including product design, technology, market etc.,
which makes it a complex decision. The process of definition of supply chain struc-
ture is supply chain design (Tirkolaee et al. 2020). Supply chain design results in
developing general principles for supply chain constitution and operation. The more
elements in a supply chain, the more complex it is. Complexity of supply chain can
be analyzed in two dimensions, namely the number of elements and the diversity of
elements, both resulting in numerous challenges for supply chain management (Piya
et al. 2019). Moreover, supply chain structure, design and complexity have a strong
impact on supply chain performance and characteristics.

Considering the above mentioned, supply chain performance is also endogenous
problem, greatly influenced by supply chain structure, complexity (Zhan and Tan
2020) and supply chain processes (Zimon et al. 2019). The problem of supply chain
performance is of great complexity as it refers not only to performance of individual
enterprises that cooperate within supply chain, but also to overall performance of the
entire supply chain. The latter approach requires considering numerous trade-offs
and synergies within the structure and processes. Performance of the supply chains
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is expected to improve with integration level. However, it can be compromised by
supply chain complexity.

Hence, supply chain integration is also an endogenous issue. Integration is
operationalized by the number and range of links between supply chain elements
(enterprises) and is generally perceived as positive phenomena (Durach and Machuca
2018). Thanks to integration material and information flows in supply chains are
faster, more efficient and economic. Moreover, research prove that supply chain
integration mitigates Bullwhip effect (Zhang and Zhang 2020).

The problem closely linked to supply chain integration and performance is supply
chain coordination. The coordination of actions means combined operation of
the subjects, which: (1) is directed towards achievement of set, common, mutually
compliant targets, (2) encompasses systematizing, ordering and approving process
and various components of the system, (3) takes place in the agreed time and (4)
exerts some influence on behavior of the cooperating entities (Grzybowska and Hoffa
2015). The problem of supply chain coordination was first modeled and analyzed in
(Kumar 1992). The problem is also of endogenous character as aims at improving
supply chain performance by aligning the plans and the objectives of individual enter-
prises. Hence, it focuses on supply chain operation. Aligning of plans and objectives
could lead to integration by inventory management and ordering decisions taken in
distributed inter-company settings but striving for the same goal.

Goal definition is the part of strategy. Supply chain strategy is an endogenous
problems as strategies are often resource-based and strive to exploit potential of
business entities (von Falkenhausen et al. 2019). Strategy includes goals not only
in ongoing perspective but also for the ones to be achieved in the future. According
to some authors, strategy is mostly about planning for the future. Supply chain
planning is another endogenous supply chain problem identified in the literature
(Lejarza and Baldea 2019). Supply chains case give lots of opportunities when
strategy is concerned, as potential of supply chain cane be increased easier than
potential of single business (by including new elements in the structure). Moreover,
supply chains can benefit from shared resources and synergy resulting from integra-
tion and coordination of their structure. The resources considered include human,
technical and financial ones. Supply chain finances are the problem that should be
interpreted on one hand as an advantage of complex structures, as potentially they
have access to larger financial resources, on the other it could be disadvantage due to
problems with money distribution (Jia et al. 2020). Undoubtedly, financial resources
support goal realization when managed well. The goals most often mention in supply
chain context are supply chain flexibility (Novais et al. 2019), supply chain agility
(Shamout 2020), and supply chain resilience (Sawyerr and Harrison 2020). The
supply chain should be characterized by durability, denoting the ability to resist
rapid change and the ability to survive (Grzybowska and Hoffa-Dabrowska 2017).
Many definitions of organizational flexibility may be found though it is commonly
accepted that organizational flexibility stands for the organization’s capability to
adopt to changes taking place in its environment (Buta and Bernard 2011). The defi-
nition of agility is quite similar, as the terms are sometimes confused. Agility can
be defined as the capability of a company to rapidly change or adapt in response to
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changes in the market. When searching for differences, one of the most important is
that flexibility is adaptive approach, while agility tends to be pro-active one. Consid-
ering resilience, it is defined as the ability of an organization to anticipate, prepare for,
respond and adapt to incremental change and sudden disruptions in order to survive
and prosper. Resilience is thus the ability of a system to return to its original or
desired form after a disturbance has occurred (Konecka et al. 2018). Organizational
resilience is supposed to provide supply chain security on numerous levels, starting
from security of the entire supply chain structure, through security of supply chain
components and security of individual employees (Shamsi et al. 2019).

All these goals included in plans are, as mentioned, supported by integration and
coordination of supply chain. However, they can be compromized by diruptions in
supply chain environment. Supply chain disruption should be perceived as risk
source and exogenous factor as it results from environment characteristics (Lawson
et al. 2019). Contemporary market environment is often described as volatile, turbu-
lent or even chaotic due to scope and pace of changes it undergoes. The changes
make management difficult inreasing supply chain risk (Xu et al. 2020). Hence,
implementation of well-known, recognized and established management methods
inefficient or even impossible. Hence the interest in the problem has both academic
(as a challenge to existing knowledge on management) and practical (as a challenge
to practitioners in their everyday activities) perspectives.

The disruptions can be dealt with thanks to innovative approach to management.
Supply chain innovation (Chen et al. 2020) is also the problem identified in system-
atic literature review which generally corresponds with the trends recognized in
many areas, including industry (Industry 4.0 solutions). Industry 4.0 focuses on
nine technologies: autonomous robots, system integration, the Internet of Things
(IoT), simulation, additive manufacturing, cloud computing, augmented reality, big
data, and cybersecurity (Kaur et al. 2020). The innovative solution from industry
affect supply chains, yet logistics solutions, namely Logistics 4.0 concept, empowers
contemporary supply chains equipping it with data necessary for making decisions
and methods and tools supporting information and material flows, even in turbulent
environment and dynamically changing conditions. Supply chain innovations are
perceived as exogenous problems as they are usually produced by research institutes
and/or academia and implemented to supply chains. Thanks to real time commu-
nication that benefits from contemporary technology supply chain collaboration
(Shou et al. 2020) can be increased via new forms of supply chain contract (Min
et al. 2020), together with (21) supply chain relationships with environment (Davis
et al. 2019) and (22) supply chain visibility (Cousins et al. 2019). These problems
are also addressed by literature and recognized in hereby paper.
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5 Conclusion

The factor that inspires academics, stimulates research and leads to generating new
knowledge is undoubtedly the changeability of the economy. Both, enterprises and
SCs must respond very quickly to the challenges and opportunities of the busi-
ness world, adjusting their structure and processes to requirements of customers by
introducing all kinds of innovations.

The base of knowledge related to supply chain research is dynamically expanding.
The growing trend of publishing scientific papers on the subject is observable, which
indicates that the supply chain concept is in the center of attention of scientists
and researchers. Identification of these trends seems to be important from academic
perspective, giving inspiration do scientists and research, as well as to business
people. Contemporary research stress the importance of advanced ICT solutions in
supply chains, cyber-physical systems, intelligent and autonomous solutions. Consid-
ering continuous development of knowledge generated in the field, in-depth research
to systematize and rationalize it is required. Analysis of the process of knowledge
development and its dynamics to reveal and characterize the evolution and identify
potential development trends seems necessary from academic perspective, not only
to organize the knowledge but also to identify future research potential. The research
conducted allowed to identify not only contemporary trends in research on supply
chains, but also problems dealt with. It can be used as the basis for deepened research
on relations and interactions between trends and problems identified.
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Abstract The changes in contemporary economy are widely recognized and dealt
with advanced tools and methods supporting companies facing dynamics and
competitiveness of market environment. The list of tools and methods is long and
usually they are jointly referred to as Industry 4.0. The general idea of Industry
4.0 is to benefit from contemporary technologies to increase efficiency and compet-
itiveness of company, however, when referring specifically to material and infor-
mation flows the Logistics 4.0 term is used. Logistics 4.0 concepts benefits from
advanced communication protocols, cooperation between humans and machines,
which requires knowledge and skills that are provided by higher education institu-
tions. According to authors, knowledge gap filling is a dynamic phenomenon that can
be interpreted and analysed with system dynamics approach. The dynamics of knowl-
edge gap filling could be described as goal-seeking dynamics. The loop dynamics
shows that when considering the expectations and taking corrective actions, the
knowledge gap can be easily filled in a given time period. The goal of the chapter
is to present the original model of dissemination and absorption of Logistics 4.0
solutions developed based on literature review and authors’ experience.
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1 Introduction

As the world and economy changes, so change the needs and requirements on knowl-
edge and skills of workers. Knowledge and skills of workers have to be consistent
with the content of work and since the content changes continuously, workers have
the solid background within their specialization but also ability to adapt and learn.
Flexibility is a personal feature, which can be practiced and developed while solid
knowledge background needs to be provided by education institution. Nevertheless,
taking into account the operation mode of education system the process of educating
and knowledge gap closing or minimizing is disturbed by delays: in identification of
divergences, as they are recognized after the students graduate, hence the feedback
opportunities are limited. Moreover, there are some delays connected with designing
and then implementing corrective actions. Thus, the gap filling dynamics is more
likely to be recognized as oscillatory dynamics. The delays result in increased diffi-
culties, time and money consumption in knowledge gap filling process. To deal with
them, identification of knowledge needs and corrective actions design and implemen-
tation need to be the processes carried on not only regular bases but also concurrent
to providing education.

Knowledge requirement in contemporary economy is determined by processes
realized and technologies implemented. The list of technologies, tools and methods
that contemporary companies benefit from includes Internet of Things, cloud
computing, Big Data processing an many more. These technologies are referred
to (among others) as pillars of Industry 4.0 (RiiBmann 2015). The general idea of
Industry 4.0 is to benefit from contemporary technologies to increase efficiency
and competitiveness of company. Since implementation of production processes is
dependent on logistics, feeding production and delivering final products to customers,
contemporary solutions for logistics required. Hence, when referring specifically to
material and information flows the Logistics 4.0 term is used. Logistics 4.0 concepts
benefits from advanced communication protocols, cooperation between humans and
machines, which makes it demanding in terms of knowledge.

The following paper aims to introduce original model on knowledge on Logistics
4.0 absorption based on causal loops dynamics.

The chapter is structured as follows: after introduction, the terms and definitions
of Logistics 4.0 are introduced in Theoretical background section, research method-
ology, including knowledge absorption idea and causal loops dynamics is explained
in Material and method section, the original model is presented and discussed in
Model introduction section. The final section is Summary.

2 Theoretical Background

According to the Council of Supply Chain Management Professionals (previously the
Council of Logistics Management), logistics is the process of planning, implementing
and controlling procedures for the efficient and effective transportation and storage of
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goods including services and related information from the point of origin to the point
of consumption for the purpose of conforming to customer requirements and includes
inbound, outbound, internal and external movement. Since the definition is quite
general, it is not challenged. However, considering characteristics of contemporary
market, change of methods and tools than logistics benefits from seems unavoidable
due to contemporary material and information flows’ complexity. Globalization is
recognized as the determinant of most of the changes in the contemporary economy,
and one of its consequences is development of a global supply chain as a solution
enabling companies and customers benefiting from global market.

The Logistics Trend Radar report, developed by the DHL Company in 2014,
was one of the first publications that linked Industry 4.0 with logistics. It drew
attention to the benefits emerging from using modern technologies within the field of
Industry 4.0 as part of the provision of logistic services. Since production is closely
linked to Logistics through material and information flows feeding the processes,
the paradigm shift caused by Industry 4.0 brought about a fundamental change in
the entire logistics delivery process, shifting it towards service-oriented logistics
on demand (Bubner 2014). According to the report, the Internet of Things will
support the introduction of intelligent machinery and devices that enable the control
of modern logistics processes to the logistics market (Bubner 2014), contributing
to development of Logistics 4.0 idea. More recent work on logistics’ (especially
inboud/internal logistics’) role is presented in (Kostrzewski et al. 2020).

Logistics 4.0 is defined as “A strategic technological direction that integrates
different types of technologies to increase both the efficiency and effectiveness of
the supply chain, shifting the focus of the organizations to value chains, maximizing
the value delivered to the consumers as well as the customers by raising the levels
of competitiveness. In literature on Industry 4.0, the term used to refer to Logistics
processes performed at excellent level is Smart Logistics (Barreto et al. 2017). Smart
Logistic is defined as the ,logistics system, which can improve the flexibility, the
adaptation to the market changes and bring the company closer to customer needs”
(Strandhagen et al. 2017). Disregarding small terminological differences between
Smart Logistics and Logistics 4.0, they both are designed to support individualized
and technologically advanced production processes performer at the global scale with
corresponding (in terms of complexity and technological level) logistics processes
(Szymariska et al. 2017).

This is achieved by increasing the levels of transparency and decentralization
among different parties through digitalization” (Amr et al. 2019). Hence, the defi-
nition of Logistics 4.0 combines two aspects: processual (supply chain processes
are a subject of the Logistics 4.0 actions) and technical (tools and technologies that
support internal processes in the supply chains) (Szymanska et al. 2017). The tools
and technologies are mostly within IT range as digitization creates plenty of advan-
tages for the supply chain. Considering scope and intensity of logistics operation in
global markets, where companies manage millions of daily shipments, large amounts
of data is obtained via orders transcripts, smart low battery consuming sensors,
GPS, RFID tags, weather forecasts or even social media. These solutions are usually
associated with transport processes. Warehousing processes can also benefit from
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advanced technical solutions thanks to improvement by combining automation, the
Internet of things, drones, 3D printing and innovative applications, becoming smarter,
more connected, automated and robotized. The list of existing solutions that support
Logistics 4.0 includes the technologies: internet of things, cyber-physical systems,
Big Data, cloud computing, mobile-based systems, social media-based systems and
further technologies (Winkelhaus and Grosse 2019).

The expected benefits include access to data and ability to process them, which not
only improves logistics services provided, but also consequently results in increased
customer service level. Moreover, companies reduced complexity, increased reli-
ability, predictability and thus minimized risks, reduced errors, reduced transport
cost, creating new business areas and thus turnover potential, increased innovation
capability, increased agility and flexibility, e.g. in case of new market requirements
(Strandhagen et al. 2017). As a result, Logistics 4.0 plays the same role in managing
supply chains as Industry 4.0 for modern manufacturing factories. However, to
benefit from Logistics 4.0 companies need to adjust their operations and manage-
ment to requirements of contemporary technologies by improving their flexibility
and openness through (Heistermann et al. 2018):

— decentral self-organization through ad hoc interconnection;

— virtual ad hoc organizations, value added chains;

— autonomous self-organizing logistics and production entities;

— expansion through “up-numbering” (modularization);

— flexible deployment of employees (availability calendars, specialist knowledge
catalogue).

Meeting the requirements listed requires deepened knowledge in management,
while implementing technical solutions associated with Logistics 4.0 requires
technical, IT and engineering knowledge.

3 Materials and Methods

The methodology implemented to develop the model of dissemination and absorption
of Logistics 4.0 solutions is based on two pillars: knowledge absorption phenomena
and causal loops dynamics.

Knowledge is an extremely important resource at many levels: economy/society
(knowledge contributes to well-being of societies by developing innovations), orga-
nizations (organizational knowledge contributes to creating competitive advantage)
and individual (personal knowledge increases potential of a person, opens profes-
sional opportunities and contributes to higher level of well-being). The process of
knowledge absorption is consisting of a number of different sub-processes, such as
recognizing the value of external knowledge, acquiring external knowledge, trans-
forming or assimilating it, and exploiting external knowledge (Zerwas 2014). Consid-
ering the complexity of the term, many theoreticians in this area structure absorp-
tive capacity dividing it into dimensions and components (Burcharth et al. 2015)
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where dimensions include acquisition, assimilation, transformation and exploitation
of knowledge (Zerwas 2014), as listed and defined below (Ferreras-Méndez et al.
2015):

e Ability to acquire knowledge (Aac): understood as the ability to locate and identify
sources, and also its valuation and acquisition as a basis for operational activities.

e Ability to assimilate knowledge (Aas): understood as the ability to assimilate it,
consisting of ordering, correct analysis, interpretation, and understanding.

e Ability to transform knowledge (Atr): understood as the ability to combine
new knowledge with knowledge already possessed, through adding or elimi-
nating specific components of knowledge or by interpreting knowledge in a new
innovative way.

e Ability to use knowledge (Aus): understood as the ability to incorporate
knowledge into operational activities and improve processes and competences.

Based on the structure of the concept, knowledge absorption requires an active
approach, openness to interaction with business and scientific environments, and
knowledge flows and diffusion within the company itself. Moreover, the findings
from the study by Ferreras-Méndez et al. (2015, Kostopoulos et al. (2011) show
that firms’ involvement in innovation collaborations with various external parties
enriches their knowledge base (Gebauer et al. 2012) and develops a better ability
to assimilate and exploit external knowledge (Camison and Fores 2010) to facilitate
the understanding of new concepts and effectively implement innovation (Pai and
Chang 2013).

Knowledge absorption is intensified thanks to knowledge diffusion. Knowl-
edge diffusion is the responsibility of educators at all the levels of educational
system, starting from primary level, through secondary and vocation education, to
professional and academic level as well (Biesta 2006).

To describe mechanism of knowledge diffusion and absorption, causal loops
dynamics is implemented. Since knowledge absorption is a process, implementing
dynamic analysis based on causal seems to be appropriate.

Causal loops visualize interrelations between variables in systems. Thanks to
visualization, understanding the situation and consequences of changes of variables
is easier. Causal loop diagram consist of nodes representing variables, and links
representing connections and relations (Sterman 2000). The links can be marked (S)
for positive relations meaning that changes in variables go in the same direction or (0)
for negative relations, meaning that changes in variables go in opposite directions.
The changes in variables tend to be cyclical—causal diagrams take the form of loops.
The loops can be reinforcing (R) or balancing (B). The nature of the loop is based
on the feedback it is based on (Lopez-Caamal et al. 2014). Positive feedback is
a process that occurs in a feedback loop which exacerbates the effects of a small
disturbance, which means that the effects of a perturbation on a system include
an increase in the magnitude of the perturbation, while negative feedback occurs
when some function of the output of a system, process, or mechanism is fed back
in a manner that tends to reduce the fluctuations in the output, whether caused by
changes in the input or by other disturbances (Ford 2010). Hence, considering the
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nature of the feedback, the reinforcing loop is a cycle in which the effect of a variation
in any variable propagates through the loop and returns to the variable reinforcing
the initial deviation. A balancing loop is the cycle in which the effect of a variation
in any variable propagates through the loop and returns to the variable a deviation
opposite to the initial one (Sterman 2000).

4 Research Background

The first phenomenon referred to in the research is knowledge diffusion. Knowledge
on Logistics 4.0 dissemination is performed mostly at academic level as the term
and solution is relatively new. Growing number of publications on the subject proves
researchers’ interest in Logistics 4.0 and Smart Logistics. The trend is presented in
Fig. 1.

Knowledge is also disseminated by providing educational services. In the scope
of logistics, they are offered at vocational level, by HEIs at first cycle courses and
second cycle (MSc), as well as on numerous courses and training sessions.

The second phenomenon into consideration is knowledge absorption. For the
research purposes, knowledge absorption was analysed at organizational and indi-
vidual level. Considering companies, Polish companies were analysed. The research
was on how they absorb knowledge on Logistics 4.0 by implementing solutions
it encompasses. It relies on secondary sources of data from Smart Industry reports,
statistical data and literature analysis. Fundamental sources of data are Smart Industry
reports commissioned by the Ministry of Development and Siemens: editions from
2016,2017 and 2018. Report from 2016 comprises companies employing 250 people
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Fig. 1 Number of publications on a “Logistics 4.0” topic and b “Smart Logistics” topics (Source
own elaboration work based on WOS data: February 2020)
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Fig. 2 Technologies that use SMEs in Poland (Source own elaboration work based on Smart
Industry Report 2017)

and more, while report 2017 and 2018 were conducted on a sample of enterprises
from micro, small and medium groups employing no more than 250 people. The
sample from 2018 includes micro, small and medium enterprises in the following
sizes: N = 60 micro companies (1-9 employees); N = 90—small companies (10—
49 employees); N = 50—medium companies (50-250 employees). According to
the study, “Smart Industry Poland 2018 Smart Industry is based on three pillars
(Siemens 2018):

— digitizing information that allows to create a more effective value chain and more
efficiently manage production processes at all levels,

— flexible and intelligent production technologies,

— modern communication using the technologies and capabilities of contemporary
networks between market participants, systems and end users.

The pillars refer to manufacturing but also to logistics. The diagnosis of the inno-
vativeness of the Polish economy allows to state that the Polish industry (with few
exceptions) is in fact at the third stage of development, which is even before the
Smart Industry stage.

Polish industrial companies associate smart production most of all with opera-
tional efficiency perceived from many different perspectives. Such an approach can
be found in the conclusions presented in Siemens’s Smart Industry reports. The most
common answers to the question on how the respondents understand the concept
under analysis focused on (Siemens 2018):

— efficiency in terms of production management, including the use of smart
equipment and new technologies,

— production cost optimization possibilities,

— flexible response to customers’ needs, with processes optimized in accordance
with the customers’ orders,

— modern communication that also includes sharing information directly with
product consumers.
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The study conducted by Siemens and Millward Brown on Smart Industry in 2016
(Siemens 2016) showed that only 25% representatives of Polish production compa-
nies were familiar with the concept of Smart Industry. At the same time, a signifi-
cantly higher number of people declared that their organizations used technologies
and solutions characteristic for smart factories. Elements of Smart Industry used and
planned for implementation within surveyed companies comprised solutions (also
referring to logistics):

— for the digitization of information enabling optimal and effective production
management at all its levels—73.2%

— aimed at improving communication with the use of modern technologies and
networks inside and outside the company—66%

— enabling the use of flexible and intelligent technologies in production, which can
be influenced on a regular basis and quickly respond to the changing expectations
of target recipients—358.8%.

According to Global Entrepreneurship Monitor (GEM) Poland has been included
in the efficiency economies with the aspirations to join the group of innovation-
oriented countries in recent years.

The results of the survey show that the technologies that give the greatest
competitive advantage are the automation and robotization of production. The most
commonly used solution currently supporting innovativeness is automation with the
use of individual machines—in 48.6% of companies have already been implemented,
and 10.4% of enterprises have plans for the next year. In turn, the robotization of
the entire production line already was implemented in 14.3%, and implementation
is planned in 3.6% of companies (see Fig. 3.).

Smart Industry 2018 Report concludes that 60% of entrepreneurs have not heard
of the Industry 4.0 concept. However, this is not synonymous with the non-use of
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Fig.3 Quantity of SMEs in Poland that use Smart Industry Technologies (Source own elaboration
work based on Smart Industry 2018 report
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modern technologies by these companies. It has already been proved by findings
from previous reports 2016 and 2017 (Siemens 2017).

The most important barriers limiting the adaptation of technology are related to
the lack of financial resources for such activity (almost 65% of responses), lack of
time (62%) and lack of qualified staff (53%). Among external factors decelerating the
innovation process with the use of technological solutions, the respondents indicated
bureaucracy (over 78% of answers), difficulties in acquiring competent employees
(71.5%) and lack of support from public authorities (71%).

Automation of production lines (52% of indications), data analysis (51%) and
software supporting the reduction of prototyping costs of new products (32%) are
the most frequently used technologies by SMEs (see Fig. 2).

At the same time, these are also technologies (including also robotization of
production lines used by 25% of respondents) with the greatest impact on building
competitive advantages and profits of the surveyed enterprises.

The survey Smart Industry 2018 was conducted on a nationwide sample of 200
companies from the industrial or production sector with the number of employees up
to 249 employees, conducting production activity in Poland, i.e. having a production
plant or plants operating in Poland. The analysis of the results takes into account the
specificity of the heavy and light industry sector.

The least popular solution used in business practice is currently artificial intelli-
gence, which was indicated only by 5% of respondents. At the same time, the relative
low percentage of responses to Big Data and Cloud Computing solutions is puzzling.

Automatization of production lines, data analysis, software reducing cost of proto-
typing, robotization of production lines, Industrial Internet of things, collaborating
robots, cloud computing and big data are use in practice in majority by medium
sized companies. Whereas Internet of things and Artificial intelligence is used by
medium and small enterprises in a similar range. Mainly micro companies use one-
component-3D printing and more than 26% micro companies indicated that use this
tool in the practice. SMEs assessed within survey considered Artificial Intelligence
the most difficult to implement (45% of surveyed companies).

Hence, it can be stated that companies are striving for new solutions implemen-
tation, and consequently knowledge absorption.

Knowledge absorption on individual level was also briefly characterized based
on secondary data. According to research by Polish Ministry of Entrepreneurship
and Siemens (Siemens 2019) over 50% of engineers, working in industry think that
educational offer is not well adjusted to requirements of innovative industry (see
Fig. 4.). They lack knowledge and understand that the knowledge they need was not
provided to them during educational processes.

The observation is recognized by academics and result in research initiatives
undertaken to adjust the offer to requirements. The example of these initiatives are,
among other University of the Future project (https://universitiesofthefuture.eu) and
IE3: Industrial Engineering and Management of European Higher Education (https://
ie3.eu/the-project/). The conclusion arising from the background research is the
following: knowledge on Logistics 4.0 is disseminated and absorbed in the economy;
however, the processes are not as efficient as they could be. The authors believe that it
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is caused by delays in both processes, dissemination and validation. The mechanism
is to be illustrated by the original model to be presented in the next section.

5 Model Assumptions

As discussed above, individuals and companies challenged by a lack of knowledge
resources, which is especially important because knowledge is a prerequisite for inno-
vation and firms can generate long-term competitive advantages through innovation
(Zerwas 2014). The stakeholders involved directly in knowledge dissemination and
absorption are characterized in the Table 1.

As it is presented in the Table 1, the task of developing innovations is performer
by both, academia and business, since academia can support companies when devel-
oping innovations with scientific expertise. There are programs (by local authorities,
governments, UE etc.) financing such, cooperation and it can also take the form of
industrial projects founded by companies themselves.

The lack of knowledge on Logistics 4.0 perceived at companies and individual
level is being eliminated by educational offer of the system (including academia).

Table 1 Stakeholders of knowledge diffusion and absorption process

Stakeholder | Characteristics Tasks

Companies | Industrial companies, implementing | Searching for innovation, implementing
innovation, striving to increase their | innovations, developing solutions
competitiveness, adjusting to market | (innovations)

requirements
Academia HEI and research centres generating | Conducting research on advanced
knowledge solutions, developing innovations,
providing educational offer for students,
teaching

(Source own elaboration)
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The knowledge gap can be filled in directly or indirectly, as presented in the Figs. 5
and 6 respectively.

The direct knowledge gap filling is driven by requirements of companies needing
knowledge and innovation implementation. It includes industrial projects and exper-
tise by universities and its nature is determined by clear and comprehensive identifi-
cation of needs. In this case, companies willing to implement or develop innovative
solutions cooperate with academia on market basis, feeding it with data necessary
to develop a solution. Product of such cooperation is customized to specific needs
and requirements of companies. If the gap between expectations and products is
recognized, it is immediately filled in. Knowledge flow is initiated by specified need;
hence, it is pulled from both academia and industry.

The indirect knowledge gap filling is through the University alumni, equipped
with knowledge and working for industry.

The alumni are the intermediary with accumulated knowledge they were provided
with and they are supposed to use in their work. The nature of the phenomena is
more complex. Students during their courses are taught and trained; knowledge flow
is pushed by academia. The expectations of industry and tasks to be performed
are communicated to alumni/employees and this is the moment when the gap is
recognized. Recognized gap needs to be filled in and usually it is done by internal
training, mentoring and courses by companies or self-learning by alumni/employees.
The dimensions of the gap are to be the subject of the further research, followed by
defining and providing tools to fill in the gap. According to authors, knowledge gap
filling is a dynamic phenomenon that can be interpreted and analysed with system
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dynamics approach. The dynamics of knowledge gap filling could be presented with
the model depicted in Fig. 7.

The loop dynamics is based on archetypes of system behaviour. The archetype
was selected basing on the analysis of phenomena. The model shows that when
considering the expectations and taking corrective actions, the knowledge gap can
be easily filled in a given time period. Nevertheless, taking into account the operation
mode of education system the process of knowledge gap closing or minimizing is
disturbed by delays: in identification of divergences, as they are recognized after the
students graduate, hence the feedback opportunities are limited. Moreover, there are
some delays connected with designing and then implementing corrective actions.
Thus, the Fig. 8 more likely reflects the gap filling dynamics.

The delays make the knowledge gap filling more difficult, and time- and cost-
consuming. To deal with them, identification of knowledge needs and corrective
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Fig. 8 Dynamics of gap filling: oscillatory dynamics (Source own elaboration)
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actions design and implementation need to be the processes carriedon not only regular
bases but also concurrent to providing education.

6 Conclusions

Contemporary economy generates numerous challenges for companies. Customers’
requirements are changing immanently and these changes on one-hand follow tech-
nological changes, on the other induce them. The range and scope of changes in tech-
nology and management results in developing many methods and tools of different
character but grouped under a flag of Industry 4.0. The general idea of Industry 4.0 is
to benefit from implementation of contemporary technologies to improve efficiency
and competitiveness, however, when referring specifically to material and infor-
mation flows the Logistics 4.0 term is used. Logistics 4.0 concepts benefits from
advanced communication protocols, cooperation between humans and machines,
which requires knowledge and skills that are provided by higher education institu-
tions. According to authors, knowledge gap filling is a dynamic phenomenon that can
be interpreted and analysed with system dynamics approach. The dynamics of knowl-
edge gap filling could be described as goal-seeking dynamics. The loop dynamics
shows that when considering the expectations and taking corrective actions, the
knowledge gap can be easily filled in a given time period. The goal of the paper is to
present the original model of dissemination and absorption of Logistics 4.0 solutions
developed based on literature review and authors’ experience. The model presented
shows the mechanism of knowledge diffusion and absorption. It show the mecha-
nisms of processes and stresses the delays role. The greater the delay, the greater
consequences—gaps in knowledge acquired and produced (disseminated). Knowing
the mechanisms of the phenomenon enables it management. All the stakeholders
involved namely academia, industry, alumni and student can potentially benefit from
the research results:

a. Academia by understanding the importance of adjusting its educational offer to
needs and requirements of contemporary industry, which will make its educa-
tional offer more attractive to students and future students and as results will
improve its competitive position.

b. Industry by understanding the importance of acquiring employees equipped
with relevant knowledge, which will probably contribute to developing and
implementing high quality organizational solutions and innovations, increasing
performance and competitiveness of companies.

¢. Alumni by understanding the importance of knowledge, which is making them
attractive for future employers and ready for job market challenges.

d. Students by stimulating their need for knowledge, as they will see it is useful and
in-line with business and industrial practices.
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Further research is in progress. It encompasses simulation experiments on system
behaviour to identify the most important parameters of diffusion and absorption
process, as well as critical sizes of delays and their influence on the size of the gaps.
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The Supply Planning in the Distribution )
Network Using the Dynamic L
Programming Concept

Fertsch Marek

Abstract The chapter presents concept of method of supply planning in the distri-
bution network using the dynamic programming. The main goal of the chapter is to
present the results of the preliminary phase of research on supply planning methods
in the distribution networks. The method presented in the chapter uses the dynamic
programming for purpose of supply planning in the distribution network. A distri-
bution network structure model has been developed. Algorithm for supply planning
has also been developed. The chapter ends with a presentation of a plan for further
research.

Keywords Distribution network - Supply planning + Dynamic programming

1 Introduction

Supply planning in distribution networks is based on two methods: the first is the
so-called “traditional” method of operating a market. The second is the method of
distribution requirement planning (DRP I).

The basis of the traditional method of operation of the market is supply planning,
which assumes an evenly distribution of supply in the planning horizon at a constant
delivery cycle. The size of supply for a given assortment item is determined on the
basis of the maximum inventory norm, actual inventory, determined at the time of
supply planning and the sales forecast to the next delivery. The described planning
method works well in conditions of continuity and stability of demand. It is usually
used in a situation of decentralized delivery planning, when ordering decisions are
shifted to the level of the last link in the network (market). When this method is
used, it is possible to use partial IT support to support individual activities in the
planning process. A uniform standard of such support has not yet been developed.
The author did not find any sources in the literature to identify the origin or author of
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the traditional method of the market operation. This state prompts him to hypothesize
that it arose a long time ago as a result of practical experience.

The method of distribution requirements planning is an adaptation for the needs
of distribution the method material requirements planning (MRP I) originally devel-
oped for the production needs. The basis of its operation is a description of the
structure of the distribution network. In this description, each node of the network
(market or intermediate warehouse) is assigned a node from which deliveries of a
specific assortment item take place. Each assortment item has a fixed delivery cycle
and delivery quantity (alternatively, instead of a fixed delivery quantity the method of
determining its size may be specified). Delivery plans are built for individual assort-
ment item and then decomposed into supply plans for individual network nodes.
The DRPI method works well in conditions of continuity and stability of demand. Is
usually used in the situation of centralized supply planning, when the decisions on
supply planning are moved to the level of network management. This method has
a proven IT support standard. This is the so-called ERP system equipped with the
DRPI module. Distribution requirements planning method, established in the 70 s of
the last century, it is described in detail in the literature.

A characteristic feature of both methods discussed above is that they work well
in conditions of continuity and stability of demand. In distribution networks, such
conditions are enforced by actions in the areas of shaping the sale offer and deter-
mining the rules of its availability. The flexibility of operating and responding to
changes in demand, which is necessary in practical conditions, is achieved through
the interventions of planners.

2 Delivery Plan as an Object of Optimization—An Attempt
to Systematize

Both of previously described supply planning methods are heuristic. They are widely
used in practice. Their use allows for the development of satisfactory (but not optimal)
plans. Under real conditions, their use does not ensure the development of optimal
plans or identify how far the satisfactory plans are distant from the optimal plan.
This situation has prompted many researchers to attempts to formulate the model
of optimal supply planning. Many models of optimal supply planning and a large
number of publications were created. There are so many of them that an exhaustive
critical discussion of them all probably exceeds the capabilities of one researcher.
One of the reasons for these difficulties is that the problem of optimal supply planning
occurs in many areas of business practice. In addition to the distribution network,
it occurs in the power industry as a problem of electricity distribution (Kersting
2012), in water supply (Bhave and Gupta 2006), in city logistics as a problem of the
availability of public transport (Mason et al. 2017). A characteristic feature of each of
the above-mentioned sub-areas is the occurrence of a number of unique restrictions
resulting from the specificity of a given sub-area. In such a complex situation, the
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area of problems considered in this article will be limited to the sphere of physical
distribution of material goods, characteristic of the operation of sales networks. The
analysis of the state of knowledge in this area will be limited to an attempt to build a
classification of supply planning methods used in of physical distribution of material
goods found, in the literature.

The first of the approaches to optimal supply planning identified in the literature is
the search optimum understood as minimal total cost network operations. The most
widely presented example of such an approach in the literature is the minimum-cost
flow problem—MCFP (Ahuja et al. 1993). MCFP is an optimization problem to
find the cheapest possible way of sending a certain amount of flow through a flow
network. Many models based on other criteria have also been developed For optimal
supply planning such criteria are:

minimum cost of delivery (Sifaleras 2013)

minimizing the total journey time (Merline et al. 2012)

minimizing transport work (Bravo and Vidal 2013)

minimization of resource size (Ming-Fung et al. 2015)

minimizing negative impact on the environment (Golinska et al. 2020)
multi-criteria optimization (Bouvy and Lukas 2007).

The second approach identified in the literature for supply planning is an approach
that can be described as integrated. It is based on the assumption that supply plan-
ning should be integrated with demand planning. The inspiration for an integrated
approach is an article published in 2015 in Sloan Management Review (Tate et al.
2015). Following the literature on the subject and materials available on the Internet,
one can get the impression that this publication has slightly interested the scientific
sphere, but it has stimulated broad activity in the sphere of practice. The network has
dozens of sources posted by consulting and training companies as well as software
providers offering their services in the field of supply and demand integration.

Another of the approaches to supply planning identified in the literature is the
approach that can be described as holistic (global). It does not consider the problem
of optimal supply planning as a separate process, but connects it with the environment
in which this process takes place (supply chain) or with other processes (selection
of partners in the chain) (Mak and Su 2007).

Another approach identified in the literature for optimal delivery planning is an
approach that can be described as tool-based. It does not focus on the optimality
of the solution received but emphasizes the tools supporting the process of supply
planning. Analyzing the materials available on the network, it can be seen that the
tools offered are limited to ERP systems, sometimes supplemented with additional
functionalities (advanced planning). Materials posted on the web (offers, system
rankings) come from software suppliers or consulting companies.
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3 Method of Supply Planning in the Distribution Network

The method presented in this article tries to combine two of the approaches briefly
discussed above. The approach of searching for the optimal solution has been modi-
fied to strive to approach such a solution The criterion adopted in the method is to
minimize total transport costs. However, the method does not guarantee finding the
optimal solution. In turn, the tool approach drew inspiration to create an IT tool that
will cooperate and support solutions used in practice (traditional market operation
method, DRP I).

A distribution network structure model has been developed. This model can be
implemented to describe the structure of the network using the Bill of Materials
module in any ERP class system.

Model of distribution network structure:

The structure of the distribution network for which delivery planning takes place
consists of the following elements:

a set of locations from which deliveries are made is given

D={d},i=1...,n (1)
where: n—the number of locations from which deliveries take place

e to each location d; is assigned the amount of a given assortment item a;; that a
given location can provide in the planning horizon

A={a}.j=1...,mi=1..n )

where: m—the number of items in the assortment that are subject to delivery

e a set of locations to which deliveries should be planned is given
S={sx}, k=1,...,p 3)
where: p—the number of locations to which deliveries should be planned
p>n “)

The number of locations to which deliveries should be planned is greater than the
number of locations from which deliveries take place

e for each location s, the quantity of a given assortment item zji is assigned which
should be delivered to a given location in the considered planning horizon

Z:{ij},j=1,...,m,k=1,...,p (5)
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e for any j—assortment item, the sum of the quantities that can be delivered from
all n-locations from which deliveries take place is greater than the sum of the
quantities to be delivered to all k—locations to which deliveries should be planned

Z aij > Z Zik (6)

k

e quantity of any j—assortment item quantity a;; that can be delivered by any location
d; is smaller than the sum of the quantities to be delivered to all k—Ilocations to
which deliveries should be planned

djj < Zij (7)
k

e any k—location to which deliveries should be planned can be supplied from any
i—Ilocation from which deliveries take place

e cach pair of locations consisting of any i—location from which deliveries take
place and any k—location to which deliveries should be planned is assigned the
parameter iy which specifies the distance between the two locations

L = {lx} (8)

e the supply of transport services is higher than the demand

e Transport costs depend on the distance traveled and the size of the transport. They
are calculated as the product of the distance, transport volume and rate per unit
of transported load.

e The criterion and optimization model were formulated on the basis of the
developed network structure model. They have the form:

Criterion:

Z 1ikxik—min (9)
Lk

where: x;-—volume of deliveries from i—location to k—Ilocation.
Restrictions: for any j—product item

ink = Zij (10)
Ik jk
j; < ZXjk (11)
k

The algorithm of the method operation was developed. It is based on dynamic
programming (Fig. 1).
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Fig. 1 Algorithm for supply planning (Source own work)

1. find the minimum zj, zix# O

3. a = 2zjkXx ik, a; >0
4. find the minimum a
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a=zkx ik, a; >0

2 or more a equal ?

5% find a for the minimum k

A

a;=0, zik=a - aj;

Y

4 Conclusions

Supply
Plan

The method of dynamic supply planning in the distribution network presented in
this article combines elements of two identified approaches to supply planning—
searching for the optimal solution and a tool approach. It can complement and support
the methods used in practice (traditional market operation method, DRP I). It uses
the data generated by these methods as input in the distribution network model.
The method does not find an optimal solution supply plan. Enables you to improve
pre-solutions generated by other methods at selected stage of planning.
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The further research program assumes:

— identification based on the literature of the reference method providing an optimal
solution to the problem of developing an optimal delivery plan.

— development of a simple simulator, modeling the behavior of commonly used in
practice delivery planning methods in cooperation with the developed method,

— conducting a numerical experiment and comparing the results obtained using the
simulator and the reference method.
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Dual Channel Warehouse Sizing Under m
a Piecewise Linear Warehousing Cost L
Structure

Fabian Alexander Torres Cardenas and Carlos Eduardo Diaz Bohérquez

Abstract Since the recent growth of e-commerce, manufacturers are adapting tradi-
tional warehouses to dual-channel warehouses, which has a unique structure that is
divided into two zones: the first one dedicated to fulfill online channel orders and
the second dedicated to load and fulfill orders from the traditional retail channel.
However, adding a new sales channel creates new challenges in terms of inventory
management due to differences in order size and fulfillment times. In addition to
the large uncertainty of demand in the short and long term, it makes planning for
storage capacity and allocation complex. Shorter delivery times and the trend of
urbanization have led to dual-channel warehouses often near cities where access to
land is difficult and expensive. Manufacturers must find ways to maximize capacity
utilization at their specific facilities or new facilities. The objective of this research
is to establish an integrated inventory management and sizing model for the dual-
channel warehouse, where the total size of the warehouse is determined, as well as
the inventory policy for each of the channels. A linear storage cost structure by parts
is assumed, a difference from typical economical lot size models, the storage cost
structure examined in this case is not the simple unit rate type but rather a more real-
istic function of the warehouse space to be acquired. A heuristic method for solving
the problem was formulated and validated using numerical examples according to
the problem.

Keywords Dual-channel warehouse - Inventory management - Sizing warehouse -
Online fulfilment + Probabilistic demand
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1 Introduction

Electronic commerce has shown significant growth in the last decade; according to
the transfronterizo e-commerce study, the value of sales for 2019 is estimated at $3.4
trillion and will move $900 billion in international purchasing expenses by 2020.
More than 2,140 million is expected by 2021 people buy goods and services online
worldwide, compared to 1.66 billion global digital buyers in 2016 (Statista 2014).
This is due largely to manufacturers operating mainly in the traditional retail channel
are adding an online sales channel. These channels differ in opportunity costs from
lost sales and therefore require different levels of service. That should be added at
the general inventory level and a company fulfilment policy (Agatz et al. 2008). On
the other hand, uncertainty in demand in the short and long term makes planning
and allocating capacity complex. The scientific community has focused primarily on
workforce planning, largely neglecting infrastructure and physical capacity issues
such as storage area and equipment (Hiibner et al. 2015). Therefore, warehouses or
distribution centers must be prepared to fulfill orders from retail stores and online
shoppers.

The conventional warehouse designed for order delivery from physical stores
makes online order fulfillment complex, so the adaptation of the traditional ware-
house to the dual-channel warehouse is gaining popularity, which has a unique struc-
ture that is divided into two zones: one to fulfill online channel orders and the other to
store and fulfill traditional channel retail store orders, the advantages of this structure
include reducing the cost of facilities through the construction of a warehouse inte-
grated, reduced warehouse space and inventory required for both channels, increased
coordination capacity and flexibility to fulfill online and offline orders, and higher
service levels (Alawneh et al. 2017). However, with shorter delivery times, the urban-
ization trend has led to dual-channel warehouses often being located near cities where
access to land is difficult and expensive, in which manufacturers seek ways to maxi-
mize the use of capacity in your existing facilities or the planning of a new facility in
terms of storage size and the size of the storage areas for the traditional and online
channel (Kembro et al. 2018).

Sizing is closely related to inventory policies, which are based on forecasting
and demand analysis. This step should consider related costs and estimates of needs
above and below, since an estimate of the excessive size of space needs could generate
wasted space, while a smaller one can generate overcrowded conditions (Pires and
Amorim 2015). Although, in the previous works they take into account the capacity
of the warehouse, this is represented as a space constraint, they assume the size of
the warehouse as a known parameter where the cost of storage is part of the cost of
inventory maintenance and is generally assumed which is proportional to the amount
of inventory stored (Allgor et al. 2004; Xu 2005; Alawneh et al. 2017). However,
warehouse space in real environments is often only available in a few fixed sizes, for
example, if a multi-store warehouse were to be built, the total available space would
depend on the number of floor levels required or in the case In a leased warehouse, the
leasing space units are generally located in discrete parts of the gross floor area (Goh
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et al. 2001). The main objective is to establish an integrated inventory management
and sizing model for the dual-channel warehouse in which the total size of the
warehouse is determined, as well as the inventory policy for each of the channels.
The linear piecewise storage cost structure provides a more realistic cost value of
the warehouse space to be purchased. Since the problem is a constrained nonlinear
programming model, the bisection algorithm is applied to solve the dual Lagrange
problem in which the capacity constraint is equal to zero to achieve a balance between
purchased space and inventory level of each of the channels to minimize the cost of
inventory and the cost of storage in the warehouse. The method was validated by
numerical examples according to the problem.

The rest of this article is organized as follows. Section 2 presents the litera-
ture review. Section 3 presents the description of the problem and the notation. In
Sect. 4 the integrated mathematical model. Section 5 exposes the methodology used.
Section 6 modified bisection method. Section 7 presents and discusses numerical
results and sensitivity analysis, respectively. Finally, the conclusion, discussion and
future works are discussed in Sect. 8.

2 Literature Review

The distribution channel plays a very important role in the management of the supply
chain. Initially, manufacturers produce the products and ship them to retailers, then
customers visit retail stores to purchase the product based on their needs. This distri-
bution system is called the traditional channel that still exists in business (Karim and
Xu 2018). However, with the expansion of electronic commerce, new distribution
systems have been created (Clemons et al. 2000) an example of these is the dual-
channel supply chain, in which manufacturers in addition to selling in the traditional
channel has added a direct online channel (Chiang and Monahan 2005).The direct
online channel allows manufacturers to directly interact with customers to offer their
products and services without intermediaries that guarantee a greater profit margin
and minimize costs (Dumrongsiri et al. 2008; Cattani et al. 2006). This allows to
collect information about customers, to understand their preferences, and also to
produce personalized products that adapt to their needs (Batarfi et al. 2016).

Two research approaches were observed in dual-channel supply chain inventory
management investigations; the first approach is coordination between channels and
the second approach is competition between them. Chiang and Monahan (2005)
proposed a dual channel supply chain coordination model, inventory is held in the
manufacturer’s warehouse, to meet both direct channel demand online and demand
from a retail store; each channel receives independent requests; however, there is a
probability of going to the other channel if any of them is out of stock. The authors
develop an inventory control strategy, where they calculate the operating cost of the
system by determining inventory holdings and lost sales costs, and compare the dual
channel strategy with that of a single channel obtaining better results when using the
dual channel strategy. Geng and Mallik (2007) studied the competition between a
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manufacturer-owned direct online channel and a retail channel. Considering that the
manufacturer has limited production capacity. Defined that, in one channel you find
out-of-stock products, a fraction of dissatisfied customers visit the other channel.
They developed a Stackelberg approach, which is that one of the two channels is the
leader, in this case the manufacturer and the other is the follower, the retailer. The
leader has two decisions: the inventory level and the quantity of dispatch in each order
to the retailer and based on these decisions the retailer decides his inventory level.
They demonstrated that the manufacturer had the possibility of denying the inventory
to the retailer even when its capacity was sufficient, obtaining greater benefit from
this decision.

On the other hand, (Teimoury et al. 2008) developed a mathematical model for
the dual channel supply chain between a manufacturer with a direct online channel
and a retailer in which they define that when considering the costs of sales lost
in a way Independent; that is, each channel manages its own cost, this can have a
significant effect on the inventory level. Then (Takahashi et al. 2011) studied a dual
channel supply chain in which they consider the decision of production and delivery
of products and proposed an inventory control strategy, with the aim of reducing costs
inventory maintenance, lost sales costs as well as production and delivery costs.

Warehouse management has been a fundamental aspect of managing the dual-
channel supply chain since these have undergone major changes in recent decades,
influencing mainly the design and operations of the warehouse. The complexity of
warehouse operations has been multiplied by storing a large variety of SKUs in small
quantities (De Koster et al. 2017). The small size of the transaction differs with the
size of the store’s replenishment order and requires pick-and-pack order fulfillment
operations that are labor intensive (high variable cost) or automation (high capital
investment) (Agatz et al. 2008; Hiibner et al. 2015; Kembro et al. 2018). Therefore,
the adaptation of operations and design to the particular context is receiving more
attention in storage theory.

Two common strategies for warehouses in the dual channel business environment
are decentralized and centralized policies. A company with a decentralized ware-
housing policy establishes an electronic fulfillment warehouse, where the online
channel order is selected, packaged, and shipped independently to the primary ware-
house, which means having separate inventory teams and business operations teams
(Bendoly 2004; Alawneh et al. 2017; Ishfaq and Bajwa 2019).

Among the major studies related to decentralized policy highlights made by Allgor
et al. (2004) and (Xu 2005). Allgor et al. (2004) investigated the setup of different
inventory models in a compliance warehouse, which was divided into two areas:
collection area, where items are stored individually in containers, and a reserve area,
where items are stored in bulk on pallets bearing note the space constraint. This
to minimize the cost of maintenance and labor, with a policy of periodic inven-
tory review with stochastic demand. For its part, the study by (Xu 2005) considered
delays in sending and preorders information. While the option of separating chan-
nels provides versatility in order fulfillment online, this option requires additional
operating capital, as well as a higher level of inventory in the system, due to the need
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to maintain separate security stocks at various facilities in the distribution network
(Ishfaq and Bajwa 2019).

On the other hand, the centralized policy is based on using a centralized warehouse,
that is, an integrated warehouse or several warehouses grouped in the same location,
to serve both direct online channel orders and traditional channel orders. Seifert
et al. (2006) developed mathematical models for the decentralized and centralized
dual channel supply chain. They showed that when the chain is centralized, the cost
savings are significant, in addition to benefiting the retailer and customers. Yao et al.
(2009) studied three different inventory strategies: (1) centralized, (2) Stackelberg’s
approach in which the retailer is the leader, and (3) a strategy in which the operation
of direct channel online is outsourced to a third party logistics provider (Third Party
Logistic, 3PL), in a dual channel supply chain comprising a manufacturer and a
retailer, in which it defined the inventory level for both direct channel online from
manufacturer to retailer, in order to maximize the expected profit.

The first study of the dual-channel warehouse was carried out by Alawneh et al.
(2017) based on inventory management in the dual-channel supply chain, in which a
manufacturer uses the warehouse that is divided into two areas with different levels
inventory: one low-density area for online order fulfillment (Stage 1), where all
products must be accessed, individually stored in containers, and the other high-
density area to fulfill larger orders for Retail stores (Stage 2) that are stored on
pallet and replenish low density area to fulfill online orders. They developed a multi-
item inventory model under a continuous inventory review (Q, R) policy in which
they consider the warehouse capacity constraint, the uncertainty in demand and the
delivery time in which the inventory level is determined. for each of the channels
and the replacement of each one of them. They highlight for future research the
importance of determining the size of each of the areas (Stages 1 and 2) and how it
affects total costs.

3 Problem Description and Notation

3.1 Problem Description

It is considered a dual channel warehouse owned by a manufacturer under a decen-
tralized policy which satisfies the demand of the traditional channel of retail stores
and the direct online channel of the manufacturer. Orders placed by the manufacturer
reach the reserve area (Step 2) from where it is delivered to retail stores and exclu-
sive collection area for online order fulfillment (Stage 1); An important difference
between these channels is the order delivery time, for stores they tend to be longer
because they are scheduled in advance and for online orders that have a shorter time
due to the speed required to fulfill them. Due to the importance of having an inte-
grated policy to define the inventory level of each of the channels and an adequate
warehouse size to meet the demand of both retail stores and the direct online channel,
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an integrated inventory management model is proposed. and sizing for the double-
channel warehouse in which the total size of the warehouse is established, as well
as that of each of the storage areas, the inventory management policy, taking as a
reference that the demand is uncertain, as well as the time delivery. Difference from
previous studies this study takes the storage cost structure behaves as a piecewise
linear function based study (Goh et al. 2001) for sizing stores. In which \gamma:
storage space required by a maintenance unit is the space, bn: Annualized fixed cost
to acquire an amount of space sn and cn: Variable cost of storage per unit of item in
sn. Thus, integrating the inventory management and sizing model.

3.2 Notations and Assumptions

The following notation and assumptions were used for this investigation

i Item index

j Stage index, where j = 1 for warehouse area dedicated to satisfying online demand
(online picking area), and j = 2 for warehouse area dedicated to satisfying both retail and
dedicated online area demands

n Sizes of warehouse index

L;j Length of lead time for item i in stage j (random variable)

Djj Expected annual demand for item i in stage j

hj; Holding cost per unit time for item i at stage j

Bij Backorder cost per unit for item i at stage j

Ajj Ordering cost per order for item i at stage j

Xij Demand during lead time (DDLT, random variable) for item i in stage j

f (xjj) | Probability density function of lead-time demand for item i at stage j

Wi Mean of item i demand in stage j

Tij Standard deviation of item i demand in stage j

Yij Storage space required by a stock keeping unit in stage j

o Minimum required probability that total order quantities will be within warehouse space
Sh Discrete choices of warehouse sizes available

b, The annualized fixed cost of acquiring S,

Cp Variable storage cost per unit item en el size warehouse S,
0

Lagrange multiplier for the warehouse space constraint

Qi2 | Order quantity for item i in Stage 2

Qi1 | Order quantity for item i in Stage 1

Rj> | Reorder point when new order is placed for item i in Stage 2

Ri1 Reorder point when new order is placed for item i in Stage 1

(continued)
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(continued)
i Item index
C total inventory cost and warehousing costs: Please note that the first paragraph of a

section or subsection is not indented. The first paragraphs that follows a table, figure,
equation etc. does not have an indent, either.

The assumptions used in this research:

e The demand rate per unit time is a random variable and the item lead times are
constant.
The inventory policy used is a continuous review (Q, R).
Backorder conditions occur when a request cannot be met from the existing
provisions with a prescribed penalty fee.

e Each stage has its own reorder point value obtained from the sum of DDLT
expectation values and safety stock.

e For the case of multi-SKUs stored in the same warehouse, we assume that each
type of SKU is assigned some dedicated storage space. Consequently, the total
warehouse space required is the sum of the ordering sizes for all the SKUs stored.

4 Mathematical Model
Objective: Min the total expect cost (the combined inventory and warehousing costs)

Min C(Q;;, R ZZ Q”

o (GRS L L
v ! Rij

+bn+zzcn<gij+(Rij7#)(;_/)) (1)

The first term of the objective function (1) refer to the annual ordering cost, which
is the order cost multiplied by the number of cycles. The second term refer to the
annual approximated holding cost. The third term represent the annual backorder
cost, which is equal to the backorder cost multiplied by the expected number of
shortages per cycle. The fourth term refer to the annualized fixed cost of acquiring
S.. The fifth term refer to variable storage cost per unit item en el size warehouse
Sy, the annualized variable cost component related to the actual quantity stored and
handled. Reorder point is determined by the following equation R;; = ., + z;;0i;
formulated as a function of the safety factor z; so z;;0i; = (Rij — fix,,)-

The space constraint

ZZVij(Qij-i-ZijUij) — Sy —my —Zi—ax0y <0 (2)

i
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Space constraint (2) considers the space occupied by the sum of all the orders plus
the security inventory minus the space that the average demand would occupy during
the lead time Eq. (4). Because of uncertain demand, it is set the probability that the
total simultaneous items inventory within the warehouse space when the order is
received will not be smaller than a (Alawneh et al. 2017). If the DDLT for item i in
stage j is in a situation where the demand and lead time are normally distributed and
statistically independent, then the mean and standard deviation of the DDLT are:

My = ML, X [hd,Ox; = \/ML,-, x o7+ ng, X 0f, 3)
=X Ysio = ¥ S 0
i J i j

The expected shortage per cycle (Kundu and Chakrabarti 2012; Alawneh et al.
2017).

[e¢]

ESC(R;;) = / (xij = Rij) f (xi)duxi; = U;j <\/1 +2 - z,,-) )

R,‘j

We consider a Lagrange function

AijDi Oxij
v LT (%) - T[]
i
+hn Y Cal(Qij +zij0ij) +9[ZZM;(Q1'/ +Zij0x,-j) —Sn — Ky — 21 —a} (6)

J J

Using the necessary Karush-Kuhn-Tucker (KKT) conditions for minimization
problems, we obtain

oL _ 0 AijDij | hij BijD”( = (V L+ Zij))

= + =L - +Cp+6,, =0
00;; 0i; 2 Q,-zj v
(7
Getting:
I 2 O G ) R
v hij + 2y:;0 + 2C,
aL B,]D,] Zij

=0, hjjo;; +

O'Xij p—
821] 2Qij /1+Z,'2j

+ Cllax;f + 9%’;@,», =0 (9)
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If we substitute (7) into (8), we have

BijDij Zij

ox;j ( :
s 2
j 2D;; [Ai,f+3ij< & (,/l+z,»2j—zl'_f))} { T+

/1ij+2y,j9+2Cn

- 1):| +hijaij + Cnoxij +9}/,'j(7xij =0

(10)

The value of z; is determined using Matlab software given the complexity of
solving z;

oL

0 = Z(Viz(Qiz + 04,2i2) + ¥i1 (Qi1 + 0x,2i1)) — Su — sy — 21— <0 (11)

5 Methodology

Data: This is a theoretical investigation which is based on secondary data from the
numerical examples proposed by (Alawneh et al. 2017) inventory management data
such as: order cost, inventory maintenance cost, cost of pending orders are also
selected Specification of the product based on the demand and space requirements
of each product in each storage area, for the warehouse sizing, the parameters of
storage cost by parts of the work performed by (Fern 2007) are taken as reference:
cost storage variable per item unit, annualized fixed cost to acquire a quantity of
space (warehouse size), available warehouse sizes.

Inventory model. The inventory model used is the Probabilistic Economic Order
Quantity (EOQ) model with a continuous review system for probabilistic demand
conditions and warehouse sizing. The determination of the inventory model param-
eters is carried out with the following steps: (1) Determine the size of the order lot
and the order points with pending order without space restriction; (2) Apply the
bisection algorithm to find the solution of the Lagrange multiplier starting from the
verification of the space restriction; (3) Calculate the area requirements for products
in each storage area; (4) Calculate the quantity of the order and the point of order,
with pending orders and restrictions for the warehouse area in which it is taken
into account for the dimensioning of the warehouse is available in discrete sizes in
which the total size of warehouse and storage areas; (5) Finally, determine the total
expected inventory cost. (6) Sensitivity Analysis: Sensitivity analysis was conducted
to determine the effect of changes in parameters on optimal ordering lot size and
total inventory costs.
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6 Modified Bisection Method

It consists of starting from an interval [x0, x1] such that f (x0) f (x1) <0, so we know
that there is at least one real root. From this point the interval is reduced successively
until it becomes as small as the precision that we have decided correctly requires. a,
<k, < b, where the initial values are given by: ap: = a and by: = b (Fern 2007)

(an, + by)

ky = x,01 = T (12)
an1 = {an if f(an). f (k) (0; ky if f(an). f (kn))0} (13)
byt1 = {by if f(bn). f (kn)(0; ki if f(bn). f (kn))O} (14)

Based on the algorithm proposed by Alawneh et al. 2017) adapted bisection search
to the sizing problem, calculating the best solution for each of the warehouse sizes
to solve the Lagrangian dual problem. For a given value of 6, Qij and zij can be
calculated using (7) or (9); then they can be substituted into Eq. (10). This reduces
the problem to a solution for one equation with one unknown 6 in which each of the
warehouse sizes is evaluated:

g0) = Z(V,’z(éiz +00.Z0) + Vi1 (Ot +04,%i1)) — Su — y — 21—a = 0 (15)

i

—_—

Let ag = 6; = 0 and let by = 6, must be a number, such that g(6) < 0.

2. Let éaZa be the solution when 6 = 0, éb,Zb and let be the solution when 6 =
;.

3. Letk,=6= @ and solve for é and Z; find g(0).

4. If g(0) >0, then 6; =0, 01 = O, and 2| = Z: if g(6) < 0, them 6, = 6,
0,=0,and 7, =7.

5. If (g(61) — g(62)) < &g, then stop. Otherwise, go to 3.

6. This process is repeated for each of the available sizes of warehouse S,,.

7 Numerical Results and Sensitivity Analysis

Numerical examples and results Table 1 were taken as reference for the warehouse
sizing an example of four discrete choices of warehouse sizes for the inventory costs
proposed by Yao and Huang (2017) and Table 2 shows an example proposed by
Alawneh et al. (2017) for an item normal distribution demand and stochastic lead
time.
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Table 1 An example of four discrete choices of warehouse sizes
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n 1 2 3 4

Sn (0, 3817) (3817, 11391) (11391, 17840) (17840, 00)
bn 157.4 212.4 338.2 457.5

Cn 9.35 8.03 6.42 4.61

Table 2 Example 1 normal distribution demand and stochastic lead time

Parameter Value Parameter Value Parameter Value
i 1 ol2 50 vyl 100
j 1,2 All 40 v12 50
Dy 120 Al2 4000 zl-a —1.3
Di» 1600 hll 20
K11 30 h12 10
w12 750 bll 50
o11 10 b12 2000
Table 3 Results for Example 1 with normal distribution demand and stochastic lead time
Sn 2(0) 0 Ry R Q11 Q12 Total cost
Sy —0.001988 0.73795 36 1019 16 573 39457
S —0.000104 0.45143 37 1045 19 690 35152
S3 0.0097095 0.30443 38 1063 22 794 32051
S4 —0.003945 0.19814 39 1079 25 913 28982

Table 3 shows the results for each of the warehouse sizes. being the warehouse
size S4 the one with the lowest total cost for example 1. approximate total warehouse
size 25000, stage j: 1 = 2500; stage j: 2 = 22500;

Table 4 shows the inventory and storage costs in which size S4 has the highest
Annual holding cost and Annualized fixed cost of acquiring Sn, but the costs of

Table 4 Inventory and storage costs results for Example 1

Sn | Annual ordering | Annual holding | Annual Annualized Variable storage
cost cost backorder cost | fixed cost of | cost per unit item
acquiring Sn
S1 | 11460 5834.6 13922 157.4 8082.3
S2 9525.9 6737.1 10554 212.4 8122.5
S3 8282.2 7481.8 8649.4 338.2 7299.1
Sa 7198.4 8284.9 7157.9 457.5 5883.8
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Table 5 An example two items normal distribution demand and stochastic lead time

Parameter Value Parameter Value Parameter Value
i 1,2 oll 0.5 B21 0.5
j 1,2 ol2 4 B22 8
Dy 240 021 0.3 h1l 1
Di» 2400 022 2.9 h12 10
Dy 350 All 50 h21 0.5
D2 4500 Al2 125 h22 8
Wit 3 A21 40 yll 25
12 120 A22 100 y12 12
21 2.5 Bl11 10 y21 15
W22 100 B12 60 v22 7

Annual ordering cost, Annual backorder cost and Variable storage cost. per unit item
are less than others.

Table 5 shows the data corresponding to an example with 2 products with normal
demand and stochastic lead time.

Table 6 shows the results for each of the warehouse sizes. being the warehouse
size S; the one with the lowest total cost for example 2. approximate total warehouse
size 3817, stage j: 1 = 625; stage j: 2 = 3192.

Table 7 shows the inventory and storage costs in which size S; has the highest
Annual ordering cost and Annual backorder cost, but the costs of Annual holding
cost, Annualized fixed cost of acquiring Sn and Variable storage cost per unit item
are less than others.

Table 6 Results for example 2 two items with normal distribution demand and stochastic lead
Sn | g®) 6 Ry Ri2 Ry |Rn Qu Qi |Qu Q22
S1 |—0.0003 |0.840 |3.242 |136.7 [2.65 |106.0 |22.01 |235.7 |29.06 286.2
S 0.0014 |0.115 |3.352 |1439 |2.70 |109.0 |40 559.2 149.49 689.9
S3 | —0.0157 [0.026 |3.361 |146.1 |2.70 |110.0 |47.15 |846.9 |56.46 |1072
Sa 0.0005 |0.025 |3.361 |146.1 |2.70 |110.0 |47.27 |854.0 |56.57 |1082

Table 7 Inventory and storage costs results for Example 2

Sn | Annual ordering | Annual holding | Annual Annualized Variable storage
cost cost backorder cost | fixed cost of | cost per unit item
acquiring Sn
S1 | 38715 439.21 160.89 157.4 5575.2
Sy | 17715 883.64 50.585 2124 11018
S [1276.2 1189.7 32.347 338.2 13225
S4 | 1268.3 1196.8 32.088 457.5 9576.2
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Table 8 Effect of model parameters on the optimal solutions

Scenario | Ry R Ry Ry Q11 Q12 (0251 Q2 Total cost
D 324 | 136.75 |2.65 |106.0 |22.01 |235.74 |29.06 |286.22 |10204
D+ 10% |3.25 |136.78 |2.65 |106.09 |22.14 |23542 |29.30 |285.73 | 10602
D-10% 323 | 136.72 |2.65 |106.08 |21.86 |236.13 |28.78 |286.81 |9807.2
W+ 10% |3.55 |149.07 290 |116.21 |22.73 |244.93 |29.96 |297.46 |10282
w-10% 293 | 12443 |240 | 9595 |21.28 |226.58 |28.15 |275.03 |10138
B+10% |3.27 |137.45 |2.65 |106.37 |21.76 |237.61 |28.70 |283.10 | 10222
B-10% 320 |136.01 |2.65 |105.77 |22.27 |233.77 |29.45 |289.56 |10186
S1-10% 322 |136.20 |2.65 |105.86 [20.76 |220.24 |27.51 |267.28 |10101
S1-20% 320 |135.63 |2.65 |105.63 |19.49 |204.81 |25.90 |248.46 |10039

7.1 Sensitivity Analysis

Table 8 shows the results obtained, in terms of reorder point and order quantity for
an increase and decrease in 10% each parameter: demand (total expected demand
and the average of DDLT), the cost of pending order and the available warehouse
space. Increasing and decreasing the expected annual demand by 10%, the total cost
increases and decreases by an average of 3.90% and 3.88% respectively. Increasing
and decreasing DDLT by 10%, the total cost increases and decreases by an average of
0.76% and 0.64% respectively. If the warehouse size is decreased by 20% compared
to 10% the total cost decreases by 1.67%. Finally, If the warehouse size is decreased
by 20% compared to 10%, the total cost decreases by 1.67%, the reorder point is not
affected by the change.

8 Conclusion

In this work, a joint dimensioning and inventory management model for a dual-
channel warehouse was developed, which sought to establish the indicated size of
the warehouse and the inventory policy, minimizing the total expected cost, bearing
in mind that the cost of storage behaved as a piecewise linear function that provides
an approach to current storage costs. considering the uncertainty in the demand and
in the lead time. it was solved using the bisection search method and validated using
numerical examples.

Performing warehouse sizing and inventory management together provides flex-
ibility in defining the appropriate warehouse size where the required inventory level
can be met for each of the sales channels, be it for a single item in which it was deter-
mined that the size that provided the least cost was the largest, unlike the example
of multiple items, the most appropriate warehouse size was the smallest, taking as
a reference that the costs that most influence the decision are Annual holding cost,
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Annual backorder cost and Variable storage cost per unit item. In the sensitivity anal-
ysis, it was shown that the parameter that has the greatest impact on total cost is the
increase in demand and the average decrease between 3.90% and 3.88% respectively.
For future research, consider joint replenishment for each of the stages to make an
approach to the current electronic commerce environments. Additionally, consider
a random storage using the warehouse design with mixed shelves for the online
picking area as a reference. Also, future investigations formulate different methods
of solution such as heuristics and metaheuristics in order to evaluate the problem
with larger examples.
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Lagrangian Dual Decomposition m
for Two-Echelon Reliable Facility i
Location Problems with Facility

Disruptions

Mohammad Rohaninejad, Zdenék Hanzalek,
and Reza Tavakkoli-Moghaddam

Abstract This chapter considers the two-echelon supply chain network design with
unreliable facilities when nodes related to facilities in both echelons fail under
disruptions. A new mixed-integer programming (MIP) model is proposed for a
reliable facility location with possible customer reassignment in different proba-
bilistic scenarios. The maintaining of the materials flow between different echelons
of the network is investigated under network disruptions. The performance of global
optimization is investigated by comparing this approach with independent and non-
integrated optimization. The objective function of the problem seeks to minimize
expected costs, including fixed and service costs in the supply chain, such that main-
taining the demand flow in both echelons of the network interconnects them. The
medium- and large-sized problems are solved using a custom-designed Lagrangian
dual decomposition algorithm. Our computational results show that the proposed
algorithm is efficient for the given problems, efficiently overcomes the computa-
tional complexity of the problems, and provides good-quality solutions within an
acceptable time.

Keywords Supply chain optimization * Reliable facility location - Dual
decomposition + Location and allocation

1 Introduction

Facility location problems involve the study of determining locations of |J1 facilities
with the finite or infinite capacity among |/l demand points, and making assign-
ment decisions to serve a set of clients. The objectives of location and allocation
are to achieve a trade-off between first-stage setup costs and second-stage service
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and transportation costs. Facility location problems have extensively been studied;
various types of facilities (e.g., factories, warehouses, stores, airports, hospitals, and
emergency departments) have been examined (Rohaninejad et al. 2017). In clas-
sical facility location problems, it is assumed that clients always get service from
the facilities and the facilities are always available. Considering realistic situations,
these assumptions are not likely valid.

Every year, many companies are faced with unexpected events in their supply
chain networks. From time to time, network performance can be disrupted for
various reasons; for example, natural disasters, power outages, changes of ownership,
operational risks, and strike actions. The strategic nature of supply chain decisions
differentiates them from operational-level decisions, such as machine scheduling and
short-term material requirement planning. Hence, uncertainties in a supply chain can
impose heavy costs on the system by completely stopping the flow of the network
for a lengthy period. In this paper, this default assumption is used to design a reliable
network, whose facilities are unreliable. Continuous changes in the network structure
(i.e., first-stage decisions) are impossible and without justification in facility location
problems with facility disruptions. Designing optimal supply chains when facilities
are subject to random disruptions is an appropriate response to dealing with this type
of uncertainty, which is located in the class of provider-side uncertainty (randomness
in facility capacity or reliability of facilities, etc.).

Considering reliability in facility location problems makes it possible that a system
continues to function with the minimal loss when its components fail. Reliable design
of a facility location problem considers a change in second-stage decisions by reas-
signing client demand to other facilities far from their regularly assigned facilities
or arranging backup facilities for failed facilities. The reliable uncapacitated facility
location problem (RUFLP), was first studied by Snyder and Daskin (2005). They
formulated the problem as a linear MIP, called “implicit formulation” (IF), which
employed Lagrangian relaxation for efficient solutions. A similar study was presented
by Berman et al. (2007), who relaxed the assumption of identical failure probabilities,
which was a basic assumption of the model presented by Snyder and Daskin (2005).
Then, they developed several exact and heuristic approaches. Other studies, such
as Cui et al. (2010) and Shen et al. (2011), have formulated the RUFLP with non-
identical failure probabilities. In addition to a scenario-based model of the problem,
Shen et al. (2011) also provided a mixed-integer nonlinear programming model and
provided several approximation algorithms that can produce near-optimal solutions.
Cui et al. (2010) proposed a compact mixed-integer programming (MIP) model and
a continuum approximation (CA) model to study the problem and used Lagrangian
relaxation to solve the models. In a reliable capacitated facility location problem
(RCFLP), Aydin and Murat (2013) developed a model for the RCFLP and presented
a novel hybrid method, namely swarm intelligence-based sample average approxi-
mation (SIBSAA), to solve their model. Peng et al. (2011) presented an RCFLP to
minimize the nominal cost (when no disruptions occur) and at the same time reducing
the disruption risk by applying the p-robustness criterion, in which bounds the cost in
disruption scenarios. Li et al. (2013a) investigated reliable facility location problems,
while the failure of the facilities was correlated. Fan et al. (2018) proposed a reliable
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location model for a nexus of interdependent infrastructure systems. Their model
aims to locate the optimal facility locations in multiple heterogeneous systems to
balance the trade-off between the facility investment and the expected nexus opera-
tion performance. Afify et al. (2019) are proposed an evolutionary learning technique
to near-optimally solve Reliable p-Median Problem and Reliable Uncapacitated
Facility Location Problem considering heterogeneous facility failure probabilities,
one layer of backup and limited facility fortification budget.

Multi-echelon supply chain design has been extensively studied in classical
facility location problem. To the best of the authors’ knowledge, there have been
a few studies on the multi-echelon in reliable facility location problems. These
studies assumed that facility disruption occurs only at one echelon of the network.
For example, Razmi et al. (2013) proposed a scenario base mixed-integer linear
programming (MILP) model for redesigning a reliable single product, single period,
and two-echelon logistics network. In this paper, we consider the two-echelon reli-
able facility location with unreliable facilities when nodes related to facilities in
both echelons fail under disruptions. The analysis of problems that involve single-
echelon supply chains and decisions made under that assumption may lead to many
errors. In other words, the single-echelon perspective on a supply chain of goods and
services lacks the required accuracy and efficiency in cases, in which the network
itself is part of a larger network and interacts with other echelons and layers of the
network. Decisions, actions, and reactions at each echelon of the supply chain can
have significant effects on other echelons. For this reason, we intend to study the
RFLP by taking into account all the echelons of the supply chain. Rohaninejad et al.
(2018) first considered the RCFLP in a multi-echelon manner with the possibility
of disruption in all echelons. They presented the new scenario-based formulation to
maintain the materials flow between different echelons of the network under facili-
ties disruptions. In continue of their study, this paper examines whether the design of
reliable multi-echelon facility location problems with a global optimization approach
(i.e., integrated optimization in all echelons) is more effective than independent and
non-integrated optimization. The answer is to provide an insight for the owners of
the supply chain, in which “how effective is the cooperation between the owners of
each echelon of the network?”

A review of the literature on the RFLP regarding complexity shows that the
RUFLP is NP-hard (Li et al. 2013b). The RCFLP, which involves the addition of
capacity constraints, is NP-hard as well because the RCFLP reduces to the RUFLP
when the capacities of the facilities tend towards infinity. In another hand, using
the implicit formulation provided by Snyder and Daskin (2005) to provide low-
complexity formulation has some drawbacks. This type of formulation has limitations
when it is extended to problems with different failure probabilities for facilities,
partial allocation of client demand to facilities, the possibility of partial disruption of
facilities, facility capacity constraints and multi-echelon networks. Tracking demand
flows across different network echelons is not possible or not easy in multi-echelon
networks by implicit formulation. So using the scenario-based formulation is in
priority. The scenario-based approach is flexible and can be used for our considered
problem; however, there might be numerous scenarios, (in our case, if J facilities
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are assumed that each of them can fail independently, there are 27 failure scenarios)
and the complexity of the model increases exponentially by increasing the number
of scenarios. Therefore, due to the complexity of the model, a custom-designed
Lagrangian dual decomposition algorithm is proposed for this problem.

The literature on the RFLP presents various solution procedures: heuristic or
approximation procedures (Shen et al. 2011; Rohaninejad et al. 2015; Aboolian et al.
2013); Lagrangian relaxation algorithms (Snyder and Daskin 2005; An et al. 2015);
continuum approximation (Li and Ouyang 2010); exact methods (Rohaninejad et al.
2018; Hatefi and Jolai 2014) and metaheuristic algorithms (Aydin and Murat 2013;
Peng et al. 2011).

The remaining sections are organized as follows. The problem definitions are
defined in Sect. 2. Section 3 presents a new MILP model of the problem. Section 4
illustrates the proposed solution method. Section 5 provides the computational
results. Finally, Sect. 6 outlines the conclusion and some suggestions for future
research.

2 Problem Definition

In this paper, we consider a two-echelon reliable facility location problem (TE-
RFLP). While considering a two-echelon instead of single-echelon RFLP, we assume
that there is the possibility of a failure of facilities at both echelons of the network.
In the TE-RFLP, we assume that facilities at the first echelon of the chain are clients
at the second echelon of the chain and vice versa. In other words, the client demand
at the second echelon of the supply chain is equal to the coefficient of the total client
demand at the first echelon assigned to it as a facility at the first echelon. Demand
in the first echelon is predetermined; however, the demand in the second echelons is
uncertain and dependent on the first echelon. Therefore, it is necessary to examine
two-echelon systems from an integrated perspective to enhance the reliability of
the whole system. Figure 1 depicts a schematic representation of the relationship
between the echelons in a supply chain. This figure shows that potential sites at each
echelon are potential clients at a higher echelon. As well, actual sites (openings)
at each echelon are actual clients at a higher echelon. In this figure, it is clear that
the flow of demand is interdependent at all echelons. It is assumed, that the flow
of demand may be discontinued from one echelon to a higher echelon, and demand
is supplied from outside the network by paying a higher cost (i.e., penalty cost). In
other words, all open facilities need to supply their client demand from inside the
network (its higher echelons), or from the outside network by paying a penalty cost.

In the TE-RFLP, the facilities have two operational levels, namely active and
inactive. In an active mode, the facilities are fully available and inactive facilities
cannot provide any services to the clients and are out of reach. The aim of solving this
problem is to design a reliable network for a two-echelon supply chain to minimize
the expected total fixed costs and service costs (including the expected transportation



Lagrangian Dual Decomposition for Two-Echelon Reliable ... 367

S

B x 3 x [

/33N

=,
NG

s

:‘\. End-user x Potential site in the first echelon and
potential client in the second echelon
‘.l-l|l Actual (opened) site in the first echelon and + Potential site in the second echelon and
actual client in the second echelon potential client in the third echelon

Ei Actual (opened) site in the second echelon and actual client in the third

Fig.1 Relationship between echelons in a two-echelon supply chain design

costs and costs incurred for failing to meet client demand). Other assumptions of the

problem are as follows:

The potential sites for establishing facilities are predefined and discrete.

There is no relationship between facilities at an echelon.

The problem is a single-product model.

The allocation of a demand node to more than one facility node is not allowed. In
other words, partial or fractional allocation of demand to a facility is not allowed.
There is a fixed cost to establish a facility.

There is a transportation cost to allocate a demand node to a facility node.
There is a penalty cost for supplying demand from outside the network.

The maximum number of facilities that can be established in each location is one.
The network is two-echelon and all facilities in each echelon are the same (e.g.,
all facilities are wholesalers or retailers).

The problem parameters (e.g., demand in the first echelon, distance, and failure
probabilities) are specified.
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3 Notation and Formulation

The indices, parameters and variables of the proposed model are as follows:
Model indices:

i Client index.

j Potential site index.

[ Echelon index; (1 =1, 2).
s Scenario index s € S

Model parameters:

d; Demand quantity of client i in the first echelon.

s7,;  Fixed cost of opening facility j in echelon 1.

c1;,; Transportation cost per unit demand of client i in echelon I that is serviced by
facility j.

h;;  Penalty cost per unit of client i demand in echelon 1 if its demand is not met.

Bj Conversion coefficient of demand volume from the first echelon to the second
echelon for facility j in the first echelon (1 < p_j < 2).

I; Total number of clients in echelon 1.
Ji Total number of potential sites in echelon 1.
qs Probability of scenario s.

by, s 1liffacility jin echelonlis active and functional under scenario s; 0, otherwise.
G A positive large number.

Model variables:

Vi 1 if facility j at echelon [ is opened; 0, otherwise

Xyijs 1ifclienti assigned to facility j at echelon [ under scenario s; 0, otherwise

Zis 1if demand of client i at echelon / is not met under scenario s; 0, otherwise

u; js  Apositive variable specifies the demand of client i provided by facility j at
second echelon under scenarios

Vi A positive variable specifies the demand of client i at second echelon that
is not met under scenarios

The mathematical model of the TE-RFLP based on the scenario-based formulation
is as follows:

Min Z Zsl.,jﬂj + Z Z Z Clqi,jdixl,iyj,s + Z Z C2,i,jUij,s |9s
l

j<a s \ish j<J, i<h j<h
+ Z(Zhl,idizl,i,s + th,ivi,s>% (D
s i<l i<h
Sty Xiijs+ Ziis =1 Vi<Is 2

J=<h
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Y Xoijs+ Zois <1 Vi<ls 3)
J=h
Z Ujjs+Vig = Z (di’IBj'Xl,i’,j/,s) Vi<bh:ij =i;s 4)
J=<h i'<h
uijs <GXo;js Vi< Db;j<J;s (5)
Vis < GZyis Vi < Djs (6)
> Xiijs < Gbijsyy  Vij < Jiis (7
i<l

Objective function (1) consists of the total expected cost of facility fixed charge,
transportation, and unmet demands penalty. Constraints (2) and (3), which refer to
the first and second echelons respectively, ensure that all actual client demand is
supplied from inside or outside the network. Since not all the second-echelon clients
will necessarily become actual clients in Constraint (3), inequality is used instead
of equality. For this reason, Constraint (3) is not enough to establish the demand
flow in the second echelon; we need to add Constraint (4) to the model. Constraint
(4), which refers to the second echelon (I = 2) of the supply chain, has conditions
similar to Constraint (2). However, the right side of this constraint ensures when a
facility in the first echelon becomes a client in the second echelon, its demand in the
second echelon is a function of the number of orders it accepted in the first echelon.
The combination of Constraints (5) and (6) with Constraint (4) prevents a partial
assignment (i.e., assigning a part of the client’s demand to a facility). Constraint (7)
prevents assignment to a facility that has not been opened.

4 Lagrangian Dual Decomposition

Lagrangian dual decomposition (LDD) is a classical method for combinatorial opti-
mization. This method is an important special case of the Lagrangian relaxation
algorithm, in which the original problem decomposes to two or more combinatorial
optimization problems. In this algorithm, we assume that there is a minimization
problem as follows:

Min f(x,2) +g(y,2) )

(x,y,2)

By decoding the problem, it can be found:

Min )f(x,zl) + gy, 22) 9

(x,¥,21,22
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S.t.
i1 =22 (10)
We introduce a vector of Lagrange multiplier A. The Lagrangian is now.

L(x,y,z1,22,A) = f(x,21) + 8y, 22) + AM(z1 — 22) (11)

And the dual objective is as follows:

L(A) = min L(x ¥,21,22,A) = min ){f(x,zl)+g(y,zz)+/\(m —22)}

(x,y,21,22) (x,¥,21,22

= min{f(x, z1) + Az1} + min{g(y, z2) — Az2}
(x,21) (r,22)

= {nir}{f(x, 2) + Az} + {nir)l{g(y, z) — Az}
X,Z .2
(12)

Equation (12) is a lower bound for the original problem and the tightest lower
bound can be shown by:

rr(lng(k) H(l)«’:l)X{Iilln{f(x 7) + Az} +m1n{g(y 7) — Az}} (13)

We solve each sub-problems of the relation (13) for the current A separately and
then update the A for improve the sub-gradient level.

4.1 Custom Designed LDD

To solve the proposed model, we decompose the model based on the N subsets
(e,;m = 1,..., N) of scenarios, so that U _1en = S. For creating each subset
with the simllar importance and weight, we first sort all scenarios based on their
probability value (gy) in a list, then for each subset, we select one scenario from the
first of the list and then one another scenario from the end of the list. We repeat this
procedure until the subset is filled (i.e., the number of members reaches a predefined
value), and then the next subset will create until all possible scenarios assign to a
subset. Then, to do the LDD method, we introduce the new first stage variables y,’f j
for each subsets of scenarios (y; ;, yl%j, e y,}f’j|l =1,2;j =1,...., J;). Finally,
we add the non-anticipative constraints )’zl, i = y,% j= = y{vj SO that establish
these constraints by equations as follows:

Zk”y;’, =0 VLj<J (14)
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where k! =1 — Nandk” = 1forn=2,..., N.

Then, we relax the non-anticipative constraints and set the A as a vector of
Lagrangian multi-players that are related to these constraints. The objective function
of Lagrangian relaxation for each set of scenarios are as follows:

Ly = M1nZZ<Z —slyjy;fj> +ZZ</\1,Z/« y]j) iﬁ(y”,en)

Jj=J Jj<J

N
1
5]

n=1 L j<J

where

s€en \i<l Jj<h i<h jsh

By, en) = Z (Z (hl.idizl.i,s + Z Cl.i,jdixl.i,j,s) + Z (h2,ivi.x + Z C2.i,/ui.j.x))qx (16)

Now, we can decompose the problem to N subproblem with minimization of
Relation (17) for each n € {1,..., N}. Also, the feasible solution space of the
problem will be divided based on each subset of scenarios.

Min ZZ( s +M,jk”y;",,) + ()", en) (17)
I‘LS LJ

J<Ji

4.2 Updating the Lagrangian Multiplayer

The Lagrangian multipliers A; ; are updated at per iteration using standard sub-
gradient ogtlmization by Fisher (Fisher 2004). So, given the initial value of multi-
player (A ) a sequence value of multiplayer in iteration (tAl )) is generated
by:

N
W= max{O, a4+ pey (Z k"y;fj) } (18)

n=1

¥ ; is optimal to the previous iteration and B is a positive scaler step size.

Zyp—Zis

B = AG-D
N 2
N ke

19)
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In Eq. (19), Zj; is the best upper bound so far. Z; p is the lower bound at the
current iteration. Also, A¢~V¢(0, 2] and we start with A©® = 2 and A® is halved
if the improvement in the Lagrangean lower bound is not more than 0.2% in Ly
consecutive iterations.

4.3 Generate the Upper Bound

Gradient method, a feasibility procedure is applied to generate an upper bound for
the Lagrangian problem. So, after obtaining the lower bound, we propose a simple
heuristic method to find a feasible solution at per iteration of the Lagrangian proce-
dure, but possibly not an optimal solution. Since the non-anticipative Constraints
(14) are relaxed, therefore, the yl'f j are not equal in different subsets of scenarios. So,
we generate a feasible solution in three steps as follows.

Step (1) Fixing the value of y; ; to 1 if they are 1 in minimum 50% of the optimal
solution related to each subset of scenarios; 0, otherwise.

Step (2) Fixing the value of X ; ; ; and their dependent variables (Z; ; , u; j s, Vi s)
for each i < I; and s to their optimal value if Constraint (7) is not violated after
inserting the value of y; ;.

Step (3) Solve the simplified original model for finding the optimum value of
remained variables in the feasible state.

If the value of the new feasible solution is better than the incumbent upper bound,
then the new value becomes the incumbent upper bound.

4.4 Pseudo Code of the Algorithm

The step-by-step pseudo code of the proposed algorithm is outlined in Fig. 2.

Step 0 Imitialize the parameters (A;, Ly g, Maxiter, Maxtime, Loy = 0, Z5 = —o0, 255 = 4@)
Step I Solve each subproblems seperately and find the Z,t,”‘ (n=1,...N)

Step2  1f ¥¥_ 2" < Z,5 Then set Legune = Leoune + 1 Otherwise Logune = 0

Step 3

N

Zio = Max Iz,,ﬂ,z "
n=1

Step4  Implementation of feasibility phase and find Z(*)

Step5  Zip = Min {25 29}

Step 6 yf t > Maxiter Or CPU Time= Maxtime Or y =< £ Then Stop and output Z,; as a best objective function

“us
Otherwise go to 7
Step 7 Update the Lagrangian Multiplayer
Step 8 Al )
P® I Leoune™ Lmax Then ACHD == and Legun = 0 Otherwise set A+D= A

Step9 Set t=t+landgoto |

Fig.2 Pseudo code of the proposed LDD algorithm
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5 Computational Results

In this section, the credibility of the presented mathematical model and the perfor-
mance and effectiveness of the presented heuristic algorithm are evaluated and
compared with each other. The mathematical model and the LDD method are coded
in the GAMS 24.1.2 software and solved by the CPLEX solver for the MIP models
and run on a PC with 4 GHz processor and 8 GB of RAM. To compare the results of
the proposed MIP formulation and LDD method two Relative Percentage Deviation
criteria that called RPD is used. These performance measures are calculated based
on the deviation of solutions to the best solution that achieved by MIP model and
LDD. The RPD criterion for solution method A is calculated as follows (Note that
the index A denotes a solution method.):
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(objectve function) , — Minimum (objectve functions)

RPD, = (20)

Minimum (objectve functions)

Also, to demonstrate the effectiveness and quality of LDD algorithm, we use three
criteria (i.e., GAP1, GAP2, GAP3). The gap between the lower bound (LB) and the
upper bound (UB) is calculated by:

UB — LB

GAPl =2 % —
UB + LB

(21)
The distances between the upper bound (UB) and the optimal solution (OP) are

denoted as GAP2, and between the lower bound (LB) and the optimal solution (OP)
are denoted as GAP3. The distances are calculated by:

UB — OP

GAP2 =2 % — (22)
UB + OP
OP — LB

GAP3 =2% — (23)
OP + LB

5.1 Generating Random Instances of the Problem

This section describes the testing of the proposed algorithms on 12 data sets that
are generated randomly. The data set consists of 25-325 nodes for small to large
instances. In each case, demands d; in the first echelon are drawn from a normal
distribution with (u = 100; § = 30) and rounded to the nearest integer. Fixed costs
s,j for I = 1 are drawn from U[30,000; 80,000] and rounded to the nearest integer.
Fixed costs s; ; for I = 2 are drawn from U[120,000; 200,000] and rounded to the
nearest integer. Penalty costs /;; are drawn from U[1000; 3000] and rounded to the
nearest integer.

Also, for each instance with ), I; clients and Zz J; facilities, the locations of
clients and facilities are determined randomly within a square, whose length and
widthareequaltod = (3}, 1, + Y, J;)(2.8 — 0.01(}_, I, + X_, J;))- Transportation
costs ¢;;,; are set equal to the Euclidean distance between i and j. The full failure
probability of facilities in the first echelon is equal to 0.15 and in the second echelon
is equal to 0.12. The scenarios of each instance are generated simply by taking into
account all the possible combinations of active and inactive facilities. The probability
of each scenario is computed by multiplying the probabilities of facilities according
to their situation in an active or inactive scenario.

Ultimately, each instance is labelled with (a; b; ¢), where a indicates the number of
clients in the first echelon; b indicates the number of potential sites in the first echelon
(potential clients in the second echelon) and ¢ indicates the number of potential sites in
the second echelon. The size of these parameters influences both the solution quality
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and the efficiency of the proposed procedures. To find the best trade-off between the
algorithm speed and solution quality, the runtime of the solution methods is limited
to 3600 s.

5.2 Numerical Examples

In this subsection, we present the results of the numerical examples to show the
validity of the proposed mathematical model and the efficiency of the presented
solution method. Table 1 shows a comparison of the optimal results obtained by the
scenario-based MIP model and the proposed LDD algorithm. This table shows that
the proposed LDD algorithm can provide the optimal solution in all cases, which the
scenario-based formulation is provided with a feasible solution in predefined time
restriction (i.e., 3600 s).

When the size of the problem increases, the scenario-based formulation loses its
effectiveness; solving problems of sp100;10;2 and larger is not possible with this
formulation in predefined time restriction. Instead, the LDD can obtain a feasible
solution for larger-sized problems. Therefore, considering the average difference of
0% between the best upper bound of the LDD algorithm and the optimal solution of
the scenario-based formulation can be found by the LDD algorithm has the reasonable
performance for larger-sized problems. This algorithm can also reduce the total
solution time of sp18;5;2 to sp100;8;2 cases from 7910 to 294 s. Finally, concerning
the inefficiency of the scenario-based formulation for large-sized problems, we can

Table 1 Comparison of the results obtained by the proposed mathematical model and LDD

Sample Scenario-based formulation (CPLEX Proposed LDD algorithm (CPLEX
problems Solver) Solver)

Time (s) Bestupper |RPD | Time (s) Best upper RPD

bound (%) bound (%)

sp18;5;2 45 2,241,719 0.0 12 2,241,719 0.0
sp30;5;2 753 3,712,944 0.0 26 3,712,944 0.0
sp50:8;2 2152 4,964,309 0.0 47 4,964,309 0.0
sp80;8;2 2607 7,319,741 0.0 77 7,319,741 0.0
sp100;8;2 2353 9,327,565 0.0 132 9,327,565 0.0
sp100;10;2 | >3600 - - 440 7,892,730 -
sp120;12;3 | > 3600 - - 1361 8,622,641 -
sp150;15;4 | > 3600 - - 2714 8,718,256 -
sp200;15:4 | > 3600 - - 2615 12,350,919 -
sp200;20;5 | > 3600 - - > 3600 14,748,366 -
sp250;20;5 | > 3600 - - > 3600 17,362,641 -
sp300;20;5 | > 3600 - - > 3600 22,477,543 -
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Table 2 Criteria related to the quality of the LDD algorithm

Sample Proposed LDD algorithm Optimal
problems Bestupper | Bestlower |Gapl (%) |Gap2 (%) |Gap3 (%) objec.tive
bound bound function

spl18;5;2 2,241,719 2,241,719 0,00 0,0 0,00 2,241,719
sp30;5;2 3,712,944 3,703,125 0,26 0,0 0,26 3,712,944
sp50;8;2 4,964,309 4,941,372 0,46 0,0 0,46 4,964,309
sp80;8;2 7,319,741 7,285,340 0,47 0,0 0,47 7,319,741
sp100;8;2 9,327,565 9,002,588 3,55 0,0 35 9,327,565

sp100;10;2 | 7,892,730 7,621,409 3,50 - - -
spl120;12;3 | 8,622,641 8,370,264 2,97 - - -
sp150;15:4 | 8,718,256 8,405,831 3,65 - - -
sp200;15;4 | 12,350,919 | 11,518,202 | 6,98 - - -
sp200;20;5 | 14,748,366 | 13,564,572 | 8,36 - - -
sp250;20;5 | 17,362,641 | 14,355,617 | 189 - - -
sp300;20;5 | 22,477,543 | 16,539,741 |30,4 - - -

propose the LDD algorithm as a suitable alternative to the scenario-based formulation
and an efficient algorithm for two-echelon reliable uncapacitated facility location
problems.

Table 2 shows the criteria related to the performance of the LDD algorithm. The
table shows that the LDD algorithm allows using of the scenario-based model for
larger-sized problems. On the other hand, according to the gap criterion, we are
confident that the LDD algorithm can provide high-quality solutions (i.e., optimal
or most closely optimal solution) in problems. The Gap 1 criterion is less than 5%
in the 8 first samples and also less than 10% in thelO first samples {spl8,5;2 to
sp200;20;5}. Therefore, we can recommend the use of the LDD algorithm to solve
the scenario-based model of the TE-RFLP, especially for medium-sized problems.

Figures 3 and 4 show the comparative graphs of the results obtained from the
LDD algorithm by changing the size of scenario’s subsets, for the criteria of the
best upper bound (UB) and lower bound (LB) values and also the CPU time. These
graphs are shown for sp100;8;2. In this examination, we consider five levels for the

the complexity of the problem is increased and the gap between the upper and lower
bounds is decreased by increasing in the size of the subset. Based on these figures,
creating a trade-off between the quality and complexity is so important by selecting
the optimal size of subsets.

Table 3 shows the performance results of the LDD algorithm under the influence
of changes in the failure probabilities of the facilities in the sp100,8;2. Based on
this table results, the LDD algorithm shows sustainable performance under different
scenarios of the failure probability and provided an optimal or near-optimal solution
in many cases. In the LDD algorithm, except for p; = p, = 0.9, where we see a
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Table 3 Performance of the LDD as a result of changes in the failure probabilities
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Failure probability Proposed LDD algorithm MIP Model
Best upper bound RPD (%) | Optimal objective function

0.1 9,264,505 0.00 9,264,505

0.2 12,814,921 0.00 12,814,921
0.3 16,641,569 0.00 16,641,569
0.4 16,936,220 0.00 16,936,220
0.5 18,639,821 1.02 18,450,932
0.6 18,611,058 0.00 18,611,058
0.7 19,762,360 2.58 19,265,783
0.8 21,787,049 10.87 19,651,377
0.9 25,919,553 28.67 20,144,518
1.0 20,787,349 0.00 20,787,349

significant drop in quality (RPD = 28.67%), we do not notice any significant changes
in the performance of this method in other failure probabilities. The average RPD,

regardless of p; = p, =0.9,is 1.61%.

Our models are based on the assumption of integrated optimization at all echelons.
Establishing this assumption requires cooperation between the owners of all echelons
of the network. Table 4 examines how effective is this cooperation. This table shows
the results obtained from solving the model in the two approaches: the integrated
optimization and hierarchical optimization. Each echelon is independently optimized
from other echelons in the hierarchical approach. At first, the lowest echelon of the
network (i.e., echelon 1) is optimized and its results are fixed. Next, the second

Table 4 The results obtained from two integrated and hierarchical optimization

Sample problems Integrated optimization (LDD Hierarchical optimization (MIP

algorithm) formulation)

RPD (%) Objective RPD (%) Objective

function function

sp18;5;2 0.0 2,241,719 10,9 2,486,900
sp30;5;2 0.0 3,703,125 10,8 4,102,477
sp50;8;2 0.0 4,941,372 14,0 5,632,101
sp80;8;2 0.0 7,285,340 9,0 7,941,365
sp100;8;2 0.0 9,002,588 23,7 11,139,247
sp100;10;2 0.0 7,621,409 14,4 8,720,741
sp120;12;3 0.0 8,370,264 24,5 10,422,348
sp150;15;4 0.0 8,405,831 15,8 9,730,512
sp200;15;4 0.0 11,518,202 14,1 13,137,920
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echelon is optimized and its results are fixed. According to the results of Table 4,
the priority of the integrated approach to the hierarchical approach is evident. The
average RPD criterion in this approach is 15.8% better than the hierarchical approach.

6 Conclusions

We developed a new mixed-integer programming (MIP) model based on the scenario-
based formulation for two-echelon reliable facility location problems. However, the
computational complexity of the scenario-based model made it less applicable for
medium- and large-sized problems. Therefore, we were able to develop the use of
this formulation for larger-sized problems by providing a Lagrangian dual decompo-
sition algorithm. The computational results showed that the proposed algorithm was
an efficient method for the scenario-based formulation in medium- and large-scale
problems that provided a high quality of solutions with reasonable running time and
resilience to change the failure probabilities of facilities. Also, the computational
results showed that the adoption of an integrated approach to make a decision and
simultaneous optimization at all echelons are much more effective than hierarchical
optimization. Therefore, interaction and collaboration between owners of different
echelons of the network are strongly recommended.

Future studies can focus on developing exact solution methods to solve the
problem. Also, in multi-echelon systems, different types of relationships between
echelons can be studied. For example, the failure probability of a facility or the cost
of providing demand from a facility depends on the planned level of reliability in the
other echelons of the network. For this reason, the lower reliability of the system in
an echelon increases the costs of providing demand and the probability of failure in a
lower echelon, and vice versa. It is also recommended to develop the implicit formu-
lation for the problem with the aim of reduction in the complexity of the problem in
future studies.
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IoT Quality-Controlled Demand Pricing )
Model in Food Supply Chains L

Zied Bahroun, Mohamed Ben-Daya, and Elkafi Hassini

Abstract With the increasing availability and use of internet of things (IoT) sensors
and platforms in food supply chains, there is an interest in studying their efficiency and
impact on supply chain operations. To illustrate how classical operations management
models could be affected by the introduction of IoT, we present an inventory model
with deteriorating quality that can be monitored by IoT-enabled time—temperature
indicator (TTI) sensors with application in the food supply chain. We develop a novel
demand function that incorporates quality and its deterioration through three supply
chain parties: producer, distributor and retailer. We use the model to analyse the
impact of IoT on the retailer and distributor in a Stackelber game context.

Keywords Internet of things - Quality-controlled demand - Pricing + Food supply
chain - Stackelber game

1 Introduction

The Food and Agriculture Organization (FAO) of the United Nations and the Natural
Resources Defense Council (NRDC) estimate that cumulative food loss and waste
accounts from up to 40% of the food produced (Gustavsson et al. 2011; Gunders
2012). The food is lost throughout the supply chain, from production to storage,
processing, distribution, retail and consumption (Muth et al. 2019). Managing food
loss and waste does not only contribute to the efficiency of the food supply chain,
it also enhances the sustainability of the food supply chain by reducing the use
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of resources such as land, water and energy. Internet of things (IoT) is gradually
being adopted in different functions of a supply chain to enhance its visibility and
traceability capabilities. In particular, [oT-enabled time—temperature indicator (TTI)
sensors have been successfully adopted in the food supply chain (Ben-Daya et al.
2019). The use of TTIs allows for the possibility of quality-based control of supply
chains (Bowman et al. 2009). This is giving rise to the area of quality-controlled
supply chain management. Despite the importance of managing food waste, we
find that there is a scarcity of studies that looks at these issues in the Operations
Management (OM) area (Ben-Daya et al. 2020). There is also a call for studying
the impact of IoT on supply chain management by looking at the efficiency of using
IoT sensors and how they can be incorporated in classical OM models. As recent
examples of studies, consider Leithner and Fikar (2019) who study the role of quality
information in organic fresh food supply chains. The use simulation to study a supply
chain of organic strawberries in Austria and study the impact of using quality data
to decide about which distribution channel to use, e.g., direct sale, sale through a
retailer or sale to a processing plant. They find that the quality threshold and customer
behavior are important parameters to consider in quality-controlled supply chain
management. Another example study is that of Heising et al. (2017) where they look
at the role of smart packaging in operationalizing quality-controlled logistics. They
suggest that using dynamic expiry dates and pricing based on data from intelligent
package sensors can substantially reduce food loss.

As an effort to contribute to the growing field of quality-controlled supply chain
management, the goal of this paper is to introduce a model for studying the efficiency
of IoT sensors and their impact on supply chain operations. To illustrate how classical
OM models could be affected by the introduction of IoT, we present an inventory
model with deteriorating quality that can be monitored by IoT-enabled time—temper-
ature indicator (TTI) sensors with application in the food supply chain. Our main
contribution is the development of a novel demand function that incorporates quality
and its deterioration through three supply chain parties: producer, distributor and
retailer. We use the model to analyse the impact of IoT on the retailer and distributor.

2 Demand Model

Consider a retailer that orders a produce and sells it at a fixed market price. To
highlight the impact of IoT we consider two scenarios: (1) the retailer does not use
TTIs and (2) the retailer makes use of TTTIs.

2.1 Notation and Assumptions

We use the following notation.
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t Time

i Supply chain entity,i € 1(producer), 2(distributor), 3(retailer)

qc Critical quality level below which a customer considers the product unsalable,

qn Highest quality level beyond which a customer is indifferent to quality, 0 < g, < g,
qi Quality at supply chain echelon i, g, < ¢; <1

t; Product arrival time at supply chain echelon i

Wi Instantaneous quality deterioration rate at supply chain echelon i

th Time at which customer starts recognizing different quality levels

t Time beyond which a customer finds the product unsalable due to bad quality

d(p,gq3) | Demand function for a given price p and retailer initial quality

D(p, q3) | Total demand at as a function of price p and quality g3

ci Unit production/purchase cost/price at supply chain echelon i

S Ordering cost per cycle at supply chain echelon i

hi Inventory holding cost per unit per unit time at supply chain echelon i

a Market size

b Demand sensitivity to price

B Demand sensitivity to quality,8 < b

T Replenishment period, T = f. — 13 =(q3 — qc)/ 113

P Unit selling price

T Profit for distributor (j = 2), retailer (j = 3), and supply chain (j = SC)

In our model we focus on replenishment from a backroom storage. It is therefore
reasonable to make the following assumptions:

(1) Lead times are negligible, and the replenishment is instantaneous.

(2) Attime zero all items are of perfect quality at echelon 1, the producer.

(3) Product quality remains at a premium level until it reaches the retailer premises
at time 3.

(4) Shortages are not allowed.

(5) We assume a linear quality loss function

(6) The retailer starts selling at time ¢3 with quality level g3

(7) Demand decreases in price and increases in quality

2.2 Demand Function

The quality deterioration process is illustrated in Fig. 1. At time 7, the product
quality level at the producer is g; and deteriorates at a rate ;. By time ¢, the
product reaches the distributor premises at a quality level g, and start deteriorating
at a rate (. By time #3, the product reaches the retailer’s location at a quality level
g3 where it deteriorates at a rate us3. At the retailers shelves, where the demand is
satisfied, the product goes through three stages: (1) premium quality stage from time
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Fig. 1 Quality deterioration process. (Adapted from Ozbilge et al. 2019)

t3 to t;, where the product quality is above g;, indicating that it is of premium quality.
This period is referred to as apparent stability where the customer does not visibly
see the changes in quality. (2) At time #;, the product quality becomes regular until
time ¢.. During this visible changes period the customer can discern different quality
levels. For example, a customer may use colour, firmness or texture of a fruit to assess
its quality level. (3) Finally, at time ¢, the product quality deteriorates to a level g,
which makes it unacceptable to the customer and so the product goes to waste.

During this process of quality deterioration we observe two types of quality:
Effective quality, which represents the actual measurable quality levels, and visible
quality that may be assessed on an ad hoc basis by a customer.

To model the demand function at the retailer, we assume that demand will depend
on price, using the well know downward sloping demand curve a — bp, and quality.
As per Fig. 1, the quality component will be fixed up to #, and then linearly decreasing
at a rate of 3 with respect to time up to time .. Thus, starting at time #3, the demand
function at the retailer can be formulated as follows, for a given price p, quality g3
and time point #:

—bp+Ban. t < (g3 —qn)/ 13
d(p,q3) = a=op
(P 45) {a —bp + B(g3 — pn3t), t > (g3 — qn) /13

The first demand function corresponds to the time when the product has premium
perceived quality, while the second function corresponds to the time when the product
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quality is perceived to be regular by the customers. Noting that (g3 — q.)/u3 = T,
the total demand is.

(93—9¢)/13

D3(p.a3) :/:d(p»%)df:/ (ﬂ*bp+ﬁqh)dt+f(q3_qh)/“3 (a—bp+ a3 — u3)

dt = (a —bp +Bay)((93 — an)/u3) + (@ = bp +Ba3)((43 — ac)/u3 — (a3 — an)/n3)

(93—an)/13
0

+ 83 (93 —an)/m3) = (a3 — ac)/3)?) = (@~ bp -+ Bap) (43 — a1 /m3) + (a — b +Ba3) ((ap — 9¢)/m3)

2
+ %ﬁ(Zqz —(@p +490))@c —ap)/n3 = A+ Bp +vq3 + 8pg3 (D
Where

A=—B(gi +42)/2 +aq.)/us )

bq.
B=24 3)

Mn3

a+ :3 h

y =L )

3
§=—b/us )]

2.3 Model Analysis

In the following propositions we investigate the role of pricing and quality in the
proposed demand model.

Proposition 1 (Retailer Threshold Quality) To ensure that there is demand at the

retailer level, the retailer incoming quality threshold should be %

Proof To ensure that demand is nonnegative at the retailer we require that
D3(p, , g3) > 0 and the results follows immediately. (]

We note that the threshold quality depends on the market size, demand sensitivity
to quality and price, premium and critical perceived quality levels. Interestingly, the
threshold does not depend on the quality deterioration rate at the retailer.

Proposition 2 (Role of Price in Total Demand) The rate of change of total demand

to price is ——b(qi;q")

Proof From (1) we get that —aDgpp’q” =B +3q; = ——b(q;‘;q"). O

We note that the total demand sensitivity to price depends on the difference
between the retailer’s incoming quality level, g3, and the customers’ lowest accept-
able perceived quality level, g., in addition to the quality deterioration level at the
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retailer, p3. In particular, demand sensitivity to prices increases when the customers
are prepared to buy low quality levels. This is intuitive as a low value of g, indicates
that customers are not too sensitive to quality. We also see that a retailer that chooses
to start with low quality levels will cater to customers with low price sensitivity.

Proposition 3 (Role of Quality in Total Demand) The rate of change of total demand

to quality is ”_bﬁ#

9D (p.g3)

a—bp+Bqn |
9g3 ’

Proof From (1) we have o

Proposition 3 indicates that the total demand sensitivity to quality is proportional
to the premium demand; as the demand from premium quality increases so does the
sensitivity of demand to quality. In addition, the higher the level at which a customer
discerns premium quality the more the demand is sensitive to quality. Finally, if the
price-only sensitive demand is high then the demand sensitivity to quality will also
tend to be high.

3 Stackelberg Pricing Game

In this section we assume that the retailer and distributor are independent supply
chain entities. To analyse the retailer and supplier’s pricing decisions, we adopt a
Stackelberg (2010) game approach. The retailer is the leader who determines price
p, given their proximity to the customer. The distributor is the follower who takes
the price p and sets the wholesale price c3 accordingly.

The retailer’s profit is.

m3(p) = (p — 3)D(p, q3) = (p — c3)(d’ + b'p) (6)

where
ad = A+vyq; (7)
b =B +8q3 ®)

The distributor’s profit is.

ma(c3) = (c3 — ) D(p*, q3) = (c3 — c2) (@' + b'p*) 9)

where p* is the optimal retailer’s profit obtained by maximizing 73(p).
The following proposition establishes the optimal retail and wholesale prices.

Theorem 1 (Optimal Stackelberg Prices) The retailer’s optimal price is
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RS B4 +42) + 2aqc — 2q3(a + Bqn)
2 4b(qc — )

and the distributor’s optimal wholesale price is

c2  Blai +492) +2aq9. — 243 + Pay)

A=
4b(gc — q3)
Proof From (6) we have.
a ’ !
W) pes 2 p (10)
ap
and
92 . b(gs — qc
nagp) o = B4 =— @3 =40 _
ap %

Therefore m3(p) is strictly concave in p and from (10) we deduce that.

pr= - (11

The result follows by substituting the values of @’ and " using Eqgs. (7-8) and
(2-5).

To find the optimal distributor’s wholesale price we first substitute (11) in (9) to
obtain:

a b
mo(c3) = (c3 — Cz)(- + —C3>-

2 2
It follows that.
9 —b

m2(c3) _a ) 4 bes (12)

86‘3 2
and

?m(c3) . B+gs b(g3 — qc)
86‘32 2 2,1,L3

Therefore m3(p) is strictly concave in ¢3 and from (12) we deduce that.

G=7-5 (13)
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The result follows by substituting the values of @’ and b’ using Egs. (7-8) and
(2-5)0.

We note that the optimal distributor and retailer prices do not depend on the quality
deterioration rates.

4 Numerical Study

In this section we conduct a numerical study to investigate the role of pricing, quality
and IoT. We use the parameters in Table 1.

With the above values, we find that customers will start differentiating between
the product quality levels at time ¢, = (g3 — q,,)/3= 90 h. The selling horizon is
T = (q3 — q.)/ 3= 130h. The distributor should set it wholesale price at $10.35 and
the retailer would sell at prices of $12.03 resulting in a demand of 326.75 units. This
results in profits of $547.52 and $1,095.03 for the distributor and retailer, respectively.

4.1 Demand Model: Role of Price and Quality Sensitivity
Parameters

An interesting question is how price and quality parameters interact in the demand
model. To see the joint impact of price and quality sensitivity parameters on profit, we
plot, in Fig. 2, total profit versus the ration of price and quality sensitivity parameters.
To obtain this graph we set an initial price and quality sensitivity parameters of 0.1
and 0.5 respectively. These are then increased by increments of 0.02 and 0.001,
respectively.

‘We observe that when % > 1 (vertical dashed line, in Fig. 2) the profit decreases ata
faster rate when that ratio is increasing. This suggests that demand quality-sensitivity
is more impactful, in terms of changes in profits. when the price sensitivity is more
prominent. This is an interesting observation, as it suggests that we should not ignore

Table 1 Parameters for

. Parameter Value
numerical study

"3 0.05/hour

qh 0.4

q3 0.85

qgc 0.2

a 20/hour
1.5
1.5

I $7/unit
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Fig. 2 Profit versus ratio of price and quality sensitivity parameters

the impact of quality in demand models even when the customers seem to be more
cognizant of price changes.

4.2 Demand Model: Role of Consumer Quality Expectation
Range

One important feature of our demand model is that it explicitly includes a quality
range [qc, q h] to represent the consumer quality expectations. In Fig. 3 we show how
the total profits change with changes in the customer quality expectation range. To
construct this graph we started with an initial indifference quality level g;, of 0.7 and
waste quality value of 0.2. The indifference quality os then decrease by increments
of 0.005.

We can make two observation based on Fig. 3. First, the larger the customer quality
expectation range, the higher the profit. This is intuitive as the wider the range the

Total profit
1720

1700 —

1680 e
U

1660 e

1640

1620

Fig. 3 Profit versus customer quality expectation range
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more the retailer will sell to the customers. Second, as the quality expectation interval
becomes smaller, the profits decrease almost linearly (R> = 0.9853).

4.3 Role of IoT

To understand the role of IoT sensors in improving the supply chain profits, we look
at three scenarios where IoT sensors are deployed at the distributor, retailer or both
of them.

4.3.1 IoT Deployment at the Retailer Only

The retailer investment in IoT sensors will impact the quality deterioration, u3, at
its location. For example, the deployment of sensors will alert the retailer to quality
deterioration at individual fruits items so they can be taken out before they can
cause the rest of the lot to deteriorate. In Fig. 4 we show how improving the quality
deterioration rate, through investment in IoT sensors by the retailer, impacts the total
profits. Note that the x-axis is plotted in reverse order to show the impact of improving
3. We constructed this graph by taking an initial value of 0.001 for p3 and then
increasing it by increments of 0.0005.

The total profits as a function of the deterioration rate changes according to a power
function (R?> = 0.9955). This suggests that the impact of investing in IoT sensors
is not significant up to a certain threshold, beyond which the marginal benefit of
investments becomes significant. In our numerical study, to improve total profits
by more than 5% we need to invest in enough IoT sensors to bring the quality
deterioration rate down to 0.0095 (vertical dashed line in the Fig. 4).

Figure 4 can be used by the retailer to assess the worth of investing in IoT sensors.
For example, if current quality deterioration rate is 0.01 and we want to improve it

Total profit
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3 1 ;
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v 5000 1
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1 /
3000 1
1
2000 1
1 -
1000 ——l———
3 = —— S — 1
0 1
0 I~ Y- Iy e ) N = N =] I~ T- R R o B I . B - o I~ O v T 0 o o
o R I o S B A o Y B~ =1 - R = R s = - - - -TE - =T~ = =
S 9 @9 9 g 9 e g5 @S 9o S Qo Q90 59 S 8 8 9 & 8 9
o (=] (=1 (=] o (=1 o =] - [= o o o o (=] (=] (=1 o o o o o o o (=] (=] (=]

Fig. 4 Impact of IoT deployment by the retailer only
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to 0.007, i.e., a 30% improvement, then we can invest up to $1,173.25—$821.27 =
$351.97 in sensors to break even. Note that the breakeven amount also represents the
improvement in profits which account for 42.86% increase in profits. Such graphs
can be very useful in practice as practitioners have been struggling with the question
of assessing the return of investment on [oT (Ben Day et al. 2019).

4.3.2 IoT Deployment at the Distributor Only

The distributor investment in IoT sensors will impact the retailer’s initial quality level,
q3- The deployment of sensors will allow the distributor to improve its quality control
and remove any low-quality items to avoid further deterioration to the quantity that
will be shipped to the retailer. In Fig. 5 we show how improving the initial retailer
quality level, through investment in IoT sensors by the distributor, impacts the total
profits. We constructed this graph by taking an initial value of 0.8 for g3 and then
increasing it by increments of 0.003.

‘We observe that the total profits increase linearly with the increase of the retailer’s
initial quality level (R? & 1). Thus, unlike the impact of IoT investment at the retailer,
investments by the distributor have a monotonic increasing marginal benefit.

Figure 5 can be used by the distributor to assess the worth of investing in
IoT sensors. For example, if current initial retailer’s quality level 0.8 and we
want to improve it to 0.962, i.e., a 20.0% improvement, then we can invest up to
$1928.17—%1,515.04 = $413.13 in sensors to break even. Note that the breakeven
amount also represents the improvement in profits which account for 27.3% increase
in profits.
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Fig. 5 Impact of IoT deployment by the distributor only
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4.3.3 IoT Deployment Throughout the Supply Chain

In this section we investigate the case when both the distributor and retailer invest
in IoT sensors thus improving the retailer’s initial quality and the retailer’s quality
deterioration rate at the same time. In Fig. 6 we show how the joint investment by
the distributor and the retailer impacts the total profits. We constructed this graph
by taking an initial value of 0.8 and 0.0001 for g3 and w3, respectively, and then
increasing them by increments of 0.001 and 0.003, respectively. Note that the x-axis
has pairs of g3 and w3 ordered in a decreasing order of the total profit.

We observe that when the total profits as a function of the deterioration rate changes
according to a power function (R? = 0.9981). This suggests that the retailers return
on investment in IoT sensors shadows that of the distributor. Similar to the investment
curve for the retailer, Fig. 6 also suggest that there is a threshold beyond which the
marginal return on investment diminishes.

4.4 IoT Impact on Reducing Food Loss

In Fig. 8, we show how demand changes depending on where IoT has been deployed.

‘We note that in all cases the demand increase and therefore the food loss decreases.
The behaviour of how demand change are similar to those of the changes of profits
described in Sects. 4.3.1-4.3.3. In particular, we also note that the benefit of IoT
deployment has diminishing marginal benefits. i.e., there is a point beyond which
additional investment in IoT do not lead to as much food waste reduction as the prior
investment.
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Fig. 8 Impact of IoT deployment on food loss reduction

5 Conclusion

In this paper we propose an inventory model with deteriorating quality that can be
monitored by loT-enabled time—temperature indicator (TTI) sensors with application
in the food supply chain. We develop a novel demand function that incorporates
quality and its deterioration through three supply chain parties: producer, distributor
and retailer. We use the model to analyse the impact of IoT on the retailer and
distributor profits as well as food loss.

We find that the retailer’s investment on IoT shadows that of the distributor. This
suggest that in supply chains where the retailer and distributor may be considering
investment in IoT as part of a contractual agreement then it would be better to delegate
the investment to the retailer. We also find that there is s threshold beyond which the
retailer’s marginal return on investment in IoT diminishes. One practical implication
of this finding is that it is not beneficial to invest in IoT sensors technology that may
not significantly improve the quality deterioration at the retailer. Similar observations
hold for IoT impact on food loss prevention.
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Our paper can be extended in several ways, First, it is worth looking at how IoT
investment may coordinate a decentralized supply chain, for example u incorpo-
rating a cost of ensuring quality at different supply chain entitities. Second, with IoT
technology it would be possible for a retailer to have accurate quality levels at the
visible changes period. In such circumstances it would be interesting to look at the
impact of price discounts in avoiding food losses. These two lines of research are
currently being investigated by the authors of this paper. A third line of research is
to incorporate uncertainty in quality and demand.

Acknowledgements The authors acknowledge support from the American University of Sharjah
Office of Research Enhanced Faculty Research Grant Award EFRG18-SCR-CEN-33 as well as
the Natural Sciences and Engineering Research Council (NSERC) of Canada Discovery Grant
RGPIN-2014-04827.

References

Ben-Daya M, Hassini E, Bahroun Z (2019) Internet of things and supply chain management: a
literature review. Int J Prod Res 57(15-16):4719-4742

Ben-Daya M, Hassini E, Bahroun Z, Banimfreg B (2020) The role of internet of things in food
supply chain quality management: a review. Working paper

Bowman P, Ng J, Harrison M, Lopez TS, Illic A (2009) Sensor based condition monitoring. In:
Building radio frequency identification for the global environment (Bridge) Euro RFID project

Gunders D (2012) Wasted: how America is loosing up to 40 percent of its food from farm to fork
to landfill. NRDC issue paper, August 2012 IP:12-06-B

Gustavsson J, Cederberg C, Sonesson U, Van Otterdijk R, Meybeck A (2011) Global food losses
and food waste. In: International congress SAVE FOOD! Diisseldorf, Germany

Heising JK, Claassen GDH, Dekker M (2017) Options for reducing food waste by quality-controlled
logistics using intelligent packaging along the supply chain. Food Addit Contamin Part A
34(10):1672-1680

Leithner M, Fikar C (2019) A simulation model to investigate impacts of facilitating quality data
within organic fresh food supply chains. Annals Operat Res 1-22

Muth MK, Birney C, Cuéllar A, Finn SM, Freeman M, Galloway JN et al (2019) A systems approach
to assessing environmental and economic effects of food loss and waste interventions in the United
States. Sci Total Environ 685:1240-1254

Ozbilge A, Hassini E, Parlar M (2019) Donate more to earn more. Submitted for publication

Von Stackelberg H (2010) Market structure and equilibrium. Springer



Fuzzy Goal Programming Based )
on a Taylor Series for a Pharmaceutical oo
Supply Chain with a Marketing Mix

Strategy and Product Life Cycle

Farzaneh S. Shakouhi, Reza Tavakkoli-Moghaddam, Armand Baboli,
and Ali Bozorgi-Amiri

Abstract Considering environmental protection and sustainable development, this
study proposes a multi-objective mixed-integer nonlinear programming model for
the pharmaceutical supply chain network design to maximize the profit, improve
consumer health and minimize environmental pollution. In this model, different
scenarios are considered based on different product life cycle (PLC) stages (i.e.,
introduction, growth and maturity) based on marketing mixes (i.e., price, quality,
place and promotion). Also, a fuzzy goal programming approach is used to solve
the multi-objective problem with parameters of interval type 2 fuzzy numbers (IT2
FNis). A Taylor series is also used to linearize the health objective function. The model
presented for two real supply chains with the same product and alternative used in
the pharmaceutical industry to demonstrate an application to support better decision
making for sustainable supply chain management. The results of this research can
be a reference for sustainable supply chain research and practical management.
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1 Introduction

Investigations into health services, especially the supply chain, are growing rapidly
(Nematollahi et al. 2018). In September 2015, the United Nation General Assembly
(Nematollahi et al. 2018) approved a new agendum: sustainable development for all.
Health is at the center of the 2030 Program as a sustainable development goal. Carter
and Rogers (Carter and Rogers 2008) defined sustainability as “achieving the social,
environmental, and economic goals of the organization by systematically coordi-
nating essential inter-organizational processes to improve the long-term economic
performance of the company and its supply chain”. Considering the following goals
at the same time, sustainability is an impartible part of the supply chain: Maxi-
mizing profits of the whole chain like other supply chains; many environmental laws
are approved by the government to reduce environmental impacts and pollution;
most governments, put pressure on stakeholders to increase the level of health and
consumer satisfaction in the chain by applying appropriate laws.

Today, ensuring the sustaining design of any network of supply chain activities is
dependent on maintaining and optimizing the use of the limited and non-replaceable
resources (e.g., energy and environmental resources). This will lead to the adoption
of strategies related to investment in improving the environmental performance of
the supply chain, reducing pollutions, managing waste, recycling and reusing waste
(Fahimi et al. 2017). A sustainable supply chain is one of the aspects of designing
and supplying the pharmaceutical supply chain network. To measure supply chain
sustainability, some studies have examined all three concepts including 1) economic
(maximizing the profit (Moradinasab et al. 2018; Mota et al. 2018) or minimizing
the cost (Orjuela-Castro et al. 2019; Narayana et al. 2019; Sazvar et al. 2018; Allaoui
et al. 2018; Ghaderi et al. 2018; Tsao et al. 2018; Eskandari-Khanghahi et al. 2018;
Baboli et al. 2011)), 2) environmental (Moradinasab et al. 2018; Mota et al. 2018;
Orjuela-Castro et al. 2019; Narayana et al. 2019; Sazvar et al. 2018; Allaoui et al.
2018; Ghaderi et al. 2018; Tsao et al. 2018; Eskandari-Khanghabhi et al. 2018), and
3) social (maximizing the number of jobs created (Moradinasab et al. 2018; Mota
et al. 2018; Allaoui et al. 2018; Eskandari-Khanghahi et al. 2018), food security
and consumer health (Orjuela-Castro et al. 2019; Narayana et al. 2019), efficiency
of the supply chain (Allaoui et al. 2018), social benefits earned from establishing
facilities (Ghaderi et al. 2018; Tsao et al. 2018), satisfaction of social responsibility
(Roshan et al. 2019), and unmet demand (Roshan et al. 2019; Zahiri et al. 2018))
factors. Insufficient knowledge of market parameters and competitor reaction causes
a kind of uncertainty in decision making that is seen in models. Khalilpourazari et al.
(2019) and Babaee Tirkolaee et al. (2019) used triangular fuzzy numbers for demand
parameters.

To fill the gap, for the first time, all the three aspects of sustainability including
economic, social and environmental have been considered in PSC as a multi-objective
model and fuzzy theory (fuzzy goal programming based on Taylor series) used to
solve it. In this research, two pharmaceutical supply chains are considered for their
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different stages of the product life cycle (PLC). Innovations of this research are:
using marketing strategies considering the PLC stages (product introduction, growth
and maturity periods); sustainable supply chain network design (SCND) depending
on marketing mixes (price, quality, place and promotion); insufficient knowledge
of market parameters and competitor reaction causes a kind of uncertainty in deci-
sion making that is seen in the objective function with parameters of trapezoidal
interval type-2 fuzzy numbers (IT2 FNs); using Taylor series for linearizing, the
nonlinear objective functions of consumer health level; considering trapezoidal IT2
FNs disturbances in a supply chain (i.e., disturbances in producer, distributor and
retailer). As for solving the uncertain problem, Dalman (Dalman 2018) presented
an interactive fuzzy goal programming approach based on Taylor series to achieve
the highest degree of membership function for multi-objective nonlinear program-
ming problems with trapezoidal IT2 FNs. Because of these advantages, the fuzzy
goal programming based on Taylor series is utilized for solving the multi-objective
nonlinear programming problem with IT2 FNs in this study.

2 Model Formulation

2.1 Problem Definition

This research involves two pharmaceutical supply chains and three actors. Supply
chains are assumed to each has one manufacturer, distributors and retailers. The phar-
maceutical supply chain is considered at all stages of product such as introduction,
growth and maturity. The SCND is based on three objective functions, maximizing
the profit, minimizing pollution emission, and maximizing consumer health increase
(number of product complaints according to product quality). The decision variables
at this level are the amount of production, choosing distribution centers, and the
amount of sent products from a manufacturer to a distributor and from a distributor
to aretailer. It should be noted that at this stage, the issues of a producer, a distributor
and retailer disruption are considered in the network design. So, the supply chain
presented in issue is multi-objective, multi-echelon, which are depended to the objec-
tive functions marketing mix factors (i.e., price, quality, place and promotion). The
assumptions assumed in the problem are as follows:

Different stages of the PLC is considered for the supply chain.
Supply chain and demand depend on the marketing mix.
There are disruptions and capacity limitation of manufacturing centers, distribu-
tion centers, and retailor centers.
e (Candidate locations for distribution centers are identified.
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2.2 Model Description
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Indices: Tccjy Transportation cost per unit of
distance from a distribution j to a
retailer r

i Product index (i =1, ..., I) ec Cost per unit of CO; emissions

X Set of manufacturers (x =1, ..., plf Price of no-name product i

X)

J Set of distributors (j = 1, ..., J) Ngi Amount of CO; produced in the
production process depends on the
quality level of the product

r Set of retailers (r =1, ..., R) vi Amount of CO, emissions in the
product i production process

Parameters: tixj Amount of CO, emissions in the
transship process from a
manufacture x to a distribution j

pi Product price i 1 i Amount of CO; emissions in the
transship process from a
distribution j to a retailer r

D; Product demand i Oyi Cost of eliminating or reducing
the negative side effects of product
I production by a manufacture x

My Product quality level / 3 Efficiency coefficient for
distributor j

mg; Product access level i Wix Percentage of product /
disturbance at the manufacturing
center x

Mg Product promotion level i w, ; Percentage of product i
disturbance at the distribution
center j

fi Fixed costs for opening @, Percentage of product i

distribution j disturbance at the retailer center r

&qi Variable cost of product quality i | cap;y Maximum production capacity of
product i at the manufacturing
center x

Esi Variable cost of product access i | cap] ; Maximum storage capacity of
product i at the distribution center j

Eai Variable cost of product capy, Maximum storage capacity of

promotion i product i at the retailer center r
qi Fixed cost of product quality i B Supply chain management budget

Pai Fixed cost of product promotion i | Decision variables:

Disy; Distance from manufacture x to Zj 1 if the distributor j is selected; 0,

distribution j otherwise

Diss jy Distance from distribution j to Gixj Quantity of product i shipped from

retailer r manufacture x to distribution j

(continued)
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(continued)
Tcyj Transportation cost per unit of dijr Quantity of product i shipped from
distance from manufacture x to distribution j to retailer r
distribution j

2.3 Objective Functions

Max Z; = Z Piqixj— Z fizj— Z (Egimgi + Esimgi + EaiMai)qixj —
iel,xeX,jel jeJ iel,xeX,jel
Z (bgim? + dsim® + Gaim?)qirj — Z DisyjTcyjqixj—
qil ;i il ail | )qixj xJj xjqixj
iel,xeX,jel iel,xeX,jeJ
Z DissjrTccjrqirj (D)
iel,reR,jel

Min Z; = e, Z (figimgi + Vi + Ti))qixj + Z Uiirqiir |+

iel,xeX,jel iel,reR,jel
+ E Oxiqixj (2)
iel,xeX,jel
(1 = bi)myi
Min Z3 = E — 7 €)]
iel,xeX,jel Gixj

The first objective represents the obtained profit using the difference in income and
expense The first part shows the revenue from product manufacturing, Part 2 shows
the cost of distribution opening, Part 3 and 4, respectively show variable and fixed cost
of product based on quality, access and promotion done by supply chain and part five
shows the transportation cost from a manufacturer to a distributor and part six shows
the transportation cost from a distributor to retailer. In this section, quality, access
and promotion cost parameters are IT2 FNs. The second objective represents the
created pollution throughout the supply chain. The first part shows the total amount of
pollutants released in the production process commensurate with the quality level plus
the amount of pollutants released in the process of transportation from a manufacturer
to a distributor, the second part represents the amount of pollutants released in the
process of transportation from a distributor to a retailer and the second part is negative
side effects decreasing cost of the production (e.g., the cost of removing industrial
wastewater in production). In this objective function, the amount of CO, emission
parameters are I'T2 FNs. The third objective function represents the level of consumer
health. The level of consumer health depends on a sensitive coefficient to the level
of complaint of product quality and provided quality, in which manufacturer x and
coefficient sensitive to the rate of complaint of product quality.; is considered as an
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IT2 FN according to the number of complaints made in the previous periods from
the manufacturer x.

2.4 Constraints

ZCIijr EZ%xj Viel, jelJ 4)
reR xeX
Z%’xj < @;Capix Viel, xeX 5)
jed
3 gy <D Viel ©)
jeJ,rer
ZQixj = cf)’ijcap,szj Viel, jel (7)
xeX
> Giry < @cap}, Viel reR (8)
JjeJ
> fiz =B )
jeJ
qixj =0 Viel, xeX, jelJ (10)
qijr = 0 Viel, jeJ, reR (11)
z; €{0,1} VjelJ (12)

Equation (4) guarantees the product current balance from a manufacture to a
retailer. Equation (5) considers the disturbances in the production process. That
means, with the numerating disturbances, the quantity of produced and transported
products to the distributor must not exceed the maximum production capacity. Equa-
tion (6) guarantees that the product transported to the retailer is less than or equal
to customer demand so that the retailer does not face unsold volume due to lack of
space. Equation (7) considers the disturbances in the distributor. That means, with
numerating the disturbances, the quantity of produced and transported products to
the distributor is not more than the maximum storage capacity of the distributor.
Equation (8) considers disturbances in the retailer. That means, with numerating the
disturbances, the quantity of transported products to the retailer should not exceed
the maximum storage capacity of the retailer. Equation (9) states that the select and
opening cost of distribution locations should be less than the available budget. The
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considered disturbances are considered as IT2 FNs. Constraints (10)—(12) define the
ranges for all the variables.

3 Methodology

According to Hu et al. (2013), a trapezoidal IT2 FN is defined that the upper and the
lower membership functions are both trapezoidal fuzzy numbers, i.e.,

A= (A A) = (a1, @, a3, as; Hi(A); Hy(A)), (a,a,a,a; H(A); Hy(A)
(13)

where H;(A) and H; (A) denote membership values of the corresponding elements

a  and g, 1, respectively. The expected value of A is determined as follows:

—it

11 1{< _
E(A) = 5(2 > @ +a,)> x Z(Z (Hi(A) + &(A))) (14)
i=1 ! i=1 !

According to the linearization approach proposed by Dalman (2018), transform
nonlinear membership functions by using the Taylor series approach around the
solution X* = (X}, %3, ..., X;), which is the solution that is employed to maximize
the k-th nonlinear membership function wu(fi(x)) associated with kth nonlinear
objective fi(x):

f Xy ~% f X1 K
Mk(al;(IXI)) Z;‘(Xl —F)+ “k(al;(le)) - x (02 —%3) +...
(e, = ()
m(A )
o, )

In multi-objective programming, if an imprecise aspiration level is injected to
each of the objectives, then these fuzzy objectives are expressed as fuzzy goals.
Now, consider the k-th fuzzy goal f; (x)>s;. Its membership function can be defined
by:
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1 fi(x) = si

Se(x) — Ik
— 1
e fin = e g k=)= (15)

0fi(x) <

Then, an equivalent linear fuzzy goal programming model for problem (15) can
be developed as follows:

m(fiG) +de=1, k=1,2,...,1

B >dy k=1,2,...1

Minf{ x, <x <% I=1,2,...,n (16)
di >0 k=1,2,...,1
0<B=1

where x < x; < x; denotes that the limits of decision variables derived from the
1

individual optimal solutions of each objective and d,” > 0 represents the negative
deviations from the aspired levels.

4 Illustrative Example

4.1 Example Description

A real case of two pharmaceutical supply chains is presented to illustrate the applica-
tion of the proposed model to support better decision making for sustainable supply
chain management. The study assumes that each supply chain has one manufacture,
three distributors, and three retailers. Also, the supply chains products are similar to
each other in the market.

4.2 Parameters Settings

Company information has been modified for business confidentiality. The parameter
data are shown in Table 1. This table provides data on two pharmaceutical supply
chains with the same product over different periods of their PLC stages. Naturally, the
marketing mix data is sensitive to the competitor’s strategy and changes according
to the competitor’s PLC stages. The fixed cost for establishing 400, 500 and 300
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Table 1 Distribution centers and retailers data

Distributors | First Second Third Retailer First Second | Third
distributor | distributor | distributor retailer | retailer | retailer
Disyj/Tcyj | 5/1 5/1 4/0.5 Dissy/Tccy, | 1/0.1 2/0.15 3/0.5
E(f1) 0.5 0.1 0.1 Dissy/Tccyr | 1.5/0.6 |2.5/0.55 | 3.5/0.5
E(c;/lj) 0.03 0.02 0.01 Diss3 /Tccs |0.5/0.5 | 1.5/0.45 | 2/0.5
capaj 9800 10000 11000 E({'11,) 5 5 5
E(!'12,) 10 10 10
E('13,) 1 1 1
E(@/,) 0.03 0.02 0.01
capf, 400 450 500

unit distribution centers and the variable costs dependent on quality, access and
promotion are respectively equal to 1, 2 and 4. The fixed costs dependent on the
quality, place, and the promotion are 2, 3 and 1, respectively. The amount of CO,
released in the production process is 6 and the amount of CO; released based on the
quality level is 1. The producer side costs are 1 and manufacture disturbances are
0.05. The manufacturer capacity is 1000.

5 Results

GAMS 22.2 software was employed to solve the proposed model using the test case
data. The results of the calculation of the objective functions in two supply chains at
different PLC stages are shown in Table 2. As observed in Table 2, the profit of the
second supply chain diminishes with the increased lifecycle of the first supply chain
product. This is natural because, with an increase in the lifecycle of the competitor
supply chain product (second), the power of the competitor increases in the market,
and the share of the market grows for the competitor.

In this way, the profit of the first supply chain diminishes. The notable point in
Table 2, is that the profit of the introduction period of the first supply chain product
is less than that of the product growth period, and the growth period profit is less
than maturity period profit of the product. The reason is that based on the lifecycle of
the product, with an increase in the PLC (from introduction to maturity), the profit
acquired from product sales grows.
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6 Conclusions

This study presented a multi-objective model for two sustainable pharmaceutical
supply chains, which simultaneously considered economic, environmental, social,
and uncertain parameters to maximize profit and consumer health and minimize
pollution emissions. A fuzzy goal programming approach was used to solve the multi-
objective model with parameters of IT2 FNs. The consumer health objective function
was also linearized using the Taylor series. In this method, the objective functions
became one objective function applied to two pharmaceutical supply chains with the
same product in the market. Different scenarios for the supply chains were considered
based on their PLC stages. The marketing mix was also examined proportional with
supply chains marketing strategies at different periods of their PLC stages. For the
future study, two avenues are considered: (1) replacing the Taylor series approach
by other techniques for eliminating the nonlinear terms in the model, (2) replacing
the IT2 FNs by type-1 fuzzy parameters and can be compared with the results of this

paper.
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Abstract This article analyses resource flexibilities and consequences of one disrup-
tion on an agricultural supply chain through a mixed-integer programming model.
The disruption considered is inflation. This situation leads to high living costs, high
demand, an increase in employment level, and arise in production level. The decisions
on harvest planning, harvesting equipment selection, hauling truck assignment, and
product and processor assignments are simultaneously determined with the objec-
tives to maximize profit and minimize lost sales cost. A set of non-dominated solu-
tions is obtained for decision-makers to evaluate possible solutions for trade-offs
between profit and lost sales. Evaluations of these trade-offs may have policy impli-
cations on resource allocation decisions. The purpose of this chapter is to assess
the consequences of inflation on the key decisions in the integrated planning of an
agricultural supply chain with selective harvesting. This chapter identifies the causes
and effects of inflation at an operational level. The findings underscore the model’s
recommended decisions in an agricultural supply chain disruption. In this study,
the authors analyse one disruption related to demand, available capacities, costs,
and yields through a mixed-integer programming model. Numerical data sets for
this disruption are derived based on real operations. CPLEX Optimization software
package is used to find the possible solutions for both single and multi-objective
problems.
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1 Introduction

Agricultural production is one of the principal revenue sources for many countries.
The supply chain of agricultural production may take months or years and may cover
abroad geographical area. The occurrences of unplanned events such as natural disas-
ters, equipment failure, and unpredictable customers’ demand may adversely affect
the performance of a supply chain. In recent years, fierce competition in agricultural
business leads to the awareness of the necessity of flexibility and adaptability in a
supply chain to minimize risk. To reduce the impacts and severities of the supply
chain risks, risk management and resilience assessment should be applied. Addition-
ally, it is desirable to consider flexibility and adaptability in the design of a supply
chain management system.

Supply chain resilience is often seen as the capacity to maintain a normal operation
when disruptions occur. It directly relates to disaster recovery, risk management, and
reduction of the supply chain vulnerability. Many researchers (Elleuch et al. 2016a;
Hosseini et al. 2019; Kamalahmadi and Parast 2016; Ponomarov and Holcomb 2009;
Singh et al. 2019) reviewed the literature related to the supply chain resilience and
vulnerability. They (Kamalahmadi and Parast 2016; Ali et al. 2017) claimed that the
supply chain resilience should cover three phases. Firstly, emergency plans should be
prepared for urgencies. Secondly, the supply chain should be robust to deal with the
disruptions (Tang 2006). Finally, effective responses need to minimize the negative
impacts of supply chain disruptions.

Besides, resilience analysis has been applied in multiple kinds of supply chains
such as energy (Jabbarzadeh et al. 2016; Urciuoli et al. 2014), dairy products
(Bourlakis et al. 2014), fruits (Behzadi et al. 2017), food (Behzadi et al. 2017), meat
(Leat and Revoredo-Giha 2013), and automobiles (Carvalho et al. 2012; Rezapour
et al. 2017).

Decision-making problems under uncertainty have been implemented with
stochastic programming, robust programming, and simulation (Borodin et al. 2016).
Several solution techniques have been applied to improve resilience such as optimiza-
tion models (Dixit et al. 2016; Septiani et al. 2016), mixed-integer linear program-
ming model (Yavari and Zaker 2019; Goli et al. 2019), simulation (Carvalho et al.
2012), quality function deployment (QFD) (Elleuch et al. 2016b), questionnaire
survey (Bourlakis et al. 2014), and interview (Leat and Revoredo-Giha 2013).

Agricultural supply chain risk management has been a topic of interest in the last
two decades. The food supply chain with strategic resilience was built by Manning
and Soon (Manning and Soon 2016). They proposed the strategic resilience indi-
cator framework to develop organizations by considering in 3Rs: ready, respond, and
recovery. Septiani and et al. (2016) found that most of the research works related to
resilient supply chain were done in three perspectives: risk identification, risk assess-
ment, and risk mitigation. First, risk identification can be conducted by qualitative
method, semi-qualitative method, and quantitative method. Second, risk assessment
can be done through various models such as simulation model, intelligent technique,
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optimization model, statistical analysis, and others. Last, Interpretative Structural
Modelling (ISM) and life cycle assessment can be applied for risk mitigation.

Some studies applied optimization techniques to manage the agricultural supply
chain under risk. In 2000, the complexity of selecting effective crops pattern and
maximizing farmers’ utility led to the notion of a conceptual framework (Romero
2000) which was implemented as a multi-objective linear programming model. A
weighting method was applied to find the solutions for the multi-objective problems
which attempted to maximize an expected gross margin, and to minimize variability.
Through experiments, the authors found that the proposed framework can be an
alternative method to deal with risk instead of the mathematical model based on
portfolio theory (Freund 1956).

For the influence of weather in agricultural management, a crop planning model
with stochastic values was proposed as a linear programming problem (Itoh et al.
2003). The model focused on the limitation of land, and labor. The purpose was to
maximize the minimum total gain due to random profit coefficients. The experiments
used the planning data of various crops; carrot, radish, cabbage, and Chinese cabbage
within ten acres. The results showed that an optimal solution can be applied in real
situations.

The uncertainties of supply and demand in the supply chain of perishable products
have challenged decision-makers to develop optimization models. A mixed-integer
linear programming model and Monte Carlo simulation model were applied to incor-
porate demand, yield, and harvest failure of tomatoes plantation (Merrill 2007). The
objectives of this study were to find the appropriate time, quantity, and location to
plant tomatoes to minimize customer service requirements and to maximize profit.
Numerical experiments showed that the model can achieve a 90% customer service
level with 20% less planted acreages with almost three times profit growth.

Another work that was related to tomato planting was done in 2012. Tan and
Comden (2012) applied a non-linear equation to determine farm areas and seeding
times to maximize the total profit over the planning period. The detailed model
considered maturation time, harvest time, and yield uncertainty with random demand.
The numerical experiments showed that the objective function increased exponen-
tially with the number of farms in a single-period. For the multi-period problem, the
approach with farm areas and the seeding times had approximately 16% higher profit
than the mean-value approach.

In 2017, a two-stage stochastic model was developed to maximize the expected
profit of the Kiwifruit supply chain in New Zealand (Behzadi et al. 2017). A fractional
formulation was used to integrate perishability and a quality barrier into the model.
This study investigated the effectiveness of robust, and resilient strategies to manage
harvest time and yield disruptions. After the model was applied, the results showed
the improvement of the company’s benefits; however, the authors considered only
two types of suppliers’ risks: harvest time disruption and yield disruption.

In the same period, some scholars designed an integrated supply chain network for
perishable products (Shrivastava et al. 2017). The researchers considered disruptions
in the transportation links between manufacturers and retailers. They formulated the
problem of locating and allocating facilities as a mixed-integer quadratic model.
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The model was solved by the default settings of the CPLEX optimization software.
Consequently, the total cost of the supply chain was higher in the resilient model. In
the future, multi-products (Goli et al. 2019), multi-routes, and multi-periods should
be considered.

As mentioned earlier, there was no attempted to address resilience through the
assessments of capabilities, costs, and impacts and considering multi-objective opti-
mizations (Elleuch et al. 2016a; Hosseini et al. 2019; Kamalahmadi and Parast 2016).
Therefore, this study focuses on a modeling framework to examine the consequences
of inflation on suppliers, operations, capacities, time availabilities, costs, resources,
and demands. Two objective functions, profit maximization, and lost sales cost mini-
mization and five decisions of inflation will be compared with those results obtained
in a normal condition. Lastly, two scenarios will be evaluated while simultaneously
considering both objective functions. The set of non-dominated solution values or
the Pareto frontier will be obtained for decision-makers.

2 Methodology

Ahumada and Villalobos (2009) reviewed the literature on agricultural supply chain
and found that many research works have been concentrated on developing tactical
plans for the supply chain of non-perishable products. Only several researchers
have worked on developing operational plans for agricultural supply chain for fresh
produces and most of the studies have separately considered four functional areas:
production, harvest, storage, and distribution, and the plans for each functional area
were made sequentially. The modeling approaches used in agricultural planning
included stochastic programming (SP), linear programming (LP), dynamic program-
ming (DP), and mixed-integer programming (MIP). Common objective functions
were cost minimization and profit maximization. Nevertheless, most of the prior
researchers did not pay much attention to risk modeling, uncertain information,
logistic integration, quality, and security of products. Besides, planning models have
been developed for each functional area with very little attempt made on integration
due to the complexity of the model.

The focus of this study is to assess the impacts of inflation on the key decisions in
the integrated planning of an agricultural supply chain with selective harvesting. The
integrated planning model that includes harvesting, hauling, production, transport,
and distribution for selective harvesting by Sornprom et al. (2019) is used for risk
analysis of the agricultural supply chain. It is a mixed-integer model that considers
resource allocation such as time availabilities, resource capacities, and the number
of haulers, vehicles, and harvesting tools. The key decisions include the quantities
of harvested crops, hauled crops, finished products, delivered products, products
sold, and product shortage. A mathematical model and detailed description can be
found in the reference (Sornprom et al. 2019). The development of a framework for
a resilience analysis along with a solution technique is given in the next subsection.
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2.1 Framework Development

The chronological sequence of decisions in an agricultural supply chain is shown in
Fig. 1. The arrow indicates the dependency of decisions from previous operations.
For instance, a drought may result in the decrease of mature crop quantities to be
harvested. Consequently, this may lead to less requirement for hauling equipment and
fewer raw material available for production and eventually a reduction in products
delivered to the distribution center.

The disruption considered in this study is inflation. The disruptions caused by this
risk factor on various decisions in an integrated supply chain are illustrated in Fig. 2.

According to Fig. 2, it is apparent that inflation affects the value of money, leading
to an increasing amount of wages to maintain living costs. In this economic variation,
banks reduce interest so that many companies offer more jobs. As a consequence,
individuals in society have money for basic needs, resulting in the rising demand
for agriculture products. When the demand is higher than supply, companies raise
the prices of products. A resilience analysis of this situation is carried out using
the mixed-integer programming model. The data is a subset of a real system with
the size reduced for suitable computational complexity. A baseline case and the two
scenarios described above are evaluated and compared.

The supply chain system considered contains 20 fields from 4 suppliers. The
system is operated with three harvesting machines, five haulers, four processors,

Harvesting | —p| Hauling  |—»| Production |—| Transport |—| Distribution

Fig. 1 Dependency of decisions in an agricultural supply chain

Increase in aggregate demand

' - . of money o 1
v Wages rise €-----------o-s e Inflation ‘

v
Increase input prices
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Production |—bl Transport ‘—bl Distribution

v
Harvesting |—p‘ Hauling ‘—b

products’ costs

Fig. 2 Cause and effect framework
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three products, and three vehicles. All the fields are near and can use the assigned
machines without much transportation delay.

2.2 Solution Technique

CPLEX optimization software package is a well-established solver for single-
objective mixed integer programming problems. This software uses a branch and
bound method in seeking optimal solutions. To solve the multi-objective problem
directly with CPLEX, one objective must be converted into a constraint as shown in
Egs. (2) and (4). From these equations, it clearly shows that the objective values from
profit maximization and lost sales cost minimization acts as the bounds of possible
multi-objective values and Pareto frontier. The “deviation” variables A and & are
treated as parameters and the model is solved repeatedly with varying values of A
and £ to yield a set of non-dominated solutions.

Objective function : Max Profit = Revenue — Total direct cost (1)

Constraint : Lost sales cost < Minimal lost sales cost + A 2)

Objective function: Minimize Lost sales cost = Z |:Z J ,,d:| * 0
P d
Jpa : Shortage quantity of product p on day d (box)
o), : Lost sales cost of product p (baht per box per day) (3)

Constraint : Profit > Maximal profit —¢ 4)

3 Results and Analysis

As mentioned earlier, this study concentrates on a possible risk called inflation. This
situation will be compared with the normal one to study the consequential impacts
on decisions, profit, and lost sales cost.

The math model proposed by Sornprom et al. (2019) was solved via the CPLEX
Optimization software package. The results of a single objective problem are given
in Table 1 for profit maximization (totally ignoring lost sales cost) and for lost sales
cost minimization in Table 2. For brevity, the decisions on harvesting, harvester
assignment, hauler assignment, processor assignments, etc. are not shown here. Note
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Table 1 "ljhe. sollutions for Scenario Maximal Profit (baht) | Lost sales cost (baht)
profit maximization

Normal situation | 445,128.35 59,240.00

Inflation 462,351.85 67,152.00
Table2 The SOI,uFiOTIS ff)r Scenario Profit (baht) | Minimal Lost sales cost (baht)
lost sales cost minimization

Normal situation | 388,363.70 | 57,104.00

Inflation 417,699.00 | 64,784.00

that for each scenario, these decisions could be different when the model is solved
with different objectives.

The mixed-integer programming model provides decisions for daily operations
of the agricultural supply chain such as harvesting plots to be harvested, harvester
assignments, hauler assignment, processor assignments, etc. The total direct cost is
the summation of five direct costs: harvesting cost, hauling cost, processing cost,
holding cost, and transportation cost while lost sales cost is focused only on the
indirect cost which directly links to shortage amount.

When the two objectives are considered simultaneously, as mentioned earlier, one
of the objective functions must be converted into a constraint to use CPLEX to solve
the problem. For instance, if the objective is to maximize profit and the lost sales
cost is turned into a constraint as shown in Eq. (2), the value of A is treated as a
parameter and is varied from 0 to 4000 for scenario 0 as shown in Table 3. According
to Eq. (2), the generated lost sales cost cannot be smaller than the minimal lost sales
cost. By varying the value of A, solutions can be obtained with different profit and
lost sales cost for each value of A as shown in Table 3.

The A value can be interpreted as the additional lost sales cost allowed above the
minimal lost sales cost. As the lost sales cost constraint is relaxed by increasing the
value of A, CPLEX finds different solutions with higher profits until it reaches the

Table 3 Solutions of multi-objective problem with varying values of A

A Minimal Lost sales cost + A (baht) | Minimal Profit (baht) | Lost sales cost (baht)
0 57,104.00 442,144 .45 57,104.00
85 57,189.00 442,481.03 57,152.00
540 57,644.00 443,063.99 57,616.00
865 57,969.00 443,516.71 57,964.00
978 58,082.00 443,639.95 58,080.00
1,256 | 58,360.00 443,946.43 58,312.00
1,500 | 58,604.00 444,245 .91 58,544.00
2,500 |59,604.00 445,128.35 59,240.00
4,000 |61,104.00 445,128.35 59,240.00
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absolute maximal profit when A is at 4,000. The effects of the A value on various
cost elements are given in Table 3. Similarly, the value of & can be interpreted as
the missed profit amount allowed from the absolute maximal profit. A similar result
can be obtained by setting the lost sales cost minimization as the objective with the
constraint on profit as shown in Eq. (4) earlier.

To obtain the set of non-dominated solutions or the Pareto front, each scenario
must be solved multiple times with varying values of A or & as shown in Table 4 and
Table 5, where appropriate. The sets of non-dominated solutions for all scenarios are
shown in an X-Y plot of profit versus lost sales cost in Fig. 3.

For the objective values plotted in Fig. 3, these points are associated with five
main decisions for harvesting, hauling, production, delivery, and distribution. The
comparisons of these decisions will be made by using results from scenarios with
normal condition and inflation.

Table 6 is the results when A value is equal to 0. This table compares cost compo-
nents for the scenarios of normal condition and inflation. In the inflation situation,
customers may buy more in anticipating rising price and this could lead to higher
demand and if resources are not appropriately adjusted, production capacity may
be limited and the lack of supplies may lead to higher lost sales. Consequently, the
company may lose the opportunity to receive more benefits as shown in Table 6.

The operation decisions of both scenarios in Table 6 are displayed in Figs. 4, 5,
6,7, 8 and 9 to illustrate the decisions for harvesting, hauling, processing, delivery,
and distribution.

As can be seen in Fig. 4, the model recommends different daily harvesting deci-
sions for the two scenarios. If one is operating under the normal condition when
inflation occurs, the demand outstrips supply. As a result, a shortage may occur.

Figure 5 shows the daily hauling decisions for the two scenarios. The hauling
decisions are dependent on the harvesting decisions made in the previous stage of
operation. The number of trips for daily hauling is calculated from the planned
harvesting quantities. Again, the model indicates that too many haulers are assigned
for inflation and not enough haulers if the hauler assignment is made to follow the
normal operating condition.

The processing decisions are shown in Fig. 6. In the test data, the product priority
is product P1, P2, and P3 in that order. The production cost for processors 3 and 4
are lower than the others. The model logically allocates the supply to be processed
into product P1 by process 3 on day 1. On day 2, the quantity is higher than the
capacity of processor 3 so the remaining quantity is assigned to processor 4. After
day 2, the demand for product P2 and P3 are assigned after all demand for product
P1 are assigned.

Similar coordinated decisions are recommended by the model for delivery and
distribution. Figure 7 presents the vehicle trips of vehicle type 2, which has the
cheapest cost.

Daily product distribution decisions are shown in Fig. 8 along with the resulting
shortages in Fig. 9.

Overall, Figs. 4, 5, 6, 7, 8 and 9 show the model’s recommended decisions under
inflation condition and solution variations of resources along with the corresponding
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Table 6 An exa@ple of Cost components (baht) Normal situation Inflation
scenario comparison
Harvesting cost 179,700.00 201,300.00
Hauling cost 60,698.67 67,994.67
Processing cost 33,974.00 35,923.00
Holding cost 0 0
Transportation cost 83,942.88 88,082.92
Revenue 800,460.00 862,413.00
Total cost 358,315.55 393,300.59
Profit 442,144.45 469,112.41
Lost Sales Cost 57,104.00 73,096.00
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Fig. 6 The comparison of processing decision

decisions under the normal scenario. The model can be conveniently exercised to
assess supply chain risks under various conditions before making final decisions.
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4 Conclusions

This study applies a mixed-integer programming model for integrated planning of
selective harvesting and post-harvest operations (Sornprom et al. 2019) for resilience
analysis of an agricultural supply chain. A possible disruption, inflation, is included
to study the variations of decisions, profit, and lost sales cost. CPLEX Optimiza-
tion software package is used to find solutions for both single and multi-objective
problems.

For a single objective problem, CPLEX tries to find an optimal solution for
each case without considering another objective. This program can generate optimal
solutions and decisions for both objectives.
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For multi-objective cases, the Pareto frontiers provide a convenient way to tradeoff
profit versus lost sales. The model also provides coordinated operating decisions for
the corresponding profit and/or lost sales target.

For a larger size model, CPLEX solver may not be suitable as the solution tool
because of the extremely long computational time. Metaheuristic methods might be
afeasible solution method for larger industrial-scale problem. A possible direction of
further studies would be to study other disruptions such as lack of workers, drought,
equipment failure, and so on.
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Implementation of a Predictive L
Maintenance Strategy

Marcel André Hoffmann and Rainer Lasch

Abstract Machine failure can have significant impacts on increasingly global orien-
tated supply chains in the producing industry. Predictive maintenance (PdM) is a
powerful method to avoid economic damage that can occur as a consequence of crit-
ical system breakdowns. The latest research shows that only a minority of industrial
companies use an approach of residual lifetime prognosis in maintenance. Especially
smaller and mid-sized enterprises have a lack of resources and knowledge to focus on
a PdM strategy. The purpose of this article is to provide a structured approach on how
to implement a PAM strategy in industrial companies in order to reduce maintenance
costs and resources. It contains practical orientated recommendations for analyzing,
decision making, and implementation of a smart data-based maintenance strategy.
Most of the relevant literature in this field focuses on operational decision making
in maintenance and residual lifetime prognosis. This chapter provides a structured
integrative managerial approach of PAM with a focus on the implementation process
of this strategy in an industrial context.

Keywords Predictive maintenance + Maintenance management - Maintenance
framework + Smart factory + Implementation process

1 Introduction

Reliable production processes are crucial for industrial companies since machine
downtime can lead to delivery failure and, consequently, to losses in sales. Therefore,
predictive maintenance is considered as an adequate strategy to avoid unplanned
downtimes, as a forecast of the residual useful life (RUL) allows to conduct necessary
maintenance activities before a breakdown occurs. The development of data-driven
approaches was particularly extended in the past years with the latest innovations in
the analysis of high amounts of data (Feng and Shanthikumar 2018).
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Even though PdM provides the possibility to reduce total maintenance costs, only
a minority of companies performed the implementation of this strategy successfully.
According to the study from Haarman et al. (2018), where 268 companies in The
Netherlands, Germany, and Belgium were asked about their maturity of maintenance,
only 11% implemented a PdM strategy in their maintenance management. A struc-
tured and application-oriented procedure is seen as necessary to support companies
in a prosperous realization of PAM. Therefore, the following research questions arise
in this context:

1. Which management-oriented frameworks can be found in the literature consid-
ering the implementation of PAM?

2. How should a structured and application-oriented roadmap be developed to
support the successful implementation of a predictive maintenance strategy in
industrial companies?

The remainder of this chapter is organized as follows: Sect. 2 explains the general
aspects of maintenance management and maintenance strategies. In Sect. 3, a system-
atic literature review (SLR) is conducted to give an overview of existing frameworks
to implement a PdM strategy. Section 4 shows a management-oriented roadmap to
implement PdM, and conclusions are discussed in Sect. 5.

2 Maintenance Management

A fundamental distinction is made between strategic and operational maintenance
management. The necessary processes are divided into core, support, and manage-
ment processes (Wald 2003). Within the core processes, those activities are grouped,
which have a direct influence on the availability of the plants. Support processes
have no direct impact on operational maintenance activities but ensure smooth oper-
ations and availability. Management processes serve to plan and control maintenance
targets and communication. Strategic maintenance management carries out medium-
and long-term planning, control, and monitoring of the company’s maintenance
objectives.

On the other hand, operational maintenance management is responsible for the
short- and medium-term implementation of the goals. For this purpose, planning
of maintenance program, capacities, and scheduling of maintenance activities are
executed. The achievement of objectives is monitored through progress control (Wald
2003).

The main aim of maintenance management is to minimize maintenance costs.
These are divided into direct and indirect costs. Direct maintenance costs include
all expenses for carrying out maintenance activities. These mainly include costs for
materials, personnel, and operating resources or external services. With increasing
maintenance intensity (MI), the direct maintenance costs increase proportionally.
The indirect costs result from the failure of plants and their economic consequences
for the company. In the event of a breakdown within interlinked processes, capacity
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Fig. 1 Maintenance Costs (MC), based on Lasch (2018)

costs are incurred due to downtimes in subsequent plants. Besides, costs are incurred
due to lost contribution margins (Matyas 2016; Pawellek 2016).

As the intensity of maintenance increases, indirect maintenance costs are nega-
tively proportional. Compared to direct costs, indirect maintenance costs can reach a
value that is three to five times as high, which underlines their high relevance (Kuhn
et al. 2006). Figure 1 shows an exemplary course of the total maintenance costs
as a function of the direct and indirect costs, according to Lasch (2018). Mainte-
nance management aims to find the right balance between the expenses for mainte-
nance activities and the resulting consequential costs for inadequate maintenance by
choosing appropriate maintenance strategies.

2.1 Maintenance Strategies

According to the European standard DIN EN 13,306, there are four different mainte-
nance strategies. These are reactive, preventive time-based, preventive condition-
based, and predictive maintenance (CEN 2017). Within reactive maintenance,
components are only replaced when damage has occurred, or the wear reserve has
been exhausted. This strategy leads to high downtimes and unscheduled mainte-
nance activities. Within time-based maintenance, fixed intervals are defined in which
measures are carried out to prevent machine failure and breakdown. This strategy
leads to great planning opportunities and low downtimes. However, components are
replaced prematurely, which results in higher material and personnel costs. Time-
based maintenance can also be used where it is not possible to observe the condition
using sensors or inspection by employees (Pawellek 2016).

Condition-based maintenance (CBM) pursues the goal of using up the wear inven-
tory as completely as possible and replacing it shortly before it breaks down. The
condition is either recorded by sensors via condition monitoring systems or deter-
mined by trained employees. The PdM strategy goes beyond the characteristics of
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CBM by forecasting the residual useful life (RUL) and thus predicting the time to
failure (Pawellek 2016).

2.2 Predictive Maintenance

With the PdM strategy, trend analyses or RUL forecasts are used to determine at
which point the wear reserve is optimally exhausted and a maintenance measure
is necessary. This maintenance strategy makes it possible to carry out long-term
planning for activities to make sufficient resources available at the right time. Also,
the wear reserve of the components is used to the best possible extent. This leads to
low material costs, which is particularly relevant for expensive spare parts (Pawellek
2016).

Another intention of PdM is to detect hidden faults through permanent plant moni-
toring and thus prevent unplanned downtimes. This strategy is used, where plants of
high value are operated, and machine failure would have fatal consequences for the
production process. PAM strategies are also used in areas in which the technical condi-
tion of a system is a decisive factor for human health and safety. A precise prediction
of the objects’ RUL is of central importance for this strategy, which requires a high
degree of experience and efficient data processing (Pawellek 2016).

The approaches of the RUL prediction can be divided into three main methods.
These are data-driven, model-driven, and hybrid procedures. Data-driven methods
use sensor measurements as input data, and prognoses are conducted through statis-
tical methods. On the other hand, there are data-driven approaches that use arti-
ficial intelligence or machine learning algorithms like artificial neuronal networks
(ANN). Those methods require training data sets to set up the algorithms. Once the
system is trained, it provides precise prognosis results without significant modelling
expenditure (Si et al. 2017).

Modell driven approaches can come into use when sensor measurements are not
possible. Therefore, complex physical and mathematical models of the deterioration
process are necessary to predict the RUL of the investigated object (Sun et al. 2019).
Hybrid approaches are combinations of data and model-based methods to compensate
for specific disadvantages. Therefore, data-driven procedures can, e.g., be used to
validate model-driven approaches or increase their precision (Di Maio et al. 2012).

Even though the scientific literature provides a wide range of PdM approaches,
the study from Haarman et al. (2018) shows that only a minority of companies imple-
mented this maintenance strategy successfully. This fact shows a disparity between
research findings and application activities into industrial maintenance management.
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3 Systematic Literature Review

3.1 Methodology

The SLR approach according to Cooper (1982), contains the five stages of problem
formulation, data collection, data evaluation, analysis, and interpretation, as well
as a public presentation. Considering research question 1, the problem formulation
consists of the search for application-oriented managerial approaches to implement
a PdM strategy in an industrial context. To determine the most relevant literature for
this problem, the databases Academic Search Complete, Business Source Complete,
and EconLit with Full Text are used because of their high amount of economic and
management relevant literature with the following search string: (framework OR
roadmap OR approach) AND (predictive maintenance OR condition based main-
tenance OR prognosis and health management OR preventive maintenance OR
prescriptive maintenance OR PdM) AND (implement* OR applicat* OR apply OR
execut®*) NOT (ship* OR aviation OR aircraft OR mariti* OR medic* OR airport
OR biolog* OR agricultur*).

Either the title of the paper, subject terms, or the abstract must contain a synonym
of roadmap together with one phrase of the topic predictive maintenance and a
synonym of implementation. Besides this, some terms are excluded from the search
that are not relevant to solve the described task. The topic of this research is primarily
practical orientated. Therefore, no restriction is made concerning the article ranking
to not exclude any unranked application-oriented literature, e.g., from consulting
companies.

To find any relevant articles for answering the research question 1, the paper
underwent a title screening to exclude any literature without a reference to the topic
of implementing a predictive maintenance strategy. An abstract screening of the
remaining articles revealed 93 potentially relevant articles that underwent a full-text
screening. General requirements for process-models such as accuracy, relevance,
economy, clarity, comparability, and a systematic structure were further criteria of
the analyzed frameworks (Becker et al. 2000; Konig 2009).

Most of the excluded articles focused on residual useful life (RUL) prediction
strategies and had a lack of implementational or managerial approaches in the context
of PAM. As a result, the authors selected nine relevant articles. A forward and back-
ward search revealed six further papers that are relevant to answer the research
question 1. In total, 15 articles were chosen for this purpose, that where published
between 2007 and 2019.

3.2 Findings

Since this paper aims to provide a generic roadmap that faces managerial aspects of
implementing a PdM strategy, the following analysis criteria were derived from the
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examined frameworks and considered relevant for an application-oriented imple-
mentation process of PAM. The framework should be management-oriented, and
therefore contain a cost—benefit analysis of PAM implementation to make sure, the
implementation creates a value addition in maintenance. The implementation process
should be described with recommendations about how a PdM strategy can be applied
to the maintenance management system, so a potential user of the proposed frame-
work can execute the implementation step by step. Furthermore, the framework
should contain approaches of RUL prognosis to be considered as PdM related, and
include a feedback loop to enable improvements of the maintenance system from a
practical point of view. To avoid stand-alone system solutions, and use information
of the existing ERP-system, the framework also should take a connection to existing
IT systems into account.

A comparison of the analyzed articles considering the criteria explained above is
made in Table 1.

Every framework has strengths and weaknesses according to the proposed aspects.
A cost—benefit analysis is not treated at all in two articles. General efficiency factors
of implementing PdM are mentioned within the remaining 13 articles, whereas only
Vogl et al. (2014) included a cost-benefit analysis as a full process step into their
framework. The implementation process is described in the majority of the analyzed
articles as a structured and iterative procedure. Only three of the screened paper
did not provide practical descriptions of the application since they focused on PdAM
architecture building. A PdM relation is given by 13 of the proposed articles since
these provide RUL prognosis approaches for the maintenance objects. Two of the
analyzed articles are not considered as PdM related as they focus on CBM without
implementing prediction methods. A make or buy decision is only partially consid-
ered by the article from Schmidt and Wang (2018). Their proposed cloud manu-
facturing approach enables the use of a Maintenance-as-a-Service model with the
inclusion of external service providers. However, a detailed make or buy analysis is
not included in the framework. The installation of a feedback loop can be found by
four of the analyzed articles, but none of these focused on feedback as a tool to opti-
mize the maintenance from a management-related view. Instead, the feedback is used
to improve the precision of further prognosis results in the proposed approaches. To
ensure consistent data and information flow, it is necessary to aim for an embedded
RUL prediction and maintenance decision solution. This task is faced by eight of the
evaluated articles, whereas especially the articles of Ansari et al. (2019) and Groba
et al. (2007) contain detailed recommendations about the connection between the
RUL prediction and the production and resource planning of the company.

The majority of the articles focus on RUL prediction approaches and the imple-
mentation of the framework. In contrast, management relevant tasks like cost—benefit-
ratios, make or buy decisions, and feedback loop are rarely treated by the investigated
literature. This paper aims to provide such a generic roadmap for industrial purposes.
Therefore, not only technical criteria are seen as relevant tasks, but also management
related aspects. Furthermore, the analysed articles did not contain explanations about
the requirements of the individually proposed frameworks.
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Table 1 Evaluation of the literature analysis
Cost-benefit | Implementation | PdM Make or | Feedback | Connection
analysis process relation | buy loop to existing
decision IT

Ansarietal. | — + ++ - ++ ++
(2019)

Mirquez et al. | — + + + — — —
(2019)

Nguyen and — - + + — - —
Medjaher

(2019)

Qu et al. + + + — — _
(2019)

Haarman et al. | + + + + + — _ +
(2018)

Katona and + 4+ + + — — +
Panfilov

(2018)

Schmidt and | + + ++ + + +
Wang (2018)

Selcuk (2017) | + + + + — _ +
Park et al. — + — — — _
(2016)

Bousdekis + + ++ — + —
etal. (2015)

Mehta et al. + — + — + +
(2015)

Vogl et al. + + + + — — _
(2014)

Lewandowski | + + + — — +
and

Scholz-Reiter

(2013)

Sharma — + — — — _
(2013)

Groba et al. — - + — - + +
(2007)

4 Implementation Roadmap

The SLR shows a lack of overall management and efficiency based frameworks
to implement a PdM strategy that faces the explained requirements. According to
research question 2, this paper aims to provide such a generic roadmap with a focus
on management relevant tasks of the PAM application.
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The structured implementation process is related to the framework of Haarman
et al. (2018). The division of the roadmap in analysis, decision making, and imple-
mentation compares to the system engineering model proposed by Lewandowski
and Scholz-Reiter (2013). The integration of the strategical and tactical aspects, as
well as overall managerial and organizational criteria, are related to Qu et al. (2019).
According to Vogl et al. (2014), a cost-benefit analysis is fused into the roadmap
as a process step within the decision phase. A make or buy decision following the
approach of Schmidt and Wang (2018), is also integrated into this part of the roadmap,
and extended by decision support methods. The presented approach of Ansari et al.
(2019) contains recommendations about implementing software and data processing
for PAM related solutions and installing a feedback-loop. Therefore, a data ware-
house system, as well as a RUL prediction toolbox, are integrated into the software
side of this roadmap. The implementation of a feedback-policy aims to continuously
improve maintenance management by using findings that are gained during the oper-
ation. Furthermore, this framework clarifies that implementing a PdM strategy is
recommended to proceed in a project-oriented way (Pawellek 2016). The structure
of the proposed roadmap is shown in Fig. 2, and the individual process steps are
explained in the following.

4.1 Analysis

4.1.1 Analysis of Existing Maintenance Management

The maintenance management has to choose an optimal combination of the available
maintenance strategies to minimize the total maintenance costs. A thorough analysis
of the current maintenance management should determine the actual condition and
show potential benefits as well as an effort for the introduction of PdM.

In the first step, the current maintenance management will be examined. Main-
tenance costs are used as an essential criterion for this. The direct costs are usually
recorded comprehensively by the accounting department. The focus within the anal-
ysis is, therefore, more on indirect costs. As mentioned before, this is particularly
important because indirect maintenance costs often have a much higher value than
direct costs, and the choice of the maintenance strategy has a significant influence
on the composition of the costs. The absolute amount of indirect maintenance costs
is complicated to determine (Pawellek 2016; Rotzel and Rotzel-Schwunk 2017).
The maintenance performance is rarely directly measurable and quantifiable. The
use of meaningful KPI’s can at least partially compensate for this disadvantage and
compare the performance of different departments or companies. KPI's are divided
into absolute values (basic figures) and ratios, which represent quotients of observa-
tion values and reference values. Maintenance relevant indicators can be personnel
cost ratio, maintenance material cost ratio, failure rate, maintenance cost ratio, or
external service ratio (Rotzel and Rotzel-Schwunk 2017). Further analysis criteria
include structural and process organization, failure causes, and available information
systems.
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4.1.2 Process Analysis

Process analysis is a crucial factor to investigate the potential benefits or necessity of
aPdM strategy. The degree of concatenation is a vital factor in industrial processes. In
lean production processes, buffers are avoided wherever possible, and a minimum of
safety stock is required. Hence, in the event of an unplanned failure, a plant shutdown
can occur, which affects a large part of the production. With such critical processes,
especially, it is important to obtain a reliable forecast of the expected RUL to avoid
a production shutdown.

According to Pawellek (2016), the degree of automation of the production process
also plays a decisive role in the classification of plants. The position of a plant
under consideration within the production process has a further influence on main-
tenance. It is an advantage to consider the needs of subsequent maintenance right
from the factory planning stage. Parallel systems, for instance, those in which there
are multiple machines with the same performance, have a slight risk of total failure.
Serial configurations may be cheaper to purchase, but their lack of redundancy leads
to a much higher risk of causing high indirect maintenance costs due to unplanned
plant downtimes (Strunz 2012).

Further criteria that are included in the process analysis are failure frequency,
product requirements, as well as legal framework conditions that can require the use
of a PdM strategy. A predictive strategy also allows a reduction of storage costs,
since spare parts can be procured as required due to a minimal risk of unplanned
failure (Pawellek 2016).

4.1.3 Technical Analysis

Technical analysis of the plants is necessary to be done to determine the effort to
implement a PdM strategy. If condition monitoring systems are already used for
maintenance purposes, it is examined how the data can be usable for RUL prediction.
The introduction of a predictive strategy is accompanied by little effort at plants
where the required sensor technology is already available. For systems where no
maintenance-relevant data are collected yet, it is checked how relevant parameters
can be made measurable with as little effort as possible. There are many useable
tools in the field of sensor technology, which offers cost-effective solutions (VDMA
2018).

A further criterion to be taken into account when assessing the implementation
effort is the available installation space. Restrictions can also arise in the context
of the sensor position, which limits the selection of sensors. Possible interferences
must also be taken into account in the application of sensors to exclude falsified
measured values. These can be, for example, vibrations that affect the component
from the outside. The available power supply and communication interfaces must
also be included in the analysis (Pawellek 2016; Feng and Shanthikumar 2018).

Itis necessary to classify the findings of the process analysis as well as the technical
analysis to enable decision-making about the implementation of a predictive strategy.
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Therefore, it is possible to use a Pareto-Analysis where the A category includes, for
example, the 10% of plants that have the highest maintenance costs, downtimes,
failure frequencies, etc. and thus have the highest benefit potential for predictive
maintenance. Category B contains the systems that have descending values of the
criteria between 10 and 30%. Category C includes the remaining 70%.

A similar classification is done for the aforementioned technical analysis with a
XYZ categorization, whereas category X represents low, Y medium, and Z a high
implementation effort. Other methods to prioritize the maintenance objects can be
the Balanced Score Card or the FMEA (Strunz 2012; Pawellek 2016).

4.2 Decision Making

4.2.1 Decision Support Matrix

To create an overview of the existing portfolio of maintenance objects, the method
of ABC-XYZ decision matrix is used. This is necessary to gain information about
the potential and effort of implementing a PdM strategy to the considered plants.
Therefore, the results of the ABC-classification of the process analysis are plotted
on the ordinate. The prioritized objects of the technical analysis (XYZ) are deducted
on the abscissa. The proposed decision matrix is shown in Fig. 3.

According to the classification of each maintenance object, the following
recommendations can be made about the implementation of a predictive strategy:

AX-highly recommended implementation,
BX, AY-recommended implementation,

Fig. 3 Decision support
matrix, own study
high AX AY AZ
=
8 medium BX BY BZ
£
low CX CY CzZ
low medium high

Effort
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CX, BY, AZ—selective realization,
CY, BZ-implementation in individual cases,
CZ—currently no implementation.

The decision to implement a PdM strategy is followed by a make or buy analysis.
Small and medium-sized companies often do not have the opportunity to set up
a maintenance department that has the know-how for all necessary maintenance
activities. Therefore, it is not only crucial for smaller companies to carefully consider
which tasks belong to the core competences of their maintenance department and
which should be performed by external service providers. The primary focus here is
on cost-effectiveness (Strunz 2012).

4.2.2 Maintenance Service Provider

Due to their specialization, many service providers have an extensive range of offers
in the field of maintenance services. The make or buy decision of maintenance
activities can be supported by several analysis methods. These can be based on cost
accounting, transaction costs, market orientation, resource orientation, and principal-
agent approach (Lasch 2019).

Services that are not suitable for external contracting are those that have to be
carried out by the company as a legal entity. These include, for example, occupational
safety and environmental safety tasks (Strunz 2012).

Furthermore, it is not advisable to outsource activities that have a significant
influence on the company’s objectives. These include planning and quality assurance
within plant maintenance. On the other hand, there are activities that, for legal reasons,
must be performed by external service providers or tasks that are not part of the core
areas of the company. The decision to outsource must be considered on a case-by-
case basis. The maintenance activities can be carried out both by manufacturers of the
equipment and by external maintenance service providers. Furthermore, it is crucial to
fuse the maintenance services into the companies’ maintenance management system
(Pawellek 2016).

4.2.3 Choice of PdAM Techniques

The choice of appropriate RUL prediction approaches is a crucial factor within the
application of PAM. According to Lei et al. (2018), PAM approaches consist of the
steps data acquisition, construction of the health indicator, division of the health
stage and RUL prediction. Data acquisition is achieved by sensor measurements,
data transmission and data storage. Within the construction of the health indicator,
signal processing or Al algorithms are applied to the data set for measurement noise
filtering, and feature extraction to achieve a representation of the health condition.
The division of the health state, also known as fault detection, aims to divide the health
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indicator into a healthy and an unhealthy stage. A classification in more than two
stages is also possible and depends on the individual wear pattern of the maintenance
object (Lei et al. 2018).

The subsequent RUL prediction step focuses on the prognosis of the period
between the current condition and the objects’ end of life, that is set as a failure
threshold. This threshold should be described in the form of a probability distri-
bution as several criteria influence a breakdown. The choice of the particular RUL
prognosis method depends on the deterioration process of the monitored part. An
overview of the commonly used algorithms and their advantages and disadvantages
can be found in the paper of Lee et al. (2014).

4.3 Implementation Process

4.3.1 Hardware

To successfully implement the methods of PdM, it is necessary to coordinate the
required software and hardware, so complications at interfaces and expensive stand-
alone solutions can be avoided. Furthermore, it is crucial to pay attention to the hard-
and software components that are already implemented and to analyze, how they
can be embedded into the required solutions for PAM. The global goal is to develop
an integrated solution instead of numerous isolated applications (Schmidt and Wang
2018).

Relevant data have to be collected to gain information about the condition of a
component. Therefore, a large number of different sensors are available and have to
be chosen for the individual use case of condition monitoring. The most commonly
deployed method is vibration analysis, which is performed by measuring acceler-
ations and forces to diagnose imbalances, damage to the gear, or bearings (Selcuk
2017). The selection of the appropriate sensors must be made depending on the
component to be monitored and is also influenced by the available space and environ-
mental conditions. Further methods are thermography, electrophysical methods, flow
measurement, or geometric quantities such as distance, angle, or position (Selcuk
2017; Sun et al. 2019).

Furthermore, mobile devices or terminals are necessary to inform the responsible
worker about the condition of the maintenance objects or upcoming maintenance
activities. Applications of augmented reality (AR) are also used in the context of
maintenance and repair. Considering Palmarini et al. (2018), AR is used primarily
in this field to support assembly or disassembly processes and repairs.
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4.3.2 Software

The high amount of process, product, and machine data require a robust data ware-
house system. Furthermore, a toolbox for data analytics is necessary for the predic-
tion of RUL. This toolbox can be linked to machine learning algorithms to enable
artificial intelligence applications (Ansari et al. 2019). Cloud computing solutions,
in which external service providers deliver the required software and applications,
make it possible to find inexpensive entry-level solutions for PAM. They convince
through flexible and scalable usage models of the providers. The only requirement is
sufficient internet access. By using [oT enabled sensors, collected data can be stored
directly in a cloud. The prognosis algorithms can then either be applied directly on
mobile devices or be carried out by another service provider connected to the cloud
system (Schmidt and Wang 2018).

4.3.3 Implementation in Maintenance Management

The implementation of a PdM strategy should be seen as an integral part of the
management processes. This is especially the case since the analysis and application
of PdM is usually determined by the management. Further management criteria that
are affected by this strategy are the objectives and targets of maintenance. The funda-
mental goal of maximum system availability at the lowest possible cost remains the
same, but some specific tasks within plant maintenance change. For example, organi-
zational and process structures are undergoing changes that must be adapted to new
maintenance challenges by the management. This is because maintenance activi-
ties within a predictive strategy require fewer ad hoc measures, and better planning
is predominant. Furthermore, sufficiently trained employees must be available who
can meet the challenges, mainly due to the complexity of the information technology
used (Wald 2003).

The use of PAM means that an optimum time for the replacement of a spare
part is determined shortly before its failure. However, this conflicts with production
planning. The interests of both areas must be taken into account to achieve the
most efficient results within maintenance. This can be done either through a holistic
approach within the ERP system used or through the use of algorithms that respect
both the concerns of the data-based status information of plants and information
about the production schedule to reach smart maintenance management (Feng and
Shanthikumar 2018).

4.3.4 Feedback

Feedback from operational maintenance is essential to incorporate the findings from
the practical implementation and operational phase of PAM into the strategic orienta-
tion and objectives of maintenance management (Ansari et al. 2019). Various quality
management methods are available for this purpose, e.g., the Continual Improvement



Roadmap for a Successful Implementation ... 437

Process (CIP) that is defined in the ISO 9001 and is also a relevant part of the Total
Productive Maintenance concept. The aim is to achieve a permanent improvement
of processes through regular suggestions for change made by employees. According
to Sharma (2013), benchmarking is another efficient way to improve maintenance
processes. Therefore, processes of cooperative best-practice companies are analyzed
according to predefined benchmarking goals to enhance the maintenance processes
of the analyzing company.

5 Conclusion

Predictive maintenance is a powerful method to avoid unplanned machine failure
and losses in sales due to process downtimes. The research of the existing litera-
ture shows a lack of management and application orientated frameworks to support
the implementation of PAM. This paper provides a structured recommendation of
analyzing, decision making, and implementation of a predictive strategy. Neverthe-
less, it is not reasonable to apply this strategy to every maintenance object in the
company. The proposed roadmap should be seen as a contribution to find an optimal
mix of maintenance strategies, and therefore to minimize maintenance costs.

Further research has to be done to validate and implement the proposed roadmap
in a practical environment, as well as to gain information about the reasons for the low
percentage of successful implementations of PAM. Besides, the latest development on
prescriptive maintenance focus on a holistic approach of maintenance and production
management to receive smart and IoT supported solutions that also require further
research in that field.
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