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Foreword by Mark Billinghurst

As a discipline, anatomy can trace its roots back to at least ancient Egypt and papyri
that described the heart and other internal organs. In the thousands of years since
knowledge of anatomy improved dramatically, in most of that history the main way
to understand the body was through dissection and looking beneath the skin. At
the close of the nineteenth century, the development of the X-ray machine enabled
images to be captured from within the body, and this was followed by many other
imaging technologies. At the same time at the invention of the CT scanner, the
first interactive computer graphics was also demonstrated. Since then advances in
computer graphics and medical imaging have gone hand in hand. Digital anatomy
has emerged as an essential subfield of anatomy that processes the human body in
a computer-accessible format.

The many different revolutions brought about by computer graphics,
visualization, and interactive techniques have meant that digital anatomy is a
rapidly evolving discipline. One of the main goals is to provide a greater
understanding of the spatial structure of the body and its internal organs. Virtual
Reality (VR) and Augmented Reality (AR) are particularly valuable for this. Using
VR, people can immerse themselves in a graphical representation of the body,
while with AR virtual anatomy can be superimposed back into the real body. Both
provide an intuitive way to view and interact with digital anatomy, which could
bring about a revolution in many health-related fields. This book provides a
valuable overview of applications of Virtual, Mixed, and Augmented Reality in
Digital Anatomy.

Just as X-ray machines and CT scanners changed twentieth-century healthcare,
medical image analysis is revolutionizing twenty-first-century medicine, ushering
in powerful new tools designed to assist the clinical diagnosis and to better model,
simulate, and guide the patient’s therapy more efficiently. Doctors can perform
image-guided surgery through small incisions in the body and use AR and VR tools
to help with pre-operative planning. In academic settings, digital technologies are
changing anatomy education by improving retention and learning outcomes with
new learning tools such as virtual dissection. This book provides comprehensive
coverage of many medical applications relying on digital anatomy ranging from
educational to pathology to surgical uses.

v



vi Foreword by Mark Billinghurst

An outstanding example of the value of digital anatomy was the Visible Human
Project (VHP) unveiled by the United States National Library of Medicine at the end
of the twentieth century. TheVHPmade high-resolution digital images of anatomical
parts of a cryosectioned body freely available on the Internet, accompanied by a
collection of volumetric medical images acquired before slicing. These images are
used by computer scientists worldwide to create representations of most organs with
exceptional precision.Many other projects, including theVisibleKorean andChinese
visible human male and female projects, achieved greater fidelity of images and
improved anatomical details. Digital atlases based on the VHP have made it possible
to navigate the human body in three dimensions, and have proven to be immensely
valuable as an educational tool.

These original virtual human reconstructions were very labor-intensive and only
depicted a single person’s particular structures. There remains much arduous work
to be done to make the data derived from visible human projects meet the
application-oriented needs of many fields. Researchers are making significant
progress toward developing new datasets, segmenting and creating
computer-assisted medicine platforms. In the second decade of the twenty-first
century, a new approach is used: we no longer seek to visualize individual
representations of anatomy but rather model and display statistical representations
within an entire population. Modern approaches use powerful algorithmic and
mathematical tools applied to massive image databases to identify and register
anatomical singularities to visualize statistical representations of shapes and
appearances within a population.

A fascinating aspect of digital anatomy is its strong multidisciplinary flavor, and
willingness of researchers in the field to experimentwith new technology.Augmented
and Virtual Reality play a vital role in growing this emerging field. For example, AR
interfaces overlay three-dimensional images in the real world and can make intricate
structures and delicate relationships easier to discern between trained and untrained
eyes. Similarly, VR can be used to enable groups of medical students to be immersed
in digital anatomy and learn together about the human body.

Future advances in digital patient research will rely heavily on algorithmic,
statistical, and mathematical techniques in image processing, advances in digital
modeling of the human body’s anatomy and physiology, and methods and
algorithms for customizing structural body models from measurements. These are
likely to benefit from new medical imaging technologies and foreseeable
improvements in hardware performance, both in computing speed and in the
capacity to store and transmit information. This book provides a comprehensive
coverage of many of these advances, ranging from educational to pathology to
surgical applications.

Just like X-ray machines and CT scanners revolutionized medicine hundreds of
years ago, AR and VR will have an impact on medicine for the next hundred years
and beyond. Readers will find glimpses of this future in pages of this book. I hope
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that readers will find inspiration in this valuable collection of articles and it will
stimulate their endeavors to advance research in this critical field.

Auckland, New Zealand
September 2020

Mark Billinghurst



Foreword by Nicholas Ayache

As both the patient data and medical practice become more and more digital, it is
also the case for the anatomy discipline that undergoes a computational revolution.

This book presents all the aspects of this computational revolution; for instance,
how to create dissections from 3D models which are useful for anatomical research
and teaching, how to tailor those models to patient-specific anatomies from medical
images, how to compute statistics based on digital anatomical models, how to
introduce novel human–computer interfaces to perform digital dissection tasks,
how Extended Reality opens new avenues for dissecting digital anatomical
representations …

Not only this book presents methodological concepts and methods, but it also
showcases practical tools and algorithms that are useful for physicians, anatomists,
and computer scientists interested in digital anatomy: from students to researchers,
from teachers to industry practitioners from various backgrounds including not only
medicine and biology but also paleontology, history, arts, computer science, and
applied mathematics.

Finally, this book will contribute to advance research in e-medicine as the
Extended Reality applications, tools, methods, and algorithms presented in this
book are relevant for computer-aided diagnosis, prognosis, and therapy that, in
turn, heavily rely on a faithful digital representation of a patient’s anatomy or, in
other words, a patient’s digital twin. Such advancements presented in this book will
be paramount for the physicians and surgeons to improve their medical practice’s
quality and precision. Therefore, in the end, these advancements will contribute to
the benefit of all the real patients in the world.

Sophia Antipolis, France
September 2020

Nicholas Ayache
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Chapter 1
Introduction to Digital Anatomy

Joaquim Jorge

Abstract Anatomy studies the morphology and structure of organisms. The word
originates from the Greek ana-, up; and tome-, meaning cutting. As its name implies,
anatomy relies heavily on dissection and studies the human body parts’ arrangement
and interaction. Heir from a rich Greco-Roman tradition and background, Vesalius
(1543) is arguably the father of modern anatomy (Fig. 1.1). Since its early origins,
there has been a clear connection between the study of anatomy, graphics depictions,
and illustrative visualizations. True to its origins, computer-based three-dimensional
modeling of the human body, also known as Digital Anatomy, has strong visualiza-
tion roots. Digital Anatomy has benefited from the computer and communications
technological revolution. It lies at the intersection of converging different disciplines,
ranging from Medical Imaging, Medical Visualization, 3D printing, and Computer
Graphics to Artificial Intelligence and Robotics. This book offers a perspective on
current developments and a roadmap into the future for this exciting pillar of modern
medicine.

Five hundred years after the birth of Andreas Vesalius, Digital Anatomy has evolved
in significant part due to the ubiquitous availability of Medical Images (Ayache
2015). These images are prevalent in modern clinical and hospital practice. They
serve to direct the diagnosis, prepare, and direct therapy. The proliferation in number,
quality, and resolution of medical images has had a clear impact on medical practice
and research. In effect, three recent studies have yielded a more extensive view of
human anatomy. The Visible Human Project (Waldby 2003), the Visible Korean
Human (Park et al. 2006), and the Chinese Visible Human (Zhang et al. 2006)
performed the serial cryotomy of entire cadavers, creating cross-section images
that were methodically applied to catalog gross human anatomy. Advanced visu-
alization and segmentation techniques can convert these cross-section images into
three-dimensional vectorial models of all anatomical structures. Compiling these 3D
images has created an essential archive for medical education and science. Initially

J. Jorge (B)
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2 J. Jorge

focused on educational and expository goals, these efforts have expanded to new
applications. These include virtual surgery, virtual endoscopy, surgical planning,
and simulation of medical procedures. The emergence of virtual dissection software
has popularized Digital Anatomy both as a subject of study and as a simulation,
diagnosis, and research tool.

Medical images contain much information. An organ’s anatomical image, or even
the entire body, can have several hundred million voxels stored in megabytes or
even gigabytes of memory. The nature, number, and resolution of medical images
continue to grow with the constant advancement of image acquisition technology.
In addition to X-rays, clinicians and hospitals commonly use five primary imaging
modalities: CT scan (Computerized X-ray Tomography), MRI (Magnetic Resonance
Imaging), echography (ultrasound imaging), and PET (Positron Emission Tomog-
raphy) or Gamma Scan scintigraphy (nuclear medicine). Except for scintigraphy
and X-rays, the images generated by these modalities are volumetric: they present
details at each point of the organism in small volume elements called voxels (volume
elements) by analogy to pixels (picture elements). Indeed, information quantities
increase rapidly when different images in different modalities are acquired from the
same patient to exploit their complementarity. Alternatively, when we use pictures
spaced in time to follow an evolution: these become 4D images with three spatial
dimensions and one temporal component. These dynamic images help capture both
the function and movement of organs and the disease’s progression over time.

Big Data: towards Digital Patient Models.

Furthermore, as if all these data were not enough, large databases of images are
gradually becoming accessible on the Web. Anonymized data often enrich these
images, with the patient’s history and their pathology and can be viewed remotely
to confirm a diagnosis or support statistical studies. To cope with the explosion of
medical image data, computer science and information technologies have become
fundamental to exploit this overabundance of complex, rich data to extract clinically
relevant information. This information explosion partially explains and motivates
the advent of new three-dimensional extraction and modeling methods available
today. Fueled by advances in medical imaging, research has devised new tools for
3D reconstruction of human body structures. These have been applied to learning
and teaching anatomy, which has leaped forward thanks to Virtual Reality (VR),
Augmented Reality (AR), Mixed Reality (MR), and stereoscopic immersive 3D
visualizations.

Digital patient models (Ayache 2016) provide a methodological framework that
unifies the analysis, synthesis, and simulation of images. These models collect
different computational models of the human body. These computational models
combine numerical data and algorithms to simulate tissue and organ anatomy
and physiology in the human body, using mathematical, biological, physical, and
chemical models of living things at different spatial and temporal scales.

There is a robust statistical basis for modern Digital Anatomy. Indeed, most
contemporary computational models are generic: they are controlled by standard
parameters to describe and simulate the average shape and function of organs in
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Fig. 1.1 One of Andreas Vesalius most famous anatomical illustrations (Courtesy of the U.S.
National Library of Medicine) published in (Vesalius 1543)
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a population. By comparing these models with specific medical images and data
acquired for a single patient, we can adapt the generic model parameters to repro-
duce that individual’s organs’ shape and function more precisely (Pennec 2008).
One of the critical challenges facing Digital Anatomy and computational medicine
is to progress from generic computational models to personalized computational
representations.

Further research will allow these personalized computational models to be
projected in patients’ medical images to facilitate their interpretation and assist
diagnosis. The customized model also makes it possible to help the prognosis by
simulating a pathology, then assist therapy by planning and simulating a surgical
intervention, or even controlling it using intraoperative images, via image-guided
surgery (Peters 2000). This exciting application of digital anatomy is revolution-
izing therapeutic practices. Indeed, image-guided procedures are emerging in many
surgical specialties. These range from rectal, digestive, breast, orthopedics, implan-
tology, neurosurgery, to ophthalmology. These prefigure tomorrow’s computational
medicine, at the service of the doctor and the patient. Of particular relevance is a
minimally invasive surgery, whether using classic laparoscopy or robotic-assisted
operations, where image-guided techniques are bound to make significant inroads
soon.

The operating room of the future will thus take advantage of the techniques
empowered by Digital Anatomy, towards the advent of Computational Medicine.
Clinicians will use preoperative images to build a personalized digital model of
the patient. These models will make it possible to plan and simulate interventions
using VR software. These will make it possible, for example, to simulate laparo-
scopic surgery on virtual organs with visual feedback and multi-sensory feedback,
including force, smell, and other senses. It will be possible to train surgeons to
perform complex procedures using the same principles and apparatus. These might
range from hepatectomies or the most delicate eye and brain surgeries. Figure 1.2
illustrates ongoing research on using AR in the operating room.

Towards Computational Anatomy

Our book focuses on the three-dimensional reconstruction techniques used in human
anatomy and discusses the leading 3Dand visualizationmethods and assesses various
human–computer interfaces’ effectiveness.

This book can be used as a practical manual for students and trainers in anatomy,
wishing to develop these new tools. In this perspective, the UNESCOChair in Digital
Anatomy was created at the Paris Descartes University in 2015 (Chair and in Digital
Anatomy 2015). It aims to federate the teaching of anatomy around university part-
ners from all over the world, wishing to use these new 3D modeling techniques of
the human body.

This book results froman interdisciplinary collaborationbetween anatomists, clin-
icians, physicians, statisticians, and computer scientists, addressing topics as diverse
as big data, anatomy, visualization, virtual reality, augmented reality, to computa-
tional anatomy. It is divided into four sections to provide both historical perspectives
and address critical issues in Digital Anatomy.
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Fig. 1.2 Using augmented Reality in the Operating Room for Hepatic Surgery. Image courtesy of
IRCAD-IHU-Visible Patient project

1.1 From Dissection to Digital Anatomy

The introductory section provides context for the book as a whole. The first chapter,
From Anatomical to Digital Dissection: a Historical Perspective since Antiq-
uity towards the Early 21st Century, provides a historical framework from the
origins of anatomy to the twentieth and twenty-first century discussing techniques,
approaches, methods, and innovations brought about by the marriage of Computer
Science and traditional anatomy into the data-oriented disciplines of today. One
critical remark is that Anatomy has been a collaborative endeavor since its incep-
tion. The second chapter, A Tool for Collaborative Anatomy, discusses recent
research on Anatomy Studio. Anatomy Studio is a Mixed Reality (MR) tool for
virtual dissection that combines computerized tablets with styli and see-through MR
head-mounted displays. Its goal is to assist anatomists in describing and segmenting
organs, and other morphological structures, easing manual tracing from cryosection
images. These two contributions, taken together, explore the full gamut of anatom-
ical research spanning over 500 years of work from Andreas Vesalius’s generation
to present-day multidisciplinary endeavors.

1.2 Imaging and Reconstruction

Thanks to ever-evolving image acquisition technologies, the abundance, quality, and
resolution of medical images have directly affected medical practice and science.
This section delves into the many emerging approaches to converting these images to
vectorial data (curves, surfaces, and volumes) for educational and clinical processes.
The Visible Human, Visible Korean, and Chinese Visible Man and Woman projects
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have provided a wealth of publicly available digitized images. In this part of the
book, the first chapter, 3D modeling from anatomical and histological slices:
Methodology and results of Computer-Assisted Anatomical Dissection by Uhl
and Chahim, describes Computer-Assisted Anatomical Dissection, a method to
reconstruct anatomical structures from histological sections, mostly for educational
purposes, using commercial software. The second chapter,Volume Rendering Tech-
nique from DICOM data (MDCT) applied to the study of Virtual Anatomy by
Merino, Ovelar, and Cedola, focuses volumetric images originating from eitherMRI,
CT, or ultrasound in Digital Imaging and Communication in Medicine (DICOM)
format and using operator-assisted volume reconstruction techniques to produce
graphical renderings of anatomical structures. The third chapter, The virtual dissec-
tion table: a 3D atlas of the human body using vectorial modeling from anatom-
ical slices by Uhl, Mogorrón, and Ovelar, approaches manually segmenting 3D
structures using anatomical sections from the Visible Korean Human project. They
propose using commercially-available software and explain how their approach
differs from that of the Korean team. The fourth chapter, Segmentation and 3D
printing of anatomical models from CT angiograms by Prat et al., proposes a
protocol to obtain 3D anatomical models from Computed Tomography Angiograms
(CTA) data for 3D printing. Authors explain the features of freely available software
and introduce them to those taking their first steps in the matter, including a brief
discussion on the benefits and drawbacks of 3D anatomy to education and surgery.
In a similar vein, the fourth chapter, 3D Reconstruction of CT images using Free
Software Tools, by Paulo, Lopes, and Jorge, discusses using software to generate 3D
models from digital image data. The authors describe a 3D reconstruction pipeline to
create 3D models from CT images and volume renderings for medical visualization
purposes. They show through examples how to segment 3D anatomical structures
with high-contrast detail, namely the skull, mandible, trachea, and colon, relying
solely on free, open-source tools. Finally, Sect. 2.6 Statistical analysis of organ’s
shapes and deformations: the Riemannian and the affine settings in computa-
tional anatomy by Xavier Pennec, addresses the fundamental issue in Computa-
tional Anatomy of analyzing and modeling biological variability of organ shapes at
the population level. Indeed modeling shape changes either due to variations within
a population or due to the evolution of a degenerative disease such as Alzheimer’s
can provide significant inroads into the more general issue of moving from generic
parameterizable anatomical models to personalized digital patient descriptions.

1.3 Virtual and Augmented Reality and Applications

On a par with progress in medical imaging, there are significant advances in VR
and AR hardware. Much research focuses on educational and visualization applica-
tions. However, VR and AR can bring substantial advantages to whole other fields.
This section focuses on the current and foreseeable impacts that accurate interac-
tive visualizations can have on Digital Anatomy. The first chapter, High fidelity 3D
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anatomical visualization of the fiber bundles of the muscle’s facial expression as
in situ, by Li et al. is an excellent example of how VR can provide insight into how
the muscles individually and collectively contribute to the shaping and stiffening of
facial soft tissues. The main novelty brought by this chapter is the reconstruction of
entire muscular structures in 3D space as in situ, thanks to new techniques that build
upon, e.g., volumetric musculoaponeurotic 3D digitized data of the human masseter.
The current framework enables 3D structure and relationships to be explored and
quantified, rather than interpreted from collections of images. The team digitized 22
muscles in total. As mentioned by the authors, the data revealed important geomet-
rical information regarding asymmetry between the homologous muscles on both
sides of the face.

Another application area ofVRandAR techniques ismedical training. The second
chapter of this part presents a VR simulation aimed at radiation therapy educa-
tion. Bannister et al. motivate medical students who have minimal access to practical
training opportunities due to the high demand for radiation therapy equipment—
cancer is the cause of over 16% of deaths globally, and radiation therapy continues
to be the most common form of treatment. The chapter describes LINACVR, a
VR prototype for radiation therapy simulation. LINACVR offers an approach to
immersive training that is a first in several ways. The collaborative VR tool models
a radiation therapy environment obviating the need for actual LINAC equipment.
The authors solidly demonstrate that multi-user functionality increases realism and
accuracy and improves medical students’ training effectiveness.

In line with these two initial chapters, the third one of this part is titled Multi-
Touch Surfaces and Patient-Specific Data, by Ynnerman and colleagues. It essen-
tially addresses wide-spread clinical practice adoption of 3D visualizations by trying
to understand how multi-touch surfaces with patient-specific data have contributed
to breaking this barrier. The main goal is to achieve intuitive interaction with patient-
specific data captured by modern-day equipment, especially CT scan equipment,
and graphics processing units (GPUs) with extensive capability, which has become
widely available. In short, this chapter summarizes how patient-specific visualization
on touch tables has the potential to findmany uses in the medical workflow in a range
of medical sub-disciplines.

The fourth chapter, Innovations in Microscopic Neurosurgery by Cherian et al.,
presents a new application called Hyperscope, a three-dimensional, ultra high defi-
nition camera mounted on a robotic arm compatible with Microsoft HoloLens. More
concretely, it is “an endoscope-exoscope hybrid that can allow switching between the
two using a foot control.” The novelty stems from incorporating neuro-navigation
and augmented reality to create a composite image of the inputs obtained. It can
guide the surgeon through augmented reality-based neuronavigation performing
point-matching between real and virtual anatomy.

Finally, the last chapter in this section approaches Cataracts, VR, and Digital
Anatomy (Katharina Krösl). The author presents methods to simulate vision impair-
ments in VR. Since at least 2.2 billion people were affected by vision impairments
or blindness, this can be an impactful application area for VR. This work provides a
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solid foundation to determine the specific influence of vision impairments on percep-
tion and the effects of different lighting scenarios on perception by people with vision
impairments.

1.4 Digital Anatomy as an Educational Tool

Teaching Anatomy requires students to imagine the complex spatial relations of the
human body. Thus, they may benefit from experiencing immersion in the subject
material. Also, integrating virtual and real information, e.g., muscles and bone over-
laid on the user’s body, is beneficial for imaging various anatomical structures. VR
andAR systems for anatomy education competewith othermedia to support anatomy
teachings, such as interactive 3D visualization and anatomy textbooks.

In this section of the book, we discuss the constraints of designing VR and AR
systems to enable efficient knowledge transfer. Patient-Specific Anatomy: the new
area of anatomy based on 3D modeling, by Soler et al., aims at overcoming the two
main drawbacks of conventional visualizations: each voxel depicts density as grey
levels, which are inadequate for human eye cones perception, and slicing the volumes
makes any 3D mental representation of the real 3D anatomy of the patient highly
complex. This chapter presents the significant advantages of using patient-specific
3D modeling and preoperative virtual planning compared to the usual anatomical
definition using only image slices.

The second chapter in this section focuses on Virtual and augmented reality
for educational anatomy (Preim et al.). Emphasizing the need for usability and
simplicity in VR/AR systems aimed at educational anatomy, the authors present
a series of constraints faced by modern approaches. Further, the authors advocate
haptics as a novel sensory modality to support anatomy learning and add it to the
visual sensations, among other factors.

Still inline with digital anatomy as an education tool, the third chapter, The Road
to Birth: Using Extended Reality to visualize pregnancy anatomy, by Jones et al.,
makes a step forward. They focus on the design and use of digital technology for
teaching pregnancy-related anatomy and physiology to undergraduate midwifery
students. It has been deployed and tested amongst two international cohorts of under-
graduate midwifery students, and the initial adoption has been quite successful,
although more empirical evaluation is required.

The fourth chapter, titled Towards Constructivist Approach Using Virtual
Reality in Anatomy Education (Seo et al.), presents Anatomy Builder VR and
Muscle Action VR, examining how a VR system can support embodied learning
in anatomy education. The authors investigated the relationship between direct
manipulation in a VR environment and learning effectiveness.

Finally, the last chapter, InNervate AR: Mobile Augmented Reality for
Studying Motor Nerve Deficits in Anatomy Education (Cook et al.), introduces
educational AR for mobile systems. Authors expand the teaching of Anatomy
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beyond simple labeling of anatomical structures, layers, and simple identification
interactions.

Future and Research Directions

In summary, Digital Anatomy and new imaging techniques are revolutionizing
medicine. Different trends for future research directions emerge from the chapters in
this newbook.The advent of the “personalized digital patient” diagnosis andpatient
communication and image-guided surgery (IGS) are two new concepts thatwill also
definitely revolutionize our surgical practices. Critical to advances in Image-Guided
Surgery (IGS) is recording images from the different modalities and registering them
with the patient. IGS’s other key feature is monitoring instruments in real time during
the operation and representing them as part of a practical operating volume model.
Stereoscopic and virtual-reality techniques can usefully improve visualization. In
the future, we argue that Digital Anatomy, coupled with progress in Artificial Intelli-
gence and Augmented Reality, may enhance the performance of clinicians, surgeons
and improve patient care in significant ways.

This book comes out during the most unfortunate and interesting times. Indeed,
the Coronavirus (COVID-19) pandemic has not only been devastating for patients’
health. However, it has also been extremely destructive in many fields, including
medical education (Franchi 2020).

Nevertheless, many medical schools have used technical methods to mitigate
medical education threats during this uncertain period. We argue that the digital
anatomic atlases, coupled with advances in visualization tools, will eventually
support real-time collaboration between local and remote surgeons while providing
better visualizations of organs. Novel extended reality tools will populate the oper-
ating room of the future and assist surgeons in visualizing and communicating with
the medical team before, during, and after critical procedures. New geometry recon-
struction techniques from imaging data to dynamically match 3D anatomywill allow
surgeons to visualize patient details better.

The convergence of AI, VR/AR, Computer Vision, Computer Graphics, and
Robotic Surgery will open up new horizons for science, technology, and society.
In this way, Digital Anatomy will impact surgical procedures, improve medical
communication, and allow surgeons to make better decisions. It will reduce errors
and increase efficiency by improving surgical team communication, allowing remote
specialists to provide suggestions, offering expertise, and discussing alternatives in
real time, obviating the need for air travel.

We hope this new tomewill inspire readers and sow the ground for fertile research
exploringmore innovative approaches. The converging domains of Anatomy, Virtual
and Augmented Reality, and Artificial Intelligence will become ever more unified.
This book illustrates how Medical Researchers and Computer Scientists can collab-
orate and dialogue to gestate new intellectual offspring. Further, we anticipate that
cross-pollination of research results among both fields helps advance the state-
of-the-art with a positive and significant impact on human quality of life and
well-being.
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Chapter 2
From Anatomical to Digital Dissection:
A Historical Perspective Since Antiquity
Towards the Twenty-First Century

Vincent Delmas, Jean-François Uhl, Pedro F. Campos, Daniel Simões Lopes,
and Joaquim Jorge

Abstract As the oldest medical craft, anatomy remains the core and foundational
field of medicine. That is why anatomy is in perpetual advancement, thanks to
the technical progress in exploring the human body through computer science and
biomedical research. Knowledge of the human body is the basis of medicine. Clas-
sical cadaver dissection, the standard discovery tool for centuries, is both unique and
destructive of the surrounding tissues. For many years, anatomists have sought to
preserve the shape of dissected organs for reference, teaching, and further inspection
through different methods. Wax models make a copy of selected dissections. Vessel
or duct injection with resin is another dissection-preserving technique. However, all
these anatomical objects are unique in time and frozen in place. In contrast, modern
Digital Anatomy aims to preserve structures from dissection in flexible ways. Then
deliver the results quickly, flexibly, reproducibly, and interactively via advanced
digital tools. Thus, computer-aided anatomical dissection addresses the limitations
of classical dissection. Through it, experienced anatomists recognize the structures
previously segmented with dedicated software to create accurate 3D models from
macro or microscopic slices. Its interactivity, flexibility, and endless reusability make
digital dissection a perfect tool for educational anatomy. This chapter explores the
history of anatomical studies from their inception to the twenty-first century related
to the remainder of the book.
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2.1 The Birth of Anatomy: The Knowledge of the Human
Body from Antiquity to the Middle Ages

Can the medical practice be performed without human body knowledge? Such a
timeless question finds its answer in dissection. Scholars have performed dissections
since thousands of years ago. Historically, anatomy was the first discipline directly
hardwired to medicine, whatever the civilization: we can find schematic anatom-
ical drawings in ancient Chinese (Unschuld1985, Tibetan (Walsh 1910), and Indian
medical texts (Wujastyk 2009).

In Western civilization, Hippocrates is considered the father of occidental
medicine. Based on observational medicine, Hippocrates created themedical science
of diagnosis and prognosis, including the patient’s questioning, exam, and symp-
toms analyses. At this time, anatomy was a relatively simple discipline. Based on the
examination of viscera, it discarded the connection between physiology and disease.
The disease was merely considered a natural disruption of one or more of the four
“humors” influencing the body and emotions. As for treatment, all invasive acts
required to deal with “humor” disruption were performed by specialized technicians
(e.g., removal of bladder stones), not by medical physicians. Indeed, Hippocrates’
oath specified that “I will not use the knife, not even, verily, on sufferers from stone,
but I will give place to such as are craftsmen therein”.

Under a purely homocentric perspective, the knowledge of man is a distinct char-
acteristic of the Greek civilization. As demonstrated in his treatise about “History
of animals”, Aristotle searched in anatomy the characteristics of man, leading this
philosopher to the following concise conclusion: “man is bimanual, erected, thinking
and speaking animal”. The Greek school developed further connections between
medicine and anatomy after Alexander the Great. In Alexandria, during the second
century BC under the patronage of King Ptolemaeus (Ist), a fantastic study of human
anatomy began with contributions from Herophilus, Erasistrate or Diodore, to name
a few of the great ancient intellectuals that contributed to Anatomy at this time.
However, their explicit descriptions disappeared with thousands of ancient books
when the Great Library of Alexandria was destroyed.

The importance of dissection as a procedure to deepen anatomical knowledge
would surface in the second century ACwith Galen of Pergamon (Fig. 2.1), doctor of
the Roman emperor Marcus Aurelius (Singer 1956). Galen performed dissections on
monkeys and pigs, described numerous anatomical structures in neuroanatomy and
functional anatomy. In medical history, Galen is considered the heir of Hippocrates.
He perpetuated the theory of “humors” but included drugs and their doses, hence the
term “galenic” related to Galen himself, his drugs, or his methods.

The knowledge gathered by Galen made it through the Middle Ages, with the
passing of Galen’s anatomy to Persian and Arabian doctors such as Albucasis
and Avicenne. This body of work was then amassed and transmitted later into
Europe. However, during the Middle Ages, the daily need for anatomical knowl-
edge was essentially for surgery practice. By then, surgeons required permission
to perform human cadaver dissection before performing any surgery on living
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Fig. 2.1 Bust of Galen

companions or compatriots. At the Faculty of Medicine in Montpellier, Guy de
Chauliac (1298–1368), doctor of Pope Clement VI (Avignon), wrote in 1363 the
“InventariumsiveChirurgia magna” (de Chauliac). In this magnum opus of surgery
and medical practice, Guy de Chauliac described the anatomical knowledge and
requirements for those needing to perform surgical procedures (Fig. 2.2).

2.2 The Anatomical Evolution: Scientific Dissections
During Renaissance and Enlightenment

With the Renaissance came the printing press (Gutenberg, Mainz, 1452) that enabled
the revolutionary diffusion of ancient books throughout the Western world and its
colonies. Unsurprisingly, Galen’s work on medicine and anatomy was among those
re-prints. During the Renaissance, anatomical dissections became allowed, and even
Leonardo Da Vinci (Fig. 2.3) was preparing a book (around 1496–1502) on personal
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Fig. 2.2 “Chirurgia magna” manuscript, in 1363, by Guy de Chauliac. Anatomical dissections
were presented for surgeons and medical practice. It was a very popular document that was also
known as the “Guidon”, a familiar handbook for surgeons of this time and beyond, having been
also printed in the Renaissance (BIUUniversité de Montpellier)

dissections that he conducted in Florence. Such a book would include original draw-
ings and unusual representations of the human body. Unfortunately, this book was
never published. Still, Da Vinci’s anatomical drawings persisted over time (Vinci
1983) and are now in the Royal Collection at Windsor Castle (UK).

Besides Da Vinci, the Renaissance would see the rise of two famous names due to
their contributions to the anatomical zeitgeist: Andreas Vesalius and AmbroiseParé.
Andreas Vesalius (1514–1564) became a professor of anatomy at the University of
Padua after studying in Louvain, Paris, and Montpelier, and was the official doctor
of Emperor Charles V. Vesalius introduced a new mindset into the anatomy realm:
he thought and practiced anatomy scientifically. In strict conflict with the masters of
his time, who faithfully repeated Galen, Vesalius practiced dissection himself while
comparing his findings with the descriptions of the ancient anatomists, namely those
written by Galen. Remarkably, Vesalius publishes the first book on human anatomy,
De humani corporis fabrica(Fig. 2.4a–c) a treatise in seven chapters (Vesalius 1543)
describing the human body’s major morphological systems. He was also a true
pioneer as Vesalius’ book became the first anatomical treatise featuring drawings—a
genuine revolution in transmitting anatomical knowledge that was harshly criticized
by his contemporary peers.



2 From Anatomical to Digital Dissection: A Historical Perspective … 15

Fig. 2.3 Medallion of Leonardo DaVinci performing a dissection by Terroir (1950), placed in front
of the Faculté deMédecine, rue des Saints Pères at Paris. It evokes Leonardo DaVinci as a precursor
of anatomy. Da Vinci’s drawings were based on dissections performed by himself. Leonardo was
also the first to render anatomical slices in different 3D planes

AmbroiseParé (1510–1590) was the surgeon of France’s kings. He is considered
the father of modern surgery. Paré became notorious as he was considered the first to
rely on anatomy as the foundation for surgical planning and practice. For example,
Paré highlighted a specific ligation of arteries (Paré 1585), a feat that required detailed
anatomical knowledge.

During the Renaissance, the notion emerged that surgery heavily relies on basic
anatomical understanding. Amphitheaters of anatomy started to appear near the
college of surgery (Delmas 1978). The same era saw anatomical theatres purposely
built for dissections: Padua (1594), Leyden (1597), Bologna (1637), Strasbourg
(1670), Academy of Surgery of Paris (1694) (Fig. 2.5a, b) or that of the Faculty
of Medicine in Paris built by Winslow (1745).

As dissection became the basis of surgery learning, surgeons started to consider
anatomical studies to directly prepare the surgical act. Indeed, brilliant masters in
the Faculty of Medicine in Paris documented the link between anatomy and surgery.
Namely, Jean Riolan, father and son (seventeenth century) (Fig. 2.6), and Jacques-
Bénigne Winslow (eighteenth century) wrote scholarly treatises to teach anatomy.
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Fig. 2.4 Engravings from the Vesalius book. a Vesalius dissecting a forearm. b Front page of
the “De homini corporis fabrica”—note the context of a dissection in an amphitheater with many
participants. c A more artistic than medical rendering of a contemplating skeleton, yet accurate
drawn
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Fig. 2.4 (continued)
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Fig. 2.4 (continued)
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Fig. 2.5 a Anatomical dissection by Dionis in the amphitheater of surgery at Saint Côme in Paris
(1707). b View of the Saint-Côme’s theatre of anatomy in Paris held by the Academy of Surgery
(1750)

It is important to remark that, in those days, anatomy and toxicology, just as chem-
istry at the time, were basic scientific disciplines with very few clinical applications.
During the Renaissance, clinical medicine was mostly a medicine of “humors”,
strictly following the Hippocratic tradition. Curiously, at the same time, scientific
anatomy progressed fantastically: William Harvey described blood circulation in
1628, and Nicolas Stenon described brain structure in 1665, to list a few. The seven-
teenth and eighteenth centuries are considered theGolden Age of anatomical dissec-
tion. So “golden” that celebrated paintings depicted dissections (the most famous
is the anatomical lesson of Dr. Tulp painted by Rembrandt in 1632) and inspired
dramaturgy (sometimes ironically inMolière’s plays). Indeed, dissections were often
considered performances in a purely artistic sense (Fig. 2.7).

Anatomywidened its field of interest to physiology through Albrecht von Haller’s
(1708–1777) pioneering works on taxonomy (Haller 1755; ElementaPhysiologiae
Corporis Humani 1757–1766). He developed an anatomical thesaurus before naming
anatomical structures became relevant to clinical practice.

The act of dissecting destroys tissues and the surrounding structures, thus
producing unique but perishable, non-reproducible results that ultimately decay or
decompose in a relatively short time. Therefore, Renaissance anatomists devised
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Fig. 2.6 “Les oeuvres anatomiques” de Jean Riolan (1628)
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Fig. 2.7 Artistic anatomy in the eighteenth century: a surgeon and an artist look at a dissection. Print
by Jacques Gamelin (1779) (BIUM Paris). In this century, anatomy is widespread and appreciated
more in its artistic view of the man rather than in a more medical/clinical interest

techniques and media to preserve the morphological structures revealed during a
dissection.Waxmodels becamepopular during the eighteenth century, as they formed
real structures in this natural polymeric material. It was the first approach to perma-
nent materialization in anatomy, the first 3D anatomical models. Reputed master-
pieces, these wax molds reside today in museums and academic collections, but they
are very fragile and often unique (Fig. 2.8a, b). Another preservation technique was
cross-section or slices that preserve structures in situ. Due to technical limitations, the
first slices were realized at the brain level and fixed by alcohol by Félix Vicqd’Azyr
in 1786 (Fig. 2.9).

2.3 The Clinic Meets Anatomy: Expansion of Anatomy
in the Eighteenth and Nineteenth Centuries

At the end of the eighteenth century, a new radical concept appeared within anatomy:
diseases were a direct consequence of organ pathology and not caused by unset-
tled “humors”. Giovanni Batista Morgagni (1682–1771) from the University of
Padua was the first to demonstrate a link between clinical symptoms and autopsy
findings. Known as the founder of pathology, Giovani Battista Morgagni wrote
“De sedibus et causismorborum per anatomenindagati” (Giovani Battista Morgagni
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Fig. 2.8 a Wax model of head of Gaetano GuilioZumbo (1696). b Wax model of head and neck.
(Muséed’anatomieDelmas-Orfila-Rouvière now in Montpellier museum)
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Fig. 2.8 (continued)

1761). However, pathology and clinical anatomy, as new anatomical paradigms,
began as a discipline in Paris with Xavier Bichat (1771–1802) with the publica-
tion of the treatise “Anatomiegénéraleappliquée à la physiologie et à la médecine”
(Bichat 1801).

Thanks to progress in other domains, the discipline evolved rapidly in the nine-
teenth century. The treatise on “Anatomiepathologique du corps humain” (Jean
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Fig. 2.9 Transversal slice of a human brain: grey and white matters are clearly visible; also identifi-
able are the cortex grey peripheral matter and the central grey nuclei (ex-Muséed’anatomieDelmas-
Orfila-Rouvière)

CruveilhierAnatomiepathologique du corps humain 2020) by Jean Cruveilhier
(1829–1842) was a macroscopic dissection of pathologic anatomy. Thanks to the
technical progress in microscopy, Rudolf Virchow (1821–1902) created microscopic
pathology,whileCharlesRobin (1874) developed histology.Nicolas Pirogoff of Saint
Petersbourg introduced a new technique to study human anatomy using macroscopic
slices in 1853. These parts preserved the organ’s topography as each slice was made
by freezing sectioned samples and immersing them in alcohol. Such macroscopic
slices proved a powerful educational tool for learning anatomy. This dissection tech-
nique’s most significant limitations were the slicing procedure’s destructive nature
and can be made possible only on dead bodies. However, cutting body parts in thin
sections did bring about volumetric reconstruction based on slices as a novel concept.
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Fig. 2.10 Enlarged 3D reconstruction of the brain of an 9 mm embryo by Eyriès using the Born
method in 1954 (collectiond’organogénèse, ex-MuséeDelmas-Orfila-Rouvière)

Just aswaxmodels, such sets of slices orderly placed in 3D space consisted of another
step towards the materialization of anatomy.

The late nineteenth century saw other anatomy materializations emerge. Born
Gustav Jacob, a German embryologist (1851–1900), developed a method to recon-
struct enlarged wax models of embryos (Fig. 2.10) or microscopic structures. Louis
Auzoux (1825) introduced painted plaster models, leading to the impressive collec-
tion gathered by A. Nicolas, M. Augier, and Roux at the Faculty of Medicine of
Paris. These display the human body’s regions dissected in actual size and the whole
body in a “clastic man” made of fully removable parts (Fig. 2.11).

It was also during the eighteenth and nineteenth centuries that a new medical
paradigm arose: clinical anatomy. As anatomical knowledge became essential in
diagnosis and treatment, the discipline became an integral part of medicine, with
clinical applications and practical interest, contributing to surgery and the emer-
gence of medical imaging. In particular, surgical anatomy knew a prodigious devel-
opment thanks to anesthesia (Morton of Boston by ether 1846 and Simpson of
Edinburgh by chloroform 1847), organ ablation, and reconstructive surgery. These
three surgical procedures required in-depth anatomical knowledge for any surgeon
to operate “quick and well”. This era saw excellent anatomy textbooks such as the
“Traitéd’anatomie” by Paul Poirieret Adrien Charpy (1892) in France (Poirier and
Charpy 1911), “Anatomie des Menschen” by Von Bardeleben (1892) in Germany, or
“Anatomy” by Mall and Gray (1900) (Gray’s 1995) in the USA. Surgeons applied
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Fig. 2.11 “Clastic man” by Dr. Auzoux. Anatomical model painted in maché paper and composed
of removable parts (which can be removed one by one, as in a real anatomical dissection). (private
collection)

their anatomical knowledge for removing the sick organs electivelywithout excessive
bleeding while preserving the healthy ones around them.

2.4 New Perspectives: Anatomical Knowledge
and Technical Evolution in the Twentieth Century

Several anatomical milestones and technical advancements marked the twentieth
century. Vast new anatomical knowledge resulted in new anatomical disciplines
while widening clinical and surgical anatomy tomore complex, precise, and accurate
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domains. Specific surgical procedures became so specialized that needed textbooks
dedicated to particular anatomical regions, organs, or tissues.

It was also the age that generated a new anatomical era for selective injections
of vessels and ducts with resin, latex, or contrast agents in radiology. Such tech-
niques are crucial for conservative surgery with partial ablation of an organ requiring
precise knowledge of vascular territories that delimit segmental anatomy. Selective
injection of vessels and ducts facilitated analysis of individual and unique structures
of medical interest, namely, kidney segmentation (Max Brödel 1901; Marius Augier
1922; Augier 1923; André Dufour 1951, Graves 1954) (Fig. 2.12), liver segmenta-
tion (Couinaud 1957; Fig. 2.13) and lung segmentation (Gaston Cordier, Christian
Cabrol; Fig. 2.14).

Novel surgical disciplines also arose with the advancement of anatomical knowl-
edge. For instance, in the 1980s, microsurgery appeared as a new field, gathering
surgical and anatomical research on vascular and nervous micropedicules. Micro-
surgery allowed micro transplants or reimplantation of small organs for preserva-
tive surgery. Fundamental to the discipline was infra optic anatomy settlement, as
specific surgical procedures now required magnifying lens, microscopes, and micro-
scopic anatomical knowledge with immunomarkers (Fig. 2.15). Hence, medicine
now started to address both the visible anatomy and “invisible to the naked eye”
anatomy.

Fig. 2.12 Vascularization of kidneys and urinary tract seen after the injection-corrosion technique
leading to vascular or urinary territories (ex-Muséed’anatomieDelmas-Orfila-Rouvière)
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Fig. 2.13 Anatomical liver segmentation by Couinaud, first published in 1957 revisited in 1981,
led to controlled hepatectomies (hepatic segmentectomies) and liver transplantation of part of the
liver withdrawn from a living donor
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Fig. 2.14 Anatomical lung segmentation by C. Cabrol (injection-corrosion of the bronchial tree
and vessels)

Fig. 2.15 3D reconstruction of the male urethra nerves recognized by immunohistochemistry
(unmyelinated nervous fibers in yellow, myelinated nervous fibers in green). This image repre-
sents the superior view of a 3D reconstruction with bladder neck and proximal urethra, nerves reach
the posterolateral grove along the urethra (KaramEurUrol 2005)
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By the end of the nineteenth century, radiologic anatomy emerged, in simpler
words, anatomy without skin incisions. In December 1895, Wilhelm Roentgen
displayed living human bones for the first time without dissecting a single tissue
(Fig. 2.16).

Combined with contrast agent injection, radiological anatomy could enable clin-
icians to visualize hollow organs and ducts. This originated novel approaches,
including intravenous urography 1923, and the digestive system. Contrast agents
could now reveal whole vessel systems under angiography, arteriography, phlebog-
raphy, and lymphography. These in vivo methods can uncover the form of patho-
logic organs without opening the body. These emerging “virtual” anatomy fields
required the precise knowledge of “standard” anatomy with its normal variations to
be effective.

Two of the most revolutionary and popular anatomical technologies also appeared
in the twentieth century: the X-ray-based computerized tomography (CT) invented
by Hounsfield (1970) and the non-irradiating technique magnetic resonance imaging

Fig. 2.16 First radiography
obtained by Roentgen in
1895 representing the hand
of his wife, Anna Bertha.
Higher density materials
(bones and metallic ring)
appear in darker tones
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(MRI) later invented by Lauterbur-Mansfield (1975). Both technologies allow visual-
izing subject-specific anatomy through multiple slices or by reconstructing anatom-
ical structures in 3D. Through these approaches, dissection becomes virtual anatomy.
Interestingly, CT andMRI gave greater relevance to anatomical atlases that portrayed
real anatomical slices published for pedagogical purposes. These include Nicolas
IvnovichPirogoff’s (Saint Petersburg) “Anatomiatopographicasectionibus, per
corpus humanumcongelatumtriplicedirectioneductis, illustrata” (Nicolas Ivanovich-
Pirogoff 2020) consisting of four volumes with 224 illustrations (1852–1859).
Eugène Doyen’s (Paris) “Atlas d’anatomietopographique” (1911) (Doyen and
Bouchon 1911), Eycleshymer and Shoemaker’s (New York) “A cross-section
anatomy” (EycleshymerA and Shoemaker 1911), and Raymond Roy Camille’s
(Paris) “Atlas de coupes anatomiques du tronc” (Roy-Camille 1959) are still
anatomical references to this day.

Another outstanding technique developed in the twentieth century was plasti-
nation: a process designed to preserve real tissues, organs, and entire systems for
educational and instructional purposes. Plastinates are dry, odorless, durable, and
incredibly valuable educational tools. They were invented by Gunther von Hagens
(Heidelberg University, Germany) in 1977 (Gunther von Hagens 1977). Plastination
consists of dehydrating the anatomical pieces, then injecting them with silicone to
make them rot-proof (Fig. 2.17).

2.5 Modern Surgery: Twenty-First Century Anatomy
in the Operating Theater

Functional anatomy leads to a more specific clinical exam; it is based on minimally-
invasive surgery. Indeed, function sparing surgery leads to a refinement in anatomical
knowledge. All vascular or nervous regions have a functional meaning; for example,
tracing the erectile nerves’ route is a fundamental step during radical prostatectomy to
understand how to preserve them. The immunohistochemistry allows identification
of the vegetative nerves (parasympathetic, sympathetic) and the somatic ones. Thus,
it becomes possible to follow the nerves’ route and location (vegetative, somitic)
towards the urethral wall and its distribution (Fig. 2.16).

Minimally invasive surgery requires detailed and precise anatomical expertise.
This is true for microscope surgery when reconstructing vessels and delicate struc-
tures with centimetric or millimetric precision. This is also true to make ablative
surgery as non-invasive as possible. It is even truer for reconstructive surgery, espe-
cially in the study of pedicled cutaneous flaps,musculo-osseous or osseous grafts, and
transplant surgery. These procedures need identification of the functional value and
anatomical situation of patients’ innards. To this end, both cœlioscopy and robotic-
assisted laparoscopy have an enlarged vision of the specific surgical field. These



32 V. Delmas et al.

Fig. 2.17 Plastination of a human heart (ex-Muséed’anatomieDelmas-Orfila-Rouvière)

allow surgeons to visualize anatomical structures with greater precision. While visu-
alizing minute anatomical details, these structures must have clearly assigned func-
tional semantics, e.g., to accomplish nerve-sparing surgerywith the cavernous nerves
during radical prostatectomy.

2.6 Anatomy 2020: What is the Place of Anatomy Today?

To give it a name: anatomyprovides a lexicalmeaning to each structure accompanied
with an adequate semantic to the structure’s definition. Peering under the skin has
motivated a growing need for taxonomy. Why and how do we find such variable
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structures? What are people made of? After the answers of Greek anatomists and
Galen’s explanations, Vesalius provided a scientific approach to anatomy. Nowadays,
the standard international anatomical nomenclature is in Latin, “Parisiensa Nomina
Anatomica” (1955). It became the “Terminologia Anatomica” (Anatomica 1998),
providing translations from Latin to other languages. Anatomy has evolved into a
multifaceted tool for different purposes.

To guide surgery: all the progress in surgery geared to functional preservation
leads to an increased and comprehensive anatomical background. Future surgery
needs more pre-(using VR), per-(using Augmented Reality), and post-operative
images (using Mixed Reality) to support a better surgical operation. Providing these
images and the necessary support, image registration, and interactive techniques lies
at the core of a novel emerging field, image-guided surgery.

To make clinicians aware of the real body: histology or tissue anatomy, or
general anatomy as defined by Bichat (1801) in the eighteenth century, has made
the transition from pure humoral therapy to an organ- and tissue-based medical
practice. Anatomical pathology plays a central role in diagnosis and clinical practice
since then. Understanding the specificities and variability of internal morphological
structures is one of the significant challenges facing big data, visualization, and
anatomical studies today.

To read inside the human body: Medical imaging allows in vivo anatomy. Clas-
sical cadaver dissection, while highlighting fundamental structures, destroys tissues
andmodifies their surroundings.Anatomists havemade slices to preservemorpholog-
ical arrangements, at least partially. Slice imaging, CT scan, and MRI allow viewing
the anatomical structures again from different perspectives and serve as a fantastic
interpretation tool. Thanks to progress in digital imaging techniques, CT scans in the
axial or transverse planes, MRI in the three spatial planes enables a computerized
reconstruction of structures seen in isolation as virtual dissections.

To communicate anatomical knowledge: there is a new approach to visualize
and understand the human body developing today; it gives its entire meaning for
educational anatomy. Fueled by progress in Computer Science, Imaging, Computer
Graphics plus Extended Reality techniques, in synergy with the growing body
of anatomical knowledge, excellent new tools are emerging to convey anatomical
knowledge and further morphological research. Since the first images by Andreas
Vesalius, physiology is rising to a new level, digital anatomy based on 3D recon-
struction. This new representation of the human body is essential for medical doctors
and, more generally, for biomedical scientists and health professionals.

2.7 Anatomy in the Age of Virtual, Mixed, Augmented
Reality: Twenty-First Century Digital Dissections

Humananatomy is the basis of our knowledge inmedicine and essential for diagnostic
imaging and surgical treatments. However, learning human anatomy is a complex
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and fastidious process (Preim and Saalfeld 2018). Students must identify features of
the human body and understand the relationships among these features. Ultimately, it
depends on each student’s ability to figure out the anatomical structures in 3D space
and its implications for diagnostic or therapy. This is a tedious task when resorting
to classical learning methods based on 2D images or illustrations. However, learning
human anatomy cannot depend solely on imagery as students need to see, touch,
and dissect real anatomy. That is why cadaver dissection remains the gold standard
teaching process for anatomical education (Singer 1956). Classical dissection course
settings place students within specialized facilities where anatomists produce unique
materials for medical education, training, and research. The downside to classical
dissection classes is that the results become irreversible once dissected since the
surrounding structures get damaged after underlining the target structure. Another
drawback of classical dissection classes is that there is a global shortage of cadavers
inmedical schools for training students and surgeons (Preim and Saalfeld 2018; Papa
and Vaccarezza 2013).

Three-dimensional modeling of the human anatomy, also known as “digital
anatomy”, consists of building 3D representations from a series of related 2Dmedical
images. Slices are stacked on top of each other and aligned neighboring slices. This
way, anatomical structures can be reconstructed in three dimensions to portray real-
istic, subject-specific depictions of individual morphology or systems in relation
to other organs with high accuracy. To not put such anatomical accuracy at waste,
rendering techniques must generate precise results for 3D visualization. While these
depictions are three-dimensional and subject-specific, they represent anatomy and
are not subject to real dissections’ limitations.

Modeling the three-dimensional, geometric nature of human anatomy requires
virtual dissection tools, as those presented in this book. Such digital anatomy tools
are adequate for modern medical education (Preim and Saalfeld 2018; Zorzal et al.
2019), but are they also useful for diagnostic (Papa and Vaccarezza 2013; Sousa
et al. 2017), surgical training (Lopes et al. 2018), and surgical planning (Mendes
et al. 2020) (Fig. 2.18). The size of organs, the exact shape a pathology may take, or
the relative position between anatomical landmarks and vital structures is unique to
each individual. That is why digital anatomy tools match specialists’ requirements in
radiology, surgery, and neurology as these professionals request specific geometric
knowledge of a patient under diagnostic or treatment. Nevertheless, image-based
anatomical accuracy, rendering precision, and interactive tools are the combination
that advances the understanding of human anatomy (Wen et al. 2013).

To alleviate classical dissection education’s significant problems, anatomists and
students need to continue dissecting but digitally. In the digital realm, subject-specific
anatomy can be represented in two major formats, either in two-dimensional (2D)
medical images or three-dimensional (3D) anatomicalmodels. There aremanydigital
tools available to perform digital dissections. However, all yield the same result: a
3D reconstruction of anatomical information within a stack of 2D medical images,
allowing users to create digital representations of subject-specific anatomical struc-
tures. In order to conduct a digital dissection, experts and students have to perform
three fundamental tasks (Papa and Vaccarezza 2013):
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Fig. 2.18 Modern examples of a Mixed, b Augmented and c Virtual Reality applications in Digital
Anatomy for medical education (Zorzal et al. 2019), surgical training (Mendes et al. 2020) and
diagnostics (Lopes et al. 2018), respectively. ((a) Adapted from (Zorzal et al. 2019) with Elsevier
permission; (b) Adapted from (Mendes et al. 2020) with Elsevier permission; (c) Adapted from
(Lopes et al. 2018) with author’s permission)

1. Browse through large sequences of images (e.g., MRI, CT, cryosections) using
slice-by-slice navigation tools to reach and identify relevant anatomical details.

2. Manually segment the geometric loci of the anatomical structures of interest to
reveal relationships between neighboring organs.



36 V. Delmas et al.

3. Iteratively explore the 3D reconstructedmodel by panning, zooming, and rotating
the 3D model and/or a virtual camera.

These tasks are naturally laborious, demand a high cognitive load, and are even
error-prone but are mandatory to guarantee high-quality digital dissections. Such
digital tools are a complementary medium to live dissection, not their replace-
ment. Thus, digital dissection complements classical dissection and not the other
way around.

By default, digital reconstruction tools are designed for slice-by-slice navigation
and force users to trace contours around anatomical structures throughout many
slices. Once a set of segmented curves is assembled, it is possible to reconstruct an
isolated 3D digital organ. However, 3D reconstruction can supervene not only by
tracing organs from a sequence of images but also by generating a 2D projection of
3D voxel data through volume rendering techniques. These digital representations
materialize in the form of 3D meshes—a set of vertices, edges, and faces that form
a geometrical arrangement of tiny triangles. Or 2D images generated by projecting
3D voxel data into a 2D screen (e.g., Maximum Intensity Projection, Direct Volume
Rendering, or more recently, Cinematic Rendering (Lopes and Jorge 2019; Paladini
et al. 2015; Engel 2016)). Meshes can even be used to feed a 3D printer and fabricate
real-sized subject-specific anatomy, leading to digitally 3D reconstructed objects’
materialization. Such 3D meshes, volume rendering images, and 3D printed models
can then be used as source material for education and training purposes.

In summary, 3D reconstruction frommedical images is the ultimate goal of virtual
dissection.When performing a 3D reconstruction, users are dissecting pixels, voxels,
vertices, edges, and triangles. Yet, these digital entities encode anatomical data and
anatomical information that will be perceived and processed by the user into anatom-
ical knowledge. Each digital dissection results in accurate, subject or patient-specific
models that can be used to analyze specific structures, their functionality, and rela-
tionships with neighboring structures. Given its digital nature, all the reconstruction-
related tasks are performed interactively through a user interface that provides feed-
back (mostly visual) in real time. Another plus of the digital format is that anatom-
ical data can be shared with many people while promoting collaborative anatomical
dissection, thus, enriching teaching and learning experiences.

2.8 Future Directions in Digital Anatomy: Twenty-First
Century as a Stage of Innovative Virtual Dissections

Since theVisibleHumanProject (Ackerman1999),manydigital dissection tools have
been developed. However, during the time-lapse that stretches from the late 1980s
until the early 2000s, the Windows, Icons, Menus, and Pointer (WIMP) paradigm
prevailed and became standard (Olsen et al. 2009). Such an interaction paradigm
lacks direct spatial input, affords limited exploration control, prescribes timely slice-
by-slice segmentation, forces users to build a 3D mental image from a set of 2D
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cryosections, and promotes single-user interaction. For instance, the Korean Visible
Human took 8 years to segment using WIMP interfaces and mouse input. Neverthe-
less, virtual dissection presents a challenging conundrum. There is a need to speed
up segmentation without discarding manual intervention. Anatomists want to retain
the control to produce accurate and informed contours manually, overcoming the
limitations of fully automatic algorithms.

The commonly used digital dissection tools still present limited deployment,
besides underdeveloped usage of mature technologies, as the vast majority of tools
are stuck with WIMP interfaces. Therefore, virtual dissection of the twenty-first
century needs more natural and familiar interfaces, along with tools that are more
immersive, spatial, tangible, and encourages closely coupled collaborations and
group discussion. Such interfaces and tools are more than welcome. They should
become a standard.

In recent years, a real technological revolution surfaced due to the growing power
of computers, graphic processors, and machine learning: the Renaissance of VR,
Augmented Reality (AR), and Mixed Reality (MR). Suddenly, a myriad of inter-
active technologies that are tangible, spatial, stereoscopic, immersive, and mobile
appeared as off-the-shelf consumer products with relatively affordable price tags.
This represents a golden opportunity forDigital Anatomy as awhole. By updating the
discipline of Digital Anatomy with more interesting interaction paradigms, namely,
interactive surfaces, tangible user interfaces, VR,AR, andMR, it is possible to design
new and more exciting tools for 3D reconstruction anatomical structures. Compared
to conventional WIMP interfaces, VR, AR, and MR promote greater freedom of
movement, superior camera control (e.g., head, hands, arms, feet, full-body). These
allow more flexible control of users’ perspectives towards the anatomical content or
allow more natural ways to manipulate data in 3D space. Immersion also promotes a
greater visual bandwidth and improves the 3D perception that combined can improve
the effectiveness when studying medical data (Laha et al. 2013) and scientific data
sets (Kuhlen and Hentschel 2014).

Such an update to redesign conventional interfaces and interaction techniques
is welcome. Such a redesign can ease virtual dissection processes, e.g., manual
tracing, semi-automatic segmentation, or thresholding opacity maps for volume
rendering. These semi-automatic techniques promote expeditious exploration of
rich and complex volumetric medical data sets and facilitate 3D model navigation.
Moreover, how users explore, teach and learn human anatomy can leap forward
thanks to stereoscopic (semi-)immersive 3D visualization, body tracking devices,
and full-body movement, all features that characterize so well VR, AR, and MR.

Several studies have demonstrated that more immersive, spatial, and interactive
tools can boost digital dissection tasks and attenuate dissection workload. It is impor-
tant to remark that current digital dissection tools promote single-user slice naviga-
tion and mouse-based input to create content through manual segmentation, which
is often performed using a single flat display and mouse-based systems, forcing
multiple scrolling and pinpointingmouse clicks.On the contrary, interactive surfaces,
tangible user interfaces, Virtual Reality (VR), Augmented Reality (AR), and Mixed
Reality (MR) are more prone to promote the design of collaborative interfaces for



38 V. Delmas et al.

digital dissection. Also, several studies have shown that VR, AR, and MR applied
to teach anatomy are more effective than conventional techniques (Couinaud 1957;
EycleshymerA and Shoemaker 1911; Papa and Vaccarezza 2013).
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Chapter 3
A Tool for Collaborative Anatomical
Dissection

Ezequiel Roberto Zorzal, Maurício Sousa, Daniel Mendes,
Soraia Figueiredo Paulo, Pedro Rodrigues, Joaquim Jorge,
and Daniel Simões Lopes

Abstract 3D reconstruction from anatomical slices permits anatomists to create
three-dimensional depictions of real structures by tracing organs from sequences of
cryosections. A wide variety of tools for 3D reconstruction from anatomical slices
are becoming available for use in training and study. In this chapter, we present
Anatomy Studio, a collaborative Mixed Reality tool for virtual dissection that com-
bines tablets with styli and see-through head-mounted displays to assist anatomists
by easing manual tracing and exploring cryosection images. By using mid-air inter-
actions and interactive surfaces, anatomists can easily access any cryosection and edit
contours, while following other user’s contributions. A user study including expe-
rienced anatomists and medical professionals, conducted in real working sessions,
demonstrates that Anatomy Studio is appropriate and useful for 3D reconstruction.
Results indicate that Anatomy Studio encourages closely coupled collaborations and
group discussion, to achieve deeper insights.
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3.1 Introduction

The traditional methods for anatomy education involve lectures, text books, atlases,
and cadaveric dissections Preim and Saalfeld (2018). Cadaveric dissection plays an
essential role for the training of manual dexterity and communication skills (Bren-
ton et al. 2007; Preim and Saalfeld 2018). Also, according to Shaikh et al. (2015),
the practice of cadaveric dissection helps students to grasp the three-dimensional
anatomy and concept of innumerable variations.

Cadaveric dissection is considered a tool for studying the structural details of
the body and the source of teaching material for anatomical education. However,
the cadaveric dissection for teaching and training purposes is surrounded by ethical
uncertainties (McLachlan et al. 2004; Shaikh et al. 2015). Also, once dissected, the
results become irreversible since the surrounding structures are damaged for under-
lining the target structure. Furthermore, there is a global shortage of cadavers in med-
ical schools for training students and surgeons. According to Shaikh et al. (2015),
because of problems related to the use of cadavers, many curricula in anatomy have
introduced a shift toward greater use of alternative modalities of teaching involving
cadaveric plastination, non-cadaveric models, and computer-based imaging Kerby
et al. (2010). To alleviate these problems, innovative technologies, such as 3D print-
ing, Virtual Reality (VR) and Mixed Reality (MR), are becoming available for use.
According to Burdea et al. (1996), VR is a high-end user-computer interface that
involves real-time simulation and interactions through multiple sensorial channels.
Rather than compositing virtual objects and a real scene, VR technology creates a vir-
tual environment presented to our senses in such a way that we experience it as if we
were really there. On the other hand, MR refers to the incorporation of virtual objects
into a real three-dimensional scene, or alternatively the inclusion of real-world real
objects into a virtual environment. VR andMRhave been proposed as a technological
advance that holds the power to facilitate learning Pan et al. (2006). Also, anatomists
and students rely on a wide variety of tools for 3D Reconstruction from Anatomical
Slices (3DRAS) from these technologies. These tools suit several purposes: promote
novel educational methods (Papa and Vaccarezza 2013; Chung et al. 2016; Zilver-
schoon et al. 2017), allow statistical analysis of anatomical variability Shepherd et al.
(2012), and support clinical practice to optimize decisions Malmberg et al. (2017). It
should be noted that 3DRAS tools are a complementary medium to live dissection,
not their replacement (Ackerman 1999; Park et al. 2005; Pflesser et al. 2001; Uhl
et al. 2006).

3DRAS make possible the virtual dissection resulting in accurate and interac-
tive 3D anatomical models. Due to its digital nature, 3DRAS promote new ways
to share anatomical knowledge and, more importantly, produces accurate subject-
specific models that can be used to analyze a specific structure, its functionality, and
relationships with neighboring structures Uhl et al. (2006).

By default, 3DRAS tools are designed for laborious manual segmentation forcing
an expert to trace contours around anatomical structures throughout many sections.
Once a set of segmented curves is assembled, it is then possible to reconstruct a
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3D organ. Again, we remark that current 3DRAS tools promote single-user slice
navigation and manual segmentation. These tasks are often performed using single
flat display and mouse-based systems, forcing multiple scrolling and pinpointing
mouse clicks. Such limited deployment is the foundation for the work presented in
this chapter.

Clearly, this specific application domain presents a situation of limited deployment
and underdeveloped usage of mature technologies, namely interactive surfaces and
MR that bring high potential benefits. Therefore, we hypothesize that group interac-
tion conveyed through spatial input and interactive surfaces can boost 3DRAS related
tasks and attenuate dissection workload. According to Xiang Cao et al. (2008), inter-
active surfaces allow users to manipulate information by directly touching them, thus
enabling natural interaction styles and applications. The ability to interact directly
with virtual objects presented on an interactive surface suggestsmodels of interaction
based on how we interact with objects in the real world.

In this chapter, we present Anatomy Studio Zorzal et al. (2019), a collaborative
MR dissection table approach where one or more anatomists can explore a whole
anatomical data set and carry out manual 3D reconstructions. As stated in Mahlasela
et al. (2016) and Zamanzadeh et al. (2014), collaboration is essential of work rela-
tionships in any profession, as it is through this continuous process that a common
vision, common goals, and realities are developed and maintained. Collaboration
in the workplace has become a popular research topic since it allows users to get

Fig. 3.1 Overview of Anatomy Studio, a collaborative MR dissection table approach where one or
more anatomists can explore anatomical data sets and carry out manual 3D reconstructions using
tablets and styli
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involved in group activities that not only increase learning, but also produce other
benefits, such as the development of relationships and social skills Garcia-Sanjuan
et al. (2018).

Anatomy Studio mirrors a drafting table, where users are seated and equipped
with head-mounted see-through displays, tablets, and styli. Our approach adopts a
familiar drawing board metaphor since tablets are used as sketch-based interfaces
to trace anatomical structures, while simple hand gestures are employed for 3D
navigation on top of a table, as shown in Fig. 3.1. By using hand gestures combined
with mobile touchscreens, the anatomists can easily access any cryosection or 2D
contour and follow each user’s contribution toward the overall 3D reconstructed
model.

3.2 Related Work

Since Höhne and Hanson (1992) presented a pioneering work on computer-assisted
anatomy education and the advent of the Visible Human Project Ackerman (1999),
interactive solutions have been proposed for virtual dissection, yet still the Win-
dows, Icons, Menus and Pointer (WIMP) paradigm prevails ecumenical for image
segmentation within the 3DRAS community (Wu et al. 2013; Fang et al. 2017;
Asensio Romero et al. 2018; Chung et al. 2018). More effective approaches are
sorely needed as conventional WIMP interfaces are known to hamper 3D recon-
struction tasks because they rely on mouse-based input and 2D displays (Olsen et al.
2009; Meyer-Spradow et al. 2009). Besides lacking direct spatial input and affording
limited navigation control, WIMP approaches for 3DRAS also promote single-user
interaction, even though several studies refer to the importance of collaborative draw-
ing (Lyon et al. 2013; Alsaid 2016) such has not been performed for a strictly 3D
reconstruction purpose.

Another serious limitation of WIMP is that they prescribe timely slice-by-slice
segmentation. For instance, the Korean Visible Human took 8 years to segment using
mouse input (Park et al. 2005; Chung et al. 2015). Clearly, there is a need to speedup
the segmentation process without discarding manual operability, as anatomists feel
more in control to produce meticulous and informed contours manually (Igarashi
et al. 2016; Sanandaji et al. 2016). Another restriction consists of the limited 3D
perception offered by WIMP interfaces, as this induces a greater cognitive load by
forcing anatomists to build a 3D mental image from a set of 2D cryosections.

Other interaction paradigms have been proposed for 3DRAS, namely, Augmented
Reality (AR) and Virtual Reality (VR) have been explored for medical visualization,
since immersion can improve the effectiveness when studying medical data Laha
et al. (2013). For instance, Ni et al. (2011) developed AnatOnMe, a prototype AR
projection-based handheld system for enhancing information exchange in the cur-
rent practice of physical therapy. AnatOnMe combines projection, photo, and video
capture along with a pointing device for input, while projection can be done directly
on the patient’s body. Another related study proposed the introduction of AR above
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the Tabletop for the analysis of multidimensional data sets, as their approach facili-
tated collaboration, immersion with the data, and promoted fluid analyses of the data
Butscher et al. (2018). Furthermore, a collaborative learning intervention using AR
has been proposed for learning clinical anatomy system Barmaki et al. (2019). The
system uses the AR magic mirror paradigm to superimpose anatomical visualiza-
tions over the user’s body in a large display, creating the impression that she sees the
relevant anatomic illustrations inside her own body.

Another advantage ofAR andVRparadigms is that they promote expeditious nav-
igation of volumetric data along complex medical data sets. To this regard, Hinckley
et al. (1994) adopted two-handed interactions on a tangible object to navigatemultiple
cutting planes on a volumetric medical data set. Coffey et al. (2012) proposed a VR
approach for volumetric medical data sets navigation using an interactive multitouch
table and a large-scale stereoscopic display. Sousa et al. (2017) introduced a VR
visualization tool for diagnostic radiology. The authors employed a touch-sensitive
surface to allow radiologists to navigate through volumetric data sets. Lopes et al.
(2018) explored the potential of immersion and freedom of movement afforded by
VR to perform CT Colonograpy reading, allowing users to freely walk within a work
space to analyze 3D colon data.

Furthermore, the combination of immersive technologies and sketch-based inter-
faces have been proposed for 3DRAS education and training, but not for accurate 3D
reconstruction (Lundström et al. 2011; Teistler et al. 2014; Lu et al. 2017; Saalfeld
et al. 2016). Immersive solutions usually place anatomical representations within a
3D virtual space Lu et al. (2017), similarly to plaster models used in the anatomical
theater, or consider virtual representations of the dissection table (Lundström et al.
2011; Teistler et al. 2014) but often require dedicated and expensive hardware. Only
recently have 3D or VR approaches been considered to assist the medical segmenta-
tion process (Heckel et al. 2011; Johnson et al. 2016; Jackson andKeefe 2016) but the
resulting models continue to be rough representations of subject-specific anatomy.
In turn, sketch-based interfaces have been reported to complement or even finish off
automatic segmentation issues that rise during anatomical modeling (Olabarriaga
and Smeulders 2001; Malmberg et al. 2017). Although tracing can be guided by
simple edge-seeking algorithms or adjustable intensity thresholds, these often fail
to produce sufficiently accurate results (Shepherd et al. 2012; van Heeswijk et al.
2016).

Given the size and complexity of the data set, coordinating 3D reconstruction
with navigation can be difficult as such tasks demand users to maintain 3D context,
by choosing different points of view toward the 3D content, while focusing on a
subset of data materialized on a 2D medium. To assist the visualization task, head-
tracked stereoscopic displays have proven to be useful due to the increased spatial
understanding (Coffey et al. 2012;HwaryoungSeo et al. HwaryoungSeo et al.; Lopes
et al. 2018). However, prior work has been primarily conducted within navigation
scenarios and not for 3D reconstruction from medical images; thus, it is not clear if
there are benefits of complementing 3D displays with 2D displays Tory et al. (2006).

Despite the many advancements in medical image segmentation, most semi- and
automatic algorithms fail to deliver infallible contour tracing. That is why clinical
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practice in medical departments is still manual slice-by-slice segmentation, as users
feel more in control and produce a more informed, meticulous 3D reconstruction
(Igarashi et al. 2016; Sanandaji et al. 2016). Note that, segmentation of cryosections
is a labeling problem in which a unique label that represents a tissue or organ is
assigned to each pixel in an input image.

Tailored solutions for 3D reconstruction that rely on easily accessible, interac-
tive, and ubiquitous hardware, besides guaranteeing qualified peer-reviewing, are
welcomed by the Anatomy community. While using HMDs or tablets to interact
with 2D and 3D data is not new, combining them for 3DRAS has not been studied.
Much research focuses on VR-based navigation for surgical planning and radiodiag-
nosis.However, our approach addresses 3D reconstruction.Moreover,we specifically
worked with anatomists and our interaction was purposely designed to combine a 2D
sketch-based interface for expedite segmentation with spatial gestures for augmented
visualization.

3.3 Anatomy Studio

Our approach, Anatomy Studio, combines sketching on a tablet with MR based
visualization to perform 3D reconstruction of anatomic structures through contour
drawing on 2D images of real cross-sections (i.e., cryosections). While the tablet’s
interactive surface offers a natural sketching experience, the 3D visualization pro-
vides an improved perception of the resulting reconstructed content over traditional
desktop approaches. It is also possible to interact with Anatomy Studio using mid-air
gestures in the MR visualization to browse throughout the slices. The combination
of mid-air input with interactive surfaces allows us to exploit the advantages of each
interaction paradigm, as most likely their synergistic combination should overcome
the limitations of either modality in isolation, a result well-known from multi-modal
interface research. Additionally, Anatomy Studio enables two or more experts to
collaborate, showing in real time the modifications made to the contours by each
other, and easing communication.

The main metaphor used in Anatomy Studio is the dissection table. Using MR,
collaborators can visualize 3D reconstructed structures in real size above the table,
as depicted in Fig. 3.1. The content becomes visible to all people around the virtual
dissection table who are wearing MR glasses. Also, users can select slices from the
common MR visualization to be displayed on their tablet device in order to perform
tracing tasks.

In order to support tablet and MR glasses for each user and the collaboration
between all participants, Anatomy Studio uses the distributed architecture illustrated
in Fig. 3.2. Anatomy Studio was developed using Unity 3D (version 2018.3.8f1),
C# programming language for scripting and Meta SDK 2.8. Two applications were
developed to run on both device types: Windows-based ASUS T100HA tablets and
Meta 2 headsets. The whole data set, comprised 12.2 gigabytes in high-resolution
images, aswell existing contours already traced, are stored in aWebServer, accessible
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Fig. 3.2 Anatomy Studio’s distributed architecture

by all devices in the session. However, to show immediate previews during slice
navigation, each device displays thumbnails as slice previews, which consist in low-
resolution images. All together, these thumbnails require only 36 megabytes.

Located on the same machine as the Web Server, is the Anatomy Studio server
to which all devices connect. While only this server can make changes to the files
in the Web Server, such as storing contours, all clients can read from it. The clients,
both MR glasses and tablet devices, have an associated user ID so that they can be
properly paired between each other. Every time a user changes his active slice or
modifies a contour, the client device immediately notifies the server and all other
clients through UDP messages.

Existing digitizations of sectioned bodies consist of thousands of slices, each of
which with a thickness that can be less than 1mm. As such, Anatomy Studio offers
two possible ways to browse the collection of slices: one fast and coarse, useful for
going swiftly to a region of the body, and another that allows specific slice selection.

To perform a quick selection of a slice in a region of the body, Anatomy Studio
resorts to mid-air gestures. Attached to the frame representing the current slice in
the MR visualization, there is a sphere-shaped handle, as depicted in Fig. 3.1, which
can be grabbed and dragged to access the desired slice. This allows to switch the
current slice for a distant one efficiently. Slices selected by other collaborators are
also represented by a similar frame, without the handle, with the corresponding name
displayed next to it. To ease collaboration,when dragging the handle and approaching
a collaborator’s slice, it snaps to the same slice.

The very small thickness of each slice (≤1mm) together with inherent precision
challenges of mid-air object manipulation Mendes et al. (2016) makes it difficult to
place the MR handle in a specific position to exactly select a desired slice. Thus,
Anatomy Studio also provides a scrollable list of slices in the tablet device (Fig. 3.3)
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Fig. 3.3 Tracing the contour of a kidney with the stylus on the tablet. On the left pane there is a
scrollable list of slices, and the right pane shows the available structures

that only shows a very small subset of 20 slices around the currently selected one.
This list is constantly synced with the MR handle and, after defining a region, users
are able to unequivocally select a specific slice. Of course, due to the high number of
slices, this scroll alone was not feasible to browse the whole data set, and needs to be
used in conjunction with our Fast Region Navigation approach. In addition, slices’
numbers are accompaniedwith the name of the collaborators that have them currently
selected, whichmakes them reachable by a single tap. InAnatomy Studio only coarse
slice selection is done inmid-air, as more precise slice selection is performed through
the tablet device.

To provide a natural experience that fashions sketching on paper with a pen,
Anatomy Studio offers anatomists a tablet device and a stylus.

To ease the tracing process, the image can be zoomed in and out, to provide
both overall and detailed views, as well as translated and rotated, using the now
commonplace Two-Point Rotation and Translation with scale approach Hancock
et al. (2006). After each stroke is performed, either to create or erase contours,
Anatomy Studio promptly propagates the changes to the MR visualization making
them available to all collaborators. It also re-computes the structure’s corresponding
3D structure according to the new information, offering a real-time 3D visualization
of the structure being reconstructed.

We implemented a custom 3D reconstruction algorithm that uses the strokes cre-
ated by the users to recreate an estimated three-dimensional mesh of a closed 3D
model. Each time a user changes the drawing made on a certain slice, a localized
reconstruction process is initiated that comprises 3 steps: (1) Contouring can be per-
formed by inputting smaller strokes; (2) The algorithm then iterates through the line
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to find the extreme points, which will help iterate through the line during recon-
struction; and (3) A mesh is finally created by connecting two closed lines from
neighboring slices.

Therefore, each individual triangle is created so the normal vectors are coherently
oriented to the outside of the final 3Dmodel. By applying this simple process to each
pair of neighboring lines, we can create a complete closed 3D model in real time, so
alterations can be immediately reflected on the 3D augmented space.

3.4 Evaluation

Our main goal was to assess whether collaborative tools such as Anatomy Studio
can provide viable alternatives to current methods, and whether these would be well
received by the medical community, focusing on qualitative valuations rather than
basic performance metrics.

To assess whether Anatomy Studio can be used as a mean to enable collaboration
and aid in the process of anatomical 3D reconstruction, we conducted a user study
with experienced anatomists and medical professionals. To this end, we resorted to
a data set that consists of serial cryosection images of the whole female body from
the Visible Korean Project Seok Park et al. (2015).

For testing our prototype we used two Meta2 optical see-through head-mounted
displays to view the augmented content above the table. We used this device mainly
because of its augmented 90 degree field of view, which facilitates the visualization
and interaction with the augmented body being reconstructed. We used the Meta2
headsets to perform the interaction in the environment, as they possess an embedded
depth camera similar to theMicrosoftKinect or theLeapMotion that, besides tracking
the headset position and orientation, also track users’ hands and fingers, detecting
their position, orientation, and pose. Each of the MR glasses was linked to a PC with
dedicated graphics card. We also used one Windows-based ASUS T100HA tablet
with a 10 inch touch screen and an Adonit Jot Pro stylus for each participant. An
additional Microsoft Kinect DK2 was used recording video and audio of the test
session for further evaluation.

Participants were grouped in pairs, seating at a table, facing each other as shown
in Fig. 3.4. Each was equipped with an optical see-through head-mounted display, a
tablet, and a stylus. Firstly, researchers outlined the goals of the session and provided
an introduction to the prototype. Prior to start, participants were asked to fill a demo-
graphic questionnaire, regarding their profile information and previous experience
with the tested technologies (MR glasses, virtual dissection applications, and multi-
touch devices), as well as an informed consent. A calibration process was performed
to enable each headset to locate the virtual objects in real space.

Then, both participants were instructed to perform a training task, individually,
where theywere free to interrupt and ask questions whenever they deemed necessary.
This was followed by the test task, inwhich participants where asked to collaborate to
achieve the final result. Both tasks were based on reconstructing different anatomical
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Fig. 3.4 A pair of participants during a user evaluation session

structures using sketches. To prevent excessively long sessions, both the solo training
task and the collaborative test task were limited to 15min. Participants were then
asked to fulfill a questionnaire about their user experience. Finally, we conducted a
semi-structured interview in order to gather participants opinions, suggestions and
to clarify the answers obtained from the questionnaires.

We conducted usability testing and evaluated our prototype with ten participants
(one female), eight of which were medical professionals and two were medical
students, recruited during an international congress on Digital Anatomy using a con-
venience sampling strategy. Participants’ ages varied between 23 and 69 years old
(x = 43.6, s = 19.5). Having this particular sample size also ensured that we met
recommended minimum criteria for usability evaluation of the intervention. Accord-
ing to Faulkner (2003), in a group of ten people, 82–94,6% of usability problems
will be found. Participants who have evaluated our prototype are domain experts,
have worked for a long time and have many years of experience. Because of this
expertise, the expert is a trusted source of valuable information about the topic and
the domain (Costabile t al. 2003; Caine 2016; Sousa et al. 2017; Akram Hassan et al.
2019).

Among the professionals, four were radiologists (with an average of five years
of experience), one neurologists, one surgeon, one dental surgeon, and one internist
with 27 years of experience.

Themajority (80%)were familiarizedwith touch screen devices, but 70% reported
having no prior experiencewith optical see-throughMR technology. Five participants
stated to perform virtual dissections, four of them on a daily basis.
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3.5 Results and Discussion

We reviewed the usability testing videos and observed that users behaved in three
ways when they were focusing on the MR environment. Figure3.5 shows the total
time used in each session and the general percentage of interaction modes identified.
We assign a tablet time for tablet interaction mode when a user focuses on device
usage. MR interaction mode when a user focuses or explores in theMR environment.
As well, when a user interacts with the MR environment using his hands. Finally,
a collaboration time for collaboration when a user interacts with other participants
through conversation.

Also, we assessed user preferences and experience through a questionnaire with
a list of statements for participants to score on a 6-point Likert Scale (6 indicates full
agreement). Our evaluation with medical experts suggests that MR combined with
tablets can be a viable approach to overcome existing 3DRAS issues. This chapter
presents the summarized evaluation results, more details are available in Zorzal et al.
(2019).

Regarding the overall prototype, the participants found it easy to use and, in
particular, considered the combination of MR and tablet sliders to function well
together. They also considered that the tablet’s dimensions were appropriate for
the tasks performed, and that contouring using a stylus was an expedite operation.
Participants that perform virtual dissections professionally found it easier to segment
slices using Anatomy Studio when compared to the mouse-based interface they are
acquainted to.All participants remarked thatAnatomyStudio is a viable alternative to
conventional virtual dissection systems. Using AR, we are able to show that a virtual
surface on top of each body’s reconstructed structures are rendered volumetrically in
full size, as depicted in Fig. 3.6, visible for all collaborators around it, provided that
they are properly equipped with AR glasses. Also, users can choose slices in the AR
visualization, in order for them to be shown on the tablet device and to be sketched
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Fig. 3.5 Total time used in each session and the general percentage of interaction modes
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Fig. 3.6 Detail of theARvolumetric rendering above the table, showing lines and the corresponding
reconstructed volumes of two kidneys (in burgundy) and three bones (in beige)

upon. They also noted that the visual representations of the 3D model and the slices
above the virtual table are appropriate for anatomical study. The participants agreed
that the 3D model overview allowed them to rapidly identify and reach anatomical
locations. Furthermore, the augmented 3D space created a shared understanding of
the dissection tasks and promoted closely coupled collaboration and face-to-face
interactions.

We also gathered observational notes taken during evaluation sessions and tran-
scripts of recorded semi-structured interviews, in order to obtain participants’ opin-
ions, suggestions, and to clarify the answers from the questionnaires. Participants
stated that Anatomy Studio is adequate to “distinguish the several structures”
and “understand the spatial relation between [them]”. Therefore, “[with tools like
Anatomy Studio] we do not need a corpse to learn anatomy”. Notwithstanding, “vir-
tual is different from cadavericmaterial, becausewe do not have the feeling of cutting
tissue”. Lastly, the collaborative capabilities of Anatomy Studio were praised, since
“working in groups is more effective because, as medics, the experience counts a
lot to do a better job, and there should be a mixture of experiences during these
sections”.

Overall, participants work daily alone and rarely collaborate. Participants said that
collaboration offered an equal opportunity to share ideas. Assisted in understanding
and respecting diversity better, make team-focused decisions leading the team to a
swift achievement of a common goal. The most observed benefit of collaboration
was of the less time spent to complete a task.
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Also, the participants mentioned some challenges. Two participants said that the
stylus contour was very thick and made it difficult for the task. Another mentioned
that they had to adapt to the orientation of the drawing presented on the tablet, because
the orientation in the computed tomography image is so that the anterior is on top,
posterior is bottom, left of the patient is on the right side of the image and the right is
on the left side of the image. One participant reported that initially, Anatomy Studio
seemed complex because it has many gadgets. Another suggestion mentioned by two
participants is the need for prior training to get accustomed to the environment of
MR. Another participant mentioned with although the virtual does provide a good
interaction, the experience is not identical to that of the real body. In a real body we
can feel the difference through touch and cutting the tissues.

The advantage of using technological tools for teaching anatomy is that, in addi-
tion to the static figure, one can also understand and demonstrate the dynamics of
movement. However, there are challenges to be explored. These challenges limit the
actual use of these applications in the routine of health professionals and the transfer
of this technology to the productive sector; on the other hand, these challenges create
opportunities for research and development.

A significant challenge in the area is to make applications that offer realistic sim-
ulations of anatomical features. It is interesting to develop techniques that improve
user perception, tactile sensitivity and spatial correlation between physical and vir-
tual objects. Furthermore, Periya and Moro (2019) expressive finger-gestures may
assist in identifying comparisons between scans, or unique anatomical variations
and features when compared to using a mouse-and-keyboard approach. Also, intro-
ducing new teaching approaches in traditional culture is a current challenge for the
applications that work in the area of health education.

3.6 Lessons Learned

The lessons learned serve as a valuable tool for use by other researchers and devel-
opers who are assigned related projects. These lessons may be used as part of new
project planning in order to present what main guidelines for the development of tool
for collaborative anatomy. The following lists the lessons learned for the Anatomy
Studio.

• Combined approaches: Mobile devices such as tablets bring the potential of MR
into every learning and collaborative environment Birt et al. (2018). The self-
directed approach allowed byMR can enhance experiential learning, engagement,
while tackling challenging content in both medical practice and health sciences.
In addition, previous research Iannessi et al. (2018) reported that MR allows for
better visualization of 3D volumes regarding the perception of depth, distances,
and relations between different structures. Accordingly, we chose to follow these
approaches, because when comparing MR through an HMD with a virtual win-
dow through a tablet, the first is more practical and natural, provides stereoscopic
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visualization, and can be easily combined with a tablet for 2D tasks, where these
devices excel.

• Transmissionanddisplay improvements:Althoughmedical applications require
high-resolution images with realistic features, good practice in collaborative appli-
cations is to display instant thumbnails during slice navigation. Also, to avoid
network congestion and even decrease throughput, shared virtual environments
should change only when there is a change considered significant. We consider
the UDP protocol a suitable choice for real-time data streams since no connection
is created and only direct data is sent.

• Slice browsing: Due to the thickness of the slices and the precision challenges
inherent in handling objects in the air, we consider two possible ways to browse
the collection of slices: fast region navigation, useful forgoing swiftly to a region
of the body, and another precise slice selection that allows specific slice selection.

• Real-time 3D visualization: After each stroke is performed, either to create or
erase contours, Anatomy Studio promptly propagates the changes to the MR visu-
alization making them available to all collaborators. It also re-computes the struc-
ture’s corresponding 3D structure according to the new information, offering a
real-time 3D visualization of the structure being reconstructed.

• Interaction and collaboration: Users behaved in three ways when they were
focusing on the MR environment: (i) MR preview when the user raised his head
and looked at the environment, (ii) MR exploration when the user analyzed the
environmentmoving the head or body to different directions and kept a fixed eye on
the environment of MR content, and (iii) MR interaction when the user interacted
with the environment using his hands. Also, participants did use collaborative
conversation to complete the task. This ability is an outcome-driven conversation
aimed at building on each other’s ideas and a solution to a shared problem.

3.7 Conclusions

In this chapter, we presented a collaborative MR dissection table where one or more
anatomists can explore large data sets and perform expedite manual segmentation.

CollaborativeMRsystems are either visualization-based or systems inwhich users
can create and modify a 3D model collaboratively in a 3D space. Our results show
that collaborative virtual dissection is feasible supporting two tablets, and has the
potential to scale to more simultaneous collaborators, whereby users that can choose
the slice to trace on simultaneously, thus contributing tomitigating the reconstruction
workload.Moreover, our approach provides for a portable and cost-effective 3DRAS
tool to build anatomically accurate 3D reconstructions even for institutions that do
not have the possibility to perform actual dissections on real cadavers. Our results
illustrate the perceived potential of the approach, and its potential to motivate novel
developments. Furthermore, all test sessions involved real drawing tasks, in a realistic
setting, where participants were asked to build a 3D reconstruction of an anatomical
structure as best as they (anatomists) could.
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While the work presented in this chapter represents a first step toward MR for
virtual dissection, as future work, we intend to conduct a comprehensive user evalu-
ation with non-experienced students, to compare the learning curve and the ease of
use of an iterated version of Anatomy Studio against the most common approaches
to 3DRAS.

According to de Souza Cardoso et al. (2020), a crucial aspect to consider is that the
selected visualization device should be ergonomic and should not limit or increase
the necessary movement required to execute the main activity. Although fatigue,
stress tests and cognitive load are important variables to understand the limitations
of the proposed system, they were not considered in this chapter, as the focus of our
work was to explore the potential of Anatomy Studio as an MR system to perform
virtual dissection through sketches by enabling collaboration betweenmultiple users.
We intend to study such variables in the near future. While the work presented is
exploratory, we see it as the precursor to a new generation of collaborative tools for
anatomical applications.
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Chapter 4
3D Modeling from Anatomical
and Histological Slices: Methodology
and Results of Computer-Assisted
Anatomical Dissection

Jean-François Uhl and Maxime Chahim

Abstract Computer-Assisted Anatomical Dissection (CAAD) is a new method of
3D reconstruction of anatomical structures from histological or anatomical slices. It
uses staining and immunomarking of the tissues for a more precise identification, in
particular for the nerves and the vessels, leading to an easy morphological segmenta-
tion. Starting from a digitalized series of transverse histological sections, we perform
a staining by immune-markers (protein S100, VAChT and D2-40), then alignment
of the slices and finally a manual segmentation of the main anatomical structures by
using the Winsurf® software version 3.5. This chapter shows the results of CAAD
in embryology and for the pelvic nerves in adults. Its main interest is in the field of
pelvic surgery for cancer, to improve the knowledge of the pelvic nervous anatomy
and preserve the inferior hypogastric plexus. It is also an original method to provide
3D reconstruction of the human embryo, and so bring us an improved understanding
of embryogenesis.
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4.1 Introduction

The principle of 3D reconstruction from a series of transverse slices has first been
described by Born in 1883 (Born 1883; Pillet et al. 1995). Born, Gustav Jacob, is a
German embryologist (1851–1900). The principle of the Born method is the making
of three-dimensional models of structures from serial sections; it depends on the
building up of a series of wax plates, cut out to scaled enlargements of the individual
sections involved in the region to be reconstructed.

Figure 4.1 shows an example of 3D reconstruction of the inner ear and Fig. 4.2
an embryo’s brain done by Eyries in 1954.

Modern 3D anatomical modeling uses the same principle but enhanced by the
power of digital techniques and computerized reconstruction thanks to the CAD
software.

In fact, clinical research techniques inmorphology have the following limitations:
the small size of the specimen (in embryology) and to the lack of determination of
the nature of the nerve fibers (cholinergic or adrenergic).

The association of 3D vectorial modeling reconstruction and immunostaining of
the nerve solves these limitations. The name of this original method is “computer
assisted anatomical dissection” (CAAD). First published by Yucel in 2004 (Yucel
and Baskin 2004), it has then been developed by our research unit (URDIAEA4465)
in collaboration with the experimental laboratory of surgery, Paris XI University (Pr
G. Benoît).

The aim of this chapter is to describe the methodology of the CAAD technique,
its main results and its interest in the field of pelvic surgery, avoiding the main
complications by the preservation of the nerves. This technique takes advantage

Fig. 4.1 3D Reconstruction by Born method of the inner ear of a 135 mm human embryo by Eyriès
(X 200) from former museum Delmas-Orphila-Rouvière (Paris University)
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Fig. 4.2 3D Reconstruction by Born method of the brain of a 9 mm human embryo by Eyriès,
1954, n° 721 (X100) from former museum Delmas-Orphila-Rouvière (Paris University)

of advanced human–computer interface for building the 3D models as well as for
displaying the complex segmented anatomy.

4.2 Materials and Methods

The fourmain steps of this technique are: performing thin slices, staining by immune-
markers, alignment and segmentation. A series of transverse sections of anatomical
structures of fetus or adult are at the basis of this method. The ideal situation is
to make sections perpendicularly to the main axis of the reconstructed structures.
The thickness of the sections is 5–10 µ after inclusion into a paraffin block of the
histological sample, previously fixed with formaldehyde.

Then, the histological sections are stained by immunomarkers (Table 4.1).
This immunohistochemical staining technique is specific of the different tissues

and makes possible an immediate identification of the different types of nerves and
vessels, leading to an easy morphological segmentation. The main markers used are
the following:

1. Neuronal immuno-labelling (Rabbit anti-cow protein S100): is a general
immunomarker which is considered as a marker for Schwann cells (Stefansson
et al. 1982). The antibody used (CodeNo. Z0311) is diluted to 1/400. An example
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Table 4.1 Main markers used for the CAAD technique

Marker Type Ref Tissue

HES Classical staining Hematin- Eosin- Safran Bone muscles

Masson trichrome Classical staining Connective

S100 Immunomarker Rabbit anti-cow protein Neuronal

TH Immunomarker Rabbit anti-rat tyrosine
hydroxylase

Adrenergic fiber

VAChT Immunomarker Rabbit anti-rat vesicular
acetylcholine transporter

Cholinergic fibers

D2-40 Immunomarker Endothelial cells vessels

Prox-1 &VEGFR3 Immunomarker Prox-1 and VEGFR3
Antibodies

Lymphatics

of the obtained result is shown on a lower limb of a human embryo of 13 weeks
(Fig. 4.3).

2. Adrenergic fiber immunolabeling (Rabbit anti-rat tyrosine hydroxylase (TH)): is
employed as a marker for the adrenergic activity and has been considered as an
adrenergic fiber marker (Lewis et al. 1987). The antibody used (Code No. ab112)
is diluted to 1/750

3. Cholinergic fiber immunolabeling (Rabbit anti-rat vesicular acetylcholine trans-
porter (VAChT)): was considered as specific marker for the cholinergic neurons
and fibers (Usdin et al. 1995). The antibody used (Code No. V 5387) is diluted
to 1/2000

Fig. 4.3 Immunomarking of the nerves using protein S100 (slice # 535 from 15-week-old fetal
right limb). The nerves are shown by black arrows. S = sciatic nerve, T = tibial nerve, F = fibular
nerve. FN = femoral nerve (black arrow). Veins are outlined in blue. P = popliteal vein, FV =
femoral vein plexus, A= axial vein. Arteries are shown by red arrows (outlined in red) Fe= femur
bone
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4. Vascular immunolabeling (D240 specific of the vessels) D2-40 is a marker of
endothelial cells (Ren et al. 2011), created by the production of antibodies in
cloned mice (Code No. M3619, DAKO, Denmark after dilution 1/10 at pH6).

5. Prox-1 and VEGFR3 Antibodies are specific of the lymphatics (Eumenia Costa
da Cunha Castro and CsabaGalambos 2011).

6. In addition, classical staining is also used for the surrounding tissues:
Hematin-Eosin-Safran (HES): considered as reference section.
Masson trichrome: is suited for connective tissue (Schaefer 1957).

These staining techniques are alternatively used on the series of thin slices (5 µ)
for example we can divide the sections in blocks of 10. In each block of 10 slices,
the section number one will be stained by Masson trichrome, the number 2 by HES,
number 3 by ProtS100, number 4 by TH, number 5 by VaChT the number 6 by D240
and the number 7 by Prox-1 and VEGFR3 Antibodies. The three last slices are left
blank for further studies.

In fact, the 3D reconstruction is possible because the structures are almost at the
same level with a negligible interval of 5 µ between the slices. The main trick of this
technique is to finally gather the different elements, segmented separately with the
different markers, to obtain the full 3D model.

Then the important step is to align the stained sections. This is mandatory to allow
an accurate 3D reconstruction of the anatomical elements.

This could be donemanually but this is time consuming and tedious. The technique
uses the transparent layers of Photoshop® software and the magnetic lasso tool to
easily draw boundaries (Park et al. 2007, 2005). We could also use fiducial markers
(like small brass wires) to be included into the paraffin block to help and automatic
or semi-automatic alignment of the slices. But indeed the FIJI software is the best
solution to automatize the alignment of a big number of slices. It is anopen source Java
image processing program inspired by NIH Image derivate from imageJ software
(Schneider et al. 2012). It uses a special plugin for realignment: RVSS (Register
Virtual Stack Slices).

The next step is to perform the manual segmentation of each anatomical stained
structure. For this purpose, we used Winsurf® software v 3.5 (Bardol et al. 2018;
Lozanoff et al. 1988). This is done manually by outlining each anatomical structure
slice by slice. The segmentation tools used inWinsurf software are shown in Fig. 4.4a.
When finished, the software provides objects as a 3D mesh in a separate window
(Fig. 4.4b)

Finally, we just have to gather the 3D objects of the different anatomical elements
by importing them into the CAD software to obtain the whole reconstruction of the
3D anatomy.

The rightwindowshows the3Dsurface rendered reconstructionof the legmuscles.

– Winsurf software has no option for exportation of the whole 3D meshes, thus the
exportation of the 3D mesh created by Winsurf® uses the following steps:

– Import of 3D window menu option of Acrobat 3Dv.8.
– exportation with Acrobat in WRLM format
– Conversion of the wrml file into 3DS or OBJ format.
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Fig. 4.4 Interface of the WinSurf™ software version 3.5 with segmentation of the muscles by
drawing the boundaries on a series of slices. a The left window contouring the muscles on a slice,
the software tools (pen, eraser, zoom…) are on the left side and the menu options on the top. T
= tibia bone, F = fibula, Fe = femur. b The central window shows the 3D vectorial models in
mesh form. Medial gastrocnemius muscle (1, green), lateral gastrocnemius muscle (2, blue), soleus
muscle (3), Achille’s tendon (4), hallux flexor longus (5, yellow), posterior tibial muscle (purple),
and peroneus longus muscle (light blue)

Other softwares are available for 3D reconstruction: Detailed explanations about
3D reconstruction software and functions are downloadable on the Stanford website.

Finally, the 3D model could be handled interactively in any CAD software, like
Autocad®, Maya®, CATIA®, Blender®. One can rotate the models around, move
them,modify the color transparency of each object and even do things like run cutting
planes into them.

In summary, the principle of 3D reconstruction by vectorial modeling from a
series of transverse sections is the main technique. It is here associated with the
identification of several anatomical structures (nerves) by a specific immunostaining,
but it could be done alone.

4.3 Results

The results mainly relate to human embryos (carpal bones, mitral valve, urethra
nerves, pelvic nerves, lower limbs veins) 3D reconstruction of embryos could be
done without immunostaining.

Wedid severalworks using theEmbryos ofRouvière collection (Anatomy institute
of Paris), which was available in our University until 2010 (since then, the collection
has been moved to Montpellier University):

a. Carpal bones (Durand et al. 2006)—The aim of this study was to provide a quan-
titative morphology analysis of the evolution of the carpal bones during embryo-
genesis. histological serial sections of 18 human embryos and early fetuses
from the Rouvière collection (Paris). Results: According to inertia parameters,
the geometry of carpal cartilaginous structure, initially plane, becomes curved
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Fig. 4.5 Evolution of the carpal “envelope” during embryo development. Embryos size: Blue
17.5 mm purple 22 mm yellow 25 mm green 33.5 mm orange 44 mm fetus. The envelope passes
from plane (blue) to curve geometry (green)

during embryogenesis (Fig. 4.5) Carpal bones growth follows non-homothetic
transformation (Fig. 4.6)

b. Pelvic Region—The Pelvis of a 49 mm embryo including the hypogastric plexus
was reconstructed (Hounnou et al. 2001) as shown in Fig. 4.7. The limitation of
this work is the lack of use of immunomarkers, thus a less accurate reconstruction
and the lack of differentiation between adrenergic and cholinergic nervous fibers.

c. Mitral Valve—The 3D reconstruction of the mitral valve has been achieved in 5
embryos from 12, 5 to 69 mm in the thesis of H.F Carton (Science thesis of H.F
Carton Descartes University 1990). Descartes University 1990 (Fig. 4.8).

d. Human Embryo—An outstanding work has been done on the whole human
embryo by the department of embryology of Amsterdam University (de Bakker
et al. 2012). It uses all the digital images of serial sections of 34 human embryos
of the Carnegie Collection between Carnegie stages 7 (15–17 days) and 23 (56–
60 days). These 3D reconstructions of different organs and systems were done
with the Amira™ software package. The 3D models can be interactively viewed
within an Acrobat™ 3D-pdf file (Fig. 4.9). This huge work, made from the
Carnegie collection is the first complete digital 3D human embryology atlas of
this size, containing all developing organ systems, at all stages.

Several studies using the CAAD technique itself with immunomarkers have been
done since 2009 in collaboration with our research unit. This improves the technique
by segmentation of specific structure, such as cholinergic and adrenergic nerves, that



66 J.-F. Uhl and M. Chahim

Fig. 4.6 Volumetric evolution of the embryo carpal bones. The red curve represents the correlation
between the carpal volume and the proximal carpal bones (% of total carpal volume)

Fig. 4.7 Hypogastric plexus and pelvic 3D reconstruction of a 69 mm human embryo of the
Rouvière collection (from former museum Delmas-Orphila-Rouvière (Paris University)). 1 =
bladder 2 = uterus 3 = salpinx 4 = ovary 5 = rectum 6 = round ligaments 7 = hypogastric
plexus 8 = umbilical artery. 9 = sacrum
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Fig. 4.8 3D Reconstruction of the mitral valve of 5 human embryos from 69 mm to 12, 5 mm,
Rouvière collection (from former museum Delmas-Orphila-Rouvière (Paris University)

cannot be identified on the ordinary slices. They open the way of the new nerve
sparing techniques during pelvic surgery:

a. Innervation of male (Karam et al. 2005) and female urethra (Karam et al. 2005)

In a first study, Karam et al. showed the precise location of the nervous fibers of the
male urethra: The majority of unmyelinated nerve fibers penetrates the male urethral
smoothmuscle layers at 5 O’clock and at 7O’clock, while themajority ofmyelinated
nerve fibers penetrates the striatedmuscles of the prostatic capsule and of the urethral
sphincter at 9 O’clock and at 3 O’clock (Fig. 4.10).

The second study (female urethra) shows that in the proximal third of the urethral
sphincter, myelinated fibers were identified running with unmyelinated fibers from
the pelvic plexus. These fibers were closely related to the lateral and anterior aspects
of the vagina. Unmyelinated fibers entered the smooth muscle part of the sphincter
at 4 o’clock and at 8 o’clock. Most myelinated fibers entered the sphincter at 3
o’clock and at 9 o’clock. These two studies demonstrate that a better knowledge
of neuroanatomy would allow preservation of all functional qualities of the urethra
during pelvic surgery, in particular the preservation of urinary continence.

Prostatic neurovascular bundles (Alsaid et al. 2010) (Fig. 4.11): Bayan et al.
showed in this paper the distribution of nerve fibers within the posterolateral prostatic
neurovascular bundles and the existence of mixed innervation in the posterior and
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Fig. 4.9 Interactive 3D pdf interface of the 9226 embryo specimen (Carnegie stage 23) done
by DeBaker and al., from the Amsterdam University (http://atlasofhumanembryology.com) The
interactive 3D model could be displayed by system (horizontal icons below) or by organ (boxes on
the left)

lateral fiber courses at the level of the prostate and seminal vesicles give us an insight
into how to minimize effects on sexual function during prostatic surgery.

b. CAAD for intra pelvic innervation (Alsaid et al. 2012) (Fig. 4.12): This paper
describes precisely the CAAD technique and its main interest: to improve the
understanding of the complex anatomic regions such as the pelvis from both
surgical and educational point of view.

c. Reconstruction of the IVC (Abid et al. 2013): The aim of this study of a 20 mm
human embryo was to specify the path relative to the liver and initiate a series of
computerized three-dimensional reconstruction that will follow the evolution of
the retrohepatic segment of the inferior vena cava and this in a pedagogical and
morphological research introducing the time as the fourth dimension.

d. Nerves of the rectum (Moszkowicz et al. 2011): This study was based on serial
histological sections of the pelvic portion of five human female fetuses (18–
31 weeks of gestation) showed that hypogastric nerves were located in the
retrorectal multilaminar structure and joined the homolateral inferior hypogas-
tric plexus at the lateral border of the recto-uterine pouch. The intersection
of the ureter with the posterior wall of the uterine artery precisely located
their junction. Antero-inferior branches supplying female sexual and continence

http://atlasofhumanembryology.com
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Fig. 4.10 Innervation of the anatomical structures of ejaculation: immuno-histochemical study
and 3D reconstruction in a male fetus. a The cavernous nerves remain in posterolateral location
(arrows). b, d Represents the unmyelinated nervous fibers giving branches into the prostatic gland,
reach the external part of the smooth urethral muscle and the submucosa (arrows) which reach the
external part of the smooth muscle along the anterolateral aspects of the prostatic gland (c and d:
arrows). From Karam et al.

organs originated from the anteroinferior angle of inferior hypogastric plexus
and were bundled at the posterolateral vaginal wall. Their preservation prevents
postoperative sexual and urinary dysfunction after rectal surgery.

e. Nerves of the uterus and preservation during radical hysterectomy for cancer
(Balaya et al. 2017a, b; Li et al. 2019) (Fig. 4.13):

Pelvic Splanchnic Nerves (PSN) are parasympathetic nerves that emerge from
ventral rami of S2, S3 and S4. They run on the posterolateral side of the rectum
under the middle rectal artery and the deep uterine vein until the posterior edge of
the IHP. Sacral Splanchnic Nerves (SSN) are sympathetic nerves that come from
sympathetic trunks of S2, S3 and S4 and have the same course as pelvic splanchnic
nerves. IHP is constituted by these three previous nerves.

In this study, authors explain the possible injuries of the pelvic nerves and how
to prevent them: Superior hypogastric plexus could be injured during lombo-aortic
lymphadenectomy and its preservation necessitates an approach on the right side
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Fig. 4.11 Computer-assisted anatomic dissection, zoom-in of the prostatic region in a 17-week-old
male fetus. a Posterior view of the prostatic base and the seminal vesicle (SV), b lateral view of
the prostate, cavernous nerves (CNs) sectioned at the prostatic apex. Views illustrate the mixed
innervation at prostate and seminal vesicle level; adrenergic fibers in green, cholinergic fibers
in purple, and sensory fibers in blue. The nerve fibers follow two courses, posterior and lateral,
innervating the seminal vesicles, the vas deferens (VD), the ejaculatory canal, and the prostatic
gland. c–e Posterior views and f–h lateral views demonstrate the adrenergic, the cholinergic, and
the sensory innervation (from Karam et al.)

of the aorta and a blunt dissection of the promontory. Injuries of hypogastric nerve
occur during uterosacral ligament and/or rectovaginal resection, and therefore after
dividing the uterosacral ligament only the medial fibrous part should be ablated.
Pelvic splanchnic nerves and inferior hypogastric plexus can be injured during dissec-
tion and resection of paracervix and to preserve them, an attention should be paid to
identify main anatomical landmarks as the middle rectal artery, the deep uterine vein
and the ureter. Vesical branches can be preserved by blunt dissection of the posterior
layer of the vesicouterine ligament after identifying the inferior vesical vein.

f. 3D reconstruction of the Neurovascular and lymphatic vessels distribution in
uterine ligaments (Li et al. 2019): This study shows a 3D reconstruction of the
neurovascular and lymphatic vessels in uterine ligaments and depicts their precise
location and distribution: The vessels were primarily located in the upper part
of the ligaments model, while the pelvic autonomic nerves were primarily in the
lower part.
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Fig. 4.12 Computer-assisted anatomic dissection of 17-week-old human fetal pelvis. aLateral view
of the inferior hypogastric plexus (IHP)without bones andwith pelvic diaphragm (PD) transparency,
b same view with transparency of plexus nerve fibers and without muscles, adrenergic fibers (AF)
in green and cholinergic fibers (CF) in purple, hypogastric nerves (HN) and pelvic splanchnic
nerves (PSN) contain both fibers’ types, adrenergic fibers mostly situated in the superior portion
of the plexus, cholinergic fibers intend to concentrate in inferior portion. (B Bladder, CC Corpus
Cavernosum, CS Corpus Spongiosum, LHN Left Hypogastric Nerve, CN Cavernous Nerve, P
Prostate, R Rectum, U Ureter, UVB Uretero-vesical Branches.) from Bayan et al.

Fig. 4.13 CAAD3D reconstruction of hypogastric plexus. The Superior Hypogastric Plexus (SHP)
is located at the level of the aortic bifurcation in front of the sacral promontory. Underneath the
promontory, the SHP caudally and laterally divides into two filaments of variable width which are
hypogastric nerves. (from Balaya et al. 29) Hypogastric Nerves (HN), that are sympathetic nerves,
descend along the lateral side of the rectum through the mesorectum, then run posteromedially to
the ureter and in the lateral part of the uterosacral ligament until the superior angle of the Inferior
Hypogastric Plexus (IHP)
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g. Embryogenesis of the lower limbs’ veins has been studied with only three
embryos (Uhl and Gillot 2007; Kurobe et al. 2014) (Figs. 4.3, 4.4 and 4.14):

The aim of this research work is mainly for a better understanding of the venous
embryogenesis of the lower limbs, which remains a conundrum, due to the lack of
direct observations. It brings some data about the theory of the angioguiding nerves
of Claude Gillot (Uhl and Gillot 2007) and shows that the axial vein is the main thigh
venous axis at 10–14 weeks. It regresses later in the majority of the adult anatomy.
This explains the variations of the femoral vein (Uhl et al. 2010) and is a remarkable
database for a better understanding of the diagnosis, classification of the congenital
vascular malformations and their treatment (Belov St. 1993; Lee 2005).

Fig. 4.14 Three-dimensional reconstruction of a 14-week-old fetal right lower limb. a whole limb
with muscles and b without muscles. 1 Ischiatic nerve, 2 axial vein, 3 femoral vein and artery, 4
great saphenous vein, 5 saphenous nerve, 6 small saphenous vein, 7 sural nerve, 8b fibular nerve,
8 tibial nerve, 9 medial plantar nerve, 10 lateral plantar nerve, 11 posterior tibial artery and two
veins, 12 tendon of the hallux flexor longus, 13 flexor digitorum longus, 14 posterior tibial tendon,
15 tendons of peroneus longus and brevis muscles
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4.4 Discussion

4.4.1 Limitations of the CAAD Technique

The first issue of CAAD technique is the alignment of the slices. We saw that the
FIJI software is the best cheap solution today (without landmarks), but it could be
improved to automatize the alignment of a big number of slices, by the use of artificial
intelligence and shape recognition. The addition of landmarks inside the blocks could
simplify the alignment of long series.

The second issue is the tedious human–computer interface of Winsurf® software
formanual segmentation: Even if a full automatization is impossible on such slices, an
improvement of the interface could facilitate themanual outlining of each anatomical
element. Here again, the use of artificial intelligence is the best way to simplify the
segmentation process.

In summary, the user’s interface of the tools to build the 3D models should be
improved.

Fundamental human–computer interface contributions:
This human–computer interface is a true revolution in the field of morphology to

investigate the 3D reconstructed micro anatomical structures, providing today:

– High resolution digitized images
– Accuracy of the segmentation tools with manual expertise
– High quality of the rendering providing realistic 3D objects
– Easy handling of the 3D models
– Availability of quantification tools
– Better understanding of the anatomical variability

The CAAD technique is of high interest to investigate, quantify and better under-
stand complex micro anatomical structures of the human embryo, in particular the
nerve distribution. The human–computer interface of the new cad software makes
possible an accurate 3D reconstruction of human anatomy, leading to planning and
simulation for pelvic surgery of the future. From the research point of view, it allows
us aquantificationof humanmorphology, opening thewayof computational anatomy,
which studies the biological variability of the anatomical structures and organs (see
the chapter of X. Pennec)

4.5 Conclusion

Descriptive anatomy is still a dynamic science. The power of the new computer
tools opens the world to new research techniques in the field of morphological
sciences: CAAD is an original method in anatomic research which has progressively
evolved during the last decade. Thismethod allows perfect anatomical and functional
descriptions of the intra-organic innervation, the nature of the nervous fibers and the
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distribution of neurotransmitters and receptors. The use of CAAD helps to improve
our knowledge of the complex anatomical regions such as the pelvis in particular
the inferior hypogastric plexus from both surgical and educational points of view.
It will improve the nerve-sparing surgical techniques of the pelvis: a better nerve
preservation should decrease postoperative sexual and urinary complications.
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Chapter 5
Volume Rendering Technique
from DICOM® Data Applied
to the Study of Virtual Anatomy

Juan Pablo Merino, José Alberto Ovelar, and Jorge Gustavo Cédola

Abstract Volume Rendering (VR) from Digital Imaging and Communications in
Medicine (DICOM®) data is a powerful source for the analysis and virtual repre-
sentation of the human anatomy. To achieve this, accurate virtual dissections must
be performed by applying the tools and different reconstruction methods offered by
Volume Rendering Techniques (VRT).

5.1 Introduction

New technologies applied to the field of Diagnostic Imaging have substantially
expanded its implications in modern medicine.

As a result of the great anatomopathological detail achieved by the three-
dimensional images acquired by volumetric biomedical scanners: Multidetector
Computed Tomography (MDCT), Magnetic Resonance Imaging (MRI) and Ultra-
sonography (US); this discipline has expanded its horizons by venturing into a new
challenge: to represent virtually the first of the medical sciences, anatomy.

When a patient is subjected to a volumetric medical imaging procedure, one or
more regions of the body (Real Volume) are exposed for analysis.

This studied volume is digitized in “raw data” format by the scanner, converting
it into an Acquired Volume.

By means of specialized software, the information is codified in DICOM® data,
which allows the display of a Virtual Volume on the screen in different planes, which
can only be used by specialists.

But when a series of Volume Rendering Techniques are applied, it is possible to
express this volume as a three-dimensional, transferable and more easily interpreted
Rendered Volume (RV).

Nowadays, due to technological advances such as submillimeter acquisitions and
the use of contrast media, volumetric medical imaging procedures provide a faithful
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Fig. 5.1 MDCT room, CIMED, Argentina

correlation between the Real Volume and the final Rendered Volume, offering a
considerable virtual alternative to the study and reproduction of human anatomy.

The purpose of this chapter is to describe the several methods and tools to virtually
represent the human anatomy from a volume acquired by a biomedical scanner, in
this case by a Philips Brilliance 64®multidetector tomograph or CT scanner.

In addition, technical concepts and definitions are introduced using MDCT
venography as an example to illustrate the strengths and limitations of the technique.

All images were acquired at the bioimaging center CIMED, Argentina; and
reconstructed by the Digital Anatomy Laboratory CIMED-FUNDAMI (Fig. 5.1).

5.2 What Is a DICOM® Data?

“DICOM® (Digital Imaging and Communications in Medicine)” is the interna-
tional standard to transmit, store, retrieve, print, process, and display medical
imaging information.

DICOM®:

– makes medical imaging information interoperable
– integrates image-acquisition devices, PACS, workstations, VNAs and printers

from different manufacturers
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– is actively developed and maintained to meet the evolving technologies and—
needs of medical imaging

– is free to download and use (DICOM 2020).

In 1993 the American College of Radiology (ACR), in conjunction with the
National Electrical Manufacturers Association of the United States (NEMA), devel-
oped and applied these standards to all acquirable biomedical data beyond the differ-
ences in equipment and physical principles with the main objective of avoiding
technological conflicts between different digital image formats (Spanish Society of
Cardiac Imaging 2018).

The primary information acquired by the biomedical scanners is the “Raw Data”,
a series of unprocessed numbers, which, through different advanced reconstruction
algorithms (filtered rear projection, iterative reconstruction, etc.), are encoded in
DICOM® data (Spanish Society of Cardiac Imaging 2018).

The core of DICOM® is the bioimage file (.dcm), which securely stores insepa-
rable data about the patient and his study. The Information Object Definition (IOD),
provides it a unique identification available for transfer, even via the web (HL7 v3),
and to be reproducible beyond the manufacturer (Dahilys González López et al.
2014; ISO 1205).

5.3 What is a Volume Rendering Technique?

A Volume Rendering Technique is a set of techniques for the virtual three-
dimensional representation of a real prescanned volume. Applied to the field of
Diagnostic Imaging they become different methods of virtual reconstruction and
dissection in pursuit of the digital study of human anatomy (Fig. 5.2) (Espinosa
Pizarro 2012).

Fig. 5.2 Volume rendering from: A Ultrasonography; B Cerebral Angio MRI
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5.3.1 MDCT Volume Rendering Technique

The Multidetector Computed Tomography (“tomo” = slice) procedure consists of
a controlled emission of radiation from an X-ray tube as it rotates around a patient
(Carro and Cecilia Lorena 2016).

The attenuated radiation that has not been absorbed by the body is received by
multiple detector arrays, which allow the information to be digitized using advanced
reconstruction algorithms.

The region scanned from the patient is called Acquired Volume and is formed by
contiguous and submillimeter virtual “slices”.

In turn, this volume is digitally composed of thousands of isometric voxels (cubes
of exactly the same dimensions), which enable the Multiplanar (MPR) condition
(Fig. 5.3).

This harmonious symmetry is the physical quality that allows a Rendered Volume
to represent a Real Volume as accurately as possible (Perandini et al. 2010).

Fig. 5.3 Abdominal MDCT: A Axial plane; B Coronal plane oblique; C Sagittal plane; D Strict
coronal plane
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Fig. 5.4 Wrist MDCT: AMPR coronal oblique, Pixel, B Three-dimensional volume, Voxel

Once on the screen, voxels (x–y–z axis) that conform the Virtual Volume are
synthesized into pixels (x–y axis). The set of these, one next to the other, consti-
tutes a matrix (256, 512, 768, 1024) in which a representative, multiplanar and two-
dimensional image of the Real Volume is generated, the typical CT image within a
grayscale (Fig. 5.4A) (Romina Luciana Muñoz 2015).

On the other hand, when the virtual slices of the Acquired Volume are overlapped,
that is, one voxel after another, a three-dimensional RV is formed on the screen
(Fig. 5.4B)

Therefore, the VRT from a DICOM® data is the result of a long process in the
search to represent as reliably as possible a scanned Real Volume (Acquired Volume)
by means of a three-dimensional and comprehensible Rendered Volume on a screen
(Fig. 5.5), 3D printing or in Augmented Reality.

5.4 Reconstruction Methods

The first step in VRT is done automatically by the biomedical scanner (MDCT) by
showing on the screen the total surface of the Acquired Volume (Fig. 5.6B).

But for the analysis and representation of the human anatomy, it is necessary to
model or “sculpt” the volume using several editing tools for its segmentation and the
dissection of the different tissues.

This can be achieved by three methods of reconstruction: Automatic, Semi-
automatic and Manual reconstruction method (Medina and Bellera 2017).



82 J. P. Merino et al.

Fig. 5.5 VRT steps

5.4.1 Automatic Reconstruction Method

This method consists of applying a factory preset, which contains a series of param-
eters arranged so the Rendered Volume quickly exposes a specific structure such as
bone tissue (Fig. 5.6D)

Although it obviously requires operator supervision, understandable RVs are
achieved in a few seconds that help determine immediate behaviors (e.g., detec-
tion of complex fractures, Fig. 5.11); this is because machine learning improves its
sensitivity and specificity year after year (Fig. 5.7).

5.4.2 Semi-automatic Reconstruction Method

In this method, the operator determines the structures to be highlighted by applying
an automatic editable segmentation. Several tools allow to cut (virtual dissection),
emphasize with different colors, illuminate and even superimpose different tissues
previously separated, reaching high levels of discernment (Ignacio García Fenoll
2010).

An adequate knowledge of the anatomopathology is necessary, as well as of the
limitations of the method in order to minimize errors. The sensitivity of the program
is the same as that of the Automatic Method, but the details depend on the operator
(Fig. 5.8).
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Fig. 5.6 A Real Volume; B Acquired Volume; C Rendered Volume; D Automatic Reconstruction
Method (bone tissue)

5.4.3 Manual Reconstruction Method

Finally, in this method, the operator must act as a Virtual Anatomist (VA). The
total surface of the Acquired Volume is presented on the screen without presets,
simulating a dissection table. Thanks to the available tools and the appropriate VA
training, accurate virtual dissections of organs and systems are possible.

At this point, knowledge of the anatomy and pathology is crucial because the
margin of error is much greater. In comparison, virtual dissection allows revealing
anatomical details that would not be achieved with automatic or semi-automatic
segmentation, achieving highly descriptive RV (Fig. 5.9).
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Fig. 5.7 CoronaryMDCT,ComprehensiveCardiacAnalysis®, Automatic ReconstructionMethod:
Three-dimensional Segmentation Automatic detection of cardiac structures

5.5 VRT Tools

For the Rendered Volume to achieve an effect similar to the Real Volume, the Virtual
Anatomist has a wide range of manipulation provided by the virtual interaction
between the light and the dissected object (shading process).

This includes changing the angle of illumination and its intensity, zooming in and
out on the volume, modifying the density of certain segments, or assigning different
colors, among other options (Tierny 2015).

The reason for this is that VRT uses many and varied engineering tools
applied to 3D design, such as: gloss refraction; color mapping; protrusion mapping
(exposes roughness); normal mapping (simulates texture); transparency and occlu-
sion mapping; displacement mapping; etc (Fig. 5.10).

To apply colors and different opacities it is necessary to manipulate the Threshold
tool, based on the Hounsfield scale and its units (Fig. 5.11).
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Fig. 5.8 MDCTVirtual Colonoscopy CT®, Semiautomatic Reconstruction Method for navigation
and analysis of the colon. The acceptance and rejection of the automatically detected segments are
operator dependent

5.5.1 Hounsfield Scale

Named after the engineer and Nobel Laureate in Physiology orMedicine Sir Godfrey
Hounsfield, it is a quantitative scale of assigned radiation levels in Hounsfield Units
(HU), which is used in the MDCT to describe its correspondence with human tissue.

Each pixel (Virtual Volume-MPR), expresses the attenuation coefficient of linear
radiation corresponding to the exposed anatomical structure (Palacios Miras 2012).

For example, water corresponds to 0 HU; the liver, under normal conditions, has
an attenuation of approximately 60 HU; while lung tissue is around -500 HU and
compact bone 1000 HU (Fig. 5.12).
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Fig. 5.9 MDCT venography Volume® Freehand sculptured using the Target Volume tool

5.5.2 Threshold

Due to the fact that each tissue has certainHUdesignated, aThreshold of visualization
can be applied. For this, VA chooses one to highlight and assign as the Center of
the Window (CW), within a Window Width (WW), which includes the secondary
structures that are part of the same image (Fig. 5.13A–C).

The Threshold also allows the operator to assign colors (RGB) andmanipulate the
degree of opacity transparency of the structures that constitute the RV (Fig. 5.13D).

For greater accuracy, the threshold offers a dynamic histogram for editing that
allows you to move the trapezes, modify their slopes or even add others to expose
new tissue (Fig. 5.14) (Vicente Atienza Vanacloig 2011).

Even though the threshold is present in all three VRT Reconstruction Methods, it
takes on greater importance in the semi-automatic and manual methods, since it is
the basis for tissue segmentation by their HU.

By applying it to the appropriate WC is possible to remove complete structures
easily.
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Fig. 5.10 AMapping of normal on Temporal bone rendering;BMapping of displacement in Pelvis;
CMapping of protuberances andDMapping of Transparency and Opacity applied to wrist RV from
MDCT

Fig. 5.11 A wrist RV from MDCT with automatic extraction of the carpal bones B Same volume

with a change of the light angle showing a fracture ( ) of the radial facet of the joint
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Fig. 5.12 A Hounsfield scale; B HU threshold for significant tissues

5.5.3 Automatic Tissue Removal

For the precise use of this tool, the technical parameters applied at the time of the
volumetric acquisition of the MDCT are very important (Francisco Javier Olías
Sánchez 2014).

This is because the Spatial Resolution (the ability to differentiate two tissues that
are very close to each other) and the Contrast Resolution (the ability to differen-
tiate two similar HU structures) drastically affect the sensitivity of the segmentation
(Fig. 5.15).

To improve this, submillimeter virtual slices are performed and, in cases of
vascular evaluation, the use of intravenous contrast media is added.

5.5.4 Smart Injection

By using intravenous contrast and adequate contrast resolution, it is possible to use
this valuable tool. It allows to dye a vessel by injecting it virtually, making it easier
to know its trajectory and dissection of other structures.

It is a semi-automatic tool that allows editing and is widely used in the evaluation
of tortuous vessels as in MDCT venography (Fig. 5.16).
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Fig. 5.13 CoronaryMDCT, axial planeMPRdisplayed by differentwindows:ASoft tissuewindow
(60 CW/360 WW); B Lung window (-600 CW/1600 WW); C And bone window (800 CW/2000
WW) D RV, Manual Reconstruction Method, designation of colors to the Coronary arteries for
pedagogical purposes. Right Coronary = Green; Left and Left Anterior Descendent Coronary =
Purple; Circumflex Coronary = Blue

5.5.5 Target Volume

When the surface of the Virtual Volume is irregular, the VA has this tool. It consists
of applying blocks of a certain thickness to visualize and dissect freehand, virtually
sculpt, deep structures without damaging the surface planes that remain unaltered for
the time necessary to be replaced. As the block is thinner, more anatomical details
can be achieved, being proportional to the effort required (Fig. 5.17).



90 J. P. Merino et al.

Fig. 5.14 A Coronary RV from MDCT with cardiac threshold and its respective histogram with
the assigned colors; B The same volume with a coronary threshold achieved from the displacement
of the trapezium correcting the WC; C Addition of a trapezium for the addition of a pulmonary
threshold with certain color and opacity. New width of the WW

5.5.6 Tissue Management

Tissue management allows overlapping of different previously dissected tissues. The
segmentation can be set aside and then superimposed on other structures to form—
reconstruct—an Enriched Rendered Volume (ERV), so called because it allows to
emphasize each dissected tissue by applying different opacities and colors, obtaining
highly descriptive RV (Fig. 5.18) (Ovelar et al. 2015).
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Fig. 5.15 A Craniofacial RV from MDCT; B Automatic removal of the jaw bone by choosing the
threshold corresponding to the bone tissue (approximately 700 HU) Virtual acquisition slices of
0.6 mm prevented the removal of the rest of the skull

Fig. 5.16 MDCTvenography. Intelligent Injection applied to theGreat Saphenous vein discovering

its disposition (star glyph )
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Fig. 5.17 MDCT Venography. Target volume in axial plane allowing specific “sculpting” without
damaging other structures

Fig. 5.18 Enriched Rendered Volume. Assignment of colors to each of the venous networks of the
anterior thoracic-abdominal wall superimposed with other tissues
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5.6 VRT Applied in MDCT Venography

The angio-MDCT of the venous system or Phlebotomography (PMDCT) or MDCT-
venography (Uhl et al. 2002, 2003, 2003, 2008, 2012; Uhl and Caggiati 2005; Uhl
and Gillot 2007; Uhl 2009, 2001; Ovelar et al. 2014) has acquired in the last years
great importance in the field of Phlebology because it offersmorphological and struc-
tural information complementing the functional information provided by theDoppler
ultrasound, called hemodynamical venous mapping (Uhl et al. 2018), mandatory
before any surgical or endovenous treatment.

Mostly applied to the study of the veins of the lower limbs and the thoraco-
abdominal region, it is a very useful tool for the analysis of acute and/or chronic
venous diseases since it provides a wide venous mapping of the region.

This virtual map provides information that allows the specialists to know which
are the affected veins, the extension of their condition, their relations and superficial
and/or deep communications; with the purpose of an accurate treatment.

5.6.1 PMDCT Protocols

Two protocols are practiced in the bioimaging center CIMED, Argentina: Indirect
and Direct Protocol. Each of them has a precise medical indication to reach the
diagnosis (Fig. 5.19) (Uhl et al. 2003, 2018).

For both cases, deciding the position of the patient, the amount and flow of the
intravenous contrast medium injection and other technical parameters, is critical to
accomplish a proper venous mapping (Fig. 5.20).

5.6.2 PMDCT Enriched Rendered Volume (ERV)

Once the MDCT venography of lower limbs has been acquired, the Digital Anatomy
Laboratory CIMED-FUNDAMI complements the diagnosis with an ERV of the
venousmapping that allows distinguishing theHypodermicReticularVenous System
and the affected veins.

In these cases, the Virtual Anatomists of the laboratory opt for theManual Recon-
struction Method to achieve an adequate virtual dissection of the Dermal tissue, of
the Subcutaneous Cellular tissue preserving, in this way, the Communicating and
Perforator veins.

Steps for an ERV of PMDCT

1. The Acquired Volume is presented through an automatic reconstruction, visual-
izing the skin of the lower limbs (Fig. 5.21).
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Protocol Technique

-Patient in supine position.

-Venipuncture in the affected 
arm or lower limb.

-High pitch, short rotation time, 
modulated radiation.

-Slice of 1 mm. overlapping.

-Non-ionic iodine contrast 
370mg/350mg

-Flow: 4 ml/sec; 1-2 ml/kg. 

-Foot-head acquisition, delay 
180 seconds or more.

Direct Protocol: 

It consists of injecting contrast medium into the 
tributary vein most distal to the limb. In this 
way, an excellent appreciation of the venous 
system of the affected limb is obtained [31].

Indirect protocol: 

In this case, the location of the venipuncture is 
not crucial because venous enhancement is 
caused physiologically. It allows both 
extremities to be visualized and also the arterial 
system previously [32].

Fig. 19 When the disease is in the deep venous system, for example in syndrome of May-Thurner,
an Indirect protocol is applied. On the other hand, when it is necessary to study venous insufficiency
and ulcers in a certain lower limb, it is convenient to employ the Direct protocol

2. Using Threshold, select the CW and WW needed to distinguish the tissues
(Fig. 5.22).

3. In coronal plane, the thickness of the Target Volume block and where to start is
decided. With the volume block positioned axially, unnecessary structures are
dissected by freehand sculpting to avoid damaging other tissues (Fig. 5.23).

4. The same meticulous procedure is performed on the entire limb taking care not
to discard important structures or affect its continuity (Fig. 5.24A).

5. Once the epithelial, subcutaneous tissue and its respective venous structures have
been dissected, they are assigned color and opacity (Fig. 5.24B).

6. With theSmart Injection, certain vessels are selected by assigning themadifferent
color and opacity (Fig. 5.24C)

7. By means of tissue management, all dissected structures are superimposed
obtaining anERV, highlighting theHypodermicReticularVenousSystem (shades
of blue), the skeletal muscle volume (shades of red) and some perforating veins
(shades of pink) (Fig. 5.24D)

8. As a result of the spatial manipulation of the volume, the change of the angle of
the light and the realization of a virtual anatomical cut, it is possible to achieve
understandable and didactic ERV (Fig. 5.25) (Willemink and Noël 2018).
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Fig. 5.20 A PMDCT RV, Indirect protocol, rear view of the left leg; B PMDCT Direct protocol of

the same patient. An enhanced communicating vein (star glyph ) is observed, not visualized in

the other protocol

5.7 Discussion

It is important to note that in most cases, the analysis and representation of the
human anatomy are immediate consequences of the main objective of medical
imaging exams, i.e., to reach a diagnosis. Due to this, high-quality VRs are not
always obtained so this demands a constant development of new and more effective
acquisition protocols.

We believe thatVR, besides collaboratingwith the diagnosis of a disease and facil-
itating surgical planning, offers an innovative morphological and structural analysis,
but not functional, of the organs and tissues of living bodies (vivisection) that are
sometimes difficult to dissect corpses.

While though numerous examples are lacking, ERV of the superficial venous
system acquired from PMDCT is a good starting point.

Even so, we must recognize the weaknesses of each medical imaging method. In
the specific case of MDCT, we must always consider that it uses harmful ionizing
radiation and its choice must be justified. On the other hand, its strength resides in
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Fig. 5.21 Automatic reconstruction of the Acquired Volume of the lower limbs

Fig. 5.22 Adaptation of the center and width of the window at the Threshold to distinguish selected
tissues
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Fig. 5.23 Using the Target Volume block, the selected tissues are sculpted freehand, excluding, for
example, the muscles of the limb

its wide availability all over the world, its fast acquisition process and the possibility
of evaluating multiple tissues at the same time.

AlthoughMRI allows better representation of certain tissues such as the brain and
without harming the patient, the limited availability of scanners and the slowness of
their examinations are a major difficulty (Zorzal et al. 2019).

In contrast, the Ultrasonography has the highest availability of equipment, but
only allows for few tissues to be rendered [35].

This is why we must know and consider all the advantages and disadvantages of
each biomedical scanner at the moment of studying and representing virtually the
human anatomy.

Finally, from the Digital Anatomy Laboratory CIMED-FUNDAMI, we consider
it essential to establish the complementary place of the study and the virtual repre-
sentation of the human anatomy from the DICOM® data in relation to the cadaveric
study:

1. This information is added to the knowledge based on the classical study of the
cadaveric anatomy.

2. It is trying to be considered as another tool for modern education.
3. It could be a valid alternative for all those who do not have access to corpse

studies.
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Fig. 5.24 Final steps to achieve an Enriched Rendered Volume:ARendered Volume of the affected
lower limb; B Dissected Volume of the Hypodermic Reticular Venous System; C Superposition of
the highlighted vessels over the Musculoskeletal Volume; D Final superposition of all previously
dissected volumes Enriching the Rendered Volume
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Fig. 5.25 Virtual Anatomists are able to illustrate, for example, how the Supracondylar Perforating

Vein ( ) communicates the Deep Venous System ( ) with the Great Saphenous Vein ( )

of the right leg. A Axial section; B Coronal section, posterior view

5.8 Conclusion

Rendered Volumes performed from DICOM® data prove to be, day after day, a very
useful tool to achieve a proper analysis and dynamic virtual representations of human
anatomy.

Due to the different disciplines it covers, we consider it is crucial to conformmulti-
disciplinary teams with anatomists, doctors in Diagnostic Imaging, radiology tech-
nicians, biomedical engineers and specialists from different areas such as surgeons,
cardiologists, traumatologists, among others.

Also, it is essential to maintain a continuous education, to know in detail all the
tools provided by the Volume Rendering Techniques and to train skilled and creative
Virtual Anatomists. This is demanded by the constant technological development
applied to medicine in general and specifically to the field of Diagnostic Imaging
such as Artificial Intelligence, Machine Learning, Deep Learning, 3D Printing and
Augmented Reality (Willemink and Noël 2018; Zorzal et al. 2019).

We also point out that all this is possible thanks to the characteristics of DICOM®
data: it can be anonymized, portable and replicated by any digital anatomy laboratory.



100 J. P. Merino et al.

For this reason, we recommend increasing the intercommunication to improve
the performance of the discipline and we propose to develop a DICOM® database
for the study and virtual representation of human anatomy.

Acknowledgements Authors acknowledge Celia Ferrari, MD for collaborating in the revision
process.

Glossary

Digitize Convert or encode into digit numbers, data or information such as an image
or a document.

Voxel Cubic unit making up a three-dimensional object, mm3.
Pixel Homogeneous unit forming the matrix of a digital image, mm2.
Virtual Image Representation that produces a similar effect to the real object.
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Chapter 6
The Virtual Dissection Table: A 3D Atlas
of the Human Body Using Vectorial
Modeling from Anatomical Slices

Jean François Uhl, José Mogorron, and Maxime Chahim

Abstract Teaching morphological sciences’ suffers from the lack of human corpses
for dissection due to ethical or religious issues, worsened by increasing students’
demand for educational anatomy. Fortunately, the technological revolution now put
at our disposal new virtual reality tools to teach and learn anatomy. Thesemultimedia
tools are changing the way students engage and interact with learning material:
they can engage in meaningful experiences and gain knowledge. This evolution is
particularly true for the virtual dissection table, based on 3D vectorial atlases of the
human body. This chapter describes the manual segmentation methodology from
the anatomical slices of the Korean visible human project with Winsurf® software.
Although using the same slices, our segmentation technique and refinement of the
3Dmeshes are quite different from the Korean team (Ajou University, Séoul, Korea).
The resulting 3Dvectorialmodels of thewhole body ofmen andwomen include 1300
anatomical objects. After improvement with a modeler (Blender® version 4.79), we
export 3D atlas into a “.u3d” format to take advantage of the powerful interface of
the 3Dpdf Acrobat® file working in four different languages. The user interface is
simplified by a touch screen to manipulate and dissect the virtual body with three
fingers easily.Anatomical regions, systems, and structures are selected and controlled
by javascript buttons. We developed this educational project under the Auspices of
the Unesco chair of digital anatomy (www.anatomieunesco.org).

6.1 Introduction

Cadaver dissection remains the gold standard of knowledge in anatomy. Still, it
has significant drawbacks: The lack of cadavers, which cannot cover the demand
of the medical schools, and the limited location of the activity (anatomical theater).
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Moreover,we can only performeach dissection once because it relies on a destructive,
irreversible process on the human tissues.

For all these reasons, the 3D reconstruction of anatomical structures promotes
new educational methods widely used worldwide, most successful for their novel
realistic and interactive interfaces.

This visualization is a splendid tool for the students willing to learn the human
body and the teachers in anatomy and for interactive clinical simulation for practi-
tioners (Spitzer and Whitlock 1998; Ackerman 1999; Spitzer et al. 2006). Finally, it
is a revolution for surgeons to help preoperative planning, simulation, and augmented
reality during surgical achievement.

3D digital visualizations open a newway to teach anatomy due to the data’s digital
nature, enabling a quantitative morphological analysis in the frame of computational
anatomy (Miller 2004).

It also opens a newway for the young to learn anatomy: by drawing the boundaries
of the anatomical structures on the slicesmanually, they progressively build thewhole
3D models. These manipulations lead to the sustainable learning of anatomy by a
better comprehension of spatial relationships between anatomical structures.

6.2 History of the Visible Human Projects

The US Visible Human Project (VHP; the male and then female) conducted by John
Ackerman in 1999, was the first in the world (Ackerman 1999; Ackerman 1998;
Spitzer et al. 1996).

Since 2005, several similar projects have seen the light. First, was the visible
Korean project. Its researchers digitized and processed the whole male body, then
the male head, and finally, the whole female body (Park et al. 2005a, 2006, 2015).
More recently, the Chinese Visible Human, developed digital representations of male
and female bodies (Zhang et al. 2006).

Finally, the Virtual Chinese Human project, aiming to digitize male and female
anatomies, started in 2008 (Tang et al. 2010).

Figure 6.1 shows the different teams worldwide who produced different datasets
of thin anatomical slices (0.2–1 mm in thickness) of the human body. Researchers
created these parts using a cryomacrotome slicing of the frozen bodies.

The educational use of these 3D anatomical models of the whole body provides
high added value thanks to the Korean team’s various computer and imaging tools:

– Software tools for Browsing the anatomical and segmented images (Shin et al.
2011). These programs could be used by the students to identify different
anatomical structures from the slice data.

– Virtual dissection software working with Acrobat® 3D PDF interface (Shin et al.
2012, 2013;Chung et al. 2015) is straightforward anddisplays the vectorialmodels
of about 1000 anatomical structures together with the horizontal slices.
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Fig. 6.1 The teams included in the Visible human projects over the world. From left to right: Mr.
Tang (virtual Chinese human), Pr Chung (Séoul, Korean visible human), Pr Ackerman (visible
human project, USA), Pr Zhang (Chinese visible human), and Pr Liu (new visible Chinese)

Most importantly, private companies created dedicated virtual dissection tables,
using the same anatomical data. The most famous, named Anatomage® (https://
www.anatomage.com/), is probably the most sophisticated virtual dissection system
(but not the cheapest) commercially available worldwide.

6.3 Virtual Reality Techniques: A New Human–Computer
Interface for Education

The virtual dissection table is today the main educational tool in Anatomy Courses.
But other techniques have been developed, using similar 3D vector models:

Computer Science researchers used Virtual reality head-mounted displays with a
dedicated software working, in particular, with Samsung Oculus GearVR® (http://

https://www.anatomage.com/
http://3Dorganon.com
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3Dorganon.com, https://www.roadtovr.com). The unique advantage of learning in
Virtual Reality is that immersive virtual environments keep distractors away due to
a high degree of absorption and responsiveness by kicking the boredom factor out
of the classroom.

The 3D VR tool interface has many unique advantages. Stereoscopic presenta-
tion of 3D visuals makes for enticing content; immediate response and interactivity
foster user immersion; elimination of distractors, gamification of learning, multi-
sensory experience, and high interactivity may improve the learning experience and
retention. Indeed, virtual reality techniques have a high emotional impact on the
learning process.

6.3.1 Objectives

This chapter aims to describe our methodology and results regarding the 3D vecto-
rial modeling of the human body from anatomical slices and compare them with
the Korean visible project team of Seoul.

6.3.2 Materials and Methods

1. Material

Our database was a series of anatomical slices of the Korean visible project (man
and woman). Our department has signed a contract of partnership with the Korean
team of Seoul in 2012, and we collaborate together for 14 years.

The KVH male cadaver (Park et al. 2005a) was a young adult (33 years old)
without obesity (height, 1.65 m; weight, 55 kg).

A cryomacrotome (Fig. 6.2) was used to obtain 8506 sectioned images of the
whole body.

For the KVH female, the subject was aged 26 years of standard body size: length,
1690 mm; weight, 52 kg, frozen at−70 °C. The serial-sectioning was achieved from
the vertex to the perineum at 0.2 mm interval and from the perineum to the toes at
1 mm interval. That produced 5960 anatomical slices of the whole body (Park et al.
2015). For photographing the sectioned surfaces of both bodies, a Canon™EOS-1Ds
Mark III™ was used, equipped with a Canon™ EF 50 mm f/1.2L USM lens. The
resolution of the resulting images was 5616× 3744 pixels, saved in the TIFF format.

The Korean team achieved since 2010, the 3D reconstruction by vectorial
modeling from these data with the following steps:

– The first step was the colored segmentation slice by slice by using Photoshop.
Each anatomical element was outlined with the magic wand (Park et al. 2005b).

http://3Dorganon.com
https://www.roadtovr.com
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Fig. 6.2 a The frozen body of the KV woman. b Cryomacrotome (Pr Chung, Ajou University,
Seoul, Korea)

– The second step was to create a 3D vector model with Mimics® software from
the series of colored segmented slices.

– The next step was the embedding of the slices into the 3D model with Maya®…

Finally, the resulting 3D model was converted into a “.u3d” file format in order to
take advantage of the 3Dpdf Acrobat interface, for an interactive display of the 3D
model together with the anatomical slices.

This huge work of segmentation was achieved in 8 years by the Korean team. We
collaboratewith them since 2005 andwrote a paper together showing a reconstruction
of the urogenital tract in the man (Uhl et al. 2006).

2 Our own Methodology uses the same slices with the five following steps:
(Fig. 6.3)

• Segmentation and 3D vectorial modeling of anatomical elements with
Winsurf® software version 3.5 (Moody and Lozanoff 1997) from the anatom-
ical slices.

• Exportation of the Winsurf® mesh into a cad format
• Mesh refinement, cleaning, and arrangement with Blender®

• Ranking of 1300 anatomical elements with Acrobat 3D toolkit®

• Building the final user interface with Acrobat pro®.

2.1 Segmentation and 3D reconstruction of mesh models

Instead of firstly performing a segmentation with Photoshop like Park et al., we
directly achieved the segmentation on the anatomical slices of the KVW dataset
by using the Winsurf® software (Moody and Lozanoff 1997). The main steps and
functions of the software were the following, previously explained in our papers to
reconstruct the urogenital tract (Uhl et al. 2006) and the heart (Uhl et al. 2017) of
the Korean visible human.
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Fig. 6.3 Methodology from the anatomical slices to the final body Atlas. It follows 5 steps: 1—
Starting with 6000 anatomical slices done with the cryomacrotome. 2—Segmentation by outlining
each anatomical structure over the anatomical slices, which creates 1200 3D vector objects. 3—
Exportation of the meshes in cad format. 4—Refinement and improvement of the meshes with
Blender version 2.79b. This includes the use of the “Skin” modifier to obtain a more realistic
display of the nerves and of the vessel trees. 5—Ranking the list of anatomical objects with Acrobat
toolkit®. 6—Building a 3Dpdf interface with JavaScript language (Acrobat®)

Creation of new 3D objects: Each 3D object representing an anatomical structure
was built separately, identified by placingmanually chains of points around the object
edges, by this way each distinct anatomical structure was segmented by mapping.
Figure 6.2a shows the software interface, with the available tools on the left upper
side of the window to edit or modify the contours. Here the boundaries of the veins
of the left upper limb were drawn.

Scale measurement of the 3D model. The scale parameters were measured on a
slice as well as the slice thickness by a special function of the software. The resulting
valuewas 7000/2/x for thewoman,where x represents the jumpbetween slices during
display. For the man, the parameters were 5650/2/x. The same scale parameters are
to be used for all anatomical objects.

Creation of 3D anatomical objects is achieved by outlining them slice by slice:
it is a manual thorough segmentation of the objects. This step can seem long and
tedious, but it is an essential part of the process of learning anatomy.

Once the contours had been assigned to each serial slice containing the object,
vertices were connected using a surfacing routine developed especially forWinsurf®

software (Uhl et al. 2006). This routine computes and refines a best-fit solution for
assembling the vertices into a volumetrically optimized 3D object. Figure 6.4b shows
how to use several color channels to build the arborescence of upper limb’s veins.
This option is very useful for the user to localize a mistake or missing information
on one of the colored channels.
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Fig. 6.4 Creation of 3D mesh of the upper limb’s veins with Winsurf software. a Outline of the
2D slice of veins of the upper limb by using several colored channels. b Resulting 3D model with
the colored 3D mesh in “wireframe” mode. c Resulting modeling of the bones, nerves, arteries, and
veins displayed inside the 3D window

When finished, all objects could be gathered by using the “add surface file” option
of the software, in order to obtain the final 3D model. In addition, textures could be
applied on the objects to obtain a more realistic 3D reconstruction (Fig. 6.4c).

2.2 Exportation of the 3D mesh model Mesh produced by Winsurf® software
version 3.5

The second step was the export of the whole 3D vectorial model built by Winsurf®

into 3D PDF format in order to improve the anatomical model. In fact, Winsurf® is
an old and cheap software working well with the old windows® xpOperating system,
and easy to use.

Before this exportation, it is important to ensure that every anatomical object has
a different RGB color, in order to import it as a separate anatomical element under
the Acrobat format. The format conversion was achieved by using a simple function
of Adobe Acrobat® 3D version 9, in the menu option of the software: “create a pdf
file by 3D capture”. It could be then exported in .wrl file format and exported to
Blender software.

2.3 Mesh refinement with a powerful free modeler: Blender® v 2.79b (http://ble
nder.com)

Improvement of the mesh models and correction of some anatomical issues were
done with Blender®, as well as the embedding of a series of 100 anatomical slices
into the 3D model. This step is very important to improve the quality of the models
and the anatomical accuracy, as well as to improve the student’s understanding of
anatomical relationships in the 3D space.

http://blender.com
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Regarding the vessels, the nerves, and the tendons, the ugly 3Dmesh ofWinsurf®

were replaced by “skins” (with the skin modifier of Blender®), to produce more
realistic anatomical structures (Fig. 6.5).

2.4 Exportation of the 3D model into Acrobat3D Toolkit®

After exportation of the whole Blender 3D model and slices into .obj or .3Ds format,
Acrobat 3D toolkit® software was used to produce a .u3d compatible file and to set
up the hierarchical list of the anatomical elements, displaying them in the model tree
window located on the left side of the Acrobat window.

Fig. 6.5 Reconstruction of the great vessels of the thorax and abdomen with the anatomical slice
corresponding to the 5th thoracic vertebra. (Blender® v 2.79 window interface). 1 = ascending
aorta. 2 = pulmonary artery trunk. 3 = trachea. 4 = right bronchia. 5 = right subclavian artery. 6
= common carotid artery. 7 = vertebral artery. 8 = splenic artery. 9 = common hepatic artery. 10
= right coronary artery
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Fig. 6.6 Interface screen of the virtual dissection table showing the 3D model of the right hand
(palm view). On the left, the 3D window. On the right, the function buttons to choose the display
mode to select by area, apparatus, system, organ, and/or slices

2.5 3D interactive display with Acrobat® 3D PDF interface

The interface is very versatile with the command panel on the right, giving access to
the different anatomical regions of interest, here the hand (Fig. 6.6).

A selection of the 3D interactive model is possible:

– by area (full body, trunk, head & neck, upper limb, lower limb - icons on the top)
– by system (integumentary, urinary, genital, alimentary, respiratory, circulatory)
– by region of interest (pelvis, neck, brain, hand, foot …)

For any of these options, by clicking the color boxes of this list of anatomical
structures (on the right) one can make any element visible, hidden or transparent.
You can also select and display the horizontal slices together with the 3D models
(Fig. 6.7)

Other functions of the Acrobat® interface are also available by using the 3D
toolbar located at the top of the display window (Fig. 6.8).

Menu of interactive handling functions of the 3Dmodel, choice of lighting effects,
background color, 3D rendering options (solid, wireframe, shaded wireframe, trans-
parent wireframe, illustration…), 3D labels, cross section in any plane, and “menu”
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Fig. 6.7 Interface screen of the virtual dissection table showing the 3D model with the anatomical
slices (in French). The 3D window on the left shows the display of the original anatomical slices
together with the vectorial models (here the arteries)

memorizing the display view together with the whole parameters of the 3D anatom-
icalmodel.Wefinally created a user friendly interfacewith JavaScript® programming
with the help of our colleagues of AmsterdamUniversity who created an outstanding
3D tool dedicated to the human embryo development (de Bakker et al. 2016; de Boer
et al. 2011) available on: www.3Dembryoatlas.com/publications.

By clicking on a structure, the 3D object is highlighted and its name is displayed
in 4 languages inside the blue window.

As a result, all these functionalities are available through the simplified interface
of the Diva3D® virtual dissection table represented by a big touch screen working
with only 3 fingers. (Fig. 6.9) A demonstration of this tool is available on the website
www.diva3D.net, extended to the whole female body and the male.

Results

We have segmented 1131 anatomical structures to build the whole 3D model:
(Table 6.1) Skin (1), muscles & tendons (370), ligaments (82), arteries (91), veins
(150), nerves (66), and Organs (40).

The user interface includes 3D handling, zoom, navigation, and slicing in any
plane. Students can arrange anatomical elements into systems and areas of interest

http://www.3Dembryoatlas.com/publications
http://www.diva3D.net
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Fig. 6.8 Interface screen of the virtual dissection table showing the 3D model of the brain and
vessels. The toolbar options show access to the list of the anatomical regions available directly to
give courses of anatomy. On the top right, interface settings could be changed: 3D slicing in any
plan (red arrow)Background color (black arrow), Lighting (white arrow), and 3D rendering options
(green arrow)

by using menus provided by Acrobat pro®, directly available by buttons on the touch
screen.

The terminology of all anatomical structures is available in 4 languages: French,
English, Latin, and Spanish by clicking on each 3D object.

In practice, we have used this table for two years in our university and several
schools for courses and practical work in anatomy. The student satisfaction index
reaches 85% according to our post-course evaluations.

Discussion

The Interest in 3D models and digital teaching tools in anatomy is increasing.
From the data set of the KVH, the Korean team has also built a set of 4

outstanding learning tools free of charge, downloadable on their website www.vkh.
ajou.ac.kr/#vk.

Aswe saw previously, the authors used a different methodology to build the vecto-
rial models. They first made a colored segmentation on the slices with Photoshop®

tools (Park et al. 2005b) and then use Mimics® to build the 3D vectorial models,

http://www.vkh.ajou.ac.kr/#vk
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Fig. 6.9 The virtual dissection TableDiva3D interactively handledwith 3 fingers with a 65 inches
touch screen (demonstration available on the website www.diva3D.net). The touch screen interface
allows the user to easily manipulate the 3Dmodel using only 3 fingers and to access all the functions
and menus of the program.Here is shown the right view of the pelvis, using a sagittal cutting plane
to give access to the organs

lastly embedding the original slices with Maya®. This nontrivial work took about
8 years.

They have provided a different kind of computer–human interface with the 4
following learning tools: (Chung and Chung 2019)

– The first tools are browsers to identify the structures on the sectioned and color-
filled images.

– The second tool interactively shows surfacemodels of individual structures. Auto-
matic annotation of the segmented structures is possible, so it can be used similarly
to our file as a virtual dissection table.

– The third tool handles a volume model that was continuously peeled and could
be 3D printed out.

– The fourth tool is the most powerful, with the possibility of handling interactively
a volume model that is freely sectioned in any plane. It works with a special
software: MRIcroGL® from Professor Chris Rorden available on www.mccaus
landcenter.sc.edu/mricrogl/home.

The user can display the horizontal, coronal, and sagittal planes simultaneously
as if a block part of the volume model is removed (Fig. 6.10).

http://www.diva3D.net
http://www.mccauslandcenter.sc.edu/mricrogl/home
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Table 6.1 1131 structures in the female body segmented and reconstructed as anatomical 3D
objects

Systems N Polygons (thousands) Names of anatomical elements
reconstructed

Integumentary 1 20 Skin

Skeleton 230 443 Head & spine, ribs pelvis and limbs

Muscles & tendons 370 410 Head & neck, thorax, abdomen pelvis and 4
limbs

Ligaments 82 16 Spine pelvis and 4 limbs

Respiratory 18 190 Right & left lungs with segments, trachea,
bronchi and vessels

Heart 6 Left & right atrium & ventricles–valves

Arteries 91 131 Head & neck, thorax, abdomen pelvis and 4
limbs

Veins 150 354 Vena Cava, Azygos and Portal systems

Nerves 55 77 Thorax, abdomen pelvis and 4 limbs

Brain 27 57 7 cortex lobes, central grey nuclei,
ventricles, pituitary gland

Alimentary 25 51 Oesophagus, Gaster, duodenum, small
intestine, ascending colon, transverse colon,
descending colon, sigmoid, rectum, Liver
with VIII segments, Gallbladder, biliary
tract

Urinary 6 22 Bladder, Right & left kydneys & Ureters

Genital 10 15 Uterus, 2 salpinx and ovaries, vagina, round
and uterosacral ligaments

Glands 10 9 Thyroid, Surrenals, Parotids, submaxillar,
sublingual

Anat. slices 50 0 Selected original anatomical slices

Total 1131 1795

In addition, several 3Dpdf files can simulate simple surgical procedures. They are
freely available on the Korean website: dorsal foot flap (Shin et al. 2015), anterior
rib flap, deep circumflex artery, virtual colonoscopy.

Other Educational Tools

Another interesting educational tool using the same data allows 3D printing of the
anatomical elements (AbouHashem et al. 2015).

We also previously mentioned the outstanding 3D embryo atlas built by the team
of Amsterdam University (de Boer et al. 2011; Chung and Chung 2019).

In the field of neuroanatomy with a similar interface, splendid tools are
proposed by Prats-Galino et al. (2015): 3D interactive model of the lumbar spine
shown in Fig. 6.11 and simulation of endoscopic endonasal surgical approaches
(Mavar-Haramija et al. 2015).
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Fig. 6.10 MRIcroGL® software using the dataset of the Korean visible human’s head. Software
from Chris Rorden. One can handle interactively the Korean head model that is freely sectioned
in any plane. The control panel (on the left) modifies the axis, direction, and depth of the clipping
planes demonstrated in the figure

Moreover, commercial software programs are available on the web for virtual
anatomy, running on tablets or smartphones. Visible body® is probably the main
one, but they suffer from the lack of accuracy. Big issue: they are built by graphic
artists and not experts in morphology working on real human bodies.

Apowerful simulator “Simanato project” is currently developed byDr.RenéCejas
Bolecek et al. (https://www.youtube.com/watch?v=h51C8LIxBZE&t=3s (simanato
software)) from Centro Atómico Bariloche (San Carlos de Bariloche, Rio Negro,
Argentina) with several other institutions.

Analysis of traditional versus 3D augmented curriculum on anatomical
learning has been studied in several papers:

Peterson andMlynarczyk (2016) showed that the addition of 3D learning tools can
influence long-term retention of gross anatomymaterial and should be considered
as a beneficial supplement for anatomy courses.
Moro et al. (2017), Erolin (2019), Birt et al. (2018) showed that Both virtual
reality (VR) and augmented reality (AR) techniques are as valuable for teaching
anatomy as tablet devices, but also promote intrinsic benefits such as increased

https://www.youtube.com/watch?v=h51C8LIxBZE&amp;t=3s
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Fig. 6.11 Virtual 3D model of the lumbar spine by Prats-Galino et al. (Prats-Galino et al. 2015).
The CT slices could be displayed in the axial, sagittal, and coronal planes combined with the 3D
interactive vector model using the same interface of an Acrobat® 3Dpdf file

learner immersion and engagement. These outcomes show great promise for the
effective use of virtual and augmented reality as a means to supplement lesson
content in anatomical education. The interest for the students is also to use a
mobile application (Kurniawana et al. 2018).

In summary, themain interest of our offline educational 3Dpdf tool is the simplicity
and the power of the human–computer interface using a body-size touch screen.

The command by only 3 fingers gives access to the whole functions of the device:
2D handling and rotating, zooming, and cutting in any plane. Selection of anatomical
elements (with their names available in 4 languages) and modify their transparency.
One can also display the horizontal anatomical slices, and cut in any direction of the
3D model.

There is another educational interest of ourwork related to the user interface. The
segmentation process done by outlining the anatomical slices to build the vectorial
model is one of the most powerful training to memorize the 3D anatomical volumes
inside the student’s brain. The progressive building of the 3D model from slice to
slice is the best way for accurate and sustainable learning of the relationships between
anatomical structures.

However, there are some limitations of our work:
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We did not achieve the reconstruction of the cranial and thoracic nerves, as well as
the peritoneum.

For some structures as vertebra, heart, and cerebrum, it is really difficult to achieve
a perfectly accurate segmentation. For this reason, we started to develop a web-based
software to improve the segmentation process done by the Winsurf® software.

In the near future, these new computer tools should be developed in the frame of
a partnership available through the Unesco Chair of digital anatomy, created recently
in Descartes University (www.anatomieunesco.org). The aim of the UNESCO Chair
is to promote all these new educational tools for anatomy. It is also to set up a
worldwide network of experts in morphology willing to develop these digital tools,
and a huge 3D vectorial database in anatomy. A worldwide partnership is the best
way to set up a huge databank of accurate 3D vectorial models validated by experts.

These educational tools could be used in different situations: Self-directed study,
classroom teaching, workshops. They also could be available on web servers. Spec-
imen replacement is also necessary to study the anatomical variations of the human
body.

Finally, in addition to research and educational anatomy, these tools could be
adapted and used in other fields, in particular surgical training, simulation, and
planning.

This opens the way for image-guided operations, especially in abdominal surgery:
mini-invasive, more controlled, more accurate, safer because avoiding the main
complications.

An outstanding example of computer and imaging assisted surgery is given by
Marescaux and Soler from IRCAD (www.ircad.fr), who created a web server and
an application named visible patient (Fig. 6.12). The system provides the vascular

Fig. 6.12 Visible patient software™ is a company resulting from 15 years of research of the
IRCADR&Ddepartment in computer assisted surgery.VisiblePatient proposes a connected solution
providing a 3D model of a patient from his/her medical image sent through a secured internet
connection. The surgeon can make a simulation and preoperative planning on a tablet for each
patient by using the interactive 3d model (from IRCAD website)

http://www.anatomieunesco.org
http://www.ircad.fr
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anatomy with the segmentation of the liver, the kidney, and the lung (Soler et al.
2017). More than 5700 surgeons over the world participate in training organized by
IRCAD each year.

A number of other applications of 3D modeling are available today including
the possibility of 3D printing anatomical objects in biocompatible materials for
orthopedics, dental implantology, and neurosurgery.

6.4 Conclusion

By producing these interactive and accurate 3D anatomical models, our goal is
to provide anatomical data and processing systems that contribute to the student’s
education, but also for basic, clinical medicine and surgical simulation.

The Acrobat® 3Dpdf interface provides a powerful and easy, offline educational
tool for students. It could also be used to simulate surgical operations and training.
A large network of partners through the UNESCO Chair of Digital anatomy (www.
anatomieunesco.com) should contribute to develop these promising tools in a near
future.
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Chapter 7
Segmentation and 3D Printing
of Anatomical Models from CT
Angiograms

Guillermo Prat, Bárbara Constanza Lorea, Camilo Ruiz,
and Franco Saúl Scarpelli

Abstract Many fields have adopted 3D technologies, and medicine is no exception.
Their use ranges from educational purposes to skill training and clinical applications.
This chapter proposes a possible protocol related to obtaining 3D anatomical models
fromComputed Tomography Angiogram (CTA) data and its subsequent 3D printing.
We describe relevant features of free software available for this process as an intro-
ductory guide to those who want to make their first steps. We briefly discuss some
of the benefits and drawbacks of applying 3D anatomy in pedagogical and surgical
areas.

7.1 Introduction

Gross anatomy is one of the pillars of medical instruction as it is in other health
sciences. The courses aim to create a three-dimensional brain image of the body’s
architecture, with clinical relevance (Arráez-Aybar et al. 2010) during a physician
practice and other health sciences. The classical study of gross anatomy is generally
based on a cadaver’s dissection or learning from a pre-dissected piece. This peda-
gogical strategy was questioned from the late 1990s to the early 2000s, and alternate
methods were proposed (Gregory and Cole 2002). Some medical schools have gone
even further and proposed to teach anatomy without using cadavers but alternate
methods (McLachlan and Regan De Bere 2010). Advances in technology defined a
new paradigm in which three-dimensional (3D) objects can be easily created from
reliable data such as the visible human project (Ackerman 1998) or anatomical slices
from imaging methods (developed later in this chapter).

3D models can be created either from anatomical slices or using graphics and
animation software. The first will have a trustworthy origin, whereas the second
relies on the knowledge of the operator. The data from imaging methods allow auto-
matic reconstruction algorithms, including volume and surface rendering (Chiorean
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et al. 2011) (described later in this chapter). Though software generates many of the
features automatically, there is an important work to be done manually. Obtaining
high-quality organ models is not a trivial process, Human–Computer Interface (HCI)
being the key.

After reconstructing the raw 3D model from anatomical slices, various software
programs are used to refine and edit it. The final 3D model merges descriptive
anatomy (i.e., the morphology of an organ) with topographic anatomy (i.e., relation-
ship with surrounding organs). They can be displayed on screens, from a computer
or other devices, using different methods (e.g., pdf files, upload to a web page, virtual
reality, among other methods) or made into physical objects by 3D printing. This
technique allows interacting with models by looking at them and giving back tactile
and spatial feedback.

Based on patents from 1984, the first enterprise selling 3D printers incorporated
in 1992 as 3D Systems (Rock Hill, South Carolina) (Horvath 2014). In 2004, Reprap
software was created (Jones et al. 2011). Reprap is an open-source code project that
aims to build a 3D printer to print most of its components. From this point onwards,
3D printing started expanding, being today broadly available. Since its foundation,
much research has focused on the potential application of 3D printing in medicine.
Wake Forest’s Regenerative Institute is one of the main referents in the field, working
with organ regeneration implants based on 3D scaffolds (Prince 2014).

3D models can be used both for pedagogical and clinical matters. 3D prints can
complement cadaveric dissection to teach gross anatomy courses (Hashem et al.
2015). Various areas can benefit from 3D reconstruction. Surgery is undoubtedly
one of the fields where these techniques have greater use (Rengier et al. 2010). We
discuss some of the most relevant uses of 3D modeling in the following sections.

7.2 Objectives

This chapter aims todescribe oneof theprotocols to create 3Dmodels fromComputed
Tomography Angiograms (CTA) and 3D print. There is a wide range of software that
provides the tools that are necessary for this process. We will focus on those that are
free and provide a more accessible first approach to the matter.

7.3 Materials and Methods

Creating 3D objects from bi-dimensional (2D) images is based on following a
surface’s perimeter through a stack of anatomical slices, which must follow a regular
space interval and be aligned. The software will compute the perimeters marked
and create a mesh of triangles of the selected surface representing the 3D model
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(Fig. 7.1).When selecting a perimeter corresponding to a particular anatomical struc-
ture, marking it while ignoring other structures is called segmentation. An example
of the step-by-step process will be developed in the following sections.

Thus, the model can be edited using compatible software to improve the surfaces,
clean artifacts, make 3D segmentations, select a certain part of the segmentation, or
scale the model, among other actions. Many software programs can be used to this
end. In the following sections, we will detail some of them.

There are several ways to 3D printing a mesh based on additive manufacturing.
This means creating an object layer by layer, unlike subtractive manufacturing
(creating an object by eliminating parts of a solid object). Furthermore, there are
different kinds of additive manufacturing, such as fused deposition modeling, stere-
olithography, digital light processing, among others (Jasveer and Jianbin 2018). In

Fig. 7.1 On the left panel three slices out of three hundred and ninety-seven have been selected as
representative of an abdomenCTA, the abdominal aorta perimeter, as well as the ones corresponding
to its branches, has been highlighted in red. On the right panel the 3D reconstruction of the aorta
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this chapter, we will describe Fused DepositionMaterial (FDM). FDM is an easy-to-
learn technique. Compared to the other materials, thermoplastics are not expensive.
While the method is accurate, it is limited by the thermodynamic characteristics
of the material. The end product has a standard finish on its surface, and there are
limitations to its flexibility depending on the plastic filament.

7.3.1 3D Model Creation

Computed Tomography (CT) is a radiological imaging method. A source emits X-
rays that penetrate the different tissues.When they reach the detector, a computer can
process the information to create cross-sectional images (Kalender 2011). A constant
interval separates slices from one another, which makes the reconstruction process
more manageable. The final image of a CT is a slice that will represent the body
according to the penetration of the X-rays measured in Hounsfield Units (HU). The
threshold goes from −1000 HU for the air to over 1000 HU for the cortical bones
and metals. The remaining structures will have different values, −100 to 60 HU for
soft tissue, including fat, 0 HU for water, and different values for other tissues (Hsieh
2003).

Angiotomography (CTA) in use since the late 1970s (Weinstein et al. 1977)
combines a conventional CT scan with the injection of a radiopaque contrast to the
vascular system. This process allows visualizing the vessels, and the blood within
them, with an enhancement of HU. The CTA study requires careful planning; it is
mandatory to keep in mind the patient preparation, the adequate scan protocol, and
the post-processing techniques to achieve high-quality images.

Both CT andCTA and other digital imagingmethods need an articulation between
the data acquisition hardware and the final image displayed. The imaging process
standard language is known as Digital Imaging and COmmunication in Medicine
(DICOM) (Pianykh 2009). More than a file format, DICOM is a way to transmit,
store, and retrieve (among other uses) data. The DICOM format encodes relevant
study attributes such as patient name, study protocol, acquisition equipment, ID,
among other data, and one particular attribute containing the image pixel data. The
image pixel data corresponds either to a single image, or it may contain multiple
frames, allowing the storage of cine loops or other multi-frame datasets (DICOM,
Digital imaging and communications inmedicine.Key concepts,Data format, https://
www.dicomstandard.org).

For the 3Dmodeling process described in this chapter, theDICOMstandard repre-
sents the 2D data (anatomical slices) from where the 3D model is created. Special
software is required to read DICOM files. While many software programs can read
DICOM, not many of them can create 3Dmodels. Several open-source programs can
perform volume or surface rendering (e.g., Osirix, Horos, Slicer, InVesalius, among
others). This chapter will focus on performing surface rendering and anatomical
segmentation from DICOM models.

https://www.dicomstandard.org
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Anatomical segmentation of data obtained from CT scans is based on the fact that
every anatomical structure (skin, fat, muscle, bone, injected vessels) has a specific
HU density. Several programs can automatically segment bones (cortical bone has a
high HU value) from soft tissue and other structures using surface reconstruction to
create a mesh (Fig. 7.2). Another way of creating a 3Dmodel is to set a HU threshold
to be included inside the perimeter and create a surface rendering of those values.
Structures can be defined manually by drawing a contour in each of the images to
get a mesh. Some programs include other features, making it possible to segment
different structures semi-automatically.

The arterial contrast phase in CTA studies makes it possible to create a semiauto-
matic segmentation of the arterial system due to the contrast enhancement inside the
blood vessels. As previously mentioned, the cortical bone also has a high HU value,
so the surface reconstruction can also segment bone structures. In some anatomical
regions, the vascular system is intimately enmeshed with the skeletal structures. This
may lead to artifacts, for example, when segmenting the internal carotid inside the
carotid canal in the temporal bone. These artifacts may be rectified manually by
correcting the contours created automatically by the software to get a better final
representation.

After creating a 3D model using DICOM compatible software, we need to export
it to specialized programs for editing or 3D printing. The edition process is not
mandatory, but the authors strongly recommend it because editing the mesh leads to
better results in the 3D printing process. There are standard file formats supported
by both software program classes (both exporting and importing) such as.stl (3D
Systems),.obj (Wavefront), to ease this task.

During editing, the modifications done to the model will depend on its intended
use. Many programs support this, including free software such as Meshmixer
(Autodesk), MeshLab (STI-CNR), and Blender. Models created for pedagogical
use may be changed and divided according to the lesson’s purpose. However, when
working with models with clinical use, the modifications should be minimal to give
the physician who will use them the most accurate version. Editing triangle meshes
acquires relevance at this stage. A mesh refers to the connected triangle structure
that describes the geometry of 3D models. Each triangle defines vertices, lines, and
faces as well as neighbors (Fig. 7.3).

Many actions can be useful in 3D modeling software, a few of which will be
described in this paragraph. Many of these support cleaning up the model geometry
by identifying islands that are not in contact with the main mesh. We can also print
a large model in stages by cutting it into smaller pieces. This is important when the
mesh is larger than the maximum size supported by a 3D printer. Finally, smoothing
can be applied to get a better-looking finalmodel and improve the 3Dprinting (reduce
the overhang angles and imperfections, developed later in this chapter). Some of the
modifications that can be made are shown in Fig. 7.4.
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Fig. 7.2 A screenshot taken from Horos, a Free and Open-Source code Software (FOSS) program
that is distributed free of charge under the LGPL license at Horosproject.org and sponsored by
Nimble Co LLC d/b/a Purview in Annapolis, MD USA. The CT slice on the top image shows the
HU values of different tissues surrounding the bone (Point 1, highlighted in red). The 3D model
created from this CT using surface rendering shows some artifacts in themesh (e.g., the head holder)
which can be corrected using edition software
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Fig. 7.3 The aortic arch and its main branches were reconstructed by surface rendering from a
CTA of head and neck. The mesh of the 3D model is based on a wireframe of triangles as shown in
the image

7.3.2 3D Printing

FDM is based on the extrusion of melted filament over a build plate while moving
it to create the computerized model’s physical prototype. This technique has gained
popularity in 3D printing because it is relatively easy to learn; it has low cost and
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Fig. 7.4 From left to right the figure shows the edition process in which the surface render is
segmented to isolate the aorta and the coronary arteries to finally over impose the edited surface
rendering to the original CTA data

allows fast manufacturing. Although there are a lot of computerized automatic proce-
dures, the printing process needs patience. Startingwith simple objects allows getting
proper knowledge of the operation of the machine. Once the technology is mastered,
printing larger and more complex objects becomes more straightforward.

FDM 3D printers operate by pushing the thermoplastic filament (using an elec-
trical motor) through the extruder, which has two main parts: the cold and the hot
end. The hot end has a nozzle heated to a specific temperature (depending on the
material used), bringing the plastic into a viscous state, allowing it to be deposited
on the printer’s bed following a defined shape. Over the hot end is the cold end that
prevents the material from melting upward and clogging the system. Three motors
are set on rails following space coordinates (x, y, and z) to move the extruder and the
build plate (Fig. 7.5).

The 3D printer needs instructions to deposit the fused filament following a partic-
ular shape. This information is communicated via gcode (Kramer et al. 2000), a
numerical control language composed of a letter code and numbers that carry infor-
mation to drive the 3D printer. The printer can read the code and translate it into
movements and other actions (heating the extruder, setting the fan speed, for example)
necessary for the printing process.

Slic3r and Cura are examples of free software that can convert 3D model file
formats into gcode. They are not only useful for the creation of the code but also
offer customization of the printing characteristics. This last fact is important because,
according to the kind of model to be printed, modifying specific characteristics leads
to better results. For example, printing the outer wall of a model at a lower speed
than the rest of the model improves its final look; modifying the first layers’ print
temperature can improve bed adhesion, among other features. An exciting feature is
creating supports for the overhang parts. This concept refers to those layers created
without a layer below when printing the model from the base upwards (Fig. 7.6).
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Fig. 7.5 Front view (left) and rear view (right) of the extruder of a 3D printer operating on FDM.
1 Build Plate; 2 Extruder; 3 Rails; 4 Stepper motor; 5 Gear that pulls PLA; 6 cooler for material
deposition; 7 Hotend; 8 cooler for hot end/cold end limit

Supports give the overhang layer a surface upon which it can be built. There are
distinct characteristics that supports can have according to different needs.

7.3.3 Abdominal Aorta 3D Modeling and Printing

This section describes the 3D reconstruction of the abdominal aorta from aCTAusing
free software and subsequent 3Dprinting of themesh. Themodelwas created from an
angio-CT of the thorax with vascular pathology, using a slice thickness of 1.25 mm.
Horos DICOM viewer has a 3D surface reconstruction feature, under the 3D viewer
menu, which automatically creates a mesh and exports it. The resulting mesh can be
edited inMeshmixer. In this example, we separated the aorta from the other elements
and simplified it to isolate the part to be printed. We accomplished this via different
features of Meshmixer. For example, the first parts of the mesh to be discarded are
those not connected to the vascular structures, as previously discussed. We could
complete this process without severe modifications of the original mesh, as can be
checked while overlaying the mesh with the original DICOM data. We imported
the model into Slic3r and set appropriate printing parameters, such as relocating the
model to reduce overhang parts and defining appropriate support structures. After
printing the model, we gave it to the surgeon performing the endovascular procedure.
Figure 7.7 shows a reduced version of the protocol followed.



130 G. Prat et al.

Fig. 7.6 Shows in sequence
a 3D model of the Willis
polygon imported in Slic3r
panel, how the software
automatically places support
material for overhang angles
(on yellow the outer walls,
green for the support
material) and the 3D printed
model placed in its location
on a dissected skull base
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Fig. 7.7 The sequence shows images representing the process of creating a 3Dmodel fromDICOM
data of a CTA using Slic3r (www.slic3r.org), the preview of the mesh in the printer bed using Cura
(from Ultimaker), and the comparison between a normal aortic arch and a pathological one

7.4 Discussion

One of the challenges that education faces in this millennium is how to adapt new
technologies to the teaching and learning processes. The medical field is not the
exception to this fact: applying these new tools to the anatomy, clinical and surgical
fields should continue to grow (McMenamin 2014; Abou Hashem 2015).

Through this chapter, certain aspects of HCI have been developed separately,
considering that it is crucial for the whole process. The next few paragraphs will
focus on it. Obtaining the patient’s data using a tomograph needs the interaction
between a human with technical knowledge and the workstation to make a correct
acquisition. However, this is beyond the scope of this chapter.

The protocol shown above is heavily dependent on mastering different user inter-
faces. While the software used can become easy to use, operators need to master
a learning curve to become proficient. Indeed, the time spent creating models and
editing them is proportional to the control of the programs. The segmentation process,
which resembles dissection, needs strong anatomical knowledge to recognize and
adequately segment different structures. Many steps can be done automatically using

http://www.slic3r.org
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appropriate computer programs. However, automatic processing, if not properly
corrected by an anatomist, can cause mistakes. These can lead to a learning misinter-
pretation or an imperfect correlation between the 3D model and the anatomy during
clinical procedures.

Besides being printed as previously discussed, the final models can also be useful
in a digital format. Depending on their intended use, the visualizations can vary. For
educational purposes, a friendly interface could aid learners in exploring anatomical
features. These include making groups of similar structures that can either be shown
or hidden to study specific anatomical regions—cutting planes along the three axes
to study the topography of a region. For clinical use of the digital models, 3D free
camera rotations should allow the physician a quick and intuitive interaction to have
a complete view of the structures from different angles. Using 3D anatomy inside
the Operating Room has its advantages, as discussed in what follows. However,
the interaction between the surgeon and the three-dimensional model should not
interfere with the surgical procedure properly. Some promising developments being
researched in this area include controlling the movement of the 3D digital model as
well as real-timemodifications of juxtaposed images between laparoscopic video and
3D models, making the interaction between the physician and the software easier.

Anatomy lectures are usually accompanied by cadaveric pieces, which are contro-
versial in many cultures and religions. Furthermore, making dissections is a time-
consuming effort, and many bodies are needed to show the structures at different
levels. This leads to another problem: preserving the anatomical structures is expen-
sive. Usually, they are immersed in irritating chemists putting at risk the health of
educators and students. There are also legal concerns regarding body donation in
many countries (Lim et al. 2016).

3D modeling and printing seem promising tools to complement the traditional
teaching of anatomy using dissected cadavers. They have the advantage of showing
structures in the way they appear inside a living human being, the relationships they
have. Furthermore, they offer the possibility of scaling specific structures as needed.
There are also many anatomical variations and pathological structures that can be
reconstructed and 3D printed as another tool for the learning process. However,
not every anatomical structure can be segmented and reconstructed from anatom-
ical slices. Indeed, textures and other physical features of organs are not the same.
Students and pedagogs can benefit from the wide range of possibilities resulting
from combining 3D anatomy (in both digital and physical formats) with cadaveric
anatomy. In this way, the advantages of both can be leveraged (Chien et al. 2010).

The surgical field is one of the clinical areas where 3D anatomy has been broadly
used. 3D printing has mainly been used to create and shape implants, selecting
patients, surgical planning, molds for prosthetics, surgical guides, and postgraduate
pedagogical applications. However, more research is needed to assess the advan-
tages and disadvantages of 3D technologies in this area (Tack et al. 2016). These
models need to be highly precise, lest they interfere with the proper development
of the procedure. Digital models can potentially be a powerful tool in surgeries.
An example of this is using augmented and virtual reality in the operating room to
provide information regarding the region’s anatomy (Quero et al. 2019).
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7.5 Conclusion

3Dmodeling and technologies have proven to be very powerful and are finding many
uses in medical sciences. Though their cost could be high, and in-depth technical
knowledge is involved, creating 3D models can be done using free/open-source
software with flexible and relatively simple user interfaces. We have found that
FDM is a cheap and easy way to print these models. This chapter has explored the
actual and potential use of 3D anatomy to encourage the widespread use of these
resources in medical education and clinical matters.
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Chapter 8
3D Reconstruction from CT Images
Using Free Software Tools

Soraia Figueiredo Paulo , Daniel Simões Lopes , and Joaquim Jorge

Abstract Computed Tomography (CT) is a commonly used imaging modality
across a wide variety of diagnostic procedures (World Health Organisation 2017). By
generating contiguous cross-sectional images of a body region, CT has the ability
to represent valuable 3D data that enables professionals to easily identify, locate,
and accurately describe anatomical landmarks. Based on 3D modeling techniques
developed by the field of Computer Graphics, the Region of Interest (ROI) can be
extracted from the 2D anatomical slices and used to reconstruct subject-specific 3D
models. This chapter describes a 3D reconstruction pipeline that can be used to
generate 3D models from CT images and also volume renderings for medical visu-
alization purposes (Ribeiro et al. 2009). We will provide several examples on how to
segment 3D anatomical structures with high-contrast detail, namely skull, mandible,
trachea, and colon, relying solely on the following set of free and open-source tools:
ITK-SNAP (Yushkevich et al. 2006) and ParaView (Ahrens et al. 2005).

8.1 3D Reconstruction Pipeline

The process of 3D reconstruction extends from 2Dmedical image visualization to 3D
anatomical model visualization, incorporating several image processing and mesh
processing blocks assembled in a sequential manner, resulting in a pipeline. The
input of the 3D reconstruction pipeline is an ordered stack of 2D medical images
which is submitted to a cascade of computational geometry operations. As a result,
this pipeline outputs accurate, patient-specific 3D geometric models composed of
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Fig. 8.1 3D Reconstruction pipeline for extracting anatomical structures from CT images: each
stage (top row) is associated with a specific software and file extension (bottom row)

thousands of vertices and triangular facets, which constitute a digital equivalent to
the human organ being modeled (Fig. 8.1).

Following medical image acquisition and 2D visualization, the onset of the
geometric modeling pipeline consists of the identification of tissues and their bound-
aries by segmentation of a 3D image dataset. Given several contiguous tomographic
images, the modeler can extract the geometric information that is necessary to
3D reconstruct the anatomical structures of interest with high accuracy and voxel
resolution.

To perform this task, we chose ITK-SNAP (Yushkevich et al. 2006), a free and
open-source software offering several medical image segmentation tools, in partic-
ular semi-automatic active contours based on region competition or edge-based algo-
rithms, which are well-suited to segment high-contrast CT images. Region compe-
tition methods estimate the probability of a voxel belonging to the foreground (i.e.,
the region of interest) and to the background, given that voxel’s intensity value in the
input image (Yushkevich et al. 2006). This starts with a global thresholding (Fig. 8.2)
which partitions the original grayscale image into a binary image with a background
and a foreground intensity.

This separation relies on the user’s specifications of the range of intensities to be
considered, as pixel values within this range are considered foreground, while the
pixel values outside this range are dismissed and consideredbackground.Thus, global
thresholding enables the separation of the ROI from the background, in the sense
that thresholding can be defined to make the ROI correspond to the non-null pixel
values of the foreground. Although in high-contrast medical images the thresholding
technique can be very quick, it generally does not account for spatial information,
which leads to rough results. Therefore, it requires a complementary technique to be
applied, such as the active contours method.

Unlike thresholding, edge-based techniques do not depend on the intensity levels
of the original image, but rather on the differences between neighboring pixel values,
i.e., on the image gradient. These differences are translated by gradient magnitude
and normalized to a range from 0 to 1, where larger differences correspond to values
closer to zero (Fig. 8.3).
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Fig. 8.2 Global thresholding: a original grayscale image; b binary image in which the pixel inten-
sities of bony structures of the mandible are above the threshold value and are considered non-null
(white), while soft tissue intensities rest below the threshold and are dismissed (blue)

Fig. 8.3 Edge-based technique: the large differences between the intensities of the air inside the
trachea and the neighboring pixels of a the original grayscale image produce b a clear contour of
the tracheal wall (blue)

Both region competition and edge-based techniques are used to produce a feature
image, which guides an automatic active contour progression. In ITK-SNAP, the
active contours model is called snake evolution and aims at complementing the
segmentation results obtained by the previous step. Snakes consist of closed curves
(2D) or surfaces (3D) which adapt their motion to the image patches created by
the feature images. The user initializes the snakes as spherical bubbles that should
be strategically placed along the ROI, evolving from rough estimates to a close
approximation of the anatomical structure to be segmented (Fig. 8.4).

The output of the segmentation stage is represented as a collection of voxels that
define the geometric locus surrounded by a non-belonging voxel background.

The next step in the pipeline consists of converting the segmented data into a
triangular surface using a mesh-based technique denominated as marching cubes
(Lorensen and Cline 1987). Considering the voxels of the 3D image generated by
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Fig. 8.4 Snake evolution in 2D (a and b) and 3D (c and d): the user placed the initial snakes along
the colon’s feature images, which allowed the snakes to grow inside the non-null pixel values and
adapt to the shape of the colon wall

the previous stage, the marching cubes algorithm creates a triangular surface mesh
from the binary or quantized 3D image. A 3D mesh is a discrete entity formed by
geometrical elements such as vertices, edges, polygons, or polyhedral finite elements
(Viceconti and Taddei 2003). It can be interpreted as a 3D model tiled with polygons
or polyhedrons over a 3D space with geometrical elements (e.g., triangles, quadran-
gles, tetrahedrons, or prisms) arranged to intersect along a face, an edge, or a vertex.
The algorithm marches through each parallelepiped in the segmented outlines and
generates a surface boundary of the anatomical structure composed of triangular
elements. By connecting all the triangular facets, an isosurface will be produced,
i.e., a 3D surface representation of points with equal values in a 3D distribution.

The model created by the marching cubes algorithm presents two major features
that require further processing: (i) due to the digital nature of the images, the surface
mesh initially presents a ladder-like aspect, which does not correspond to the natural
surface curvature; and (ii) an excess of vertices and faces that express irrelevant infor-
mation and hamper further computational processes. To deal with such processing
requirements, we chose ParaView (Ahrens et al. 2005), an open-source application
that enables surface adjustments and surface visualization. After importing the output
of themarching cubes algorithm intoParaView, the isosurface is put through a process
of smoothing and decimation, in order to attenuate the unwanted geometric features
and to reduce the number of nodes in the 3D model. While smoothing works as a
spatial filter to improve the overall mesh appearance, decimation is used to simplify
the surface mesh and reduce its number of nodes and triangles. The latter involves a
trade-off between the level of detail and the computational power required to process
it, which should guarantee that lowering the number of nodes to reduce computa-
tional costs does not hamper the representation of the resulting 3D content. Finally,
this mesh can be exported to Blender (2020), which serves as a 3D modeling tool to
further edit and improve the surface mesh.

The output produced by this pipeline has two major applications that depend on
the mesh quality: visualization and 3D printing. To visualize a 3D model, a complex
mesh with a large number of nodes is the best option to enhance highly detailed
features. Besides desktop computers, such 3D models can be visualized in Virtual
and Augmented Reality displays, which provide better depth perception and enable
true 3D object interaction.
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8.2 3D Reconstruction of Subject-Specific Anatomical
Structures

In this section, we illustrate the reconstruction of subject-specific 3D models of the
skull, mandible, trachea, and the colon from CT images, which display the high-
contrast detail required for the use of this pipeline. Each example is based on the
same geometric modeling pipeline, relying on free and open-source software (ITK-
SNAP and ParaView), whichmakes it readily accessible to practitioners, researchers,
and educators.

Skull

For the purpose of this example, we used a CT image dataset available at the OsiriX
DICOM Image Library (Rosset et al. 2004), alias name PHENIX. To import it to
ITK-SNAP, the user must access the File menu and select the Open Main Image
option (Fig. 8.5a). Then, the user must press the Browse button on the Open Image
dialog box (Fig. 8.5b), select one of the images from the folder where the dataset is
stored, and proceed to press Next and Finish.

To start the segmentation process, we define the ROI, which is represented by
the red dashed rectangles (Fig. 8.6). To do so, the user must click on the Active
Contour Segmentation Mode icon, in the Main Toolbar panel, which enables the
Snake Inspector and displays an initial ROI. By default, ITK-SNAP considers the
whole image dataset as the ROI. To adjust it, the user can edit the (x, y, z) values
in the Snake Inspector, where Position corresponds to the center of the 3D ROI and
Size corresponds to its dimensions. Another option is to manipulate the ROI by left-
clicking inside the red dashed rectangle and dragging it to the target position, in order
to adjust its position, and clicking and dragging each limit of the ROI horizontally
(left and right) or vertically (top and bottom), to set its size.

Fig. 8.5 Opening an image dataset using ITK-SNAP: a File menu; and b Open Image dialog box
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Fig. 8.6 In ITK-SNAP, the ROI corresponds to the area limited by the red dashed lines. By dragging
the red lines or the whole rectangle, the user can adjust the ROI in any of the windows corresponding
to the orthogonal planes: axial (top-left), sagittal (top-right), and coronal (bottom-right)

Head CT images present good contrast between the hard tissues (bony structures:
light grey towhite) and soft tissues (e.g., muscles, glands: grey), which enables image
segmentation by global thresholding followed by semi-automatic active contours
based on region competition. To divide the original grayscale dataset into binary
images where the non-null pixel values correspond to the intensities of the skull,
the user must define a Lower threshold value during the Presegmentation step. This
can be done either by dragging the corresponding slider to adjust the value or by
inserting the threshold value in the appropriate text box (Fig. 8.7). While the user
must choose the Lower threshold mode, it is necessary to select the highest Upper
threshold value beforehand, to consider all pixel intensities belonging to the skull.

Fig. 8.7 After defining theROI, the user is able to selectThresholding as the presegmentationmode,
which enables the selection of the lower and upper thresholds (in Hounsfield Units) to partition the
binary image into bony structures (white) and soft tissues and air (blue)
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After pressing Next, the following step is to initialize the set of snakes for the
progression of the active contours. In order to place a bubble, the user must click on
the 2D image in the orthographic window of choice to define the 3D position of the
bubble, and click on the Add Bubble at Cursor button in the Actions panel (Fig. 8.8).

Then, the bubble radius can be set using the corresponding text box or slider.
To edit a bubble that was previously added, the user must select it from the list of
Active bubbles and proceed to adjust it. To enable these snakes to evolve, the user
must advance to the next step and press the play button. This will allow the user to
visualize the active contours progression both in 2D (Fig. 8.9) and 3D (Fig. 8.10).
However, while 2D views are automatically updated, the user is required to press the
Update button, under the 3D window, to visualize the evolution in 3D.

Fig. 8.8 Snake initialization: snakes start as spherical bubbles (yellow) which are placed using the
cursor. The Actions panel is used to confirm bubble placement, adjusting each bubble’s size, and
deleting it

Fig. 8.9 Active contours progression (red) at different time steps: sagittal view of the skull
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Fig. 8.10 Active contours model progression at different time steps: 3D view of the evolving
contours of the skull

The next stage of the geometric modeling pipeline requires the user to export the
segmentation output to ParaView. To do so, the user should access the Segmentation
menu and select Save Segmentation Image (Fig. 8.11a). This will open a dialog
box (Fig. 8.11b) where the user should choose MetaImage from the File Format
dropdown menu, fill in the filename for the segmentation image, and press Finish.

Fig. 8.11 Saving a segmentation image on ITK-SNAP: a Segmentation dropdown menu; b Save
Image dialog
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In ParaView, the user should click on the File menu and Open the segmentation
image. Then, it is necessary to press theContour button, above the Pipeline Browser,
followed by Apply on the Properties panel (Fig. 8.12).

The following step is the process of smoothing and decimation, which involves
accessing the navigation bar, opening the Filters dropdown menu, and choosing the
Smooth filter, under the Alphabetical list (Fig. 8.13). Again, the user needs to define
the Number of Iterations on the Properties panel and Apply this filter (Fig. 8.14a).
Similarly, the Decimation filter should be applied next by defining the Target reduc-
tion (Fig. 8.14b), which will reduce the number of mesh triangles, followed by a new
cycle of smoothing. In this example, smoothing was carried on for 750 iterations,
decimation had a target reduction of 75% and the final smoothingwas applied for 500

Fig. 8.12 Contour display on ParaView

Fig. 8.13 Smooth and decimate filters are available under the Filters → Alphabetical menus
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Fig. 8.14 Properties used to define a Smooth and b Decimation filters

Fig. 8.15 3D mesh of the skull a before and b after Smoothing → Decimation → Smoothing

iterations to produce the final surface mesh (Fig. 8.15). Such values assure enough
level of detail while reducing the computational cost.

The output mesh can then be exported as a *.ply (ASCII) file, through the Save
Data option, on the File dropdown menu, and converted to an *.obj file via Blender,
if necessary.

Mandible

For the purpose of this example, we used a CT image dataset available at the OsiriX
DICOM Image Library (Rosset et al. 2004), alias name INCISIX. Firstly, we define
the mandible as the ROI (Fig. 8.16).

Similarly to a head CT, dental scan images display good contrast between soft and
hard anatomical tissues, namely teeth and bones. Thus, image segmentation can be
performed via global thresholding and semi-automatic active contours techniques.
While thresholding enables the binary image to consider bony structures as non-null
pixels (Fig. 8.17), the active contours evolve through a set of snakes placed along
the mandible (Figs. 8.18 and 8.19).
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Fig. 8.16 Defining the mandible as the ROI in the CT image dataset

Fig. 8.17 Thresholding the original grayscale dental scan to produce a binary image where bone
and teeth pixels are considered non-null, while adjusting the lower threshold value to dismiss soft
tissues

Given the points of contact between teeth from the lower and upper jaw, which
share identical intensity values, the 3D model of the mandible produced by the
active contours may also include teeth from the upper jaw. This is a case of over-
segmentation which requires the user to correct the contours manually. To do so,
the user must access the Segmentation Labels panel and select the Clear Label from
the Active label options, to Paint over the label used to segment the ROI. Then, the
user can choose from two editing tools: the Paintbrush Inspector (Fig. 8.20) or the
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Fig. 8.18 Active contours progression at different time steps: axial view of the mandible

Polygon Inspector (Fig. 8.21). The Paintbrush Inspector erases the segmentation
data by clicking and dragging the cursor over the unwanted features.

Another possibility is to perform this correction through the Polygon Inspector,
where the user draws a polyline point-by-point to define the area to be erased,
pressing Accept to apply such changes. Since this is a 2D process, it must be carried
out throughout the 2D slices containing segmentation data to be erased, in order
to produce the final 3D model (Fig. 8.22). Although this is an example of over-
segmentation, where the manual editing consisted of eliminating information, the
contrary can also occur, i.e., under-segmentation. In that case, the same editing tools
can also be used to fill in the missing information (Fig. 8.23).

In ParaView, a smoothing filter is carried out for 500 iterations, followed by a
decimation aimed at a 75% reduction of the mesh triangles, and finally the last
smoothing filter is applied for 300 iterations to produce the final model (Fig. 8.24).

Trachea

For the purpose of this example, we used a Chest CT image dataset available in
The Cancer Imaging Archive (National Cancer Institute Clinical Proteomic Tumor
Analysis Consortium (CPTAC) 2018; Clark et al. 2013) (Collection ID: CPTAC-
PDA, subject ID: C3N-00249, Description: CHEST 3.0 B40f). Given the contrast
between the tracheal air column (air: black) and the tracheal surface (wall: light
grey), image segmentation can also be performed by edge-based techniques followed
by the semi-automatic active contours. This mode should be selected during the
Presegmentation step, in thePresegmentationmode under theEdge Attraction option
(Fig. 8.25). In this case, the edge-based feature assigns near-zero values to the pixels
close to intensity edges in the original grayscale image, which drive the snakes that
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Fig. 8.19 Active contours model progression at different time steps: 3D view of the evolving
contours of the mandible

are placed inside the trachea to evolve into the shape of the tracheal wall (Figs. 8.26
and 8.27).

In ParaView, a smoothing filter is applied for 50 iterations, followed by a decima-
tion with a 60% target reduction, and the last smoothing filter is applied for 50 more
iterations to create the final 3D model (Fig. 8.28).

Colon

In this example, we used a single CT Colonography (CTC) dataset available in The
Cancer Imaging Archive (Clark et al. 2013; Smith et al. 2015; Johnson et al. 2008)
(subject ID: CTC-3105759107), that was acquired in a supine position, had almost
no liquid and presented large (>10 mm) and quite visible polyps along with several
diverticula. CTC images present high contrast between the luminal space (air: black)
and luminal surface (wall: light grey), which also facilitates image segmentation
by global thresholding followed by semi-automatic active contours based on region
competition. As a result, the original grayscale image is partitioned into a binary
image where the resulting non-null pixel values correspond to the intensities of the
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Fig. 8.20 Editing the result of the active contours progression (red) allows the user to eliminate
the maxillary teeth from the final 3D model by erasing the contours corresponding to undesired
structures

luminal space. Thus, this allows the active contours to iteratively evolve from a very
rough estimate obtained by global thresholding to a very close approximation of the
colon (Figs. 8.29 and 8.30).

After segmentation, the 3D surfacemesh goes through smoothing and decimation,
in order to produce the final mesh. The smoothing process consists of a low-pass
filter carried on for 500 iterations, followed by decimation, to remove at least 75%
of the mesh triangles, and a new cycle of 500 iterations of smoothing (Fig. 8.31).

8.3 Conclusions

Given the ambiguity of certain tissue boundaries, a fully automatic segmentation
process is not viable to obtain high-quality 3D reconstructions based on 2D medical
images. Considering the lack of contrast between different anatomical structures,
this will induce the segmentation procedure to either consider voxels that are outside
the ROI, i.e., over-segmentation, or the opposite, as several voxels belonging to the
ROI may not be included, i.e., under-segmentation. For these reasons, manual and
semi-automatic techniques must be combined to obtain accurate results.
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Fig. 8.21 Editing the result of the active contours progression (red) using a polyline. To determine
the area to be erased, the user defines points, which are connected by straight line segments, until
a closed polygon is defined

User interaction plays an important role in correcting the segmentation errors
produced by semi-automatic segmentation. In this sense, it is important to empha-
size that despite the usage of various computational methods, modeling human struc-
tures requires keen visual capabilities and a profound anatomical knowledge. If so,
manual segmentation alone guarantees a highly accurate result, but the time, effort,
and training involved are impractical for large-population studies. Combining semi-
automatic with manual segmentation provides a powerful and reliable instrument for
3D image segmentation, but it strongly depends on users being anatomically savvy
and highly experienced in Radiographic Anatomy.

Still, more effective segmentation interfaces are sorely needed, as conventional
Windows, Icons, Menus, and Pointing interfaces hamper image segmentation by
relying on flat 2D media which promote timely slice-by-slice segmentation and are
unsuited to deal with anatomical complexity, miss direct spatial input, and afford
limited 3D navigation control (Meyer-Spradow et al. 2009; Olsen et al. 2009;Mühler
et al. 2010; Kroes et al. 2012; Paulo et al. 2018; Lopes et al. 2018a).

In the last decades, sketch-based interfaces have addressed semi-automatic
segmentation issues that typically arise during anatomical modeling, allowing clini-
cians to rapidly delineate ROIs and explore medical images (Olabarriaga and Smeul-
ders 2001; Heckel et al. 2013; Peng et al. 2014). Although delineation can be guided
by simple edge-seeking algorithms or adjustable intensity thresholds, these often fail
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Fig. 8.22 Final 3D model after removing the maxillary teeth

Fig. 8.23 Example of under-segmentation: a Manual correction; b Segmentation fault corrected
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Fig. 8.24 3D mesh of the mandible a before and b after Smoothing → Decimation → Smoothing

Fig. 8.25 Selecting the edge attraction presegmentation mode

to produce sufficiently accurate results (Shepherd et al. 2012; Van Heeswijk et al.
2016; Lopes et al. 2018b).

Besides sketch-based interfaces, head-mounteddisplays haveproven tobe suitable
devices for analyzing medical volume datasets (Coffey et al. 2012; Sousa et al.
2017) and specifically adopted for rendering medical images to aid surgery (Robison
et al. 2011; Vosburgh et al. 2013), virtual endoscopy (John and McCloy 2004), and
interventional radiology (Duratti et al. 2008).

Only recently have Virtual Reality approaches been applied to the segmentation
process, but resultingmodels continue to be rough representations of subject-specific
anatomy, which require sub-millimetric precision (Johnson et al. 2016; Jackson and
Keefe 2016). A potential option would be to consider multi-scale interfaces to enable
more accurate, precise, and direct interaction with 3D content. Other spatial input
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Fig. 8.26 Active contours progression at different time steps: coronal view of the trachea. The
edges (blue) guide the growth of the snakes, which must be placed within the area limited by such
edges

approaches such as hand tracking or 3D pens have not been properly developed for
precise 3D input, whereas hybrid techniques exploring the use of physical surfaces
and visual guidance seem to be the most accurate approach for VR settings (Bohari
et al. 2018; Arora et al. 2017).

The type of 3D reconstruction pipeline described in this chapter opens way
to create high-quality, patient-specific 3D meshes from a medical image dataset,
which show great accuracy and, in some cases, remarkable mesh fidelity. Such
strategies may provide the medical community an important 3D model to visualize
and teach, not only normal, but also pathological anatomy. This would potentially
enable medical education through a virtual reality environment (Lopes et al. 2018a;
Figueiredo Paulo et al. 2018a, b, using interactive 3D tables (Mendes et al. 2014)
and gamification techniques (Barata et al. 2013), or in Augmented Reality Settings
(Zorzal et al. 2020) reducing the cost and access problems of human cadavers.
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Fig. 8.27 Active contours progression at different time steps: 3D view of the evolving contours of
the trachea

Fig. 8.28 3D mesh of the trachea a before and b after Smoothing → Decimation → Smoothing
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Fig. 8.29 Active contours progression at different time steps: coronal view of the colon

Fig. 8.30 Active contours progression at different time steps: 3D view of the evolving contours of
the colon
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Fig. 8.31 3D mesh of the colon a before and b after Smoothing → Decimation → Smoothing
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Chapter 9
Statistical Analysis of Organs’ Shapes
and Deformations: The Riemannian and
the Affine Settings in Computational
Anatomy

Xavier Pennec

Abstract Computational anatomy is an emerging discipline at the interface of geom-
etry, statistics, and medicine that aims at analyzing and modeling the biological vari-
ability of organs’ shapes at the population level. Shapes are equivalence classes of
images, surfaces, or deformations of a template under rigid body (or more general)
transformations. Thus, they belong to non-linear manifolds. In order to deal with
multiple samples in non-linear spaces, a consistent statistical framework on Rieman-
nian manifolds has been designed over the last decade. We detail in this chapter
the extension of this framework to Lie groups endowed with the affine symmetric
connection, a more invariant (and thus more consistent) but non-metric structure on
transformation groups. This theory provides strong theoretical bases for the use of
one-parameter subgroups and diffeomorphisms parametrized by stationary velocity
fields (SVF), for which efficient image registration methods like log-Demons have
been developed with a great success from the practical point of view. One can further
reduce the complexity with locally affine transformations, leading to parametric dif-
feomorphisms of low dimension encoding the major shape variability. We illustrate
the methodology with the modeling of the evolution of the brain with Alzheimer’s
disease and the analysis of the cardiac motion from MRI sequences of images.

9.1 Introduction

At the interface of geometry, statistics, image analysis, and medicine, computational
anatomy aims at analyzing and modeling the biological variability of the organs’
shapes and their dynamics at the population level. The goal is to model the mean
anatomy, its normal variation, its motion/evolution, and to discover morphological
differences between normal and pathological groups. For instance, the analysis of
population-wise structural brain changes with aging in Alzheimer’s disease requires
first the analysis of longitudinal morphological changes for a specific subject, which
can be done using non-linear registration-based regression, followed by a longi-
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tudinal group-wise analysis where the subject-specific longitudinal trajectories are
transported in a common reference (Lorenzi et al. 2011; Hadj-Hamou et al. 2016).
In both steps, it is desirable that the longitudinal and the inter-subject transforma-
tions smoothly preserve the spatial organization of the anatomical tissues by avoiding
intersections, foldings, or tearing. Simply encoding deformations with a vector space
of displacement fields is not sufficient to preserve the topology: one needs to require
diffeomorphic transformations (differentiable one-to-one transformations with dif-
ferentiable inverse). Space of diffeomorphisms are examples of infinite-dimensional
manifolds. Informally, manifolds are spaces that locally (but not globally) resemble
a given Euclidean space. The simplest example is the sphere or the earth surface
which looks locally flat at a scale which is far below the curvature radius but exhibit
curvature and a non-linear behavior at larger scales.

Likewise, shape analysismost often relies on the identification of features describ-
ing locally the anatomy such as landmarks, curves, surfaces, intensity patches, and
full images. Modeling their statistical distribution in the population requires to first
identify point-to-point anatomical correspondences between these geometric fea-
tures across subjects. This may be feasible for landmark points, but not for curves
or surfaces. Thus, one generally considers relabelled point-sets or reparametrized
curve/surface/image as equivalent objects. With this geometric formulation, shapes
spaces are the quotient the original space of features by their reparametrization group.
One also often wants to remove a global rigid or affine transformation. One considers
in this case the equivalence classes of images, surfaces, or deformations under the
action of this space transformation group, and shape spaces are once again quotient
spaces. Unfortunately, even if we start from features belonging to a nice Euclidean
space, taking the quotient generally endows the shape space with a non-linear man-
ifold structure. For instance, equivalence classes of k-tuples of points under rigid
or similarity transformations result in non-linear Kendall’s shape spaces (see, e.g.,
Dryden and Mardia (2016) for a recent account on that subject). The quotient of
curves, surfaces, and higher dimensional objects by their reparametrizations (dif-
feomorphisms of their domains) produces in general even more complex infinite-
dimensional shape spaces, see Bauer et al. (2014).

Thus, shapes and deformations belong in general to non-linear manifolds, while
statistics were essentially developed for linear and Euclidean spaces. For instance,
adding or subtracting two curves does not really make sense. It is thus not easy to
average several shapes. Likewise, averaging unit vectors (resp. rotation matrices)
do not lead to a unit vector (resp. a rotation matrix). It is thus necessary to define a
consistent statistical framework on manifolds and Lie groups. This has motivated the
development of Geometric Statistics during the last decade, see Pennec et al. (2020).
We summarize below themain features of the theory of statistics onmanifolds, before
generalizing it in the next section to more general affine connection spaces.
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9.1.1 Riemannian Manifolds

While being non-linear, manifolds are locally Euclidean, and an infinitesimal mea-
sure of the distance (a metric) allows to endow them with a Riemannian manifold
structure. More formally, a Riemannian metric on a manifoldM is a continuous col-
lection of scalar products on the tangent space TxM at each point x of the manifold.
The metric measures the dot product of two infinitesimal vectors at a point of our
space; this allows to measure directions and angles in the tangent space. One can also
measure the length of a curve on our manifold by integrating the norm of its tangent
vector. The minimal length among all the curves joining two given points defines
the intrinsic distance between these two points. The curves realizing these shortest
paths are called geodesics, generalizing the geometry of our usual flat 3D space to
curved spaces among which the flat torus, the sphere, and the hyperbolic space are
the simplest examples.

The calculus of variations shows that geodesics are the solutions of a system
of second-order differential equations depending on the Riemannian metric. Thus,
the geodesic curve γ(x,v)(t) starting at a given point x with a given tangent vector
v ∈ TxM always exists for some short time. When the time-domain of all geodesics
can be extended to infinity, the manifold is said to be geodesically complete. This
means that the manifold has no boundary nor any singular point that we can reach
in a finite time. As an important consequence, the Hopf-Rinow-De Rham theorem
states that there always exists at least one minimizing geodesic between any two
points of the manifold (i.e., whose length is the distance between the two points), see
do Carmo (1992). Henceforth, we implicitly assume that all Riemannian manifolds
are geodesically complete.

The function expx (v) = γ(x,v)(1) mapping the tangent space TxM at x to the
manifold M is called the exponential map at the point x . It is defined on the whole
tangent space but it is diffeomorphic only locally. Its inverse logx (y) is a vector rooted
at x . It maps each point y of a neighborhood of x to the shortest tangent vector that
allows to join x to y geodesically. The maximal definition domain of the log is called
the injectivity domain. It covers all the manifold except a set of null measure called
the cut-locus of the point. For statistical purposes, we can thus safely neglect this
set in many cases. The Exp and Log maps expx and logx are defined at any point x
of the manifold (x is called the foot-point in differential geometry). They realize a
continuous family of very convenient charts of themanifold where geodesics starting
from the foot-point are straight lines, and along which the distance to the foot-point
is conserved. These charts are somehow the “most linear” chart of the manifold with
respect to their foot-point (Fig. 9.1)

In practice, we can identify a tangent vector v ∈ TxM within the injectivity
domain to the end-points of the geodesic segment [x, y = expx (v)] thanks to the
exponential maps. Conversely, almost any bi-point (x, y) on the manifold where y is
not in the cut-locus of x can bemapped to the vector−→xy = logx (y) ∈ TxM by the log
map. In a Euclidean space, we would write expx (v) = x + v and logx (y) = y − x .
This reinterpretation of addition and subtraction using logarithmic and exponential
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Fig. 9.1 Riemannian geometry and statistics on the sphere. Left: The tangent planes at points x and
y of the sphere S2 are different: the tangent vectors v and w at the point x cannot be compared to
the vectors t and u that tangent at the point y. Thus, it is natural to define the scalar product on each
tangent plane. Middle: Geodesics starting at x are straight lines in a normal coordinate system at x
and the distance is conserved up to the cut-locus. Right: the Fréchet mean x̄ is the point minimizing
the mean squared Riemannian distance to the data points. It corresponds to the point for which
the development of the geodesics to the data points on the tangent space is optimally centered (the
mean

∑
i logx̄ (xi ) = 0 in that tangent space is zero). The covariance matrix is then defined in that

tangent space. Figure adapted from Pennec (2006)

maps is very powerful to generalize algorithms working on vector spaces to algo-
rithms on Riemannian manifolds. It is also very powerful in terms of implementation
since we can express many of the geometric operations in these terms: the imple-
mentation of the exp and log maps at each point is thus the basis of programming on
Riemannian manifolds.

9.1.2 Statistics on Riemannian Manifolds

The Riemannian metric induces an infinitesimal volume element on each tangent
space, denoted dM, that can be used to measure random events on the manifold and
to define intrinsic probability density functions (pdf). It is worth noticing that the
measure dM represents the notion of uniformity according to the chosenRiemannian
metric.With the probabilitymeasure of a random element, we can integrate functions
from the manifold to any vector space, thus defining the expected value of this
function. However, we generally cannot integrate manifold-valued functions since
an integral is a linear operator. Thus, one cannot define the mean or expected “value”
of a random manifold element using a weighted sum or an integral as usual.

The main solution to this problem is to redefine the mean as the minimizer of
an intrinsic quantity: the Fréchet (resp. Karcher) mean minimizes globally (resp.
locally) the sum of squared Riemannian distance to our samples. As the mean is
now defined through a minimization procedure, its existence and uniqueness may be
questioned. In practice, one mean value almost always exists, and it is unique as soon
as the distribution is sufficiently peaked. The properties of the mean are very similar
to those of the modes of a distribution in the Euclidean case. The Fréchet mean
was used since the 1990s in medical image analysis for redefining simple statistical
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methods on Riemannian manifolds (Pennec 1996; Pennec and Ayache 1998; Pennec
1999, 2006; Fletcher et al. 2004).

To compute the Fréchet mean, one can follow the Riemannian gradient of the
variance with an iteration of the type:

x̄t+1 = expx̄t

(

α
1

n

∑

i

logx̄t (xi )

)

.

The algorithm essentially alternates the computation of the tangent mean in the
tangent space at the current estimation of the mean, and a geodesic marching step
toward the computed tangent mean. The value α = 1 corresponding to a Gauss–
Newton scheme is usually working very well, although there are examples where it
should be reduced due to the curvature of the space. An adaptive time-step in the
spirit of Levenberg–Marquardt is easily solving this problem.

When the Fréchet mean is determined, one can pull back our distribution of data
points on the tangent space at the mean to define higher order moments like the
covariance matrix Σ = 1

n

∑n
i=1 logx̄ (xi ) logx̄ (xi )

T. Seen for the most central point
(the Fréchet mean), we have somehow corrected the non-linearity of our Riemannian
manifold. Based on this mean x̄ and this covariance matrix Σ , we can define the
Mahalanobis distance in the tangent space by

μ2
(x̄,Σ)(y) = logx̄ (y)

TΣ (-1) logx̄ (y).

It is worth noticing that the expected Mahalanobis distance of a random point is
independent of the distribution and is equal to the dimension of the manifold when
itsmean and covariance are known, as in the vector case (Pennec 1996, 2006). A very
simple extension of Principle Component Analysis (PCA) consists in diagonalizing
the covariance matrixΣ and defining the modes using the eigenvectors of decreasing
eigenvalues in the tangent space at the mean. This method usually works very well
for sufficiently concentrated data. More complex methods like Principal Geodesic
Analysis (PGA), geodesic PCA, or Barycentric Subspace Analysis (BSA) may be
investigated for data distributions with a larger support as in Pennec (2018).

A notion of Gaussian may also be defined on a manifold by choosing the distribu-
tion that minimizes the entropy knowing the mean and the covariance. It was shown
in (Pennec 1996, 2006) that this amounts to consider a truncated Gaussian distribu-
tion on the tangent space at the mean point which only covers the injectivity domain
(i.e., truncated at the tangential cut locus): the pdf (with respect to the Riemannian
measure) is N(x̄,Σ)(y) = Z(x̄,Σ) exp(− 1

2 logx̄ (y)
T� logx̄ (y)). However, we should

be careful that the relation between the concentration matrix � and the covariance
matrix Σ is more complex than the simple inversion of the Euclidean case since it
has to be corrected for the curvature of the manifold.

Based on this truncated Gaussian distribution, one can generalize the multivariate
Hotelling T-squared test using the Mahalanobis distance. When the distribution is
Gaussian with a known mean and covariance matrix, the law generalizes the χ2 law
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and Pennec (2006) showed that it has the same density as in the vector case up to
order 3. This opens the way to the generalization of many other statistical tests, as we
should obtain similarly simple approximations for sufficiently centered distributions.

Notice that the reformulation of the (weighted) mean as an intrinsic minimization
problem allows to extend quite a number of other image processing algorithms to
manifold-valued signal and images, like interpolation, diffusion, and restoration of
missing data (extrapolation). This is the case for instance of diffusion tensor imaging
for which manifold-valued image processing was pioneered in Pennec et al. (2006).

9.2 An Affine Symmetric Space Structure for Lie Groups

A classical way to perform statistics on shapes in computational anatomy is to esti-
mate or assume a template shape and then to encode other shapes by diffeomorphic
transformations of that template. This lifts the problem from statistics on mani-
folds to statistics on smooth transformation groups, i.e., Lie groups. The classical
Riemannian methodology consists in endowing the Lie group with a left (or right)
invariant metric which turns the transformation group into a Riemannian manifold.
This means that the metric at a point x of the group is obtained by the left translation
Lx (y) = x ◦ y of the metric at identity, or in a more computational way, that the
scalar product of two tangent vectors at x is obtained by left-translating them back to
identify using DLx−1 and taking the scalar product there. A right-invariant metric is
obtained if we use the differential of the right translation Rx (y) = y ◦ x to identify
the tangent space at x to the tangent space at identity. However, this Riemannian
approach is consistent with the inversion operation of the group only if the metric is
both left- and right-invariant. This is the case for compact or commutative groups,
such as rotations or translations. But as soon as the Lie group is a non-direct prod-
uct of simpler compact or commutative ones, such as rigid-body transformations in
2D or 3D, there does not exist a bi-invariant metric: left-invariant metrics are not
right-invariant. Since the inversion exchanges left and right, such metrics are not
inverse consistent either. This means that the Fréchet mean for a left (resp. right)
invariant metric is not consistent with inversion and right (resp. left) composition. In
particular, the mean of inverse transformations is not the inverse of the mean.

One can wonder if there exists a more general framework, obviously non-
Riemannian, to realize consistent statistics on these Lie groups. Indeed, numerous
methods in Lie groups are based on pure group properties, independent of the action
of transformations on objects. These methods rely in particular on one-parameter
subgroups, realized in finite-dimensional matrix Lie groups by the matrix exponen-
tial. There exist particularly efficient algorithms to compute the matrix exponential
like the scaling and squaring procedure (Higham 2005) or for integrating differen-
tial equations on Lie groups in geometric numerical integration theory (Hairer et al.
2002; Iserles et al. 2000). In infinite dimension, one-parameter subgroups are defor-
mations realized by the flow of stationary velocity fields (SVFs), as we will see
in Sect. 9.3.1. Parametrizing diffeomorphisms with SVFs was proposed for medical
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image registration by Arsigny et al. (2006) and very quickly adopted by many other
authors (Ashburner 2007; Vercauteren et al. 2008; Hernandez et al. 2009; Modat
et al. 2010). The group structure was also used to obtain efficient low-dimensional
parametric locally affine diffeomorphisms as we will see in Sect. 9.5.1.

In fact, these one-parameter subgroups (matrix exponential and flow of SVF)
are the geodesics of the Cartan–Schouten connection, a more invariant and thus
more consistent but non-metric structure on transformation groups. We detail in
this section the extension of the computing and statistical framework to Lie groups
endowedwith the affine symmetric connection. In themedical imaging and geometric
statistics communities, these notions were first developed in (Pennec and Arsigny
2012; Lorenzi and Pennec 2013). A more complete account on the theory appeared
recently in Pennec and Lorenzi (2020). We refer the reader to this chapter for more
explanations and mathematical details.

9.2.1 Affine Geodesics

Geodesics, exponential, and log maps are among the most fundamental tools to work
on differential manifolds. In order to define a notion of geodesics in non-Riemannian
spaces, we cannot rely on the shortest path as there is no Riemannian metric to mea-
sure length. The main idea is to define straight lines as curves with vanishing accel-
eration, or equivalently curves whose tangent vectors remain parallel to themselves
(auto-parallel curves). In order to compare vectors living in different tangent spaces
(even at points which are infinitesimally close), we need to provide a notion of paral-
lel transport from one tangent space to the other. Likewise, computing accelerations
require a notion of infinitesimal parallel transport that is called a connection.

In a local coordinate system, a connection is completely determined by its coordi-
nates on the basis vector fields:∇∂i ∂ j = �k

i j∂k . The n
3 coordinates �k

i j of the connec-
tion are called the Christoffel symbols. A curve γ (t) is a geodesic if its tangent vector
γ̇ (t) remains parallel to itself, i.e., if the covariant derivative∇γ̇ γ̇ = 0 of γ is zero. In
a local coordinate system, the equation of the geodesics is thus γ̈ k + �k

i j γ̇
i γ̇ j = 0,

exactly as in a Riemannian case. The difference is that the affine connection case
starts with the Christoffel symbols, while these are determined by the metric in the
Riemannian case, giving a natural connection called the Levi-Civita connection.
Unfortunately, the converse is not always possible; many affine connection spaces
do not accept a compatible Riemannian metric. Riemannian manifolds are only a
subset of affine connection spaces.

What is remarkable is that we conserve many properties of the Riemannian expo-
nential map in affine connection spaces. For instance, the geodesic γ(x,v)(t) starting
at any point x with any tangent vector v is defined for a sufficiently small time,
which means that we can define the affine exponential map expx (v) = γ(x,v)(1) for
a sufficiently small neighborhood. Moreover, there exists at each point a normal
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convex neighborhood (NCN) in which any couple of points (x, y) is connected by
a unique geodesic γ (t) entirely contained in this neighborhood. We can thus define
the log-map locally without ambiguity.

9.2.2 An Affine Symmetric Space Structure for Lie Groups

In the case of Lie groups, the Symmetric Cartan-Schouten (SCS) connection is a
canonical torsion free connection introduced by Cartan and Schouten (1926) shortly
after the invention of the notion of connection byCartan. This is also the unique affine
connection induced by the canonical symmetric space structure of the Lie groups
with the symmetry sg(h) = gh (-1)g. The SCS connection exists on all Lie groups,
and it is left- and right-invariant. When there exists a bi-invariant metric on the Lie
group (i.e., when the group is the direct product of Abelien and compact groups),
the SCS connection is the Levi-Civita connection of that metric. However, the SCS
connection still exists when there is no bi-invariant metric.

Geodesics of the SCS connection are called group geodesics. The ones going
through the identity are the flow of left-invariant vector fields. They are also called
one-parameter subgroups since γ (s + t) = γ (s) ◦ γ (t) is an isomorphism of Lie
groups, which is a mapping that preserves the Lie group structure. In matrix
Lie groups, one-parameter subgroups are described by the exponential exp(M) =∑∞

k=0 M
k/k! of square matrices. Conversely, if there exists a square matrix M such

that exp(M) = A, then M is said to be a logarithm of the invertible square matrix
A. In general, the logarithm of a real invertible matrix is not unique and may fail to
exist. However, when this matrix has no (complex) eigenvalue on the (closed) half
line of negative real numbers, then it has a unique real logarithm log(M), called the
principal logarithm whose (complex) eigenvalues have an imaginary part in (−π, π)

(Kenney and Laub 1989; Gallier 2008). Moreover, matrix exp and log can be very
efficiently numerically computedwith the ‘Scaling and SquaringMethod’ ofHigham
(2005) and ‘Inverse Scaling and Squaring Method’, see Hun Cheng et al. (2001).

Group geodesics starting from other point can be obtained very simply by left or
right translation: γ (t) = A exp(t A (-1)M) = exp(tM A (-1))A is the geodesic starting at
Awith tangent vector M . In finite dimension, the group exponential is a chart around
the identity. In infinite-dimensional Fréchet manifolds, the absence of an inverse
function theorem prevents the straightforward extension of this property to general
groups of diffeomorphisms and one can show that there exists diffeomorphisms as
close as we want to the identity that cannot be reached by one-parameter subgroups
(Khesin and Wendt 2009). In practice, though, the diffeomorphisms that we cannot
reach have not yet proved to be of practical use for any real-world application.

Thus, everything looks very similar to the Riemannian case, except that group
geodesics are defined from group properties only and do not require any Riemannian
metric. One should be careful that they are generally different from the Riemannian
exponential map associated to a Riemannian metric on the Lie group.
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9.2.3 Statistics in Affine Connection Spaces

In order to generalize the Riemannian statistical tools to affine connection spaces,
the Fréchet/Karcher means have to be replaced by the weaker notion of exponential
barycenters, which are the critical points of the variance in Riemannian manifolds. In
an affine connection space, the exponential barycenters of a set of points {x1 . . . xn}
are implicitly defined as the points x for which the tangent mean field vanishes:

M(x) = 1

n

n∑

i=1

logx (xi ) = 0. (9.1)

While this definition is close to the Riemannian center of mass (Gallier 2004), it uses
the logarithm of the affine connection instead of the Riemannian logarithm.

For sufficiently concentrated distributions with compact support, typically in a
normal convex neighborhood, there exists at least one exponential barycenter. More-
over, exponential barycenters are stable by affine diffeomorphisms (connection pre-
serving maps). For distributions whose support is too large, exponential barycenters
may not exist. This should be related to the classical non-existence of the mean for
heavy tailed distributions in Euclidean spaces. The uniqueness of the exponential
barycenter can be shown with additional assumptions, either on the derivatives of
the curvature as in Buser and Karcher (1981) or on a stronger notion of convexity
(Araudon and Li 2005).

Higher order moments can also be defined locally. For instance, the empirical
covariance field is the two-contravariant tensor Σ(x) = 1

n

∑n
i=1 logx (xi ) ⊗ logx (xi )

and its valueΣ = Σ(x̄) at the exponential barycenter x̄ is called the empirical covari-
ance. Notice that this definition depends on the chosen basis and that diagonalizing
the matrix makes no sense since we do not know what are orthonormal unit vectors.
Thus, tangent PCA is not easily generalized. Despite the absence of a canonical ref-
erence metric, the Mahalanobis distance of a point y to a distribution can be defined
locally as in the Riemannian case with the inverse of the covariance matrix. This
definition is independent of the basis chosen for the tangent space and is actually
invariant under affine diffeomorphisms of the manifold. This simple extension of
the Mahalanobis distance suggests that it might be possible to extend much more
statistical definitions and tools on affine connection spaces in a consistent way.

9.2.4 The Case of Lie Groups with the Canonical
Cartan–Schouten Connection

Thanks to the bi-invariance properties of the SCS connection, the exponential
barycenters of Eq. (9.1) define bi-invariant group means. Let {Ai } be a set of trans-
formations from the group (we can think of matrices here). Then a transformation
Ā verifying

∑
i log( Ā

(-1) Ai ) = ∑
i log(Ai Ā (-1)) = 0 is a group mean which exists
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and is unique for sufficiently concentrated data {Ai }. Moreover, the fixed point itera-
tion Āt+1 = ∑

i log( Ā
(-1)
t Ai ) converges to the bi-invariant mean at least linearly (still

under a sufficient concentration condition), which provides a very useful algorithm
to compute it in practice.

The bi-invariant mean turns out to be globally unique in a number of Lie groups
which do not support any bi-invariant metric, for instance, nilpotent or some specific
solvable groups (Pennec and Arsigny 2012; Lorenzi and Pennec 2013; Pennec and
Lorenzi 2020). For rigid-body transformations, the bi-invariant mean is unique when
the mean rotation is unique, so that we do not lose anything with respect to the
Riemannian setting. Thus, the group mean appears to be a very general and natural
notion on Lie groups.

9.3 The SVF Framework for Shape and Deformation
Modeling

In the context of medical image registration, diffeomorphic registration was intro-
duced with the “Large Deformation Diffeomorphic Metric Mapping (LDDMM)”
framework (Trouvé 1998; Beg et al. 2005), which parametrizes deformations with
the flow of time-varying velocity fields v(x, t)with a right-invariant Riemannianmet-
ric (see Younes (2010) for a complete mathematical description). In view of reducing
the computational and memory costs, Arsigny et al. (2006) subsequently proposed
to restrict this parametrization to the subset of diffeomorphisms parametrized by
the flow of stationary velocity fields (SVFs), for which efficient image registration
methods like log-Demons have been developed with a great success from the practi-
cal point of view. The previous theory of statistics on Lie groups with the canonical
symmetric Cartan–Schouten connection provides strong theoretical bases for the use
of these one-parameter subgroups.

9.3.1 Diffeomorphisms Parametrized by Stationary Velocity
Fields

To construct our group of diffeomorphisms, one first restricts the Lie algebra to
sufficiently regular velocity fields according to the regularization term of the SVF
registration algorithms (Vercauteren et al. 2008; Hernandez et al. 2009) or to the
spline parametrization of the SVF in Ashburner (2007); Modat et al. (2010). The
flow of these stationary velocity fields and their finite composition generates a group
of diffeomorphisms that we endow with the affine symmetric Cartan–Schouten con-
nection. The geodesics starting from identity are then exactly the one-parameter sub-
groups generated by the flow of SVFs: the deformation φ = exp(v) is parametrized
by the Lie group exponential of a smooth SVF v : Ω → R

3 through the ordinary



9 Statistical Analysis of Organs’ Shapes and Deformations … 169

differential equation (ODE) ∂φ(x,t)
∂t = v(φ(x, t)) with initial condition φ(x, 0) = x .

It is known that not all diffeomorphisms can be reached by such a one-parameter
subgroup (we might have to compose several ones to reach them all) but in practice
this does not seem to be a limitation.

Many of the techniques developed for the matrix case can be adapted to SVFs.
This is the case of the scaling and squaring algorithm, which integrates the previous
ODE very effectively thanks to the iterative composition of successive exponen-
tials: exp(v) = exp(v/2) exp(v/2) = (exp(v/2n))n . Inverting a deformation is usu-
ally quite difficult or at least computationally intensive as we have to findψ such that
ψ(φ(x)) = φ(ψ(x)) = x . This is generally performed using the least-square mini-
mization of the error on the above equation integrated over the image domain. In the
SVF setting, such a computation can be performed seamlessly since φ (-1) = exp(−v).

In order to measure volume changes induced by the deformation, one usually
computes the Jacobian matrix dφ = ∇φT using finite differences, and then takes its
determinant. However, finite-differences schemes are highly sensitive to noise. In
the SVF framework, the log-Jacobian can be reliably estimated by finite differences
for the scaled velocity field v/2n , and then recursively computed thanks to the chain
rule in the scaling and squaring scheme and thanks to the additive property of the
one-parameter subgroups. The Jacobian determinant that we obtain is, therefore,
fully consistent with the exponential path taken to compute the diffeomorphism.

Last but not least, one often needs to compose two deformations, for instance, to
update the current estimation in an image registration algorithm. TheBakerCampbell
Hausdorff (BCH) formula is a series expansion that approximates the SVF

BCH(v, u) = log(exp(v) exp(u)) = v + u + 1

2
[v, u] + 1

12
[v, [v, u]] + . . .

as a power series in the two SVFs u and v. In this formula, the Lie bracket of vector
fields is v: [v, u] = dv u − du v = ∂uv − ∂vu. In the context of diffeomorphic image
registration, this trick to do all the computations in the Lie algebra was introduced
by Bossa et al. (2007).

9.3.2 SVF-Based Diffeomorphic Registration with the
Log-Demons

The encoding of diffeomorphisms via the flow of SVF of Arsigny et al. (2006)
inspired several SVF-based image registration algorithms (Vercauteren et al. 2007,
2009; Bossa et al. 2007; Ashburner 2007; Hernandez et al. 2009; Modat et al. 2010,
2011; Lorenzi et al. 2013). Among them, the log-demons registration algorithm
(Vercauteren et al. 2008; Lorenzi et al. 2013) found a considerable interest in the
medical image registration community with many successful applications to clinical
problems (Peyrat et al. 2008; Mansi et al. 2011; Lorenzi et al. 2011; Seiler et al.
2011).
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Given a pair of images I, J : R3 �→ R, the log-demons algorithm aims at esti-
mating a SVF v parametrizing diffeomorphically the spatial correspondences that
minimize a similarity functional Sim[I, J ◦ exp(v)]. A classically used similarity
criterion is the sum of square differences (SSD) Sim[I, J ] = ∫

(I (x) − J (x))2dx .
In order to symmetrize the criterion and ensure inverse consistency, one can add
the symmetric similarity criterion Sim[I ◦ exp(−v), J ] as in Vercauteren et al.
(2008) or more simply measure the discrepancy at the mid-deformation point
using Sim[I ◦ exp(−v/2), J ◦ exp(v/2)]. This last formulation allows to easily sym-
metrize a similarity functional that is more complex than the SSD, such as the local
correlation coefficient (LCC) (Lorenzi et al. 2013).

In order to prevent overfitting, a regularization term that promotes spatially more
regular solutions is added to the similarity criterion. In the log-demons framework,
this regularization is naturally performed on the SVF v rather than on the deformation
φ = exp(v). A feature of the demons’ type algorithms is also to introduce an auxiliary
variable encoding for the correspondences, here a SVF vc, in addition to the SVF v

encoding for the transformation (Cachier et al. 2003). The two variables are linked
using a coupling criterion that prevents the two from being too far away from each
other. The criterion optimized by the log-demons is then

E(v, vc, I, J ) = 1
σ 2
i
Sim(I, J, vc) + 1

σ 2
x
‖vc − v‖2L2

+ 1
σ 2
T
Reg(v). (9.2)

The interest of the auxiliary variable is to decouple a non-linear and non-convex
optimization problem into two simpler optimization problems that are, respectively,
local and quadratic. The classical criterion is obtained at the limit when the typical
scale of the error σ 2

x between the transformation and the correspondences tends to
zero.

The minimization of (9.2) is alternatively performed with respect to the corre-
spondence SVF vc and the transformation SVF v. The first step is a non-convex but
purely local problem which is usually optimized via gradient descent using Gauss–
Newton or Levenberg–Marquardt algorithms. To simplify the second step, one can
choose Reg(·) to be an isotropic differential quadratic form (IDQF, see Cachier and
Ayache (2004)), which leads to a closed form solution by convolution. In most cases,
one chooses this convolution to be Gaussian: v = Gσ ∗ vc, which can be computed
very efficiently using separable recursive filters.

9.4 Modeling Longitudinal Deformation Trajectories in
Alzheimer’s Disease

With the log-demons algorithm, we can register two longitudinal images of the same
subject. When more images are available at multiple time-points, we can regress
the geodesic that best describes the different registrations to obtain a longitudinal
deformation trajectory encoded by a single SVF (Lorenzi et al. 2011; Hadj-Hamou
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et al. 2016). We should notice that while such a geodesic is a linear model in the
space of SVFs, it is a highly non-linear model on the displacement field and on the
space of images.

However, follow-up imaging studies usually require to transport this subject-
specific longitudinal trajectories in a common reference for group-wise statistical
analysis. A typical example is the analysis of structural brain changes with aging in
Alzheimer’s disease versus normal controls. It is quite common in neuroimaging to
transport from the subject to the template space a scalar summary of the changes over
time like the Jacobian or the log-Jacobian encoding for local volume changes. This
is easy and numerically stable as we just have to resample the scalar map. However,
this does not allow to compute the“average” group-wise deformation and its vari-
ability, nor to transport it back at the subject level to predict what will be the future
deformation. To realize such a generative model of the longitudinal deformations,
we should normalize the deformations as a geometric object and not just its compo-
nents independently. This involves defining a method of transport of the longitudinal
deformation parameters along the inter-subject change of coordinate system.

9.4.1 Parallel Transport in Riemannian and Affine Spaces

Depending on the considered parametrization of the transformation (displacement
fields, stationary velocity fields, initial momentumfield...), different approaches have
been proposed in the literature to transport longitudinal deformations. In the Rie-
mannian and affine connection space setting, where longitudinal deformations are
encoded by geodesics parametrized by their initial tangent vector, it is natural to con-
sider the parallel transport of this initial tangent vector (describing the longitudinal
deformation) along the inter-subject deformation curve. Parallel transport is an isom-
etry of tangent spaces in the Riemannian case, so that the norm is conserved. In the
affine connection case, this is an affine transformation of tangent spaces. Instead of
defining properly the parallel transport in the continuous setting and approximating it
in an inconsistent discrete setting, it was proposed in Lorenzi et al. (2011) to rely on a
carefully designed discrete construction that intrinsically respects all the symmetries
on the problem: the Schild’s Ladder. This algorithm was initially introduced in the
1970s by the physicist Alfred Schild Ehlers et al. (1972) in the field of the general
relativity. The method was refined with the pole ladder in Lorenzi and Pennec (2013)
tominimize the number of steps when the transport is made along geodesics. Schild’s
and pole ladders only require the computation of exponentials and logarithms, and
thus can easily and consistently be implemented for any manifold provided that we
have these basic algorithmic bricks.

In this process, the numerical accuracy of parallel transport algorithm is the
key to preserve the statistical information. The analysis of pole ladder in Pennec
(2018) actually showed that the scheme is of order three in general affine connec-
tion spaces with a symmetric connection, an order higher than expected. Moreover,
the fourth-order error term vanishes in affine symmetric spaces since the curvature
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is covariantly constant. In fact, the error terms vanish completely in a symmetric
affine connection space: one step of pole ladder realizes a transvection, which is
an exact parallel transport (provided that geodesics and mid-points are computed
exactly of course), see Pennec (2018). These properties make pole ladder a very
attractive alternative for parallel transport in the framework of diffeomorphisms
parametrized by SVFs. In particular, parallel transport has a closed form expres-
sion v(u) = log(exp(v/2) exp(u) exp(−v/2)) as shown in Lorenzi and Pennec
(2013). In practice, the symmetric reformulation of the pole ladder scheme using
the composition of two central symmetries (a transvection) gives numerically more
stable results and was recently shown to be better than the traditional Euclidean point
distribution model on cardiac ventricular surfaces (Jia et al. 2018).

9.4.2 Longitudinal Modeling of Alzheimer’s Progression

Parallel transport allows us to compute a mean deformation trajectory at the group
level and to differentiate populations on the basis of their full deformation features and
not only according to local volumechange as in traditional tensor-basedmorphometry
(TBM).We illustrate in this section an application of this framework to the statistical
modeling of the longitudinal changes in a group of patients affected by Alzheimer’s
disease (AD). In this disease, it was shown that the brain atrophy that one canmeasure
using the registration of time sequences of magnetic resonance images (MRI) is
strongly correlated to cognitive performance and neuropsychological scores. Thus,
deformation-based morphometry provides an interesting surrogate image biomarker
for the progression of the disease from pre-clinical to pathological stages.

The study that we summarize here was published in Lorenzi and Pennec (2013).
We took 135 Alzheimer’s subjects of the ADNI database with images at baseline and
one year later. The SVFs vi parametrizing the longitudinal deformation trajectory
φi = exp(vi ) between the two time-points was estimated with the LCC log-demons.
These SVFs were then transported with the pole ladder from their subject-specific
space to the template reference T along the subject-to-template geodesic, also com-
puted using the LCC log-demons. Themean v̄ of the transported SVFs in the template
space parametrizes our model of the group-wise longitudinal progression exp(t v̄).
The spatial localization of significant longitudinal changes (expansion or contrac-
tion) was established using one-sample t-test on the log-Jacobian scalar maps after
parallel transport. In order to compare with the traditional method used in tensor-
based morphometry, another one-sample t-test was computed on the subject-specific
log-Jacobian scalar maps resampled in the template space.

Results are presented in Fig. 9.2. Row A illustrates the mean SVF of the trans-
ported one-year longitudinal trajectories. It shows a pronounced enlargement of the
ventricles, an expansion of their temporal horns and a consistent contracting flow in
the temporal areas. It is impressive that the extrapolation of the deformation along
the geodesic from 1year to 15 years produces a sequence of very realistic images
going from a young brain at t = −7 years to a quite old AD brain with very large
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Fig. 9.2 One year structural changes for 135 Alzheimer’s patients. A Mean of the longitudinal
SVFs transported in the template space with the pole ladder. We notice the lateral expansion of the
ventricles and the contraction in the temporal areas. B T-statistic for the corresponding log-Jacobian
values significantly different from 0 (p < 0.001 FDR corrected). C T-statistic for longitudinal log-
Jacobian scalar maps resampled from the subject to the template space. Blue color: significant
expansion, Red color: significant contraction (Figure reproduced from Lorenzi and Pennec (2013)
with permission)

ventricles and almost no hippocampus at t = 8 years. This shows that a linear model
in a carefully designed non-linear manifold of diffeomorphisms can handle realis-
tically very large shape deformations. Such a result is definitely out of sight with
a statistical model on the displacement vector field or even with a classical point
distribution model (PDM), as is often done in classical medical shape analysis.

Evaluating the volumetric changes (here computedwith the log-Jacobian) leads to
areas of significant expansion around the ventricleswith a spread in theCerebrospinal
Fluid (CSF, row B). Areas of significant contraction are located as expected in the
temporal lobes, hippocampi, parahippocampal gyrus, and in the posterior cingulate.
These results are in agreement with the classical resampling of the subject-specific
log-Jacobianmaps done in TBMpresented in rowC. It is striking that there is no sub-
stantial loss of localization power for volume changes by transporting SVFs instead
of resampling the scalar log-Jacobian maps. In contrast to TBM, we also preserve the
full multidimensional information about the transformation, which allows to make
more powerful multivariate voxel-by-voxel comparisons than the ones obtained with
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the classical univariate tests. For example, we could show for the first time in Lorenzi
et al. (2011) a statistically significant different brain shape evolutions depending on
the level of Aβ1−42 protein in the CSF. As the level of Aβ1−42 is sometimes consid-
ered as pre-symptomatic of Alzheimer’s disease, we could be observing the very first
morphological impact of the disease. More generally, a normal longitudinal defor-
mation model allows to disentangle normal aging component from the pathological
atrophy even with one time-point only per patient (cross-sectional design) (Lorenzi
et al. 2015).

The SVF describing the trajectory can also be decomposed using Helmholtz’
decomposition into a divergent part (the gradient of a scalar potential) that encodes
the local volume changes and a divergence free reoriention pattern, see Lorenzi et al.
(2015). This allows to consistently define anatomical regions of longitudinal brain
atrophy in multiple patients, leading to improved measurements of the quantification
of the longitudinal hippocampal and ventricular atrophy inAD.Thismethodprovided
very reliable results during the MIRIAD atrophy challenge for the regional atrophy
quantification in the brain, with really state-of-the-art performances (first and second
rank on deep structures, Cash et al. 2015).

9.5 The SVF Framework for Cardiac Motion Analysis

Cardiacmotion plays an important role in the function of the heart, and abnormalities
in the cardiac motion can be the cause of multiple diseases and complications. Mod-
eling cardiac motion can, therefore, provide precious information. Unfortunately, the
outputs from cardiac motion models are complex. Therefore, they are hard to ana-
lyze, compare, and personalize. The approach described below relies on a polyaffine
projection applied to the whole cardiac motion and results in a few parameters that
are physiologically relevant.

9.5.1 Parametric Diffeomorphisms with Locally Affine
Transformations

The polyaffine framework assumes that the image domain is divided into regions
defined by smooth normalized weights ωi (i.e., summing up to one over all regions).
The transformation of each region is modeled by a locally affine transformation
expressed by a 4 × 4 matrix Ai in homogeneous coordinates. Using the principal
logarithm Mi = log(Ai ) of these matrices, we compute the SVF at any voxel x
(expressed in homogeneous coordinates) as the weighted sum of these locally affine
transformation (Arsigny et al. 2005, 2009):

vpoly(x) =
∑

i

ωi (x) Mi x .
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The polyaffine transformation is then obtained by taking the flow of SVF using the
previous scaling and squaring algorithm for the exponential. This leads to a very
flexible locally affine diffeomorphism parametrized by very few parameters. In this
formulation, taking the log in homogeneous coordinates ensures that the inverse of
the polyaffine transformations is also a polyaffine transformation. This property is
necessary to create generative motion models.

As shown in Seiler et al. (2012), the log affine matrix parameters Mi can be esti-
mated explicitly by a linear least squares projection of an observed velocity field
v(x) into the space of Log-Euclidean Polyaffine Transformations (LEPT’s). Denot-
ing Σi j = ∫

Ω
ωi (x)ω j (x)xxTdx and Bi = ∫

Ω
ωi (x)v(x)xTdx , the optimal matrix of

log-affine transformation parametersM = [M1, M2, ...Mn],minimizing the criterion
C(M) = ∫

Ω
‖∑

i ωi (x)Mi x − v(x)‖2dx is given by M = BΣ(−1). The solution is
unique when the Gram matrix Σ of the basis vectors of our polyaffine SVF is invert-
ible. This gives rise to the polyaffine log-demons algorithm where the estimated
SVF at each step of the log-demons algorithm is projected into this low-dimensional
parameter space instead of being regularized.

A cardiac-specific version of this model was proposed inMcleod et al. (2015b) by
choosing regions corresponding to the standard American Heart Association (AHA)
regions for the left ventricle (Fig. 9.3). The weightsωi are normalized Gaussian func-
tions around the barycenter of each regions. Furthermore, an additional regularization
between neighboring regions was added to account for the connectedness of cardiac
tissue among neighboring regions, as well as an incompressibility penalization to
account for the low volume change in cardiac tissue over the cardiac cycle.

Fig. 9.3 A low-dimensional parametrization of diffeomorphisms for tracking cardiac motion in
cine-MRI: the flow of an affine transformation with 12 parameters (middle) is generating a local
velocity field around each of the 17 AHA regions (on the left). The weighted average of these
17 affine velocity fields produces a global velocity field whose flow (the group exponential) is
parametrizing the heart deformation (on the right). In this context, motion tracking consists in
optimizing the 12*17 = 204 regional parameters, which is easily done in the log-demons framework
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9.5.2 Toward Intelligible Population-Based Cardiac Motion
Features

The interpretability of the affine parameters of each region can be considerably
increased by expressing the local affine transformations in a local coordinate sys-
tem having radial, longitudinal vector and circumferential axes for each region. The
resulting parameters can be related to physiological deformation: the translations
parameters correspond to the motion along the radial, longitudinal, and circumfer-
ential axes while the linear part of the transformation encodes the circumferential
twisting, radial thickening, and longitudinal shrinking. In a first study, the parameters
were further reduced by assuming the linear part of each matrix Mi to be diagonal,
thus reducing the number of parameters to 6 per region. These intelligible parameters
were then used by supervised learning algorithms to classify a database of 200 cases
with equal number of infarcted and non-infarcted subjects (the STACOM statistical
shape modeling). A tenfold cross-validation showed that the method was achieving
more than 95% of correct classification on yet-unseen data (Rohé et al. 2015).

In (Mcleod et al. 2015a, b, 2018), relevant factors discriminating between the
motion patterns of healthy and unhealthy subjects were identified, thanks to a Tucker
decomposition on Polyaffine motion parameters with a constraint on the sparsity of
the core tensor (which essentially defines the loadings of each mode combination).
The key idea is to consider that the parameters resulting from the tracking of the
motion over cardiac image sequences of a population can be stacked in a 4-way tensor
along motion parameters × region × time × subject. Performing the decomposition
on the full tensor directly using 4-way Tucker Decomposition has the advantage of
describing how all the components interact (as opposed to matricising the tensor
and performing 2-way decomposition using classical singular value decomposition).
The Tucker tensor decomposition method is a higher order extension of PCA which
computes orthonormal subspaces associated with each axis of the data tensor. Thus,
we get modes that independently describe a reduced basis of transformations (com-
mon to all regions, all time-points of the sequence and all subjects); a spatial basis
(region weights) that localize deformations on the heart; a set of modes along time
that triggers the deformation; and discriminative factors across clinical conditions.
In order to minimize the number of interactions between all these modes along all
the tensor axes, sparsity constraints were added on the core tensor. The sparsity of
the discriminating factors and their individual intelligibility appears to be a key for a
clear and intuitive interpretation of differences between populations in order to gain
insight into pathology-specific functional behavior.

The method was applied to a dataset of 15 healthy subjects and 10 Tetralogy of
Fallot patients with short-axis cine MRI sequences of 12 to 16 slices (slice thickness
of 8mm) and 15 to 30 image frames. The decompositionwas performedwith 5modes
per axis and the core tensor loadings for each subject were averaged for the different
groups. This showed that the two groups share some common dominant loadings. As
expected, the Tetralogy of Fallot group also has some additional dominant loadings
representing the abnormal motion patterns in these patients.



9 Statistical Analysis of Organs’ Shapes and Deformations … 177

Fig. 9.4 Dominant mode combinations common to healthy and ToF cohorts: affine mode 2 (a),
temporal modes 2 and 4 (b), and regional mode 2 (c). Key - a: anterior, p: posterior, s: septal, l:
lateral. Figure reproduced from Mcleod et al. (2015a) with permission

The common dominant mode combinations are plotted in Fig. 9.4 (top row). The
affine mode for the dominant mode combinations (Fig. 9.4a) shows predominant
stretching in the circumferential direction related to the twisting motion in the left
ventricle. The temporal modes (Fig. 9.4b) show a dominant pattern around the end-
and mid-diastolic phases for mode 2, which may be due to the end of relaxation
and end of filling. The dominant regions for these mode combinations are anterior
(Fig. 9.4c). The dominant mode combinations for the Tetralogy of Fallot group are
plotted in Fig. 9.4. The affine mode for the first dominant combination (Fig. 9.4d)
indicates little longitudinal motion. The corresponding temporal mode (Fig. 9.4e)
represents a peak at the end systolic frame (around one-third of the length of the
cardiac cycle). The corresponding regional mode (Fig. 9.4, f) indicates that there is
a dominance in the motion in the lateral wall. This is an area with known motion
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Fig. 9.5 Three views of the first (top row) and second (bottom row) spatial modes for the healthy
controls (left) and for the Tetralogy of Fallot patients (right). The modes for the healthy controls
represent the radial contraction and circumferential motion, whereas the modes for the Tetralogy
of Fallot patients represent the translation toward the right ventricle. Yellow arrows indicate the
general direction of motion. Figure ©IEEE 2015, reproduced from Mcleod et al. (2015b) with
permission

abnormalities in these patients given that the motion in the free wall of the left
ventricle is dragged toward the septum. The temporal mode for the second dominant
mode (Fig. 9.4h) has instead a peak around mid-systole, with corresponding regional
mode (Fig. 9.4i), indicating dominance around the apex, which may be due to poor
resolution at the apex. The SVF corresponding to the first two spatial modes are
shown in Fig. 9.5. The first mode for the healthy controls appears to capture both the
radial contraction and the circumferential motion (shown in block yellow arrows).
The Tetralogy of Fallot modes, on the other hand, appear to capture a translation of
the free wall and septal wall toward the right ventricle (RV). This abnormal motion
is evident in the image sequences of these patients.

9.6 Conclusion

We have presented in this chapter an overview of the theory of statistics on non-
linear spaces and of its application to the modeling of shapes and deformations in
medical image analysis. When the variability of shapes becomes important, linear
methods like point distribution models for shapes or linear statistics on displace-
ment vector fields for images and deformations become ill-posed as they authorize
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self-intersections. Considering non-linear spaces that are locally Euclidean (i.e., Rie-
mannian manifolds) solves this issue. The cost to pay is that we have to work locally
with tangent vectors and geodesics. However, once the exponential and log maps
are implemented at any point of our shape space, many algorithms and statistical
methods can be generalized quite seamlessly to these non-linear spaces.

For statistics on deformations, we have to consider smooth manifolds that have
an additional structure: transformations form a Lie group under composition and
inversion. One difficulty to use the Riemannian framework is that there often does
not exist ametricwhich is completely invariantwith respect to all the groupoperations
(composition on the left and on the right, inversion). As a consequence, the statistics
that we compute with left- or right-invariant metrics are not fully consistent with the
group structure.Wepresent in this chapter an extension of theRiemannian framework
to affine connection spaces that solves this problem. In this new setting, all the
computations continue to be related to geodesics using the exp and log maps. Here,
geodesics are definedwith themore general notion of straight lines (zero acceleration
or auto-parallel curves) instead of being shortest paths. EveryRiemannianmanifold is
an affine connection spacewith the Levi-Civita connection, but the reverse is not true.
This is why we can find a canonical connection on every Lie group (the symmetric
Cartan–Schouten connection) that is consistent with left and right composition as
well as inversion while there is generally no bi-invariant Riemannian metric.

We have drafted the generalization of the statistical theory to this affine setting,
and we have shown that it can lead to a very powerful framework for diffeomor-
phisms where geodesics starting from the identity are simply the flow of stationary
velocity fields (SVFs). Very well-known non-linear registration algorithms based
on this parametrization of diffeomorphisms are the log-demons (Vercauteren et al.
2008), Ashburner’s DARTEL toolbox in SPM8 (Ashburner 2007), and the NiftyReg
registration package (Modat et al. 2010, 2011). The combination of these very effi-
cient algorithm with the well-posed geometrical and statistical framework allows to
develop new methods for the analysis of longitudinal data. Furthermore, the affine
symmetric structure of our group of deformation provides parallel transport algo-
rithms that are numerically more stable and efficient than in the Riemannian case.
We showed on two brain and cardiac applications that this allows to construct not
only statistically more powerful analysis tools, but also generative models of shape
motion and evolution.

With polyaffine deformations in the cardiac example, we have also shown that
the deformation parameters can be localized and aligned with biophysical reference
frames to produce a diffeomorphism parametrized by low-dimensional and intelligi-
ble parameters. Such a sensible vectorization of deformations is necessary for sparse
decomposition methods: each parameter has to make sense individually as an atom
of deformation if we want to describe the observed shape changes with an extremely
low number of meaningful variables. This opens the way to very promising factor
analysis methods dissociating the influence of the type of local deformation, the
localization, the time trigger, and the influence of the disease as we have shown with
the sparse Tucker tensor decomposition. There is no doubt that these methods will
find many other applications in medical image analysis.
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For efficiency, the medical applications shown in this chapter were implemented
using C++ software dedicated to 3D image registration parameterized by SVFs.
An open-source implementation of the symmetric log-demons integrated into the
Insight Toolkit (ITK) is available at http://hdl.handle.net/10380/3060. A signifi-
cant improvement of this software including the more robust LCC similarity mea-
sure and symmetric confidence masks is available at https://team.inria.fr/epione/fr/
software/lcclogdemons/ (Lorenzi et al. 2013), along with additional standalone tools
to work on SVFs including the pole ladder algorithm (Lorenzi and Pennec 2013).
The code for the polyaffine log-demons is also available as an open-source ITK
package at https://github.com/ChristofSeiler/PolyaffineTransformationTrees (Seiler
et al. 2012). For Riemannian geometric data which are less computationally demand-
ing than the very large 3D images, it is more comfortable to work in python. The
recent Geomstat Python toolbox https://github.com/geomstats/geomstats provides
an efficient and user-friendly interface for computing the exponential and logarith-
mic maps, geodesics, parallel transport on non-linear manifolds such as hyperbolic
spaces, spaces of symmetric positive definitematrices, Lie groups of transformations,
and many more. The package provides methods for statistical estimation and learn-
ing algorithms, clustering and dimension reduction on manifolds with support for
different execution backends, namely NumPy, PyTorch, and TensorFlow, enabling
GPU acceleration (Miolane et al. 2020).
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Chapter 10
High Fidelity 3D Anatomical
Visualization of the Fibre Bundles
of the Muscles of Facial Expression as In
situ
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Abstract The ability to express emotion through facial gestures impacts social and
mental health. The production of these gestures is the result of the individual function
and complex synergistic activities of the muscles of facial expression. Visualization
and modelling techniques provide insight into how the muscles individually and
collectively contribute to the shaping and stiffening of facial soft tissues. However,
due to lack of detailed anatomical data, modellers are left to heuristically define the
inner structure of each muscle, often resulting in a relatively homogeneous distri-
bution of muscle fibres, which may not be accurate. Recent technological advances
have enabled the reconstruction of entire muscles in 3D space as In situ using dissec-
tion, digitization and 3D modelling at the fibre bundle/aponeurosis level. In this
chapter, we describe the use of this technology to visualize the muscles of facial
expression and mastication at the fibre bundle level. The comprehensive 3D model
provides novel insights into the asymmetry and complex interrelationships of the
individual muscles of facial expression. These data possess great value to improve
the anatomical fidelity of biomechanical models, and subsequently simulations, of
facial gestures. Furthermore, these data could advance imaging and image processing
techniques that are used to derive models.
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10.1 Introduction

Facial expression is important in both verbal and non-verbal communication. The
ability to express emotion through facial gestures impacts social and mental health
(Swearingen et al. 1999). It has been previously described that more than 10
muscles of facial expression play a biomechanical role in the deformation of tissues
surrounding the lips, which is essential for smiling and frowning (Chabanas et al.
2003). The production of facial gestures is the result of the individual function and
complex synergistic activities of the muscles of facial expression.

Visualization and modelling techniques provide insight into how the muscles
individually and collectively contribute to the shaping and stiffening of facial soft
tissues during functional activities. Computer models used in early facial animation
efforts contained parameterized representations of the muscles, their dimensions and
geometric lines of action defined according to images found in anatomy textbooks
(Platt and Badler 1981; Waters 1987; Terzopoulos and Waters 1990). An increasing
number of studies use medical imaging to reconstruct the geometry of the face,
muscles, and bones (Gladilin et al. 2004; Sifakis et al. 2005; Kim and Gomi 2007;
Barbarino et al. 2009; Beldie et al. 2010; Nazari et al. 2010; Wu et al. 2014; Flynn
et al. 2017). However, the thinness and complexity of the facial muscles can make
delineating muscle boundaries in serial images a challenge (Som et al. 2012; Hutto
and Vattoth 2015). Often, images are segmented from only one side of the face and
either used to create a half-facial model reflected across the sagittal plane to create a
full-facialmodelwith right-left symmetry.Moreover,withoutmore involved imaging
techniques (e.g., diffusion tensor imaging, micro-computed tomography with iodine
staining), modellers are left to heuristically define the inner structure of each muscle.
This typically takes the form of some relatively homogeneous distribution of muscle
fibres, which may not accurately reflect the architecture of a particular muscle.

An important determinant of muscle function is its architecture, the arrangement
of contractile and connective tissue elements within the muscle volume (Zajac 1989;
Gans and Gaunt 1991). The contractile elements consist of muscle fibre bundles,
whereas the connective tissue elements that passively transmit forces include aponeu-
roses and tendons. Few studies have implemented techniques to reconstruct the archi-
tecture of select facial muscles (Liu et al. 2016; Wu and Yin 2016; Falcinelli et al.
2018; Sun et al. 2018). Thus, the 3D internal architecture of the muscles of facial
expression remains largely unknown, impeding the development of high fidelity
3D visualization models and simulation of facial muscle contraction. Importantly,
modellingmuscle actuated facial deformation is challenging and requires an accurate
representation of the internal anatomic elements and their interactions (Mazza and
Barbarino 2011).
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10.2 Methods

Recent technological advances have enabled the reconstruction of entire muscles
in 3D space, as In situ, using dissection, digitization and 3D modelling at the fibre
bundle/aponeurosis level (Ravichandiran et al. 2009; Li et al. 2015). More recently,
collaborators incorporated the volumetric musculoaponeurotic 3D digitized data of
the human masseter into a prototype finite element model that would better represent
larger attachment areas and internal stresses of the muscle during contraction, i.e.,
chewing (Sánchez et al. 2017). This was the first reported application of digitized
volumetric 3D data in the development of simulation models. Results demonstrated
that the incorporation of 3D digitized data into their prototype finite element model
“increase simulated maximum bite forces to more realistic levels” (Sánchez et al.
2017). Although presently available, this 3D digitization methodology has not been
used to quantify morphology and architectural parameters of the muscles of facial
expression, nor have the data been used to construct more detailed finite element
models at the fibre bundle level.

The dissection, digitization and 3Dmodelling protocol has been developed in our
laboratory over the last 20 years and has been used to model the musculoaponeu-
rotic architecture of upper limb, lower limb and masticatory muscles (Agur et al.
2003; Li et al. 2015; Castanov et al. 2019). Approval was received from the Univer-
sity of Toronto Health Sciences Research Ethics Board (Protocol Reference #27210
and #28530). The protocol was adapted to study the muscles of facial expression.
To enable digitization of the musculoaponeurotic elements of the muscles of facial
expression, the head was first stabilized in a casing of polyurethane foam (Great
Stuff™, Dow Chemical Co, Midland, Michigan, USA), leaving the face exposed.
Next, three screws were inserted into the frontal, right and left temporal bones of the
skull to provide a reference frame for reconstructing digitized data into 3D models.
The skin of the face and neck was meticulously removed to expose the superficial
muscles of facial expression. Fibre bundles of each muscle were exposed and digi-
tized throughout the muscle volume, from superficial to deep, using a MicroScribe
G2X Digitizer (0.05 mm accuracy; Immersion Corporation, San Jose, CA).

A custom software program, named “Fibonacci,” was created to digitize the fibre
bundles of each muscle (Fig. 10.1). This program models the captured fibre bundle
data as a hierarchy of muscles, muscle heads, layers, fibre bundles, and points.
The first three levels of the hierarchy were created at the user’s discretion, whereas
the latter two were defined using the MicroScribe digitizer. The MicroScribe pedal
attachments send commands to the software. Specifically, pressing one pedal captures
the current position of the digitizer and adds a point to the current fibre bundle.
Pressing the other pedal completes the current fibre bundle and begins a new one.
The digitizer was calibrated using the three screws embedded in the bones of the
skull.

To capture a 3D representation of a fibre bundle, the user first placed the tip of the
digitizer on the fibre bundle and pressed the pedal to capture the current location as
a point. This process was repeated while incrementally advancing along the entire
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Fig. 10.1 Fibonacci user interface

length of the fibre bundle. Once digitized, the fibre bundle was carefully removed
from the cadaver, exposing the deeper fibre bundles for digitization.

Fibonacci provides a simple user interface comprised of three panels. The main
panel shows the captured 3Dfibre bundle data.One smaller panel controls the connec-
tion to theMicroScribe scanner, and another panel displays a tree-view representation
of the hierarchy of muscle data. In this latter panel, the user can modify attributes
of each fibre bundle, such as the display colour, or add comments. Users can also
use this panel to hide parts of the hierarchy or reorganize various components. Once
the muscle data have been captured, it can be exported into the Autodesk® Maya®
format for further processing and visualization.

The following muscles of facial expression were digitized bilaterally: risorius,
platysma, zygomaticus major/minor, nasalis, levator labii superioris alaeque nasi,
levator labii superioris, orbicularis oculi, levator anguli oris, depressor anguli oris,
depressor labii inferioris, mentalis, orbicularis oris, frontalis, procerus, buccinator
and corrugator. Additionally, digitized were the muscles of mastication including
masseter, temporalis, andmedial/lateral pterygoids. Digitized data of individual fibre
bundles of each muscle, collected using Fibonacci, were imported into Autodesk®
Maya® (Autodesk Inc., San Rafael, California) and reconstructed into a 3D model.
The three-step modelling process is summarized below (Fig. 10.2):

1. Digitized fibre bundles were represented as points connected by line segments
(Fig. 10.2b, c). Using the built-in function available in Maya®, the trajectory of
each fibre bundle was approximated using a cubic uniform B-Spline curve for
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Fig. 10.2 Muscle fibre bundle digitization. a MicroscribeTM digitizer. b Cadaveric dissection of
masseter muscle with digitized fibre bundles (data points are blue, and points are connected by poly-
lines making up the fibre bundle). cDigitized fibre bundle of masseter as seen on Fibonacci software
used to capture muscle fibre bundle trajectory. Reprinted with permission from Musculoskeletal
and Peripheral Nerve Anatomy Laboratory, University of Toronto

smoothness and stored as a non-uniform rational basis spline (NURBS) curve
(Ravichandiran et al. 2009). EachNURBScurve (representation of a fibre bundle)
was reconstructed into a cylindrical tube for visualization purposes.

2. High resolution computed tomography (CT) scans of the skull and cervical spine
were used to volumetrically reconstruct the skeletal elements to act as the base
for the 3D models.

3. All of the muscle models were combined and registered to the CT-based skeletal
model using the digitized reference frames.

Using this process, a complete, 3D model of the muscles of facial expression and
mastication was generated.

10.3 Results

In total, 22 muscles were digitized and modelled. The number of fibre bundles digi-
tized ranged from 22 to 1265, depending on the size of the muscle (Table 10.1). The
smallest number of fibre bundles digitized was in risorius and the largest in masseter.

Thehigh-fidelity 3Dmodel enables visualization of the relationships of themuscu-
lotendinous elements of the muscles and their attachment sites to the underlying
skeleton, precisely as found in the specimen. The muscles of facial expression are
superficial to the more deeply located muscles of mastication (Figs. 10.3 and 10.4).
The muscles of facial expression, as seen in the 3D model, can be divided into five
main groups: (1)muscles of the orbit; (2)muscles of the nose; (3)muscles of the scalp
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Table 10.1 Number of
digitized fibre bundles in each
muscle modelled

Muscles of facial
expression

nFB Muscles of facial
expression

nFB

Frontalis 63 Depressor anguli
oris

122

Corrugator supercilii 43 Platysma 144

Procerus 35 Auricularis 56

Orbicularis oculi 119 Buccinator 262

Nasalis 45 Mentalis 144

LLSAN 72 Orbicularis Oris 263

Levator labii
superioris

124 – –

Levator anguli oris 71 Muscles of
mastication

–

Zygomaticus major 45 Masseter 1265

Zygomaticus minor 47 Temporalis 890

Risorius 22 Medial pterygoid 789

Depressor labii
inferioris

225 Lateral pterygoid 349

LLSAN, levator labii superioris alaeque nasi; nFB, number of fibre
bundles

and ear (auricle); (4) muscles of the mouth; and (5) platysma. Generally, the main
function of each muscle can be determined by the direction and spatial arrangement
of the fibre bundles. For example, the main muscle of the orbit, the orbicularis oculi,
has three main functions depending on the location of the part of the muscle that
contracts. The palpebral, orbital and lacrimal parts of the orbicularis oculi function
to gently close the eye, tightly close the eye and compress the lacrimal sac, respec-
tively (Fig. 10.5). Muscles of the nose will compress (nasalis) or dilate (levator labii
superioris alaeque nasi) the nostrils. The anterior muscles of the scalp, the frontalis,
elevate the eyebrows and wrinkles the skin of the forehead. Muscles that attach to
the upper lip (levator labii superioris) will raise it, while muscles that attach to the
lower lip (depressor labii inferioris) will depress the lip. Muscles that attach to the
angle of themouth superiorly (levator anguli oris) will contribute to smiling, whereas
muscles (depressor anguli oris) that attach inferiorly will contribute to frowning. The
orbicularis oris is a sphincter-like muscle that closes the mouth, whereas the trans-
versely orientated fibres of the buccinator, inserting into the angle of the mouth, are
antagonists that retract the angle of the mouth. The platysma is the most extensive of
the muscles of facial expression, spanning between the neck and the mandible, and
functions to tense the skin of the neck (e.g., when shaving).

More specifically, the comprehensive 3D model provides novel insights into the
asymmetry and complex interrelationships of the individual muscles of facial expres-
sion. When comparing the right and left pairs of the muscles of facial expression,
notable asymmetry existed in their size and shape. For example, the fibre bundles of
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Fig. 10.3 Anterior view of 3Dmodel of the individual muscles of facial expression andmastication
at the fibre bundle level. Reprinted with permission from Musculoskeletal and Peripheral Nerve
Anatomy Laboratory, University of Toronto

the platysma were visibly longer on the left than the right (Figs. 10.3 and 10.4). Also,
the fibre bundles of depressor anguli oris extended from the superior margin of the
orbicularis oris and coursed inferiorly as far as the inferior border of the mandible on
the right side. In comparison, the fibre bundles on the left sidewere shorter, extending
from the angle of the mouth to the inferior border of the mandible (Fig. 10.4).

Furthermore, most of the muscles of facial expression exhibited complex inter-
relationships of surrounding muscle bellies and interdigitation of fibre bundles. For
example, the fibre bundles of levator labii superioris lay deep to the oribularis oculi
and zygomaticus minor as they course inferiorly to their attachment to the connec-
tive tissue superficial to the superior part of the orbicularis oris on the left side.
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Fig. 10.4 Anterolateral views of 3Dmodel of the individual muscles of facial expression andmasti-
cation. a Right side. b Left side. Reprinted with permission from Musculoskeletal and Peripheral
Nerve Anatomy Laboratory, University of Toronto

On the right side, the fibre bundles were markedly shorter with a longer connective
tissue attachment (Fig. 10.4). Interdigitation of fibre bundles of the muscles of facial
expression was common. Some examples of fibre bundle interdigitation are listed
below:

• Peri-oral musculature at the angle of the mouth: the buccinator, levator anguli
oris, depressor anguli oris, risorius and zygomaticus major all interdigitated with
the orbicular oris (Fig. 10.6).

• Buccinator was found to have extensive interdigitations with the inferior part of
orbicularis oris (Fig. 10.6b). Whereas the superior part of orbicularis oris lay
superficial to buccinator.

• Inferior part of levator anguli oris interdigitated with depressor anguli oris to form
a continuous band of muscle at the angle of the mouth (Fig. 10.6d).
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Fig. 10.5 Anterior view of 3D model of the 3 parts of orbicularis oculi muscle. Reprinted with
permission fromMusculoskeletal and Peripheral Nerve Anatomy Laboratory, University of Toronto

10.4 Discussion

Currently, no complete datasets exist that contain digital representations of the 3D
internal musculoaponeurotic architecture of, and intermuscular relationships among,
the muscles of facial expression. Studies to date have been more general and limited
to numerical data about the average length and width of selected muscles (Balogh
et al. 1988; Happak et al. 1997). In contrast, the current 3D model generated from
digitized data could function as a digital atlas that provides 3D coordinate data of
the musculotendinous anatomy of the muscles of facial expression and mastication.
By digitizing fibre bundles from the same specimen, any architectural differences
that existed In situ were real differences and not due to interspecimen variation.
Furthermore, this model enabled quantification and visualization of the intricacies
of the 3D spatial relationships among muscles, tendons, and aponeuroses, including
the arrangement of fibre bundles within each muscle. These data possess great value
to improve the anatomical fidelity of biomechanical models, and subsequently simu-
lations, of facial gestures. Additionally, such data could prove useful for advancing
imaging and image processing techniques that are used to derive models.

The current data revealed important geometrical information regarding asym-
metry that exists between homologous muscles of the right and left sides of the
face. Using the 3D model, morphological comparison of the left and right muscles
of facial expression demonstrated marked asymmetry. The asymmetric features
included differences in fibre bundle length, attachment sites, and interdigitation
patterns between the right and left muscles. In the modelling literature, facial models
constructed from medical images sometimes assume muscular symmetry (Beldie
et al. 2010; Wu et al. 2014). This reduces the time required to construct models, as
segmented images from one side of the face are either used to create a half-facial
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Fig. 10.6 Serial images of lateral views of peri-oral musculature, from deep to superficial (a–f).
All images include temporalis (TM) and masseter (M) muscles. Reprinted with permission from
Musculoskeletal and Peripheral Nerve Anatomy Laboratory, University of Toronto

model or are duplicated and reflected to represent the other side in a full-facial model.
Accentuation of muscle asymmetries could occur due to use patterns, pathology,
injury or deformation of the underlying skeleton. Thus, creating 3D models that
assume symmetry of the muscles of facial expression would likely produce inaccu-
racies in the model’s predictive capabilities. The architectural asymmetry demon-
strated in the current 3D model provides a unique opportunity to further investigate
the functional impact of facial muscle asymmetry, and to potentially move toward
more realistic simulation.

As expected, interdigitatingfibres existed inmanyof themusclesmodelled.Due to
the 3D data collection, the current model contains the precise location, morphology,
interrelationships, and interdigitations of the muscles of facial expression, as In situ.
While previous studies have reported such crossing of fibres, the specific geometry
of the interdigitations remained undefined (Shim et al. 2008; Al-Hoqail and Abdel
Meguid 2009; Yu et al. 2013; Kim et al. 2015). As determined in studies of the brain
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and tongue, standard diffusion tensor imaging fails to reconstruct crossing fibres
(Wiegell et al. 2000; Ye et al. 2015; Voskuilen et al. 2019; Yang et al. 2019). Thus,
the current model indicates the need to implement multi-tensor diffusion models
when imaging the muscles of the face. As noted with the tongue, the fibre orienta-
tions and interdigitation greatly influence real and simulated tissue motion, particu-
larly in the absence of internal joints (Gomez et al. 2018). Like the tongue, much of
facial expression involves stiffening and movement of soft tissues. Including real-
istic architecture can also significantly alter muscle force predictions and resulting
geometries of contraction (Sánchez et al. 2014; Sánchez et al. 2017). Consequently,
accounting for interdigitation and heterogeneous fibre orientations are likely essential
for improving the realism of facial appearance in animations and simulations.

10.5 Conclusions

By generating 3D representations of the musculoaponeurotic geometry of the face,
we can move beyond the often idealized 2D depictions presented in anatomy texts;
representations that are commonly used for learning and/or interpreting clinical and
experimental findings. The current framework enables 3D structure and relation-
ships to be explored and quantified, rather than simply interpreted from collec-
tions of images. High fidelity computerized representations of the human anatomy,
as In situ, present the opportunity to develop advanced and interactive visualiza-
tion techniques (e.g., augmented/virtual reality). Researchers and clinicians require
resources to which image-based models can be compared, particularly when vali-
dating new techniques and/or understanding and handling the appearance of poten-
tial image artefacts. Advanced understanding of how musculoaponeurotic anatomy
attaches to, and interacts with, neighbouring hard and soft tissues is fundamental for
modellers looking to improve the realism of animations and simulations. The current
3D modelling process provides a common framework upon which these and other
advances can occur, in a unified way.
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Chapter 11
Collaborative VR Simulation for
Radiation Therapy Education

Haydn Bannister, Ben Selwyn-Smith, Craig Anslow , Brian Robinson ,
Paul Kane , and Aidan Leong

Abstract Cancer is the cause of over 16% of deaths globally. A common form
of cancer treatment is radiation therapy; however, students learning radiation ther-
apy have limited access to practical training opportunities due to the high demand
upon equipment. Simulation of radiation therapy can provide an effective training
solution without requiring expensive and in-demand equipment. We have devel-
oped LINACVR, a Virtual Reality radiation (VR) therapy simulation prototype that
provides an immersive training solution. We evaluated LINACVR with 15 radiation
therapy students and educators. The results indicated that LINACVRwould be effec-
tive in radiation therapy training andwasmore effective than existing simulators. The
implication of our design is that VR simulation could help to improve the education
process of learning about domain-specific health areas such as radiation therapy.
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11.1 Introduction

Cancer was responsible for an estimated 9.6 million deaths in 2018, accounting for
about 16% of all deaths globally (World Health Organization 2018), and it is esti-
mated that 40% of people will have cancer at some stage of their life (The Economist
2017). Radiation therapy is a common form of treatment and is in high demand. The
Royal College of Radiologists found that the average wait time from diagnosis of
cancer to the beginning of radiation treatment in the UK was 51 days, with some
waiting as long as 379 days (Faculty of Clinical Oncology 1998). Radiation therapy
requires highly trained operators; however, these operators have limited access to
practical training due to the cost of, and demand for, specialized equipment.

Medical Linear Particle Accelerator (LINAC) machines (Fig. 11.1) are used by
radiation therapists to deliver targeted radiation to tumors for the treatment of cancers.
For this procedure, a patient is positioned on a motorized platform called a treatment
couch, and once the patient is in place radiation is delivered from a part of themachine
called the gantry (Tello 2018). These two pieces of radiation equipment are important
for therapists to learn to position correctly.

Patients undergoing radiation therapy treatment often experience severe psychoso-
cial stress (Sehlen et al. 2003) and psychological distress (Sostaric andLilijana 2004).
Rainey (1985) found that radiation therapy patients who had undergone a patient edu-
cation programproviding themwithmore information about the upcoming procedure
experienced significantly less emotional distress from the procedure. They found that
85% of patients reported that they would like to learn more about radiation therapy.

Carlson (2014) discusses six reported errors during radiation therapy. Five errors
involved delivering radiation to the wrong area, and one used considerably higher
levels of radiation than the treatment plan listed. Events like these can put patients
at risk of serious harm. They found that an important way to minimize the risk of
incidents such as these is to have clear procedures that the therapists are thoroughly
trained in. Kaczur (2013) reported that the medical radiation accidents with most
severe consequences, such as severe burns or internal damage, were related to mis-
calibration of radiation therapy equipment. Similarly to Carlson, Kaczur found that
the cause of these accidents was usually poor radiation education and training.

Radiation therapy students must train extensively in the use of Medical LINAC
equipment. A LINAC machine can cost several million dollars (USD) to purchase
and up to a half million dollars in annual operational costs, with a lifespan of approx-
imately 10 years (Van Der Giessen et al. 2004). This makes it financially infeasible
for an educational facility to have a dedicated LINAC machine for students to train
with. It is vital, however, that students are able to train sufficiently before they interact
with real equipment or assist with the treatment of real patients. Students typically
gain their first experiences with LINAC machines during observational placements
within the hospital, and later through practical placements. Opportunities for inex-
perienced students to actually practice with real equipment are limited due to the
high demand for radiation therapy treatment. A training simulation in which inexpe-
rienced students can familiarize themselves with LINAC machine operation would
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enable them to go into the work force with a more comprehensive understanding of
the equipment and environment. This would allow them to gain practical experience
earlier. Additionally, a virtual simulation can allow students to experience, and to
train in dealing with, negative scenarios such as errors causing miscalibration and
misalignment (Beavis and Ward 2014). An effective simulation would also allow
experienced students to further develop their skills in a risk-free environment.

In order to increase the effectiveness and reduce the cost of radiation therapy
training, we have developed LINACVR which is able to simulate a LINAC machine
and environment in VR. The application involves two simulation scenarios. The first
simulation allows radiation therapists to learn and practice the operation of a LINAC
machine. The second simulation shows the experience of the radiation treatment
procedure from the perspective of a patient.

11.2 Background

Medical LINACs treat cancer by delivering targeted high-precision ionizing radiation
to the tumor. This is done across multiple regular treatment sessions which vary
depending on the cancer being treated, but is often between 10 and 40 sessions.
Figure 11.1a shows a labeled Vairan TrueBeam LINAC machine (Varian Medical
Systems 2021), the same model of machine that is common in radiation therapy
departments at hospitals. The machine being operated in Fig. 11.1b is also a Varian
TrueBeam.

The radiation is generated within either the stand or the gantry, and is directed
out of the emitting collimator head of the gantry and through the patient (Podgorsak
2005). The exact path and shape of the radiation can be finely tuned by the radiation
therapist based on a treatment plan specific to each patient. In Fig. 11.1a, the yel-
low diverging triangle coming out of the gantry head represents the radiation. The
isocenter is the intersection of the center of the radiation and the horizontal axis of
the gantry. This is where the center of the tumor must be in order for the radiation
to properly irradiate the cancerous cells. Indicators of the location of the tumor are

(a) An annotated image of a Varian TrueBeam
LINAC machine [34].

(b) Radiation therapy students positioning a
patient in a LINAC environment.

Fig. 11.1 Medical linear particle accelerator (LINAC) for radiation therapy
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(a) Educator exploring digital anatomy. (b) Students exploring a virtual LINAC.

Fig. 11.2 VERT simulation of radiation therapy (Beavis et al. 2009; Phillips et al. 2008; Vertual
Limited 2021; Ward et al. 2011)

marked with tattoos externally on the body of the patient. These tattoos are placed
based on a digitized plan created using a 3D scan of the patient, and are used by
the radiation therapists to triangulate the internal location of the tumor. The tattoos
are lined up with a laser grid projected onto the patient, allowing correct repeatable
positioning of a tumor in the isocenter. While radiation is being emitted, the gantry
rotates around the horizontal axis, passing through the space under the end of the
couch. Ensuring that the gantry does not collide with the couch is vital.

To position the patient so that the tumor is at the radiation isocenter, the treatment
couch can be moved. This is done with a couch movement controller, known as
the “pendant,” where the student on the right of Fig. 11.1b is using one. The couch
on a modern treatment couch is motorized and can move and rotate in almost all
directions, although some older designs support less of these. The couch is able to
both move and tilt up, down, left, and right. It can also rotate around a circular path
on the ground, labeled as “Couch Rotation Axis” in Fig. 11.1a.

In order to allow students to learn and practiceLINACoperationswithout access to
an actual machine they must initially be trained using simulation. VERT (Fig. 11.2)
is the only available training simulation for radiation therapy (Beavis et al. 2009;
Phillips et al. 2008; ?; Vertual Limited 2021; Ward et al. 2011). VERT involves
projecting imagery onto a large screen in front of a student to represent the 3D
LINAC environment, and a controller resembling those used for controlling a treat-
ment couch. To provide depth perception to the imagery, 3D glasses are worn. This
means that users cannot interact with the simulation as though they are present in
the treatment room. Due to this, students cannot practice manually positioning the
patient by hand, an important skill to learn. Instead they are limited to performing
alignment bymoving the treatment couch. VERTonly supports one user at a time, but
typically there are at least two radiation therapists working together. A simulation
that supports collaborative operation by multiple simultaneous users would allow
students to practice in a way that more closely resembles the actual environment,
and develop more relevant operational and communication skills. VERT can cost up
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to $1,000,000 (NZD) which makes it very expensive for teaching institutions. VERT
is not fully immersive so students may not be able to fully experience a realistic
environment, and may therefore have difficulty applying what they have learned to
a real-life treatment. A fully immersive low-cost VR simulation would give students
a more affordable and easier way to familiarize themselves with LINAC operation
in a way that is more directly applicable to the real world, which is what we propose
with LINACVR.

Kane (2017) conducted a review of the current state, effectiveness, and usage of
VERT.He found that VERT is the onlywidely used training solution, and is generally
considered effective compared to traditional non-interactive media. A primary limi-
tation is the inability to manually position a patient on the couch and is an important
skill to learn. Kane (2015) further explores the impact that VERT has had upon the
radiation therapy teaching program at Otago University and found that the integra-
tion of VERT as a training tool had difficulties but the simulation in the training of
radiation therapy had significant potential. Leong et al. (2018) studied the effects of
using VERT in the training of the planning of treatment, and found that it increased
the perceived conceptual understanding of the procedure for students.

Collaboration is important in radiation therapy and various studies have examined
this aspect in virtual environments. Cai et al. (2000) developed a multi-user appli-
cation to simulate the planning of radiation therapy. In their application, physicians
in remote locations were able to collaboratively perform a radiation treatment plan-
ning procedure. This allowed them to successfully collaboratively develop patient
treatment plans without requiring the actual physical equipment. While this appli-
cation intended to develop treatment plans for patients rather than to train therapists
for machine operation, this still demonstrates the advantage of collaborative simula-
tion when access to radiation equipment is limited. Churchill and Snowdon (1998)
examined a range of designs for collaboration in a virtual environment. The pri-
mary focus is the affordance of communication. Real-world collaboration involves
large amounts of both implicit and explicit communication. In order to achieve this,
a collaborative virtual environment should be designed in a way that allows many
channels of communication. Fraser et al. (2000) examined the differences between
collaboration in VR and the real world. One example is the limited field of view in
VR. Humans have a horizontal angle of vision of around 210◦ including peripheral
vision, whereas VR headsets are around 110◦. This can lead to confusion in commu-
nication in VR, as users will often think that another user can see something that is
in fact outside of their vision. They suggest visually indicating the field of view of
other users, in order to explicitly show users the limitations of the system.

Simulation training in healthcare has been widely adopted including the use of
VR. Cook et al. (2011) conducted a systematic review of 609 studies evaluating the
effectiveness of simulation for the education of health professionals. They found that
simulation training consistently provided participants with large positive effects in
terms of knowledge, skills, and behaviors, and moderate positive effects for patients.
Across this review, only four percent of the studies did not show any benefit. Man-
tovani et al. (2003) reviewed and discussed the current state and usefulness of VR
in the training of healthcare professionals. They found that VR provided significant
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benefits over traditional training and educationmethods such as print and filmmedia.
Many knee injuries can be treated through arthroscopic surgery; however, most train-
ing tools have issues due to cost, maintenance, or availability. Arthroscopy surgery
involves using tools and sensors inserted through small incisions, and so the tools
cannot be seen by the surgeon while they are using them. Hollands and Trowbridge
(1996) provided surgical training simulation for knee surgeries where they used 3D
representations of the geometry of a knee to allow surgeons to practice the operation
in VR. VR allowed these surgical tools to be made visible, so that the surgeon can
learn the correlation between manipulation of these tools and how the knee moves
internally. Davies et al. (2018) evaluated the effectiveness of using VR simulation
for clinical X-ray imaging with 17 healthcare students. The study found that most
students were both more confident with being present for the X-ray procedure, and
had a better understanding of where to stand during the procedure.

A recent state-of-the-art report is given by Schlachter et al. (2019) on visual com-
puting in radiation therapy planning. They concluded that it is not easy to introduce
new approaches in the clinic but with the exception of applications for training and
education. They also stated that radiation therapy is a patient-oriented process and
that visual computing and radiation therapy people need to collaborate more, espe-
cially in the interface between hospitals, universities, and companies.Ourwork builds
upon these areas by developing a novel VR system for radiation therapy education
using the latest VR headset technology.

11.3 LINACVR for Radiation Therapy Education

Simulation and VR simulation have shown to provide effective training benefits
and transferable skills in healthcare education. We present LINACVR which is the
first VR simulation radiation therapy treatment tool for both therapist training and
patient education (Fig. 11.3). LINACVR includes a multi-user simulation for both
patient education and for therapist training, and a portable headset version for the
patient-perspective simulation.

11.3.1 User Interface

Figure 11.3a shows a user with the VR headset and controllers interacting with the
patient and treatment couch. A 3D representation of a patient is constructed from
Digital Imaging and Communications in Medicine (DICOM) data files. The patient
model can bemanuallymoved by interactingwith it directly using theVRcontrollers.
The treatment couch can be moved using a series of slider bars within a virtual menu
panel (Fig. 11.3b). The patient model and individual organs can be made transparent
using similar slider bars in order to allow therapists to see the internal location of the
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(a) User with VR headset (HTCVive) and controllers viewing the gantry, couch, and patient model.

(b) The slider bar system for adjusting
treatment couch position.

(c) A remote user (VR controllers and headset) standing
next to the LINAC equipment and using a menu, as seen by
a local user.

Enter Name (optional)
Current Sessions

Host Online Session

Host Local Session

Join [name]'s Session

Linear Accelerator VR

Join [name]'s Session

(d) Networking user interface. Host Local
Session button is being selected (green).

(e) Networking user interface. Host Online
Session button is being selected (green).

Fig. 11.3 LINACVR for simulation of radiation therapy
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isocenter. A projected laser grid indicating the location of the isocenter can also be
activated.

When a user first loads the collaborative simulation and equips the headset, they
find themselves in the LINAC treatment room facing a user interface, giving them
the option to either host a session or join an existing one. Once an option is chosen,
the user is placed closer to the equipment and patient model and can now interact
with them. From here they can see other users who already joined or can wait for
others to join the session. The users can then perform the LINAC procedure, with
the actions of each also occurring in the simulations of the others.

Figure 11.3c shows a remote user (“Default User” represented by controllers and
headset) standing next to the LINAC equipment and using a menu as they appear to
a local user. Users joining this session will follow the same process as in the collabo-
rative simulation. Each user is visible to others through a set of models representing
the head, hands, body, and name of the user. The position of the head and the hands
is based on the position of the headset and controllers for that user, while the position
of the body and name is calculated based on the position and angle of the head. The
reason that the body position is extrapolated rather than tracked is that the VR sen-
sors can only detect specific tracking devices present in the headset and controllers.
The VR controllers are used to represent where the hands are located. The body is
a transparent capsule shape which represents the spatial area filled by a user than
an accurate location. The head is represented as a VR headset which is influenced
by a recommendation from Fraser et al. (2000), who suggest explicitly showing the
limits of field of view of other users in order to avoid miscommunication. The head
representation also reminds users that the other person is wearing the same headset
as they are, serving as a further reminder of the angle of vision. For example, by
looking at this headset, we can tell that the other user is looking at their menu, and
that the view of the other user is slightly outside of their field of view.

Figure 11.3d shows the network selectionmenu. From thismenu, users can choose
to host an online session, host a local network session, or join an existing session.
A session name can also be entered, which is important for differentiating between
sessions if there are multiple running. The session name is also displayed over the
head of a user, identifying them to others in a session. The buttons are gray by default
and turn green when currently selected.

Figure 11.3e shows the network user interface for the collaborative simulation.
In this example, there is one session currently being hosted, and this is shown in the
panel on the right. The patient-perspective user interface shares the same layout and
design, but uses slightly different text. The menu takes the form of a wall-sized set
of panels extending from slightly above the floor to slightly below the ceiling. It is
interacted with by the user via a laser pointer that extends from the end of one of the
controllers. When a button is pointed at, as Host Online Session is in Fig. 11.3e, it
is highlighted green. By pulling the trigger on the controller, the highlighted option
is selected. The reason for the large size of the menu comparative to the user is that
it aids the ease with which they can correctly point the laser at a button and pull the
trigger on the controller. After selecting the text box in the left panel containing the
placeholder text “Default User,” a user can then type on their keyboard the name
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Fig. 11.4 Left: Patient-perspective view. Right: Patient-perspective therapist view

they want for their label and session. This requires the user to temporarily remove
the headset, but could be implemented using a virtual keyboard in the future.

The patient-perspective simulation functions in the same way as the multi-user
except that the user hosting the session will find themselves placed on the treatment
couch in the perspective of a patient while the other user is the therapist. Figure
11.4 shows the views of the patient (left) and therapist (right) who is adjusting the
treatment couch using the movement controls and has turned on the laser grid for
patient alignment. This means that the user can get used to the room and environment
before being joined in the simulation by a therapist. This order is important, as the
therapist will generally need to be observing the patient in the real world as they
acclimatize to the simulation before they can join. This also means that the patient-
perspective simulation can be used by just one user. To ensure that the patient user
sees the simulation from the perspective of someone who is lying on the couch, the
translational movement of the headset is locked. This means that if the patient moves
within the physical space they will not move within the virtual space. Rotational
movement is allowed, and so the user can look around within the simulation as they
would be able to during the actual procedure. The controller models for the patient
user are hidden in the view but they can use them to control the movement of the
gantry. As the treatment procedure shown to the patient is performed by an actual
radiation therapist, they can tailor the experience to the exact treatment plan that
the patient will undergo. This gives the patient a much more accurate preparatory
experience, as the patient’s experience for different treatments can vary significantly.
The therapist user has been deployed to an HTC Vive while the patient user has been
deployed to an Occulus Go (wireless headset). This wireless VR headset allows
us to demonstrate the patient perspective to patients in isolation or in a distributed
environment where they can communicate with a radiation therapist at a different
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site. To further enhance the scenario, patients can lay on a physical table while the
therapist can physically walk around the environment.

11.3.2 Implementation and Architecture

The simulations were developed in Unity3D (Unity Technologies 2021c). A Unity
application is constructed from objects placed in a 3D space, with scripts containing
code attached to them. These scripts were written in C#. The multi-user applications
are exported as executable build files. The application uses SteamVR library (Valve
Corporation 2021) which acts as a bridge between the application and the HTCVive.
The portable patient-perspective simulation for the Oculus Go was also developed
with Unity3D, but uses a combination of Android Studio (2021) code libraries and
the Oculus Core Utilities Unity library.

As the users of LINACVRmay not necessarily be proficient with technology, it is
important that the multi-user simulation runs without anymanual network configura-
tion. The network design goal has been to make launching a multi-user simulation no
more difficult than launching a single-user version. For this reason, the client–server
architecture has been designed to not require a dedicated server. In many multi-user
programs, there is a dedicated server program, which is then connected to by all of
the users (the clients), using a separate client program. This server is then respon-
sible for all communication between the clients. The server, running as a separate
application, would receive input from the clients, process it, and then distribute the
current program state back to each client. The issue with this design is that setting up
a server creates another layer of tasks that a user must complete in order to start the
simulation. Addressing this, and reducing the amount of expertise required to run
a multi-user simulation, the server functionality is contained within the LINACVR
program rather than being a separate program. This network design is known vari-
ously as both “peer-to-peer hosted” and “listen server” architecture. It is worth noting
that in some strict peer-to-peer designs there is no server at all, and all clients share
the responsibilities of a server. This, however, can cause large issues and delayed
feedback when users are performing simultaneous actions, as each user must wait
for an update on the actions of all other users after every network refresh (Fiedler
2010). To avoid this, the chosen design uses some of the distributed processing of
the peer-to-peer design, with the authoritative server of most listen server designs.
As seen in Fig. 11.5, in this peer-hosted system design, the program of the host user
simultaneously and automatically acts as a server and a client. This means that there
is only one program version needed for any user, and this version is able to act as
both a host server and a local client, or just as a remote client. This design is easier
to run than a dedicated server, and unlike a full peer-to-peer system the number of
network connections per user is not exponential.

The network architecture has been developed using the Unity Multiplayer High-
Level API (HLAPI) (Unity Technologies 2021a). The core of this implementation
is a script called LinacNetworkManager, a class that extends the UnityEngine Net-
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Fig. 11.5 LINACVR
peer-hosted client/server
architecture, showing a host
computer running a local
client and a server, which is
connected to by two remote
client computers

Server Client 1

Client 2 Client 3

Host Computer

Connected via Internet

Remote  Computers

workManager class. Through this, LinacNetworkManager is able to interface with,
extend, and control the HLAPI functionalities. LinacNetworkManager manages the
stopping and starting of server hosting, the creation and connections of clients, and
the creation and joining of sessions. The setting up and maintenance of connections
between remote clients and the server have been implemented using the Unity Inter-
net Services platform (Unity Technologies 2021b). An important advantage of this
service, and a primary reason that it was chosen, is that users do not need to know or
enter the IP address of the other users that they are connecting to. This gives greater
convenience and accessibility to less technically experienced users, and drastically
reduces the time taken to set up the simulation. Unity Internet Services allows the
connection of up to 20 concurrent users across all sessions at any one time without
any hosting costs. Sessions hosted on a local network using the “Host Local Session”
option are not effected by this limit, and have the added advantage of considerably
lower latency due to not using an external match hosting service. The limit refers
not to the number of actual users but to the number of potential users at any time.
This means that if one online session containing only two users is running that has a
user capacity of 20 users, then no other sessions can be hosted. For this reason, the
network is currently configured to allow online sessions a maximum capacity of four
users. This limit was decided due to normal collaborative usage of LINAC equipment
involving low number of operators. If the use of this needs to change to require larger
sessions, for example, if an institution acquired many HTC Vive units and wishes
to use this simulation in a lecture-type format with many simultaneous users, this
limit can be easily raised using a “Max Connections” field in the Unity Editor which
interfaces with the LinacNetworkManager script. This LinacNetworkManager script
is the main interface between the system and the matchmaking functionality given
by the UnityEngine NetworkMatch class.
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11.4 Evaluation

To evaluate the effectiveness of LINACVR for simulation of radiation therapy edu-
cation we conducted a user study. The simulation is designed to be used by radiation
therapy students and radiation therapy educators, and so these people were the tar-
get participants for this study. The aim of the study was to evaluate the multi-user
and patient-perspective features and the simulation, in general, by addressing the
following questions:

• How easily do users learn how to operate the simulation, controls, and interface?
• How effective is manually positioning the patient?
• How effective are the couch controls for positioning the patient?
• How effective is the multi-user feature?
• How effective is the patient-perspective simulation?
• How effective would this simulation be in training to use LINAC machines?
• How does this simulation compare to existing LINAC simulation programs?
• In what ways could this simulation be improved in the future?

Participants were recruited from the Department of Radiation Therapy at the
University of Otago, Wellington. Any student was considered eligible for the study
if they had used, or experienced any computer simulations of LINAC machines.
Similarly, any educator was considered eligible if they have taught the use of LINAC
machines in any sort of educational capacity. The participants were recruited through
email mailing lists, and the researchers advertising the study in person during student
lectures at the university. Upon completion of the study, participants were awarded an
honorarium in the form of a $10 supermarket voucher. We recruited 15 participants,
11 of these being students and 4 being educators.

This studywas conducted in a clinical examination room at theVictoriaUniversity
of Wellington hospital campus which is right next to the Department of Radiation
Therapy. The edges of the room were set up within the headset as a border for
the SteamVR Chaperone system. This created a grid in the virtual space to prevent
participants from walking outside of the cleared space and colliding with real-world
objects. This was essential for when the experimenter was also in the virtual space,
as they cannot be watching the participant at all times.

The user study was conducted over 3 days. Each user study was a one-on-one
session between the participant and the experimenter, and lasted approximately 60
minutes. The study was a within-subjects study, where all participants were exposed
to all study conditions (Nielsen 1993). Participants were given an information sheet,
consent form to sign, and a pre-study questionnaire. Each participant was screened
for nausea via verbal questioning. Participants were then given some training time
with LINACVR where the features and control options were demonstrated. Partici-
pants then completed the study tasks for each of the scenarios: individual and then
collaboratively with the experimenter acting as another educator. Participants then
experienced the collaborative and the portable version of the patient perspective. The
study was then concluded with a post-study questionnaire and follow-up interview.



11 Collaborative VR Simulation for Radiation Therapy Education 211

During the study participants were regularly asked whether they are experiencing
any motion sickness.

The study tasks are as follows and repeated for both times the participant per-
formed the two scenarios:

1. Navigate to the equipment, either by teleporting or by walking.
2. Manually adjust the patient on the bed.
3. Turn on the laser grid to aid positioning.
4. Move the bed using the menu controls.
5. Line up, through preferred combination of manual adjustment and bed position-

ing, the isocenter with the indicators.
6. Use transparency controls.
7. Initiate radiation delivery.

Data collection took the formof two questionnaires and observation notes taken by
the experimenter during the session. The first questionnaire was a pre-study question-
naire in order to determine background factors such as experience with the various
technologies involved. The second was a post-study questionnaire about the partic-
ipant’s experiences with the simulations. The first 11 questions in this survey were
Likert scale questions, recording the participant’s perceived effectiveness through
ratings from 1 (Very Ineffective) to 5 (Very Effective). The remaining 4 questions
sought qualitative responses via free text answers.

11.5 Results

We now present the results from the user study from a quantitative and qualitative
perspective based on responses from the post-study questionnaire.

11.5.1 Quantitative Data

Figure 11.6 shows the ratings for each Likert scale question in the post-session
questionnaire for all participants. The color representation is green (Very Effective)
to red (Very Ineffective). From this data, we can see some interesting features. From
this, we can see that the median rating for every question was Effective, and that no
question received less than two-thirds of its ratings being positive. Some participants
gave generally higher or lower ratings than others. Comparing participants number
two and three we can see this trend, with two giving consistently higher ratings.
Reasons for these differences can often be explained in some form by the information
given in the pre-study questionnaire. In this specific case, participant two was a first-
year studentwith 6months practical experience and little exposure to virtual reality or
to VERT. Participant three, however, was an experienced radiation therapy educator
and specialist practitioner. This could indicate that those with higher experience with
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How effective did you find the controls on the remote for interacting with the system?

How effective did you find the menu for interacting with the simulation?

How effective was manually positioning the patient?

How effective was positioning the patient using the bed controls?

How effective were the transparency controls in showing the internal location of the
Isocenter?

How effective was the ability to work collaboratively with another user in achieving the goals
of the use case?

How effective was the display of the other user for working out where they were and what
they were doing?

How effectively did this program simulate working collaboratively with another person in real
life?

How effective was the patient perspective feature in giving an accurate demonstration of a 
patient’s experience?

How effective would this simulation be in training to use LINAC machines?

How effectively does this application simulate the real world LINAC environment?

Very Ineffective Ineffective Neither Effective nor Ineffective Effective Very Efective

Fig. 11.6 Likert scale results from post-study questionnaire, 11 questions

LINAC machines have higher expectations of functionality or realism due to their
increased experience with the real environment. This is corroborated by the fact
that participants six, seven, and ten were the other educators involved in this study,
with both six and ten giving relatively lower scores than most participants. However,
participant seven gave relatively high scores, however, so this relationship likely
bares further investigation. We now discuss the results from the four open-ended
questions.

11.5.2 Question 1: What differences did you notice between
this simulation and the real-world LINAC
environment?

The most frequent reported difference given was sound. Participants pointed out
that in real life the LINAC machines make a considerable amount of noise, mainly
when they are activated and emitting radiation. Many verbally noted that this was
particularly important for the patient-perspective simulations, as the noise made by
a LINAC machine was likely to be one of the most frightening aspects of treatment.
As both headsets support binaural audio, this could make a valuable and effective
addition to the project in the future.

No radiation sound.—PID 1
Lack of sound.—PID 3
Lack of sound made a difference as often LINACs can be relatively loud.—PID 4
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Sound the machine makes as it delivers RT.—PID 6
First thing to notice is sound—LINACs are noisy!—PID 10

An aspect commonly mentioned differences was the LINAC control pendant.
While the menu system and Vive controller have the same functionality as a pendant
controller, it seems that it is still very different to use.

Hand controls different to LINAC pendants.—PID 1
Controls of the LINAC are important, touch controls take some getting used to.—PID 3
LINAC controls are more easier to get mm movements for accuracy.—PID 8
Controllers feels very different.—PID 11

The positioning of the patient using bed controls received overall quite positive
ratings, indicating that this is not an issue based on difficulty of use in the simulation,
but rather of the quality and transferability of training with the actual controls.

Manual couch movements.—PID 7
We move the couch manually more often than using the pendants of the couch controls to
make the required adjustments.—PID 8
Scale of couch is similar, the machine feels smaller.—PID 10
Different way of using couch controls.—PID 13

Acommoncommentwas that in the realworld it ismuchmore difficult tomanually
position a patient. Seemingly due to how hands on it is to physically move a patient in
real life, operators are less likely to choose to do so instead of moving the treatment
couch compared to how likely they are in this simulation.

Much more hands on in the real world in terms of handling the patient.—PID 5
Equipment to position immobilise a patient.—PID 7
Unable to roll patient’s skin when positioning. Aside from the using the remote to adjust
couch position, RTs commonly use controls underneath the couch and on the floor next to
the couch. This component is missing from the VR simulation.—PID 9
It was easier to setup the patient with the VR simulation.—PID 12

A further difference that was mentioned by multiple people was the terminology
used to refer to planes of direction, where, in this simulation, the directions are
referred to as forward/backward and up/down, the equivalent terms used by therapists
would be superior/inferior and anterior/posterior. The directions of left and right
use the same words, but in the medical context the directions should be from the
perspective of the patient, not the operator as in this simulation. The directions are
also used in reference to the laser positioning lines. For example, a therapist might
say to their colleague: “Please move the patient superior from the horizontal laser,”
rather than “Please move the couch forwards.”

Different terminology forwards/backwards vs superior/inferior.—PID 13

Many participants reported that the motorized movement of the couch and gantry
is a lot slower in the real world, making it considerably easier to accurately position
a patient with higher precision. Apparently, some treatment couches have a manual,
non-motorized mode for large movements and then slow motorized controls for
precise positioning. One participant suggested having more gradual movements, but
a feature to speed movement up if required.
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Slower gantry.—PID 1
In the real world the bed moves slower, more momentum, e.g. with heavy patient.—PID 15

There were also many other small differences related to visual feedback such as
tattoo marks being crosses so that they can line up with the laser grid, tattoo marks
being on both sides of the patient, lasers being thinner in real life, viewing patient
organs, real room being darker, and a light field being emitted from the gantry head
for some treatments.

The lasers are only 1-2mm thick.—PID 2
We can view certain organs on the machine rather than imaging it.—PID 5
Darker room, X tattoo marks to align to.—PID 6
Markings on skin.—PID 7
Skin marks are important to visualize during patient positioning.—PID 13
Light field can be helpful for breast setups.—PID 14

As a tool for training purposes, some participants thought LINACVR could be
quite useful, helpful, and complementary to existing tools and techniques.

The detail of the machine were minimal, however it was beneficial for giving an overall
impression of a LINAC bunker and could be quite useful for training.—PID 4
LINACVR could be complementary to several current training programs.—PID 10
Some aspects of LINACVR could be helpful for training.—PID 14

11.5.3 Question 2: How did this application compare to any
other LINAC simulation programs you have used (e.g.,
VERT)?

It is worth noting that in the pre-study survey no participants reported having used
a LINAC simulation other than VERT in the past. Similarly, all answers to this
question compared LINACVR to VERT as the participants had no other simulation
experiences.

Comparisons to VERT were almost exclusively positive toward LINACVR.

Really great but I have not used VERT much before.—PID 2
LINACVR was a lot more user friendly than my experience with VERT.—PID 4
Fills many of the gaps in experience offered by VERT.—PiD 7
Would be way more useful than VERT in preparing students for the clinical environment.—
PID 13
So much better than VERT.—PID 14
Much more immersive + similar to real world application.—PID 15

A common comparison was that LINACVR gave a simulation that was more
interactive, tactile, and realistic.

Really liked the tactile component. I think more practice with it you could become more
proficient and able to make fine adjustments.—PID 6
Ability to interact with patients in LINACVR is fabulous.—PID 7
I like that LINACVR is more interactive and that you can do a lot more with it. I like
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that it provided an experience in the role of a radiation therapist whereas VERT is more
observational.—PID 8
LINACVR was more interactive and hands on which is an advantage.—PID 12

The interaction capabilities in LINACVR made for a more effective teaching and
collaborative experience. One participant also stated that the controllers were similar
in feel to LINAC pendants, contrary to the feedback of several other participants.

LINACVR is much more hands on application, allowing a more realistic and more useful
teaching experience.—PID 9
Nice to be able to have collaborativework thatmakes it a bit closer to an authentic experience.
The controllers were similar in feel to the LINAC pendants.—PID 10
LINACVR way more interactive and cool that you can do two users to work together at the
same time.—PID 13

Some aspects of LINACVR which are not present in VERT include the patient
perspective which were an advantage for educational aspects.

Wireless headset is a convenient option for introducing patients to the clinical environment.—
PID 3
LINACVRwould be beneficial for patient education to give an idea ofwhat aLINACmachine
actually looks like.—PID 4

The freedom to move around and to interact with patients were both also reported
as positive comparisons.

The ability to move through 3D space is a valuable feature compared to VERT.—PID 3
Similar to VERT but LINACVR gives us the freedom to move around and we feel like we
are in the clinic when we are not.—PID 5

Some participants mentioned there were disadvantages with LINACVR due to
the lack of a LINAC pendant remote for moving the bed.

VERT includes real LINAC pendants which is an important component for training.—PID
3
VERT has a pendant with a lot more buttons on the trigger (controller) than in the virtual
world.—PID 5
VERT uses real life LINAC equipment such as the pendant which makes the patient move-
ment more like the LINAC machine.—PID 11

Another disadvantage of LINACVR compared to VERT is that it does not support
different radiation treatment modes such as electron therapy, a type of radiation
therapy (but not very common) that targets cells near the skin rather than inside the
patient.

Would be good to add electron option like VERT has as electrons can be hard for students
to learn and not as common so heaps of practice would be great.—PID 14
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11.5.4 Question 3: Are there any improvements you think
could be made to this VR simulation?

There were some additional improvements participants suggested. Sound of the real
LINAC machine was a key important aspect that is needed to be included.

Put in sounds the LINACs make.—PID 1
For the patient perspective you could add sound as the sound of the LINAC and the room
alarms aren’t that pleasant.—PID 2
Include sound.—PID 3
The addition of sound a LINAC makes could be beneficial for patient education.—PID 4
Addition of sound if possible.—PID 6

One of these thatwas suggested by several participants is to have props in the back-
ground of the treatment room and more detail on the LINAC model and features in
order to make the environment more realistic, particularly for the patient-perspective
simulations.

Add in more details specific to LINACS e.g. light fields, collimators, laws. A simulation of
a CBCT scan.—PID 3
More in the surrounding environment to the treatment room so it more lifelike.—PID 6
Permanent representation of the isocentre.—PID 7

The pendant and controls could be improved so they resembled closer to what
the pendant is like in a real environment similar to what is available in the VERT
simulator that the participants are more familiar with.

The pendant couldmimic the real controller in the department when doing couchmovements
for a more representative idea of what it is like in the clinic.—PID 8
The controls on the remote were a bit too sensitive at times especially the up, down, left,
and right arrow buttons. I opened the wrong menu multiple times by accidentally tapping
the down arrow and the centre button. A more gradual/slower sliding tool when adjusting
the couch could be useful. Maybe double tap to speed things up. Add another controller at
the couch.—PID 9
The controls for scrolling through the menus seemed tricky.—PID 15

Some participants would have liked to have seen more data about the simulated
patient such as the complete model and avatars of other users.

Whole body for realism.—PID 3
Datasets that showed the whole patient anatomy rather than a torso to be more lifelike.—PID
6
Maybe a body of the person using the VR simulation.—PID 12

A suggested further improvement to the realism of the patient perspective is to
include the panels that fold out from the gantry on either side of the patient’s head.
This would help the patients prepare themselves for the experience, as the panels can
come quite close to the patients’ head for some treatments and can cause feelings of
claustrophobia.

Panels coming out for the patient mode as can come quite close to the patient.—PID 14
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Themulti-user and collaboration with patient features were particularly useful but
there was some feedback on how to improve these aspects and not all participants
were comfortable with that simulation scenario.

Maybe when the partner is working we could see what they are doing instead of their
hands/trigger/controller dissolving into the couch.—PID 5
It’s good to have the multi-user function. The next step in really effective VR for radiation
therapy is mannequins to provide feedback to the users. Currently it helps in teaching the
steps through which a team sets up a patient but the most variable part of the setup is the
patient.—PID 10
The use of another user was hard - being unfamiliar with the controls of this technology. Felt
with the other user a bit lost as I worked a lot slower not understanding the controls.—PID
11

Some participants would like to use LINACVR with treatment plans they have
designed in other tools and import them into LINACVR.

Making use of treatment plan data from DICOM files.—PID 7

Some participants would have liked more time with the tool, but if we were to
deploy LINACVR in an educational setting this would be possible. This could help
to alleviate some of the interaction usability issues with participants having more
time to learn the controller options.

More time to familiarise with the environment and controls.—PID 3

11.5.5 Question 4: Do you have any other feedback about the
simulation that you would like to give?

Most participants’ feedback, in general, was positive and encouraging about sup-
porting a VR radiation therapy simulator experience.

Was cool to use.—PID 1
Really advanced and hope to see it in clinical when I start working.—PID 5
Really impressive.—PID 6
Very impressed.—PID 7
Really enjoyed the experience.—PID 8
It was very effective, a good representation of a real life LINAC.—PID 12
Really cool!—PID 13
This is awesome. Well done!—PID 14

Several participants specifically mentioned that the patient perspective seemed
like it would be very beneficial for patient education and preparation. Another men-
tioned that while actual clinical experience is still more important for training that
LINACVR would be a good way to educate beginners and to introduce staff to new
concepts.

It would be very beneficial to nervous patients/children receiving treatment.—PID 1
I think the use of VR could be very helpful for patient education and easing anxiety of
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patients. Clinical experience will still be more valuable I think for education, however I can
see the value in VR use for educating beginners, or introducing new techniques for staff."—
PID 4
I like the idea of having it from the patient’s perspective and it being portable.—PID 6
I think it could be real beneficial for both staff and patients.—PID 8
It was very cool, would be a great learning and teaching tool!—PID 15

11.6 Discussion

For those who have never used VR before, it can be an exciting and novel experience.
In a user study involving VR, it is important to isolate the effects of this novelty upon
the results. For example, a user who had never used VR before may give positive
feedback because theVR paradigm is very effective compared to virtual systems they
have used before, not necessarily because the simulation being studied is effective.
Comparing mean rated effectiveness across all scale-based questions between those
who had experienced virtual reality before and those who had not gives us a mean
rating of 3.964 for no prior experience and of 4.005 for prior experience. This shows
that for this study the bias most likely did not have a significant effect on rating.

While this tool would in theory be used in an educational setting and so students
would initially be taught in the use of it by an expert, having the researcher present
and assisting may still have influenced the results. Due to the unconventional nature
of the VR control scheme and interface, users were not left to figure controls out
by themselves but were rather initially guided through them by the experimenter.
This may have had an impact on the participants’ impression of the usability and
learnability of the user interface.

The comparison by users of the single- and multi-user use cases may have been
impacted by several factors. The first is that counterbalancing was not used. Coun-
terbalancing should normally be used in a comparative VR user study to control the
effects of user learning and fatigue (Edward Swan et al. 2004). This was not included
in the design for this study as it was necessary for the experimenter to observe and
assist the participant learning how to use the system, which would not have been
possible with the experimenter also using the simulation for the multi-user scenario.
Likewise, the fact that the other user that participants worked collaboratively with in
the multi-user use case was the experimenter who could also have impacted results.
Ideally, this would have been another radiation therapy student or educator.

Additionally, the small participant sample size may not have been representative
of the radiation therapy education industry as a whole. In particular, while most
students were in their first or second year of training, the third-year students were
all on practical placements during this study and so only one of them participated,
meaning that results may not be representative of all experience levels within an
educational institute. All participants were from the same institution which may also
mean that results from this study may not be applicable to other institutions.
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Overall, the results of the study indicate that LINACVR provides an effective
training solution. 11 out of the 15 participants responded that this solution would be
either effective or very effective for the training of radiation therapy. For the remain-
ing four, only one considered it ineffective. A similar majority also considered the
collaboration and patient-perspective features effective or very effective. It was found
that the simulations developed have distinct advantages over the existing alternative
VERT system which includes interactivity, immersion, and collaboration features.
The study also produced a set of useful potential future improvements to realism and
effectiveness that could be implemented in the future.

11.7 Conclusions

Cancer is one of the leading global causes of death and requires treatment by highly
trained medical professionals, some of whom currently have limited access to effec-
tive training tools. To provide better access to this training, our goal was to provide
the experience of radiation therapy using a Linear Accelerator (LINAC) Machine
from the perspective of both the radiation therapist and the patient through the use of
VR simulation. The therapist perspective would provide effective low-cost training
to radiation therapy students. The patient perspective would give patients thorough
education and preparation, reducing the psychological stress of treatment.

LINACVR is the first collaborative VR tool which represents a radiation ther-
apy environment without needing to use actual LINAC equipment. LINACVR pro-
vides an effective and immersive simulation of radiation therapy treatment for both
therapist training and patient education. The inclusion of multi-user functionality
increases realism, accuracy, and therefore training effectiveness for students. The
multi-user functionality allows customized treatment experiences for patient educa-
tion, increasing patient preparation effectiveness. LINACVR features a completely
portable version of the patient perspective.

We conducted a user study of LINACVR to evaluate the usability and effectiveness
of both the patient-perspective and training simulations. We found that the patient-
perspective simulation gave an effective representation of the patient experience
whichwould be beneficial for patient education.We found that the training simulation
was easy to learn, very effective compared to the existing alternative (e.g.,VERT), and
effective in the trainingof radiation therapy.ThemaindisadvantageofLINACVRwas
the lack of a real-life physical treatment couch remote control. The development and
integration of this pendant hardware would be a valuable addition, and would further
increase the applicability of the simulation training to the real-world procedure.
There was a significant difference between the virtual simulation and the real world
in manually positioning the body of a patient. Future work would be to explore a
mixed reality solution using a combination of a physical mannequin and table but
a virtual LINAC machine as this would allow for an even greater level of training
accuracy and realism.
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Chapter 12
Multi-Touch Surfaces and
Patient-Specific Data

Anders Ynnerman , Patric Ljung , Anders Persson , Claes Lundström ,
and Daniel Jönsson

Abstract While the usefulness of 3D visualizations has been shown for a range
of clinical applications such as treatment planning it still had difficulties in being
adopted in widespread clinical practice. This chapter describes how multi-touch sur-
faces with patient-specific data have contributed to breaking this barrier, paving the
way for adoption into clinical practice and, at the same time, also found widespread
use in educational settings and in communication of science to the general public.
The key element identified for this adoption is the string of steps found in the full
imaging chain, which will be described as an introduction to the topic in this chapter.
Emphasis in the chapter is, however, visualization aspects, e.g., intuitive interaction
with patient-specific data captured with the latest high speed and high-quality imag-
ing modalities. A necessary starting point for this discussion is the foundations of
and state-of-the-art in volumetric rendering, which form the basis for the underlying
theory part of the chapter. The chapter presents two use cases. One case is focusing
on the use of multi-touch in medical education and the other is focusing on the use
of touch surfaces at public venues, such as science centers and museums.

12.1 Motivation and Background

The rapid development of modalities for medical imaging opens up possibilities
for introduction of new workflows in medical research and practice. Making use of
digital representations of digital anatomy, and use of patient-specific data creates new
opportunities, but is also demanding as the uniqueness of the data requires high level
of detail and freedom in interaction to enable exploration of features of interest. Thus,
the availability of data is only the first step towards uptake and widespread use of
patient-specific digital representations. This chapter presents how use of multi-touch
surfaces is one of these enabling components and how it is placed in the underpinning
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Fig. 12.1 The use of multi-touch surfaces has opened up for widespread use of patient-specific and
interactive medical visualization in the medical workflow, and in particular uptake in educational
settings, such as teaching of medical students, has been rapid. Image copyright Sectra AB, reprinted
with permission

chain of advancement of technology and methodology. The starting point is found
in the advances and technology trends that have made this possible:

• Rapid development of medical imaging modalities such as computer tomography
(CT), see Sect. 12.2, leading to availability of high-quality patient-specific data at
unprecedented levels and amounts.

• General availability of graphics processing units (GPUs) with capability, in terms
of processing power and memory sizes, of supporting direct volume rendering
(DVR).

• Development of methods for high-quality volumetric rendering and illumination
at speeds supporting high-fidelity interaction, see Sect. 12.3.

• Availability of multi-touch technology on a variety of screen formats and interac-
tion design approaches enabling intuitive interaction with complex 3D environ-
ments.

The chapter will describe each of these trends in some detail.Wewill start by describ-
ing the use of the technology in medical applications and also in science communi-
cation and education. We then provide a description of the imaging chain from data
capture to rendering and touch interaction with a focus on state-of-the-art practise.
Our ambition is to provide as much information as possible in the context of appli-
cations and we thus give detailed information on the use of medical visualization
tables in the context of the chosen scenarios.
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12.1.1 Medical Application Scenarios

3D visualization of medical data has been pursued almost as long as the capacity for
volumetric data acquisition has been available (Herman and Liu 1979). The main
producer of volumetric data in medicine is of course the radiology department. The
dominating visualization of 3D data that radiologists use is, however, not volume
rendering but 2D slice views (Lundström 2007; Preim and Bartz 2007). Since 2D
slices are considered necessary to convey the full diagnostic details, radiologists
commonly find that 3D visualizations do not add substantial value. While there are
of course exceptions where the overview provided by volume rendering is essential,
such as vessel visualizations, radiologists mostly rely on the mental 3D models they
construct from browsing slices. In contrast, other physicians have a mindset centered
on the physical meeting with the patient, such as during surgery, which makes 3D
visualizations the natural information carrier for radiology data.

The context of this chapter is touch interaction. We can begin by concluding
that this is, in view of the analysis above, less relevant for the image specialists
in Radiology. The rich and advanced toolbox radiologists require fits better in a
traditional workstation with primarily mouse-based input. For other physicians and
medical students, however, the critical factor for adopting advanced visualization is
ease of use. The advent of touch interfaces thus removed an important barrier for
adoption, and also induced a user experience redesign for 3D visualization suitable
for wider audiences.

Outside of the daily diagnostic workflow in Radiology, there are several scenar-
ios where exploration of patient data through multi-touch surfaces can be effective
and valuable. In clinical care, the main need resides with the physicians having
referred the patient for a radiological examination, in particular surgeons (Volonte
et al. 2016). One such well-documented use case is found in planning of orthopedic
surgery (Lundström et al. 2011), for which an evaluation clearly showed the posi-
tive implications of touch table-based visualization. In surgery workflows, an early
activity is often a multi-disciplinary team meeting (MDT). At the MDT an initial
assessment of injuries and treatment options is made during an image-centered ses-
sion with a radiologist and one or more surgeons. The collaborative opportunities
of a large touch interface can be very beneficial during such a session (Isenberg et
al. 2012). A second stage in the surgeons’ workflows, during which visualization
can play a central role, is the pre-operative planning, where strategies for quick and
effective surgery are formed. Depending on the sub-specialty, the planning can be
more or less image-guided. Touch interaction is particularly relevant when several
colleagues discuss, and this is also true for post-operative follow-up. Intra-operative
use of touch interaction to dynamically produce informative visualizations is attrac-
tive due to ease of use, but typically the demands on sterile equipment pose practical
challenges.

Outside clinical care, a very important application area for multi-touch technol-
ogy is medical education (Darras et al. 2018; Baratz et al. 2019; Preim and Saalfeld
2018). In anatomy teaching, virtual dissections provide additional and complemen-
tary opportunities compared to the traditional dissection of human cadavers. Multi-
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touch technology has low needs of application training, and interaction similarity
across devices from large table-tops to tablets improves ease of use. Training on data
from several clinical patients instead of a single cadaver or generic anatomical model
inherently provides the students with the insight that the notion of normality spans
many indiviual variations. Furthermore, cadavers are an expensive resource that is
not always available, and they cannot be reused.

In the case of postmortem imaging (PMI), cadavers are the source of the imag-
ing data. The autopsy is a long-standing cornerstone for quality improvement in
healthcare, and PMI has been shown to be a valuable complement to the physical
procedure (Burton and Underwood 2007; Lundström 2012). PMI is also a key com-
ponent in forensic investigations, and a multi-touch 3D visualization application has
been specifically tailored for this application (Ljung et al. 2006), see Fig. 12.1. In
contrast to the regular radiology workflow touch technology is an excellent fit for use
by the forensic pathologist before or during the autopsy, and in collaborative settings
with the radiologist, and is a useful complement as it currently cannot fully replace
the autopsy. In Fig. 12.2 a use case showing potential impact of touch technology in
the forensic workflow is shown.

12.1.2 Science Communication Scenarios

The last decades of rapidly increasing digitization of artefacts and subjects (Wayne
2013) and touch device technology have paved the way for interactive exploration-
based communication of science at museums and science centers (Ynnerman et al.

Fig. 12.2 Postmortem forensic imaging. During an autopsy it is normally difficult to map gas
distribution in the body. After examination with computed tomography, gas distribution can be
visualized in all directions with the help of the visualization table. Important information can be
obtained about the direction of a possible gas-filled injury channel prior to forensic autopsy. Image
courtesy of CMIV, Linköping University
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2016). The primary aims of this type of science communication can be divided into
three parts. First, communicating the scientific knowledge and advances related to
the displayed artefact. Second, communicating the scientific advances in technology
andmethods enabling interactive exploration of the underlying data. Third, education
for learning natural science. These three aims are all included in the following three
science communication scenarios.

A visit to a museum or science center is perhaps one of the most common science
communication scenarios for interactive touch surfaces. Here, typically only a few
people interact with an installation at any given time and interactive multi-touch sur-
faces displaying scanned artefacts effectively allow the visitors to become explorers
themselves. In addition, the multi-touch surface can promote communication among
a group of visitors since gathering around the installation to discuss and interact
both verbally and physically at the same time (Ynnerman et al. 2015) is a natural
behavioral pattern. Visitors to museums and science centers typically only spend a
short amount of time at each installation. Therefore, it is essential that the installa-
tion has an intriguing design, to first attract the visitor and once attracted, is easy to
understand and interact with. The overarching goal for museums and science centers
is the learning outcomes of a visit. An indirect measure of this is the visitor dwell
time, i.e. the time spent in a gallery. Naturally, if an installation is engaging and
builds on user-driven exploration, it can also increase the dwell time and the learning
experience. In Sect. 12.4.2, we present such engaging and exploratory aspects that
have led to the success of multi-touch surfaces in museums and science centers. This
scenario, with short sessions and few people engaging at the same time, is mainly
addressing the first two aims, i.e., communication of the application content and the
technology behind it. In Fig. 12.3 we show a volumetric rendering on a touch table of
a mummy at the British Museum. The work behind the image is described in detail
in Ynnerman et al. (2016).

Facilitated presentations is another type of science communication scenario,
involving an audience, a presenter/facilitator and possibly a controller/pilot who
steers the experience while the presenter communicates (Sundén et al. 2014). For
smaller groups, it is commonly included in a guided tour wheremore in-depth knowl-
edge is communicated by a facilitator. For larger groups, a large display, which mir-
rors the image on the touch display, is commonly used to augment the multi-touch
surface interaction. In this case, it is important that the audience can see both dis-
plays since the physical interaction with the touch surface provides cues that help
the audience to appreciate the connection between interaction and visual represen-
tation. These types of presentations can include more advanced features that are not
available to the visitor otherwise, due to the prior usage experience of the presenter
and/or controller. Depending on the presenter and topic, focus can be put on the
technology, the content, or educational aspects. Therefore, this scenario spans all of
the three science communication aims.

While educational aspects are inherent to a visit at a museum or science center
and guided tours, they can be enhanced through a more produced and facilitated
experience. The experience can for example involve the combination of a lecture on
the human bodywith interactive exploration of its anatomy. By integrating interactive
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Fig. 12.3 An interactivemulti-touch table installation at the BritishMuseum showing the 5500year
old Gebelein mummy. Visitors can perform a virtual autopsy of the mummy and find the cause of
death. Data is courtesy of the British Museum

teaching elements, such as placing human organs at their corresponding location,
more of the educational aspects can be taught using multi-touch surfaces. It is our
experience that using multi-touch surfaces for natural science communication has
great potential in reaching and engaging also a younger audience.While this scenario
has yet not receivedmuch research attention it is an area emerging in studies of visual
learning and communication as well as in interaction research. The above-described
scenarios all require the content to be specific to the theme of the exhibition or the
topic being taught during education providing specific examples. Thus, this patient-
specific aspect is essential also to the science communication scenarios.

12.2 Data Acquisition

Computer tomography (CT) is one of the critical imaging modalities available today
and is a driving force in patient diagnosis and management. CT has been shown
to improve the ability to detect disease in numerous studies, determine its etiology,
and guide management. CT can also be used for the collection of data from a range
of non-human objects. A CT scan makes use of computer-processed combinations
of many X-ray measurements taken from different angles to produce cross-sectional
images of specific areas of a scanned object, allowing the user to see inside the object
without cutting.

The latest development enables extremely fast volume scans that can generate two-
dimensional images in all possible orientations, as well as three-dimensional volume
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reconstructions. New CT technology also enables functional imaging of the body.
Today CT technology allows significant reduction of radiation dose and increased
tissue differentiation through the use of two simultaneous X-ray energies, the so-
called “dual-energy technology”. As before, each examination must be clinically
motivated and the radiation dose as low as possible while maintaining image quality
to be able to answer the clinical question.

In CT-scanning image quality depends mainly on two factors: CT technique
(scan protocol, image reconstruction methods from raw data) and data visualization
technique (image post processing). It is of crucial importance that data collection
is adapted to the type of object being scanned. Modern CT modalities allow for
customization of a large number of scan parameters such as temporal resolution
(1–0.25 sec), spatial resolution (0.24–1.0mm), radiation energy—(70–150 kV), the
amount of radiation (mAs) and number of energies used (Single or Dual-energy),
etc.

To obtain satisfactory 3D images from computed tomography (CT) several other
key parameters need to be optimized depending on the examined object and which
issue or problem that is in focus. It is important to understand the principles of CT to
appreciate the new capabilities it affords and also to be aware of its limitations. One of
the keys to high-quality 3D imaging is the use of data sets that have been reconstructed
at close inter-slice spacing to obtain isotropic volume elements (voxels). It is also
important to attain maximum difference in gray-scale value attenuation between the
structure of interest and the surrounding tissue.

Computed tomography is rapidly evolving and will be further enhanced with
photon-counting detectors that deliver high-resolution images with multispectral
information at very low radiation doses. Typical CT scanners use energy integrating
detectors (EID); the X-rays are converted into visible light in a scintillator layer and
emitted light converted into electric signal pulses. This technique is susceptible to
noise and other factors which can affect the image quality. Photon-counting detec-
tors (PCDs) are able to convert X-rays directly into electric signal pulses. PCDs are
still affected by noise but it does not change the measured counts of photons. PCDs
have several potential advantages, including improving signal (and contrast) to noise
ratios, reducing doses, improving spatial resolution spatial resolution (0.1–0.2mm),
and through use of several energies, distinguishing multiple contrast agents. PCDs
have only recently become feasible in CT scanners due to improvements in detec-
tor technologies which can handle the volume and rate of data required (Yu et al.
2016). This promising new technology poses challenges to the user as the amount of
generated high-resolution and multivariate image data will increase dramatically.

12.3 Rendering Volumetric Data

The process of computing visual representations of volumetric data is referred to as
volume rendering, or more generally, rendering with participating media. Realistic
rendering of volumetric phenomena, using physically based principles, is extremely
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computationally demanding, every interaction between light and media recursively
generates additional light-media interactions, making it of exponential complexity.
See Fig. 12.4 for an illustration of the three major interaction events: absorption,
emission, and scattering. To make volume rendering feasible and support interac-
tivity in data exploration, on reasonably powerful GPUs, several simplifications are
necessary. In essence, it is necessary to reduce the exponential complexity into a
linear scheme with respect to the volume size and rendering viewport size. More
demanding operations also need to be amortized over multiple frames. Traditional
raycasting approaches to volume rendering ignore the multiple scattering events and
often employs a surface-based shading method at each sample point. In raycasting,
rays are cast from the viewer into the volumetric data and throughout the ray traversal
typically only absorption and a single scattering event per volume sample is afforded.
In the following subsectionswewill briefly describe the raycastingmethod and recent
techniques to enhance lighting and shadowing along with the principles of translat-
ing volumetric data into appearance parameters, basically colors and transparencies,
referred to as Transfer Functions (TFs).

12.3.1 Volume Raycasting

Light can be simulated as particles traveling along a ray through a medium. These
particles can be absorbed (transformed into heat), reflected into another direction,
emitted (transformed from heat), or travel unobstructed through the medium, as
illustrated in Fig. 12.4. The simplified physical process of emission and absorption,
simulating the amount of light starting at position x0 and going in the direction
towards the camera, �ω = ‖xc − x0‖, is given by Max (1995):

L(xc, �ω) = T (x0, xc) L0(x0, �ω)
︸ ︷︷ ︸

background

+
∫ D

0
T (xc, x)
︸ ︷︷ ︸

attenuation

σa(x)Le(x, �ω)
︸ ︷︷ ︸

scattering+emission

ds, (12.1)

where the first term describes the attenuation of the initial light and the second
term describes the amount of light Le(x, �ω) emitted and absorbed along the ray.
D = ‖xc − x0‖ is the length of the ray and x = x0 + s �ω, s ∈ [0, D], is the posi-
tion along the ray. The amount of light absorbed at a position is described by the

Absorption Emission Scattering

Fig. 12.4 Illustration of three different types of light-media interactions occurring during light
transport in volumetric data. Image courtesy of Jönsson (2016)
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absorption coefficient σa(x). The absorption and scattering coefficients at a given
position provides the extinction coefficient σt , which in turn can be used to compute
the attenuation between two points x1 and x2:

T (x1, x2) = e− ∫ ‖x2−x1‖
0 σt (x1+s �ω)ds . (12.2)

Solving the two equations above is computationally expensive and there have been
several works trying to do so efficiently without introducing artifacts or limiting the
number, type or location of light sources (Hernell et al. 2010; Ropinski et al. 2008;
Hernell et al. 2008;Díaz et al. 2010;Kronander et al. 2012).Whilemore computation-
ally expensive, more accurately simulated advanced effects such as light scattering
can be achieved (Jönsson et al. 2012; Jönsson and Ynnerman 2017), see Fig. 12.5.
For a full survey on illumination techniques for interactive volume rendering we
refer to Jönsson et al. (2014).

While techniques exist to capture all significant light interaction in a scene, such
as Monte Carlo Path Tracing Lafortune (1995), that can be adopted for volume ren-
dering, like the Exposure Renderer by Kroes et al. (2012); these techniques typically
require hundreds of samples per pixel, to reduce the noise from stochastic sampling
of ray paths and yield high-quality images, and are thus currently not supporting
interactivity. Near interactive performance can be achieved using multiple GPUs, or
generating lower quality previews, and accumulate the results over multiple frames
for a final high-quality image, as demonstrated by Siemens’ Cinematic VRT feature
(Paladini et al. 2015; Comaniciu et al. 2016), see Fig. 12.6.

(a) Without multiple scattering. (b) With multiple scattering.

Fig. 12.5 Example of high-quality illumination using methods for interactive photon mapping
(Jönsson et al. 2012), to account for multiple scattering of light in volume raycasting of a CT-scan
of a human head, as seen from its back. Data is courtesy of CMIV, Linköping University
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Fig. 12.6 Image from Siemens’ Cinematic VRT feature in Syngo via that uses a Monte Carlo Path
Tracing approach. Rendering and dataset courtesy of Anders Persson, CMIV

12.3.2 Transfer Function

In the context of volume rendering, a transfer function (TF) serves two purposes: to
classify samples of the volume into materials or tissues, or in more generic terms,
features; and second to map those features into visual appearances, at least a color
and optical density (opacity). An illustration of these two aspects of the TF is shown
in Fig. 12.7. In most cases the classification of features in the data is associated with
a probability, or likelihood, of being a specific feature of interest. Often there are
many possible interpretations of which feature is represented by the sampled data
in the volume. This is clearly exhibited in CT data where many soft tissue organs
have overlapping regions in the Hounsfield scalar domain. In one of the earliest
publications on volume rendering by Drebin et al. (1988) the TF is defined as a
dual operation of material presence and material appearance. Nevertheless, in much
of the literature and practical implementations of volume rendering both of these

Object of Study Sampled
Attribute Data

Knowledge of 
Materials and 

Properties

Derived
Attribute Data

Material 

Visual Design

Visual Mapping Rendering

Traditional TF

Fig. 12.7 The context of the traditional TF in volume rendering. For visualization tasks having the
support for interactive updates to image generation and updates to the TF are essential
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Intensity

Opacity

Fig. 12.8 A standard user interface for 1D TF settings. Color and opacity are assigned to data
ranges using piecewise linear TF widgets. The background represents the histogram of binned
scalar attribute data

operators are combined into a simple lookup table where probabilities and opacities
are inseparable, as can be seen illustrated in Fig. 12.8.

We find in the literature that explicitly and separately consider material probabili-
ties and the visual appearance mapping to be superior over the simplified inseparable
approach, see, for instance, (Kniss et al. 2005; Lundström et al. 2007). In many prac-
tical applications adjusting the TF settings for each object of study is time-consuming
and a complex task that most professional users do not have the time and experi-
ence to deal with. Development of automated methods that would apply templates
of TF settings is still an active research topic and severely challenged by the fact that
much data, outside of CT data, have inconsistent value domains. For example, MRI
volumes and confocal microscopy images expose gradients and variations of the
data throughout the volume domain that makes such automation highly problematic.
In recent years attempts have been made to utilize Machine Learning techniques to
assist with the classification of features in the data (Soundararajan and Schultz 2015).
A comprehensive overview of the state-of-the-art of TFs in direct volume rendering
is provided in Ljung et al. (2016).

12.4 Touch Interaction with Patient-Specific Volumetric
Data

The applied interaction techniques for volumetric data need to be adapted depending
on the target usage scenario. In this section we present two specific scenarios, med-
ical education, and science communication. While these two scenarios are of quite
different nature, they both need similar approaches when it comes to interaction,
and there are indeed experiences, in terms of usability and user experiences, that
can cross-fertilize between the two. Most notably, they both benefit from the collab-
orative social context arising from the ability to gather around a large multi-touch
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surface, resembling a tabletop with objects of interest displayed. Since the partici-
pants all have different positions and orientation around the table, the effective use
of stereoscopic projection and viewing is restricted. It could be beneficial for a single
user but, the best results would require head tracking due to the short view distance.
An informative overview of the use of large-scale displays and touch technology for
scientific visualization is provided by Isenberg (2016), and the state-of-the-art report
by Besançon et al. provides a comprehensive overview of interaction schemes for
data visualization. The multi-touch functionality provides means for directly inter-
actingwith the data, introducing the sense of touching the object. However, the ability
to interact with many degrees of freedom can result in a steep learning curve and
there is, therefore, a need for simplified, and restricted, interaction schemes, which
is further discussed and analyzed below in the context of use cases. We first present
the case of using multi-touch surfaces for medical education followed by science
communication.

12.4.1 Case: Visualization Table for Medical Education

Themedical education domain has seen a particularly wide adoption of touch-guided
3D visualizations. In this section we describe solution design and usage experiences
in this application area. Two widespread commercial products centered around vol-
ume visualization for medical education are the tables from Sectra (Ynnerman et al.
2015; Martín et al. 2018), both seen in Fig. 12.9. To aid in the creation of a sense
of realism, akin to having an actual patient or cadaver on a table, a large screen is
instrumental. This is embraced by both products, offering 86-inch screens in their
largest respective version. There are also versions where a screen is mounted on a
stand tiltable between horizontal and vertical positions.

As an exemplar case of solution design,wewill next focus on the conclusions from
the design effort preceding the Sectra table, which we here refer to as the medical
visualization table (MVT).

The design process for the MVT consisted of recurring feedback sessions with
targeted end users in the form of interviews and prototype interaction at public exhi-
bitions. In their final form, the following list of design requirements was established
(Lundström et al. 2011).

R1 The learning threshold for basic interaction should be close to none.
R2 Advanced interaction should be available without disturbing the ease of use of

the basic interaction.
R3 The system should be alluring such that novice users are inspired to start inter-

acting.
R4 The users should experience similarity with real-world situations in patient care.
R5 The interaction should be highly responsive and robust.
R6 The interaction should be equally intuitive for all positions around the table.
R7 Swift but distinct changes of which person who is currently interacting should

be supported.
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(a) The Sectra table for patient-specific
medical visualization used in medical
training. Image copyright Sectra AB,
reprinted with permission.

(b) The Anatomage Virtual Dissection Ta-
ble for education in medical imaging. Im-
age copyright Custer et al. [40], Creative
Commons Attribution License.

Fig. 12.9 Examples of two widespread commercial medical visualization products utilizing touch
interaction for medical education

R8 The system should work in versatile environments without recurring mainte-
nance efforts.

One of the key principles is that when in data exploration mode, the GUI is highly
dominated by the visualization itself. This conveys simplicity to the novice user, and
an alluring focus on the content at hand. For both effects, the touch control is a key
component, and also for the ability to use the table from any position in a group
setting. The basic volume navigation is operated through simple gestures in a six
degree-of-freedom design. Apart from standard two-touch pinching for rotate-scale-
translate movements, rotation around x- and y-axes is achieved by a single-touch
movement.

A selected set of additional actions is reached through alternator objects. Since
they are movable, obscuration is not a problem, and usable from any position around
the screen.One alternator activates a transfer function (TF) preset gallery, and another
enables TF adjustment. Clipping is controlled through the third alternator, in combi-
nation with a one-touch scribble to define the extent, a (rough) line for a clip plane,
or a (rough) circle for a sphere.

The MVT functionality set has evolved to enrich the support for pedagogical use
(Ynnerman et al. 2018). Central information carriers are the labels, see Fig. 12.10,
through which educators can enrich the image data. A spatial point of the anatomy
is connected by an arrow to a text label, also having a 3D position. The more the
arrow is perpendicular to the screen plane when rotating, the more of the text is faded
to mark its reduced relevance in that projection. There is also functionality where
labels can be fully or partially hidden for quiz purposes. Case creation, including TF
presets, labeling, and case descriptions, is a crucial component in supporting MVT
use. Another central usefulness aspect of the MVT-centered ecosystem is that the
user community actively readily can share their educational cases with each other.

Many positive usage experiences of large-screen visualization systems for virtual
dissections have been reported. From the educator’s perspective, there are several
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Fig. 12.10 Volumetric labeling is a key feature in medical education. Labels can be used in exami-
nation to document student performance and pose questions. Image copyright Sectra AB, reprinted
with permission

types of benefits. Content-wise, it is seen as an advantage over cadavers to explore
the anatomyof a living human (Darras et al. 2018). The organization of the curriculum
becomes more flexible, as the educator is not restricted to the order necessary in a
physical dissection, or to dissecting one system at a time (Darras et al. 2018; Munk
et al. 2017).

From the student perspective, studies have shown distinctly improved learning
results in some cases (Baratz et al. 2019; Mansoori et al. 2013), and no significant
difference in others (Baratz et al. 2019; Mahindra and Singel 2014). An effect that
is highly consistent, however, is that students report a positive subjective experience
of increased learning attributed to the 3D visualization systems (Baratz et al. 2019;
Mahindra and Singel 2014; Darras et al. 2019; Kazoka and Pilmane 2019).

12.4.2 Case: Visualization Table for Science Communication

Capitalizing on many of the experiences drawn from medical visualization on touch
surfaces for medical professionals and students it is possible to create engaging
installations for public venues targeting laymen, and still make use of the same data
and underpinningmethods. Simplifying the interaction and user interface is, however,
key in a setting where a visitor, without prior experience of visualization tables or
volume rendering, should be able to walk up to an installation and immediately start
interacting. However, it should not be simplified to the point at which the exploratory
experience is lost. Striking this balance is one of the main challenges that need to be
met in science communication using interactive visualization. Jönsson et al. (2016)
summarized a set of requirements for interactive installations at science centers and
museums (Fig. 12.11):

R1 A new user should be able to interact with little additional meta information
and/or instruction.
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Fig. 12.11 The Inside Explorer Table by Interspectral AB used at science centers and museums to
reveal the inside of human cadavers as well as animals. Image copyright Interspectral AB, reprinted
with permission

R2 An intriguing design should attract the user to engage with the application.
R3 Interactions should give feedback such that the user quickly can understand the

effect.
R4 The application should be responsive for smooth interaction.
R5 The installation should be engaging and lead to deep involvement.
R6 Users should be able to explore data beyond presets.

Here we present how the most important components in volume rendering can be
exposed and how they can be restricted to allow visitors to immediately start inter-
acting and exploring subjects and artifacts.

View point interaction design that matches the visual representations provides
the starting point. In particular, the selection of view point/camera position must be
intuitive and provide optimal views of selected data. One finger controls rotation
around the focus point while two fingers control zooming. Translation is generally
also controlled using one finger, which is possible since it is usually combined with
rotational restrictions. Arbitrary view points can cause the displayed object to dis-
appear, so they must be restricted to always show the subject or artifact. The user
should not be able to excessively zoom either, as it results in a loss of orientation.
In many cases it is beneficial to limit the axis along which rotation can occur, which
is determined by the shape of the subject or artifact. For example, the human body
is highly elongated so the rotation should be restricted to the transverse plane of the
body, while translation is only allowed along the elongated direction. While these
restrictions prevent the visitor from seeing the bottom of the feet and top of the head
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it makes it easier to get started and prevents the user from getting lost in views that
are hard to recover from using standard interaction. On the contrary, the roughly
spherically shaped brain does not need rotation constraints, but here the focus point
can be fixed to its center and thus prevent translation. These concepts are illustrated
in Fig. 12.12. Shape-dependent constraints for view point interaction are therefore
key to providing instant interaction in interactive science communication.

The transfer function provides the means for highlighting different aspects of
the artifact and is therefore one of themost central tools in the exploration of the volu-
metric artifact. Over the last decades there have beenmany transfer functionmethods
and accompanying interaction techniques presented, see Sect. 12.3.2. However, most
of thesemethods have been designed for expert users and are too complicated for lay-
men interaction at public venues. Instead, a set of predefined transfer functions can
be designed by an expert (Ynnerman et al. 2015). The predefined transfer functions
are then exposed through buttons or sliders, which allow the visitor to essentially peel
off layers of skin or bring out contrast enhanced blood vessels through touch inter-
action. Multiple visitors can then collaborate in the exploration process by utilizing
multi-touch interaction, where one can control the view point and another the transfer
function. Experiments removing the restriction of predefined transfer functions have
been conducted and it has been shown that the complexity of standard interfaces can
potentially be reduced through the use of design galleries, where thumbnail images
represent TF settings and guide the user in the exploration process (Jönsson et al.
2016; Marks et al. 1997).

Clipping is the concept of cutting away parts of the volume to reveal its interior.
Medical applications often allow users to apply arbitrary cut planes and, for ultra-
sound visualization, it can even be possible for the user to use free hand to draw
custom areas to remove. In the work described by Ynnerman et al. (2015) these
types of interactions have been simplified into two ways of clipping. First, through

(a) Elongated shapes, such as the depicted body,
are restricted to translation along the elongated axis
and rotation around the transverse plane. Data is

.ytisrevinUgnipökniL,VIMCfoysetruoc

(b) Full rotation can be allowed for
spherically shaped objects while
translation is disabled. Data
is courtesy of Aubert-Broche et
al. [48].

Fig. 12.12 Illustration of shape-dependent constrained camera interaction for decreasing the learn-
ing curve in science communication. Renderings have been made using techniques by Jönsson et
al. (2012), Jönsson and Ynnerman (2017)
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axis-aligned cut planes, which are exposed as movable scissors in the 3D scene. The
axis-aligned cut planes provide means for clipping from each of the six sides of the
artifact. Second is cutting aligned with the view direction, which is exposed through
a slider in the user interface. View-aligned cutting, combined with moving the view
point along the cutting direction, provides a sensation of moving into the artifact.

Unconstrained volume rendering provides powerful analysis capabilities, allow-
ing for inspection from any view point and highlighting of any feature inside the
volume. Our use case shows how these powerful features can be constrained in
multi-touch visualization tables to allow instant interaction for science communi-
cation. The combination of these constrained concepts provides a good trade off
between exploratory possibilities and ease of use.

12.5 Summary and Conclusions

This chapter provides an overview of the use of multi-touch surfaces to visualize
data from CT-scanning. We have described how use of patient-specific visualization
on touch tables has the potential to find many uses in the medical workflow in a
range of medical sub-disciplines. These are, however, primarily found outside of the
radiology department and in situations when intuitive 3D interaction can play an
important role. Examples of this are surgical planning situations, and an early appli-
cation was found in postmortem visualization in forensic investigations. However,
the primarymedical application is training and education and we have described how
touch table interaction can be a valuable addition in educational contexts. We have
also described how the captured data, visualization, and interaction techniques can
be used in science communication, and how the explanatory aspect can be addressed
in installations at science centers and museums. There is also a cross-fertilization
between the medical use and the science communication scenarios based on the
confluence of explanatory and exploratory visualization. We have also described the
underlying concepts upon which medical touch table visualization is based with a
starting point in state of the art in data capture and rendering. The work presented has
resulted in two separate commercialization’s. The medical market is addressed by
Sectra AB targeting medical education setting. Full medical workstation capability
is then provided on the table and a significant effort to curate data for education is
a key factor in successful deployment. The other success case is based on the need
for advanced visualization in science communication. Our spin-off company Inter-
spectral AB is providing software and touch tables to science centers and museums
worldwide. The key to success is here based on visual rendering quality, ease of
interaction, and non-invasive storytelling of interesting subjects and objects, such as
mummies and rare animals. A challenge for the future is to support hand-held devices
and translate the positive experiences from large-scale multi-touch interfaces also to
more generally available platforms.
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Chapter 13
Innovations in Microscopic Neurosurgery

Iype Cherian, Hira Burhan, Ibrahim E. Efe, Timothée Jacquesson,
and Igor Lima Maldonado

Abstract Image-guidance has been the mainstay for most neurosurgical procedures
to aid in accuracy and precision. Developments in visualization tools have brought
into existence the current microscope and even sophisticated augmented reality
devices providing a human–computer interface. The current microscope poses an
ergonomic challenge particularly in scenarios like sitting position.Also, the cost asso-
ciated with the present microscope hinders the accessibility of micro neurosurgery
in most low-to-middle-income countries.

The Hyperscope is a modern concept of a hybrid visualization tool. This three-
dimensional, ultra-high-definition camera mounted on a robotic arm is compatible
with a Microsoft HoloLens. The Hyperscope is an endoscope-exoscope hybrid that
can allow switching between the two using a foot control. The endoscopic image is
projected alongside the exoscopic image on the same screen in ultra-high-definition
rendering possible convenient and bimanual endoscope-assisted microneurosurgery.
Incorporating neuronavigation and augmented reality to create a mixed image of the
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inputs obtained is what makes it a “hyper” scope. The ability to superimpose real
over virtual images using set coordinates on the operative field can help to map the
underlying structures and provide fine precision movements.

This chapter lays down the detailed concept of the Hyperscope based on current
visualization tools.

13.1 The Neurosurgical Microscope from Past to Present

Neurosurgery is the medical discipline that focuses on the diagnosis and treatment of
disorders affecting the brain, spinal cord, and peripheral nerves. Operative treatment
often involves delicate dissection of neurovascular microstructures and thus requires
the use of proper magnification and lighting (Yasargil and Krayenbuhl 1970; Uluc
et al. 2009). The introduction of the surgical microscope into the neurosurgical oper-
ating theater triggered the transition towards safer and more precise neurosurgery. In
the early twentieth century, many pioneers faced hardships trying to improve what
had been a surgical discipline with limited therapeutic possibilities and poor clinical
outcome (McFadden 2000). However, it was not until Yasargil and his group had
first made use of a microscope to access skull base and cerebrovascular lesions in the
1960s that micro neurosurgery was born (Lovato et al. 2016). The earliest models
were a set of lenses and prisms fixed to a simple platform and barely allowed for
manipulation of position and angle. Together with Zeiss, Yasargil had designed a
prototype that enabled movement of the microscope head along six axes, fitted with
magnetic brakes and a mouth switch allowing for hands-free adjustments. Over the
past 50 years, microscopes have gone from being simple and small tools to complex
and large pieces ofmachinery, the present top-endmodels costingmore than amillion
US dollars (McFadden 2000). Image injection, navigability of the scope, exoscope
function, indocyanine green (ICG), and ancillary techniques to improve the visual-
ization of blood flow are only some of the advances which the modern microscope
has incorporated (Langer et al. nd; Zhao et al. 2019). Other improvements include
the self-balancing arm to support the optics and the eyepiece with a stable magnetic
lock, as well as auto zoom and auto focus features (Roehl and Buzug 2009).

Yet, many disadvantages remain today. Through the operating microscope, the
surgeon cannot see around corners. At the same time, optics are primarily lens and
prism based requiring a large arm to balance and stabilize the heavy counterweight.
Viewing the surgical field from different angles therefore necessitates frequent two-
handed repositioning of the scope. For this, the surgeon must repeatedly interrupt his
or her surgical maneuvers. Besides, when using a traditional binocular microscope,
the surgeon has to look through an eyepiece which commonly provides only little
adjustability. This causes both operator and assistants to often work in uncomfortable
positions, resulting in fatigue and lack of concentration over time. Further, neuro-
surgery depends on thorough preoperative planning and the use of intraoperative
navigation. Current navigation technologies, however, only provide 2D images that
are projected on a separate screen. Having to constantly switch from the 3D surgical
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field to a 2D monitor and back perturbs the surgeon’s workflow and may increase
the likelihood of surgical inaccuracy. Hence, the need for more ergonomic solutions
capable of integrating multiple functions in one device has to be addressed.

Here, we provide an overview of recent advances in microscopic neurosurgery
with a focus on augmented reality and how it can help the surgeon navigate through
the patient’s anatomy. We further propose a novel concept for a neurosurgical
digital visualization tool fittedwith exoscope and endoscope functions and integrated
navigation to allow for safe, efficient, and convenient high precision microsurgery.

13.2 Robotic Applications for Neurosurgical Microscopes

Human–robot collaboration has emerged as a hot topic in health care. Hence, the
industry has been responding to the needs and stringent standards of the medical
sector with a rapidly expanding range of robot-based assistance technologies (Bauer
et al. 2008). Initial efforts to robotize operating microscopes, however, date back to
1993 when Zeiss introduced its MKM robotic arm which could hold a microscope
head, thoughwith limitedworking radius (Willems et al. 2003). In the years to follow,
Giorgi and colleagues mated a microscope with a robotic arm used for industrial
purposes and proposed a mouth-operated joystick to direct the microscope without
having to interrupt the surgical workflow (Giorgi et al. 1995; Giorgi et al. 2000).
Other solutions include footpad switches, voice command, and a remote control fixed
directly to a surgical instrument (Wapler et al. 1999; Kantelhardt et al. 2013). The
latterwas implementedbyKantelhardt et al.,who assumed that hand-operated control
would feel more intuitive and thus gain wider acceptance within the neurosurgical
community. They fitted a conventional operating microscope with motors.

The manual control mode still intact, their model could be positioned with the
aid of a joystick mounted on the aspirator or a similar instrument. The microscope
was also capable of self- navigating through a three-dimensional coordinate system
to reach a predefined target which it would then focus on automatically. An inte-
grated optical coherence tomography camera allowed for three-dimensional surface
scanning at micrometer-resolution (Kantelhardt et al. 2013).

Another robotic approach to next-generation microneurosurgery is the ROVOT-
m. Gonen et al. have recently shared their initial experience with this robot-operated
telescopic video microscope. The ROVOT-m provides an exoscopic view of the
operative field. Unlike common exoscope models, it is not fixed to a static platform
but instead coupled to a robotic arm. In this case, an integrated neuronavigation
system cannot only track surgical instruments introduced to the operating field but
also the payload held by the robot. Using a computer–machine interface, the ROVOT-
m can reposition itself with no need for manual adjustment. Yet, the authors advise
potential adopters of this technology to anticipate a steep learning curve (Gonen et al.
2017).
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It is estimated that up to 40% of the operative time is spent on modulating micro-
scope position, angle, and focus (Yaşargil 1984).One of the latest commercially avail-
able robotic visualization platforms to address this issue is the ZEISS KINEVO 900,
featuring position memory and point lock functions. Regardless of the pathology, the
surgeon must frequently switch back and forth between different perspectives during
the procedure. Positionmemory allows the surgeon to save certainmicroscope trajec-
tories that he or she can go back to at a later stage of the surgery. If, for instance,
a tumor requires the surgeon to look around it or approach a different portion of
the lesion, the current view can be bookmarked and precisely recalled at the touch
of a button. Point lock refers to the system’s ability to fix a target point while the
surgeon moves the microscope. In the point lock mode, the microscope, therefore,
moves along a circular path around the target, allowing a view from different angles
at constant focus. Both functions can help reducing the duration of the surgery as
the operator would not have to spend time rediscovering structures and trajectories
that he or she had already identified. This may be particularly useful in the case of a
complication where the surgeon could promptly return to a previous more suitable
view of the surgical field instead of having to manually explore it again (Bohl et al.
2016; Oppenlander et al. nd; Belykh et al. 2018).

13.3 High-Definition Exoscopes as Emerging Alternative

The conventional binocular microscope may require the surgeon to operate in non-
ergonomic and fatiguing postures. In most models, the three-dimensional view is
restricted to one eyepiece only with the surgeon’s assistant having to follow the
operationwith 2Dvision. Commonlymassive in size, their storage, sterile covers, and
maintenance create high additional expenses. This drove the invention of innovative
technologies like the endoscope and later, the exoscope.

Endoscopy offers a wider visualization of the surgical field as well as the possi-
bility to see around corners. Being a slim tubular instrument, surgeries can be
performed in a less invasivemanner. Especially in neuroendoscopy, however, surgical
corridors are generally narrow and maneuvering instruments can be particularly
challenging. Combining the advantages of the microscope and the endoscope, the
exoscope was introduced to provide high magnification, wide focal distance, and
yet allow the surgeon to conveniently operate using both hands. Smaller and lighter
than a conventional microscope, the exoscope does not conflict with the surgical
instruments. It is easily transportable and can be sterilized and fixed to a holder,
newer models of which can be moved freehand using a foot pedal (Mamelak et al.
2010; Iyer and Chaichana 2018; Oertel and Burkhardt 2017; Rossini et al. 2017;
Sack et al. 2018; Mamelak et al. 2008; Ricciardi et al. 2009). The surgical field is
projected on a monitor, eliminating the need for the surgeon to frequently change his
or her posture. Several studies have identified the resulting convenience as the best
advantage of using an exoscope (Oertel and Burkhardt 2017; Rossini et al. 2017;
Sack et al. 2018; Mamelak et al. 2008). Further, the monitor allows the whole staff in
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the Operating Room to appreciate the procedure from the operator’s point of view,
potentially facilitating teamwork and training. Recently, 3D 4K high-definition visu-
alization has been implemented, as well (De Virgilio et al. 2020; Kwan et al. 2019;
Khalessi et al. 2019; Izumo et al. 2019).

Lastly, most exoscopes are more affordable than conventional microscopes with
regard to purchase and maintenance which could possibly impact neurosurgery in
the developing world.

According to a study published in 2015, approximately 5 billion people have no
access to basic surgical care worldwide (Meara et al. 2015). Advanced microneuro-
surgical service within a range of 2 h is available to only 13% of the population in
sub-Saharan Africa, 27% in Latin America and the Caribbean, 9% in East Asia and
the Pacific, and 28% in SouthAsia (Punchak et al. 2018).Most life-saving procedures
in neurosurgery depend on microneurosurgical techniques. Due to their high price,
however, access to operating microscopes remains limited to only a few centers in
many low-and middle-income countries, resulting in a significant unmet need for
low-cost alternatives. The exoscope, therefore, has the potential to narrow the gap
between the standard of neurosurgical care between low- and high-income countries.

13.4 Augmented Reality in Neurosurgery

Augmented Reality (AR) refers to a technology that superimposes computer-
generated objects on the physical world, generating a semi-immersive environment.
Injecting virtual content into the field of view, AR adds information and enhances the
perception of the real scene (Shuhaiber 2004). The first implementations date back
to the 1940s when radar information was displayed on head-up displays in aircraft.
Neurosurgery, strongly depending on pre- and intraoperative imaging, was one of
the first specialties to explore the potential use of AR in health care (Roberts et al.
1989; Mitha et al. 2013). Currently, neuronavigation systems show two-dimensional
images, e.g., computed tomography or magnetic resonance imaging, on a monitor.
This requires the surgeon to not only mentally transform a 2D image into a 3D object
but also to project the object onto the patient’s anatomy which can be a cumbersome
and error-prone task (Pandya et al. 2005). Though still in its infancy, AR holds the
promise to visualize the exact location of the pathology directly within the surgical
field. In this way, the neurovascular structures or white matter tracts that surround
the lesion and warrant careful dissection can be projected onto the surgical field.

Augmented reality for image-guidance comprises three elements, the first being
the virtual overlay to be injected into the surgeon’s view. Typically, this overlay is a
computer-generated three-dimensional reconstruction of narrow CT or MRI cross-
sections. They canbe color- and texture-codedor displayedwith varying transparency
to improvedepthperception. Secondly, in order for virtual and real objects to perfectly
match, both environments need to be synchronized and the proper alignment needs
to be frequently verified during the course of the procedure. Point- matching is a
methodwhere the surgeon calibrates the sceneswith the help of stationary anatomical
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landmarks such as bony structures (Cabrilo et al. 2015). The third component is the
visual output. The virtual scene can be overlaid onto a video feed of the real scene
on an external monitor (video see-through), or directly injected into the oculars of
an operating microscope (optical see-through) (Sielhorst et al. 2008). Alternatively,
mixed reality smart glasses combining a miniature computer, a projector, and a prism
screen in a pair of glasses can be used. TheGoogleGlass alongwith the Project Tango
software (Google Inc.) have been tested for safety and feasibility in spine surgery
(Elmi-Terander et al. 1976; Golab et al. 2016; Yoon et al. 2017). Through three-
dimensional visuospatial scanning of the surgical field, this technology projects the
pathology, the neighboring vital anatomy, and the according trajectory directly to the
surgeon’s glasses. It also tracks the user’s head position to keep virtual and real scene
congruent evenwhilemoving the head. TheHoloLens 2 (Microsoft Inc.) was recently
developed to provide a more intuitive user-interface and comfortable experience as
well as a brighter display with a wider field of view. Also, the computer guts are
located in the back of the HoloLens allowing for the center of gravity to align with
the center of the head. A camera authenticates the user via retinal scan to adjust the
image according to pupillary distance.

To date, most AR applications in neurosurgery have been dedicated to simulation
and training as they offer the possibility to create virtual environments where the user
can build and refine skills at no risk (Malone et al. 2010). The Immersive Touch (the
University of Illinois at Chicago) is an augmented reality platform for simulation
of procedures such as aneurysm clipping and percutaneous pedicle screw placement
with haptic feedback (Luciano et al. 2013). Elmi-Terander and colleagues recently
reported on the first in-human prospective cohort study to assess the potential of AR
navigation in pedicle screw insertion into the thoracic spine. An accuracy of over
94% was achieved. According to the authors,

AR holds the promise of minimizing the rate of complications and revision surg-
eries (Elmi-Terander et al. 2019). Abe et al. made use of an augmented reality system
with a video see-through head-mounted display for percutaneous vertebroplasties on
five patients. In this minimally invasive procedure, bone cement is injected into frac-
tured vertebrae with the aim to stabilize and support the spine. To determine the
exact trajectory, the surgeon makes extensive use of C-arm fluoroscopy. The AR
system, however, can visualize the trajectory for the vertebroplasty needle, guiding
the operator to choose the entry point as well as angle, potentially eliminating the
need for radiation exposure. The authors reported on image alignment problems and
thus could not afford to fully cast aside fluoroscopy (Elmi-Terander et al. 2019).
A similar observation was made by other groups who were unable to accurately
determine the trajectory with AR alone (Fritz J and Iordachita 2014; Wu et al. 2014)
Nevertheless, the group found AR-aided percutaneous vertebroplasty to be superior
to conventional surgery (Abe et al. 2013).

In skull base and tumor surgery, overlay of planned resection margins and
surrounding vascular anatomy can facilitate maximal and safe resection. Superimpo-
sition of three-dimensional CT andMRI data reduced intensive care unit and hospital
stay by 40 to 50% in a series of 74 patients (Lovato et al. 2016). The AR display of
superficial and deep venous structures was shown to be of particular assistance in the
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excision of parafalcine and parasagittal meningiomas (Low et al. 2010). Mascitelli
et al. integrated theBrainlab navigation softwarewith theZeiss Pentero 900 operating
microscope for an optical see-through approach to AR-aided surgery. A total of 84
neoplastic and vascular pathologies were operated on. In aneurysm surgery, AR was
used to project virtual bony anatomy onto the real skin, vessels onto the cranium, and
finally the aneurysm on to the arachnoid to guide a precise dissection with minimal
skin incision, craniotomy, and dural exposure. Similarly, in extra- to intracranial
bypass surgery, the superficial temporal artery, being the donor artery, could be visu-
alized on the skin prior to the initial incision. Yet, the authors called attention to
the potential risk of false reliance on the technology. Inaccurate navigation, faulty
reconstruction of virtual objects as well as brain shift may render the overlaid infor-
mation useless and at worst harmful. Especially, low-grade gliomas appearing like
physiological brain or deep-seated intra-axial tumors with no anatomical landmarks
are prone to such inaccuracy. On the other hand, these lesions are most likely to
benefit the most from the increasing precision of the AR technologies currently
under development (Mascitelli et al. 2018). Cabrilo and colleagues predict future
software to address and correct inaccuracy through automatic mismatch recognition.
Further, flat-panel detectors that are used to evaluate blood flow may soon be inte-
grated into AR systems to visualize the flow dynamics of highly vascularized lesions
intraoperatively (Cabrilo et al. 2015).

13.5 Hyperscope–Conceptualizing a Modern Visualization
Tool for Neurosurgeons Integrating Exoscope,
Endoscope, and Navigation in One System

Leveraging the recent advances, we propose theHyperscope—a novel concept and a
direction for innovation to the current visualization tools in microneurosurgery and
a direction to take for future surgical visualization endeavors. The cost of the present
scopes and the sheer mass as well as the limited ergonomics limit the surgeons to
a huge extent, especially in scenarios like the sitting position. The Hyperscope also
proposes a mixed reality environment where the actual surgical field and the virtual
reality image from the scans are superimposed using principles of navigation.

The Hyperscope is primarily a concept of a 3D ultra-high-definition visualization
tool integrating the benefits of the exoscope, endoscope, and neuronavigation in
one system. The Hyperscope would overcome the weaknesses of the conventional
operating microscope and navigation and would help push the boundaries of digital
microscopy and augmented reality technologies in neurosurgery.
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Fig. 13.1 A simplified illustration of the Hyperscope. The robotic arm holds the 3D ultra-
high-definition camera. Ball-and-socket-joints allow multidirectional movement. An endoscope
is integrated into the camera body and can be pulled out and activated on demand

The model incorporates three key innovations detailed below.

• Robot-Aided holding arm for 3D Ultra-High-Definition camera

Based on human–robot collaboration, we envisioned a digital visualization tool inte-
grated into a self-balanced lightweight robotic arm (Fig. 13.1). Four ball-and-socket
joints subdivide the arm into three sections and enable multidirectional movement
and rotation up to 15 degrees of freedom. The proximal section communicates with
the base piece whereas the distal section is linked to a camera holder with an overall
payload of 4 kg. TheHyperscope is proprioceptive,meaning it can precisely approach
any position in an XYZ coordinate system from any angle in an automated fashion.
For operative convenience and patient safety, the surgeon can always over ride and
manually adjust the position of the exoscope. This is ensured by back drivable actu-
ators allowing motion with low friction and force. The Hyperscope arm is also
fitted with pressure sensors that immediately stop movement upon contact as an
additional safety measure. For free-handed robotic alignment, the system relies on
accelerometer-based controlling. The surgeon wears an electronic wristband that
communicates directly with the robotic arm. The band can be easily activated via
a foot pedal. Upon activation, the surgeon’s forearm motion is registered and then
translated into the movement of the robotic arm. Would the surgeon’s arm move in
the horizontal or vertical axis, so would the exoscope in the XYZ axes. Similarly,
rotating or tilting the forearm would manipulate the angle with no movement in the
XYZ direction. The zoom can also be adjusted in this way. For additional lighting,
instruments tips such as suction and bipolar may be provided with lighted tips with
fiber optic technology.
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A digital microscope detects an image via a camera and projects it on a screen in
real time with no need for an eyepiece. At its distal end, the Hyperscope’s robotic
arm holds a 3D ultra-high- definition camera. The high resolution and stereoscopic
image of the operating field can be viewed using either a 3D ultra-high-definition
monitor or the Microsoft HoloLens 2 as visual output.

• Exoscope-Endoscope Hybridization

The endoscope allowsminimally invasive surgery on deep-seated pathologies such as
tumors of the skull base or ventricles. It can be inserted via a small incision or natural
opening like a nostril to minimize brain retraction and visualize regions otherwise
blind to a microscope or exoscope. However, most endoscopes are purchased, set up,
and used as stand-alone devices. We feel it desirable for neurosurgeons to be able to
seamlessly switch back and forth between microscopic and endoscopic perspectives
depending on the intraoperative situation. Instead, many procedures rely solely on
either an endoscopic or a microscopic open approach. Recent efforts, therefore,
aim at integrating the endoscope into the operating microscope. We believe that
the hybridization of the two technologies would further encourage surgeons that
are not familiar with neuroendoscopy to explore the benefits of endoscope-assisted
microneurosurgery.

ZEISS introduced the QEVO Micro-Inspection Tool, a modern endoscope that
can be plugged into the ZEISS KINEVO 900 digital operating microscope whenever
endoscopic vision is needed. Pressing a button on the microscope’s handgrip, the
surgeon can easily activate the QEVO which then projects its view on a monitor
alongside the exoscopic view of the KINEVO 900. Placing the device back to its
tray will switch it off automatically. It also allows the operator to adjust the bright-
ness and rotate the endoscopic image directly via the microscope’s handles. Despite
the ease of use, it is a hand-held device with no working channel. While using
the QEVO, the surgeon is therefore restricted to performing single-handed maneu-
vers only (Schebesch et al. 2019). Endoscope holders were developed to enable
bimanual procedures. The first robotic endoscope holder recently underwent preclin-
ical testing on training models. Unique features included foot pedal control and a
position memory function similar to that of the KINEVO 900 platform. The users
perceived the robot assisted and thus bimanual technique to be faster and less stressful
(Zappa et al. 2019).

While theQEVO is a separate plug-in device, theHyperscope is the first concept to
fully integrate an endoscope into the exoscope device. Its endoscope consists of five
concentric tubular segments that can be slid over one another. When not activated,
all five sections are hidden inside the exoscope. When switching from exoscope
to endoscope vision via a pad on the foot pedal, the surgeon can manually extend
the endoscope into the cavity where it is rigidly fixed. The depth of the endoscope
can be individually tailored based on what length each section is slid out of the
outer one. The endoscopic image is projected alongside the exoscopic image on
the same screen in ultra-high-definition rendering possible convenient and bimanual
endoscope-assisted microneurosurgery.
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Fig. 13.2 The Hyperscope incorporates an Augmented-Reality-based neuronavigation feature.
Using preoperative MRI scans, anatomical structures are 3D reconstructed. During operation (A),
virtual objects are superimposed on the corresponding anatomy on the 3D screen.An internal carotid
bifurcation aneurysm (green), the internal carotid artery with the anterior cerebral artery (blue), and
the optic nerve (yellow) can be seen through this corridor. Projecting virtual landmarks onto yet
unexposed real correlates (B), the Hyperscope can guide skin flap, craniotomy, and dural incision.
The top screen shows the course of the central sulcus (blue) and the lateral sulcus (yellow) before
dural opening—allowing the surgeon to know where to open the dura. The bottom screen is after
the dural opening shows how virtually mapped sulci perfectly align with the real image after dural
incisions on the mapped pathways

• Real-Virtual Image Fusion

The Hyperscope can guide the surgeon through augmented reality-based neuronavi-
gation (Fig. 13.2). The real image of the surgical field and the high-definition virtual
image generated from thin preoperativeMRI andCT scans can be fused and displayed
on the same screen. Both real and virtual scenes are visualized in 3D providing a
stereoscopic see-through view of the patient in real time. As mentioned above, the
robotic arm moves within an XYZ coordinate system. Through point-matching real
anatomy and virtual anatomy, the patient is registered within its 3D grid. Extensive
tissue resection or loss of cerebrospinal fluid may cause the brain and hence the
pathology and surrounding anatomy to move in relation to the preoperative scans.
Therefore, the real and the virtual scene should be regularly refreshed at a frequency
of at least 120 Hz, for correct alignment during the operation.

Matching not only stationary landmarks but also surface structures such as blood
vessels or gyri and sulci would allow the software to calculate brain shift and correct
the overlaid information accordingly. An intraoperative CT or ultrasound may be
used to further assist this.

Not having to frequently switch between the operating field and a navigation
displaymay result in a higher level of surgeon’s comfort and an unimpededworkflow.
Further, being able to visualize the course of a blood vessel running below the skin
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or behind a bony structure without exposing it could help minimize the extent and
duration of the procedure as well as complication rate.

13.6 Conclusion

The present exoscopes are a good progress in enabling a better visualization in
microneurosurgery. However, the integration of navigation to the current exoscope
would fulfill the ergonomic and the economical setbacks of the present tools. Having
said that, the concept of the Hyperscope presented in this chapter is a novel idea that
amalgamates the exoscope, endoscope, and navigation to lay down a direction for
future scopes. This concept is still in its planning phase and steps need to be taken
to produce the prototype for further testing and evaluation.
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Chapter 14
Simulating Cataracts in Virtual Reality

Katharina Krösl

Abstract Vision impairments, such as cataracts, affect the visual perception of
numerous people worldwide, but are hardly ever considered in architectural or light-
ing design, due to a lack of suitable tools. In this chapter, we address this issue by
presenting a method to simulate vision impairments, in particular cataracts, graphi-
cally in virtual reality (VR), for people with normal sight. Such simulations can help
train medical personnel, allow relatives of people with vision impairments to better
understand the challenges they face in their everyday lives and also help architects
and lighting designers to test their designs for accessibility. There have been differ-
ent approaches and devices used for such simulations in the past. The boom of VR
and augmented reality (AR) devices, following the release of the Oculus Rift and
HTC Vive headsets, has provided new opportunities to create more immersive and
more realistic simulations than ever before. However, the development of a vision
impairment simulation is dependent on multiple factors: the designated application
area, the impacts of the used hardware on a user’s vision, and of course the impact
of the respective vision impairment on different aspects of the human visual sys-
tem. We will discuss these factors in this chapter and also introduce some basic
knowledge on human vision and how to measure it. Then we will illustrate how to
simulate vision impairments in VR on the example of cataracts and explain how the
presented methodology can be used to calibrate simulated symptoms to the same
level of severity for different users. This methodology allows for the first time to
conduct quantitative user studies to investigate the impact of certain vision impair-
ments on perception and gain insight that can inform the design process of architects
and lighting designers in the future.
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14.1 Introduction

In 2019, at least 2.2 billion people were affected by vision impairments, according
to a report, published by the World Health Organization (WHO) (World report on
vision 2019). The WHO expects this number to rise, due to increasing urbanization,
behavioral and lifestyle changes, or aging of the population. The National Eye Insti-
tute (NEI) (NEI Office of Science Communications, Public Liaison, and Education
2018) predicts that the number of people with vision impairments will rise until it
will have approximately doubled from 2010 to 2050. The data on vision impairments
show a higher prevalence of eye diseases in age groups of 40 years and older, espe-
cially for conditions such as presbyopia, cataract, glaucoma, and age-related macular
degeneration (World report on vision 2019). The leading cause for blindness and,
with 51%, one of the major causes for vision impairments are cataracts (Pascolini
and Mariotti 2012).

With an increasing number of people being affected by vision impairments, inclu-
sive architecture and lighting design is more pressing than ever. We need to create a
common understanding of the effects of vision impairments for affected people and
their environment and give architects and designers suitable tools to evaluate their
designs for accessibility.

Accurate vision impairment simulations are critical for facilitating inclusive
design of everyday objects, architectural planning, or the development of standards
and norms to increase accessibility of public spaces. Currently, experts in these fields
have to rely on their professional experience and the few guidelines that are avail-
able. There is a lack of data to show precisely how to consider people with vision
impairments in the design process, as well as a lack of tools to evaluate a design for
accessibility. User studies with affected people could help to gain insights. However,
conducting user studies to gain data for the revision of standards and norms, or to
evaluate the accessibility of architectural or lighting designs, can be extremely diffi-
cult, since such studies currently require participation by many people with the same
form of vision impairment to allow for statistical analysis of sufficient power.

Wood et al. (2010) used modified goggles to conduct a user study on the effects
of vision impairments on nighttime driving. Unfortunately, to be able to perform a
reliable statistical analyses, such studies need a high number of participants with the
exact same vision capabilities, since the vision of the participants might influence the
results. Getting a large enough sample size can be a challenge, especially for studies
involving eye diseases such as cataracts, diabetic retinopathy, glaucoma, or macular
degeneration, since these vision impairments can cause symptoms that are hard to
assess precisely. Even if eye exams show a similar extent of a certain eye disease
for two participants, the severity of a symptom can be experienced differently and
could therefore also be described differently by affected people. Hence, real-world
studies are infeasible to determine the exact effects of eye diseases such as cataracts
on perception.
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Conducting real-world studies with affected patients is difficult, costly, and may
even be dangerous for participants. A safe and inexpensive alternative is to conduct
user studies in VR with healthy participants, which is what we focus on in this
chapter. We present

• A simulation of nuclear cataracts, cortical cataracts, and subcapsular cataracts
in VR, using eye tracking for gaze-dependent effects. Multiple effects, simulating
different symptoms caused by cataracts, are combined in an effects pipeline to
create a simulation of various disease patterns of cataracts. In contrast to previous
work, whichmostly provided simple approximations of cataract vision, we present
a complex, plausible, medically informed simulation of cataract vision in VR,
featuring the most common cataract symptoms.

• A Simulation of the effects of different lighting conditions on vision with cataracts.
We simulate pupil dilation and contraction, caused by different levels of illumina-
tion in a scene and its effects on cataract vision. These changes in pupil size result
in more or less exposure of the opacities formed in a lens affected by cataracts,
and consequently the perception of more or less disturbing shadows in the field
of view of a person. Furthermore, we simulate straylight effects caused by the
increased scattering of light of a clouded lens.

• A novel methodology as an alternative to real-world user studies, when finding
a sufficiently large sample group of participants with the same form of vision
impairment is not possible. We show how to conduct studies with participants with
normal sight and graphically simulated vision impairments and how to calibrate
these impairments to the same level of severity for every participant, regardless
of their actual vision capabilities or the influence of hardware limitations of VR
headsets on perception.

To understand vision impairment simulations and their implementation, it is use-
ful to first understand the basics of human vision. In Sect. 14.2 we discuss the concept
of visual acuity and what factors might influence the vision of a person wearing a
VR headset. We also provide background on cataracts, different types of this eye
disease, and how it affects a person’s vision. In Sect. 14.3 we give a brief overview
of different approaches to simulate vision impairments, including different display
modalities. We expand on this in Sect. 14.4, and describe the structure of effects
pipelines required to simulate complex eye disease patterns and discuss eye tracking
for gaze-dependent effects. Important applications for vision impairment simula-
tions include accessibility evaluations and measurements, involving user studies.
Conducting user studies in VR with people with normal sight and simulated vision
impairments is not trivial, if we want to obtain quantitative data, which can be used
for statistical analyses. We present our methodology to calibrate symptoms of vision
impairments to the same level for each user, so they experience the same amount of
degraded vision, in Sect. 14.5.



260 K. Krösl

14.2 Human Vision and Impairments

In this Section we briefly discuss how human vision is measured and classified,
and what factors can influence someone’s visual perception in a VR headset. We
also give some medical background information and explain how cataracts impact
a person’s vision, so we can then use cataracts as an example when we look into
building simulations of vision impairments.

14.2.1 Understanding Visual Acuity

Visual acuity (VA) describes in a quantifiable way a person’s ability to recognize
small details. It is measured by showing the subject different optotypes (standardized
symbols used in medical eyesight tests, such as the Landolt C, shown in Fig. 14.1) of
different sizes at a predefined distance, and determiningwhich size can be recognized
and which cannot. A person has normal vision when they can recognize a detail that
spans 1 arcminute (1/60 of a degree), whichwould be a size of∼ 1.75mm at 6meters
distance (see Fig. 14.2). This can theoretically be tested at any viewing distance as
long as the detail in question is appropriately scaled in relation to the distance.
Shortsighted people can see very close objects well and only have a reduced VA at a
certain distance. Therefore the test distance should not be too short (e.g., not under
1m). A common test distance is 6meters or 20 feet.

Normal sight is defined as 1.0 decimal acuity or 6/6 vision (in the metric system)
or 20/20 vision (using foot as unit), or better.

Fig. 14.1 Landolt C, or Landolt ring, with a gap at one of eight possible positions: top, bottom,
left, right, or 45◦ in between

Fig. 14.2 A person with normal sight can recognize a detail, such as a the gap in the Landolt C,
of size ∼ 1.75mm at b 6m distance. c The respective viewing angle corresponds to 1 arc minute
(1/60 of a degree)
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In 6/6 or 20/20 vision, the numerator specifies the viewing distance (6 meters
or 20 feet) at which a person who is tested can recognize the same size of
optotypes as a person with normal sight (1.0 decimal acuity, 6/6, or 20/20
vision) can from the distance given by the denominator. The result of this
fraction is the decimal acuity value of the tested person.

14.2.1.1 Example

A person’s VA is examined using a vision test where optotypes are displayed at a
distance of 6m. The smallest details the person recognizes at 6m viewing distance
are of size ∼3.5mm (2 arc minutes), which is double the size (or double the angle)
of what a person with normal sight would be able to recognize. In other words,
the tested person recognizes details of a certain size that a person with normal sight
would already be able to recognize at double the viewing distance. The tested person,
therefore, has a VA of 6/12 or 20/40, which is equivalent to 0.5 decimal acuity.

14.2.2 Impacts on Vision in VR Headsets

There are a number of factors that influence the perception of users and how they
experience a simulation of a vision impairment in VR:

• Visual capabilities of participants (with normal sight or corrected sight).
• Resolution of the VR headset.
• Fixed focal distance of the VR headset.
• Possible misplacement of the VR headset.

When conducting user studies in VR with simulated vision impairments, it is
important to recruit participants with normal sight to avoid degrading a user’s vision
more than intended by the simulated impairments. However, even peoplewith normal
sight have varying vision capabilities that need to be accounted for. Furthermore, the
resolution of VR headsets is lower than that of the human eye. Therefore, users
already experience a mild form of vision impairment when wearing a VR headset.
An HMD also has a fixed focal distance to the eyes of the user. This can create
a mismatch between vergence and accommodation (Kramida 2015) of the eyes of
a user, leading to visual fatigue after a certain time and consequently to a further
reduced VA. The lenses that are built into a VR headset focus the light in a specific
area of the retina. Similar to a misplacement of glasses, an HMD that does not sit
correctly on a user’s head can cause images to be perceived as less sharp, resulting
in an additional reduction of VA.
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We have to be aware of these factors if we want to achieve a similar visual
experience of a simulated vision impairment for all our users. Participants should
have normal or corrected sight (wearing lenses), experiences in VR should be limited
to short periods of time to avoid visual fatigue, andwe have tomake sure the headset is
worn correctly. The low resolution of the display is a factor we can take into account
in our simulation (see Sect. 14.5.2 for more details). For a realistic simulation of
vision impairments, such as cataracts, we also need to understand their impact on
vision, which we will cover in the following section.

14.2.3 Cataracts

The leading causes of vision impairment worldwide, as identified by the WHO, are
uncorrected refractive errors and cataracts. VA is usually expressed relative to 6/6,
the Snellen fraction for the test distance of 6m, or 20/20 in feet, or the decimal value
of these fractions. The WHO distinguishes between mild (VA worse than 6/12 or
20/40), moderate (VA worse than 6/18 or 20/60), and severe (VA worse than 6/60
or 20/200) vision impairment, and blindness (VA worse than 3/60 or 20/400). The
global estimates of the number of visually impaired people, given in theWHO report
on global data on visual impairments Pascolini and Mariotti (2012) show that about
14% (186.203 million people) of the world population over the age of 50 (1340.80
million) have a moderate to severe vision impairment (154.043 million) or are blind
(32.16million), with cataracts being the major cause of blindness.

14.2.3.1 Cataract Types

Cataracts are opacities in the lens of the eye, that occlude parts of the visual field and
can also lead to vision loss, when left untreated. Depending on their characteristics
and the regionof the lens that is affected, cataracts are categorized asnuclear, cortical,
or posterior subcapsular cataracts (Michael andBron 2011). VR simulations of these
types of cataract vision are shown in Fig. 14.3.

Nuclear cataracts are experienced as yellow tinting (or clouding) in one’s vision,
accompanied by increased straylight. This is due to an accumulation of yellow-
brown pigment or protein in the nucleus (central area) of the lens, which results in a
homogeneous clouding of the lens. Consequently, incoming light is scattered much
more than in a healthy eye (Michael and Bron 2011), which results in blurry vision.

Cortical cataracts develop when fibers are damaged or protein aggregates in the
lens cortex. As a result, people with cortical cataracts see peripheral radial opacities,
dot-like shadows, or spoked opacities in the periphery of their visual field. Cortical
cataracts with spoked opacities near the periphery are the most common form of
cataracts (Michael and Bron 2011).

Posterior subcapsular cataracts are the least common type of cataract. Defective
fiber production in the lens can cause opacities to form at the posterior pole of the lens.
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(a) (b) (c)

Fig. 14.3 Simulation of a nuclear cataract, b cortical cataract and c posterior subcapsular cataracts
when trying to read an escape-route sign, simulated in VR

These opacities are typically experienced as dark shadows in the center of the visual
field and therefore have a very severe effect on vision a person’s vision (Michael and
Bron 2011).

14.2.3.2 Impact of Cataracts on Vision

Depending on the type of cataract and severity of symptoms, tasks like finding your
way out of a building in case of an emergency can become difficult (see Fig. 14.3).
According to the NEI (NEI Office of Science Communications, Public Liaison,
and Education 2019) and reports from ophthalmologist and patients, the following
symptoms can be caused by cataracts:

• Cloudy or blurry vision (reduced VA)
• Faded colors (reduced contrast)
• tinted vision (color shift)
• Troubles seeing at night (bloom/glare)
• Increased sensitivity to light (bloom/glare)
• Halos around lights
• Double vision

The effect of lens opacities on vision depends on their location and on pupil size.
In daylight, when the pupil diameter is small, only opacities within the pupillary zone
are likely to affect vision. If ambient light is further reduced and the pupil diameter
becomes larger, vision is further affected as an increasing amount of straylight (light
that is scattered by parts of the eye, due to optical imperfections like particles in a
clouded lens Van den Berg (1986)) falls on the retina (Michael et al. 2009).
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14.3 Related Work on Simulating Vision Impairments

There has been some research on simulating visual impairments across different dis-
play modalities and for different purposes like educational purposes, raising aware-
ness, accessibility inspection, design aids, or user studies. Note that there is also a
lot of work on assistive technology (Aydin et al. 2020; Billah 2019; Chakravarthula
et al. 2018; Guo et al. 2016; Langlotz et al. 2018; Reichinger et al. 2018; Stearns et al.
2018; Sutton et al. 2019), including virtual reality (VR) / augmented reality (AR)
simulations that compensate for low vision (Zhao et al. 2019a, b, 2020, 2015), or
software specifically designed for people with vision impairments (Albouys-Perrois
et al. 2018; Thévin and Machulla 2020; Wedoff et al. 2019; Zhao et al. 2018), which
is beyond the scope of this chapter. In this chapter, we focus on the simulation of
impaired vision and will now give a brief overview of different approaches in this
area.

14.3.1 Goggles

Physical (non-VR) goggles with special lenses have been used to recreate the effects
of eye diseases and educate people about how these impairments affect percep-
tion. Wood et al. (2010) used modified goggles in a study to investigate the potential
effects of simulated visual impairments on nighttime driving performance and pedes-
trian recognition under real road conditions. Similarily, Zagar and Baggarly (2010)
developed individual sets of (non-VR) goggles to simulate glaucoma, cataracts, mac-
ular degeneration, diabetic retinopathy, and retinitis pigmentosa. Physical goggles
(Fig. 14.4) designed to simulate the decreased visual acuity (VA) and increased glare
of generic cataracts are available commercially (Vision Rehabilitation Services LLC
2019), but with the express disclaimer that they are not intended to replicate a specific
user’s visual impairment.

Fig. 14.4 Commercially
available vision simulator
goggles from Vision
Rehabilitation Services LLC.
Image taken from Vision
Rehabilitation Services LLC
(2019). Image courtesy of
Marshall Flax, Fork in the
Road Vision Rehabilitation
Services, LLC
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Although real goggles might be suitable for educational purposes, they limit
the experiment environment of user studies to the real world, where environmen-
tal changes like fire or smoke are hard to simulate safely. Furthermore, each set of
goggles only simulates one particular vision impairment. They are not adjustable to
the vision capabilities of users or to simulate different levels of severity of a vision
impairment and have limited field of view and immersion.

14.3.2 2D Images

A widely used approach to convey the effects of vision impairments is to modify
2D images. Banks and Crindle (2008), for example, attempted to recreate the visual
effects of several ocular diseases, such as glaucoma or age-related macular degener-
ation (AMD) by combining different image-processing effects and creating overlays
and filters for 2D images or rendered images from a 3D scene (viewed on a desk-
top display). Hogervorst and Van Damme Hogervorst and van Damme (2006) also
modified 2D images to give unimpaired persons insight into the problems people
with vision impairments face every day. They conducted a user study to evaluate the
relationship between blurred imagery andVA.Whenmeasuring theVAwith eyesight
tests using the Landolt C, the authors found a linear correlation between VA and a
just-recognizable threshold for blurring an image. Building upon these findings, the
calibration procedure presented in this chapter (see Sect. 14.5) uses a blur filter to
adapt a user’s vision to a certain level of VA. Very well-known depictions of vision
impairments are provided by the NEI (National Eye Institute, National Institutes of
Health (NEI/NIH) 2018). These images inform a lot of research work in the area of
vision impairment simulations (e.g., Ates et al. 2015). However, it should be noted
that these images show simplified versions of the respective vision impairments and
can lead to misconceptions about vision impairments Thévin and Machulla (2020).

While 2D images are a cheap and easy way to visualize impaired vision, these
static images do not allow calibrating for individual users, reacting to eyemovements,
or providing an immersive experience.

14.3.3 3D Simulations

Simulations in 3D environments (like in 3D computer games) offermore possibilities
than 2D images to investigate and understand vision impairments, as they provide a
higher level of immersion. Lewis et al. (2011), for example, used the Unreal Engine
3 to apply post-processing effects to simulate common eye diseases in a 3D game or
explorable environment on a desktop screen. A later version of this system (Lewis
et al. 2012), using the Microsoft XNA framework to simulate AMD, glaucoma,
hyperopia, myopia, and cataracts, provides means to adjust the simulated vision
impairments, but does not take vision capabilities into account.
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14.3.4 Virtual Reality Simulations

With the advent of modern VR and eye-tracking technology, it is now possible to
graphically simulate vision impairments in VR. Jin et al. (2005) developed a vision
impairment simulation, using a complex eye anatomy model and a scotoma texture,
created from perimetry exam data from real patients, to define regions of degraded
vision. This texture is the same for every user and does not account for a user’s vision
capabilities. The goal of Väyrynen et al. (2016) was to provide a simulation that could
help architectural designers to better understand the visual perception of people with
vision impairments and the challenges they face in their everyday lives because of
their limited vision capabilities. The authors used standard effects provided by the
game engine Unity3D to approximate different vision impairments. Their cataract
simulation consists only of a lens-flare component for each scene light source and a
flare-layer in each virtual camera.

14.3.5 AR Simulations

Using the Oculus Rift head-worn display (HWD) and a PlayStation 4 camera as AR
setup, Ates et al. (2015) conducted a user study with focus on accessibility inspection
of user interfaces. Their simulation of vision impairments is based on photos of the
NEI (NEI Office of Science Communications, Public Liaison, and Education 2018)
and implemented through a VRmedia player that can render stereoscopic video files.
The level of intensity of the simulated impairments can be adjusted via keyboard, but
the existing VA of the user is not taken into account, and the implemented impair-
ments are simplified approximations and do not attempt to recreate the impaired
vision of specific persons. The cataract simulation, for example, is restricted to a
Gaussian blur and does not include other symptoms. Eye tracking is not supported
either. Werfel et al. (2016) developed an AR and VR system for empathizing with
people with audiovisual sense impairments, which also includes a cataract module.
They modeled audiovisual sensory impairments using real-time audio and visual
filters experienced in a video–see-through AR HWD. Visual impairments, such as
macular degeneration, diabetic retinopathy, and retinitis pigmentosa, were modeled
according to information and illustrations from the GermanAssociation for the Blind
and Visually Handicapped (DBSV). Their cataract simulation was realized with a
blur, decreased saturation, and modified contrast and brightness, but without eye
tracking for gaze-dependent effects. The work by Jones and Ometto (2018) aims not
only at creating a teaching or empathy aid, but also a tool for accessibility evaluations.
Their VR/AR simulation of different visual impairment symptoms allows adjusting
symptoms, integrates eye-tracking data, and achieves near real-time rendering. In
more recent work Jones et al. (2020) used their developed software OpenVisSim to
simulate glaucoma in VR and AR. Their simulation does not take vision capabilities
or hardware constraints into account, and currently only consist of a gaze-dependent
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region of variable blur, which is a non-negligible simplification of this vision impair-
ment. However, the usedOpenVisSim software also offers simulations of some other
effects that could be used to improve the glaucoma simulation in future work. There
are also commercial smartphone applications available that simulate vision impair-
ments. For example, the Novartis ViaOpta Simulator (Novartis Pharma AG 2019) for
Android and iOS processes the live smartphone camera feed to address a broad set of
impairments, including vitreomacular traction syndrome, diabetic macular edema,
glaucoma, and cataract. However, the provided cataract simulation affects only VA
and color vision, can be adjusted only in severity and not per symptom, and supports
just one generic cataract type. In addition, while smartphones are ubiquitous and
thus can reach a broad audience, they have a far smaller field of view than current
VR head-worn displays when held at a comfortable distance, are monoscopic, and
do not support eye tracking for simulating gaze-dependent effects.

Most existing approaches are targeted at educational or demonstrative purposes
and do not take the user’s actual vision capabilities or hardware limitations of
the VR headsets into account. Hence, they are not feasible for user studies and
often only provide very simplified simulations of eye diseases.

The effects pipeline presented in this chapter can be used to simulate different eye
diseases and vision impairments through an appropriate combination of individual
effects, the severity of symptoms can be interactively modified, and the simulation
can be calibrated to vision capabilities of users and reacts to eye tracking. This
allows a realistic simulation of visual impairment in diverse immersive settings.
We developed our calibration methodology originally to investigate the maximum
recognition distances (MRDs) of escape-route signs in buildings Krösl et al. (2018).
The presented effects pipeline was first built to simulate cataracts and was evaluated
in a user study (Krösl et al. 2019). We also outlined our research approach and
described how our pipeline could be extended to AR (Krösl 2019). In our recent
work, we also describe how our effects pipeline can be adapted to simulate different
eye diseases in VR, 360° images and video–see-through AR (Krösl et al. 2020a).

14.4 Building an Effects Pipeline for Complex Eye Disease
Patterns

In this chapter, we present our methodology to simulate different symptoms of eye
diseases separately and then combine them for a simulation of the whole disease
pattern. This approach can be applied to several eye diseases that cause different
distinct symptoms.

As example,wewill nowdiscuss our effects pipeline to combine themost common
cataract symptoms (see Sect. 14.2.3.2): blurred vision, contrast loss, tinted vision,
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(1) Effects pipeline.

(a) (b)

(c) (d)

(e) (f)

(2) Results after each stage.

Fig. 14.5 To combine all effects for a simulation of cataract vision, we take a the original image
and first b reduce the VA, and c the contrast of the image and then d apply a color shift. Next we use
a texture to simulate e the dark shadows that people with cortical or posterior subcapsular cataracts
(as shown in this figure) typically experience. We modify this effect according to the brightness of
the virtual environment the user is currently viewing and add a f bloom or glare effect to simulate
straylight and sensitivity to light. Each stage in this effects pipeline simulates one symptom. To
create simulations of other eye disease patterns, stages can be added, removed, or changed

clouded lens, and increased sensitivity to light. For each frame, the image that is to
be displayed on the VR headset is modified in several ways by applying different
effects in sequence. Figure14.5 shows this effects pipeline and the resulting image
of each stage. Note that these effects could be applied in a different order. However,
the order of effects can influence the final result of the simulation, which we will
discuss in more detail in Sect. 14.5.5.

14.4.1 Reduce Visual Acuity

The most common symptom present in vision impairments is the reduction of VA.
We used two different approaches to simulate reduced VA in our studies (Krösl et al.
2018, 2019), a Gaussian blur, based findings byHogervorst et al. (2006), and a depth-
of-field effect, providedbyUnrealEngine.Nearsightedpeople can sharply see objects
that are very close to their eyes, while everything in the distance appears blurred.
A simple uniform Gaussian blur might be sufficient to simulate the reduced VA
caused by cataracts. However, since cataracts are an age-related vision impairment,
many people with this eye disease often also have a refractive error (nearsightedness,
farsightedness, astigmatism, or presbyopia). Therefore, an effect that is able to also
simulate reducedVAdependent on viewingdistance can help to create amore realistic
simulation of the vision of people with cataracts. We can simulate this distance-
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Fig. 14.6 a Original image.
b Reduced VA

(a)

(b)

dependent reduction of VA by using a depth-of-field effect. By adjusting the sigma
parameter of the effect, we can change the severity of this simulated symptom.Unreal
Engine has a built-in depth-of-field effect that we can leverage for this purpose.
Figure14.6 shows the image before and after VA reduction. In the next step, the
VA-reduced image CrV A is further modified by reducing its contrast.

14.4.2 Reduce Contrast

A loss of contrast is often experienced as faded colors (see Fig. 14.7), which may be
implemented in a number of different ways in VR. Using an approach that shrinks the
histogramof a framebyusingmin andmaxvalues of the image is not feasible, because
intensity changes from one frame to the next could change the color and intensity
distribution in the image. This could yield very sudden changes in the histogram
and introduce flickering artifacts. Instead, we need a way to reduce contrast that is
consistent overmultiple frames.When contrast sensitivity in the human eyeweakens,
colors become faded and harder to distinguish (see Fig. 14.7). This symptom could
be simulated with a simple per-frame histogram compression, using min and max
intensity values in the image. However, significant changes in intensity from one
frame to the next (changing min or max intensity for the current frame) could lead to
flickering artifacts. Therefore, it is essential to use a contrast reduction that does not
depend on color and intensity distribution in the image. Furthermore, our simulation
needs to run in real time, which means we need to avoid expensive calculations. A
simple way to reduce the contrast is to interpolate between the current image CrV A

(with already reduced VA) and a uniformly gray image (represented by the linear
RGB color value (0.5, 0.5, 0.5) in Eq.14.1), weighted by a constant c. The following
calculation is done per color channel:

CrContrast = CrV Ac + 0.5(1 − c). (14.1)
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Fig. 14.7 a Reduced VA. b
Reduced contrast

(a)

(b)

The parameter c (between 0 and 1) determines the amount of contrast reduction. This
operation can also be interpreted as histogram remapping: The color values are scaled
by c,which essentially shrinks the histogramof intensities in the image. Intensities are
reduced by (1 − c) percent, whichmeans the image becomes a lot darker. To preserve
the average intensity in the image, all values are shifted back into the middle of the
available range by adding 50% of the amount the histogramwas reduced, 0.5(1 − c).
A more advanced version of this histogram remapping would operate on luminance
values and not color values. Furthermore, tone mapping algorithms could also be
modified to reduce contrast.

14.4.3 Apply Color Shift

In this next step, we apply a color shift to the image (see Fig. 14.8), to simulate tinted
vision, which is a common symptom of cataracts (as mentioned in Sect. 14.2.3.2).
There are multiple different ways to perform a color shift and different color spaces
to choose from, for this operation. We will discuss one simple type of color shift
and how to improve it. Because the yellowish/brownish color shift, which is often
experienced by people with cataracts, results from a physical phenomenon—the
absorption of parts of the incident light falling onto the retina, caused by opacities
in the lens—we chose to do our calculations in the linear RGB color space instead
of a perceptual color space. Other eye diseases that cause changes in color vision
might require other color spaces for the respective color shift calculations, depending
on what causes the color shift. To add tinted vision as symptom to our cataracts
simulation, we apply a color shift after the contrast reduction step. Analogous to the
contrast reduction step, we interpolate all color values with a predefined target color
Ctarget :

Ccolor Shi f t = CrContrast t + Ctarget (1 − t). (14.2)
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Fig. 14.8 a Reduced
Contrast. b Color shift,
calculated with Eq. (14.2)

(a)

(b)

The target color Ctarget and the parameter t can be modified at runtime to change
the color for the tint and the amount of color shift that should be applied. Figure14.8
shows the result of this operation with target color Ctarget = (1.0, 0.718461,
0.177084) and parameter t = 0.8. Besides adding a tint to the image, this type of
color shift also reduces the contrast in the image to a certain extent, since this is
equivalent to an interpolation between the current image CrContrast (with already
reduced contrast) and the target color. To avoid reducing the contrast when applying
a color shift, we can also perform a color shift by simulating a filter that reduces the
amount of light in parts of the visible spectrum, that is absorbed or blocked by the
cataract opacities. For each color channel we calculate the color shift as

Ccolor Shi f t = CrContrast − CrContrastC f iltered , (14.3)

or
Ccolor Shi f t = CrContrast (1 − C f iltered), (14.4)

where C f iltered represents the amount of filtered light per color channel that does not
reach the retina.

Cataract opacities scatter, absorb, and reflect different amounts of eachwavelength
of the visible light, depending on the opacity. The exact amount of transmitted light
per wavelength is hard to determine. It is easier to get a description of the experi-
enced color tint from people with cataracts. Since the components of the color that
creates this tint, represent the amount of transmitted light per wavelength (Ct ) and
are therefore complementary to the amount of light that is reflected or absorbed by
the cataract opacities (C f iltered ) we can simulate the color shift as

Ccolor Shi f t = CrContrastCt . (14.5)

This calculation is done per color channel with the respective components of the
pixel colors CrContrast and transmitted light Ct .
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14.4.4 Simulate Dark Shadows

Cataracts lead to a clouding of the eye lens.While for nuclear cataracts, this clouding
is uniform over the whole lens, cortical cataracts also produce dark shadows in the
periphery of the lens, and posterior subcapsular cataracts create a dark shadow in the
center of the lens.We can simulate these shadowswith an alpha texture (see Fig. 14.9)
that we use to darken the image, either in the periphery (for cortical cataracts) or in
the center (for posterior subcapsular cataracts), by linearly interpolating between the
image color Ccolor Shi f t of the image after the color shift and a shadow color Cshadow:

C = Ccolor Shi f tα + Cshadow(1 − α), (14.6)

where α has values between 0 and 1.
Different illumination levels cause the pupil of the human eye to get wider or

narrower, allowing more or less light to enter the eye. This also affects the area of
the lens that is exposed to light entering the eye. For some forms of cataracts, like
cortical or posterior subcapsular cataracts, which exhibit a nonuniform clouding of
the lens, the area of the pupil that is exposed to light affects theway vision is impaired.
The dilation and contraction of the pupil when looking at dark areas or into bright
lights determine how much of the areas of the lens, which create dark shadows, are
exposed to light. Consequently, dark shadows can appear very small or affect almost
the whole visual field, depending on the illumination and therefore the intensity in a
virtual scene.

Posterior subcapsular cataracts cause opacities to form at the posterior pole of the
lens, which creates visible shadows in the center of the field of view, while often
not affecting peripheral vision (see Fig. 14.10). In bright sunlight, the pupil is very
small, exposing only a small central area to light, which is largely affected by these
opacities. Therefore the shadow can appear huge and cloud the whole visual field.
In very dark environments, when the pupil is dilated, the affected area of the lens
is only a small percentage of the lens area that is exposed to light. Light can also
enter through the surrounding unaffected area. Thus only a small dark shadow might
appear in the center of the field of view (Fig. 14.10a, d).

To simulate this effect, we can scale the texture thatwe use to create these shadows,
according to the average light intensity of the image area, the user is looking at (Fig.

Fig. 14.9 Textures used to
create shadows for a cortical
cataracts and b posterior
subcapsular cataracts, by
scaling the image values with
the alpha value (between 0
and 1) of this texture

(a) (b)
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(a) (b) (c)

(d) (e) (f)

Fig. 14.10 Different pupil sizes a, b, c affect the severity of dark shadows, experienced d, e, f
with posterior subcapsular cataracts. For demonstrative purposes other effects were omitted in this
image. a, d: Vision of a very dark scene with large pupil. b, e: Vision of a scene with moderate
brightness with smaller pupil. c, f : Vision of a bright scene with very small pupil

Fig. 14.11 a Color shift. b
Dark shadows for cortical
cataracts in the center of the
visual field

(a)

(b)

14.11b). For very bright areas the texture and consequently the shadow becomes
larger. When looking at very dark areas it becomes smaller and less disturbing. In
contrast to posterior subcapsular cataracts, cortical cataracts affect predominantly
the peripheral vision. To simulate dark shadows created by cortical cataracts, we use
a texture with shadows in the periphery. When scaling it larger for bright areas, the
shadows in the periphery can almost disappear (by leaving the field of view) and
only become more disturbing in darker scenes.
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Fig. 14.12 a Dark shadows
for cortical cataracts. b
Sensitivity to light,
experienced as bloom effect
of a larger light source in the
upper left corner

(a)

(b)

14.4.5 Simulate Sensitivity to Light

The second way in which light affects the vision of people with cataracts is the
clouded lens that scatters light in many directions onto the retina. Images become
blurred and bright lights become especially problematic, because they create intense
glare. We can simulate this by post-processing the image to apply a bloom or glare
effect. The threshold for the bloom is set to a value below the intensity of the light
sources in the scene but above the rest of the geometry. This avoids the blooming of
white walls or other white objects that are not light sources.

The intensity and width of such an effect can be adjusted. The effect can also be
made view-dependent, using the gaze-position from an eye tracker (see Sect. 14.4.6
for details). This simple bloom effect (see Fig. 14.12b) can already give a good
impression of glare effects caused by cataracts, but is not a perceptually perfectly
accurate depiction of these effects. More advanced approaches of creating glare
effects can involve complex simulations of particles in the eye and dynamic effects,
like taking the oscillation of the pupil into account, as described in the work of
Ritschel et al. (2009), but are challenging to use in very performance-intensive real-
time applications like VR simulations.

14.4.6 Gaze-Dependent Effects

Some symptoms such as the above described dark shadows (Sect. 14.4.4) or sensi-
tivity to light (Sect. 14.4.5) that can degrade a person’s vision are gaze dependent. To
correctly simulate vision affected by gaze-dependent symptoms, we need to track the
gaze of the user and adjust effects that should just appear in a certain area of the visual
field of a person. We can, for example, move the texture, that is used to simulate the
dark shadows produced by cortical or posterior subcapsular cataracts, according to
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Fig. 14.13 Eye tracking
with the Pupil Labs (Pupil
Labs GmbH 2019) eye
tracker

the gaze of the user. This can be done with different eye trackers. Figure14.13 shows
an example of the eye-tracking software from Pupil Labs (Pupil Labs GmbH 2019).

Furthermore, different illumination levels cause the pupil of the human eye to get
wider or narrower, allowing more or less light to enter the eye. This also affects the
area of the lens that is exposed to light entering the eye. For some forms of cataracts,
like cortical or posterior subcapsular cataracts, that exhibit a nonuniform clouding of
the lens, the area of the pupil that is exposed to light affects theway vision is impaired.
Since this effect depends on the brightness of the area a person is looking at, we can
make use of eye-tracking data to constantly adjust the effect, by calculating a gaze-
dependent brightness to scale the shadow textures (used to simulate dark shadows)
or bloom effects (simulating sensitivity to light). We can just take a cutout of the
rendered image, centered around the current gaze point and calculate the average
intensity or luminance in this window. To avoid sudden changes of effect sizes, a
Gaussian distribution can be used as weights to give pixels at or near the gaze point
a higher importance than pixels farther away.

To avoid any noticeable delay of the effects, the eye tracker needs to be fast
enough to recognize saccades (quick eye movements from one fixation to
another). Therefore, the eye tracker should at least have 200Hz cameras.

Slower cameras might cause a noticeable delay of the movement of the effects.
However, even with a certain delay, gaze-adjusted effects are perceived as more
realistic as without eye tracking.

There are some things to consider when using eye tracking: The performance and
accuracy of the tracker might decrease for people wearing glasses or it might not
work for them at all. Everything that can create reflections could potentially disturb
the eye tracker, for example, eye lashes with mascara on them.
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14.5 Calibrating Effects for Different Users and Hardware
Devices

In order to use vision impairment simulations, like the cataract simulation described
in Sect. 14.4, to evaluate accessibility, measure recognition distances or readabil-
ity of signage, we need to take vision capabilities of users into account and use a
methodology that allows us to calibrate simulated symptoms of vision impairments
to the same level of severity for different users. In this section, we discuss vision
capabilities of users, present a suitable calibration methodology, and illustrate this
methodology on two examples (calibrating reduced VA and reduced contrast).

14.5.1 Vision Capabilities of Users

Let’s assume, we want to conduct a user study to measure recognition distances of
signage or evaluate other accessibility aspects under a certain form of vision impair-
ment, by conducting a user study with participants with normal vision and simulated
vision impairment. We have to be able to create the same visual impression for every
user study participant. Only then is it possible to statistically analyze and gener-
alize findings from a user study. Independent variables need to be controlled. For
vision impairment simulations, such variables are the actual vision capabilities of a
user study participants and the hardware constraints imposed by the VR headset. As
explained in Sect. 14.1, finding participants with the exact same type and severity of
vision impairment can be difficult or even impossible, which means, these variables
can’t be controlled through careful selection of participants. To overcome this prob-
lem, we can restrict our participant pool to people with normal sight. However, even
people with normal sight can be expected to have different levels of VA and contrast
sensitivity, since normal sight is not defined by one distinct value, but by a certain
range. Hence, it is difficult to control these variables. However, we can take them
into account when simulating a vision impairment, to create the same baseline for
every user study participant. For our presented cataract simulation, we can do this,
for example, by calibrating the reduced VA and the reduced contrast to the same
levels for all participants.

We do not necessarily need to calibrate other effects like dark shadows, color
shift, or an increased sensitivity to light, if we assume our users to have normal sight,
because we would only expect significantly different perception of these effects from
users that already have an eye disease.
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14.5.2 Calibration Methodology

In order to calibrate simulated symptoms of vision impairments to the same level
of severity, taking different vision capabilities of users into account, we impose the
following restrictions:

• All users have to have normal sight (or corrected sight, wearing glasses or lenses)
and no conditions that influence their vision.

• The level of severity we calibrate to, has to be worse than the vision of each
participant.

• The level of severity we calibrate to, has to be worse than the vision impairment
induced by the VR hardware.

These restrictions allow us to calibrate vision capabilities, such as VA or contrast
sensitivity to a certain reduced level, that is perceived similar by every user study
participant, by conducting vision tests in VR.

14.5.2.1 Vision Tests in VR

The basic concept is to define a level of reduced VA or contrast, that is known to be a
worse vision impairment as the mild vision impairment induced by the VR headset.
For this chosen level of impairment, we know what vision tests people with such
vision impairment still pass and at what distance, size, or contrast of the optotype
they fail the test. So we create an eyesight test in VR that shows optotypes where
people with this vision impairment are supposed to fail. Each user takes this eyesight
test. During the test, the simulated impairment is increased as long as the user is
able to pass the test. At the time a user fails the test, we know exactly which level
of simulated impairment we need to calibrate the vision of this particular user to the
predefined level. Some users, with very good vision might require a higher severity
of simulated impairment to fail the test at the same stage, as others.

Following this methodology yields parameter values (severity levels of simulated
impairments) per user that can be used to create the same perceived level of vision
impairment for every user. This methodology is illustrated in the following two
Sections on the examples of visual acuity and contrast sensitivity.

14.5.3 Calibrating Reduced Visual Acuity

According to the methodology described in above, we can use an eyesight test in VR
to calibrate the simulation for all our users to a specific level of reduced VA. There
are different eyesight tests that can be adapted for the use in VR. One of these tests is
described by the international standard ISO 8596:2017 (International Organization
for Standardization 2017). A set of five Landolt rings (see Fig. 14.1) is displayed at
a predefined distance.
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The test advances to the next set of smaller Landolt rings as long at the user
correctly recognizes the position of the gap in the ring for at least 60% (3 out of 5)
of the rings in a set. According to the test protocol, the VA of a user is determined by
the last correct set. The virtual equivalent to the real-world visual acuity test setting
is to place a user in a virtual room with Landolt chart (International Organization
for Standardization 2017) lines on the wall at a specific test distance. An alternative,
inspired by the Freiburg Vision Test (FrACT) (Bach 1996) is to show five Landolt
rings of the same size at the same fixed distance in sequence and not simultaneously.
We know which visual angel a person with a certain visual acuity, e.g., 6/38 or
20/125 or 0.16 decimal, can still recognize. So we chose the distance and size of
the optotypes according to what a person with this 0.16 VA should be able to still
recognize in the real world (6.31 arcminutes). In order to simulate this VA for a
normal sighted person inside a HWD, we blur the image and stepwise increase the
amount of blur (while keeping distance and size of the optotypes unchanged), with
each new set of 5 Landolt rings, until the user is not able to recognize the optotypes
anymore. The blur amount used in the last correctly recognized set of Landolt rings
then represents the simulation of this particular reduced VA.

The value of 6/38 or 0.16 decimal, as used in the example above, represents amod-
erate vision impairment (VA between 6/18 and 6/60) as defined by theWHO (Pascol-
ini and Mariotti 2012), which is well beyond the VA limit of 0.5 decimal for driving,
as prescribed by most international standards (Bron et al. 2010).

14.5.4 Calibrating Reduced Contrast

Based on the methodology we used for calibrating reduced VA, we can also calibrate
reduced contrast. The Pelli–Robson contrast sensitivity test (Pelli et al. 1988) allows
us to test the contrast vision of user. Optotypes are displayed in groups of three at
a fixed distance and a size that corresponds to 6/18 or 20/60 acuity, which should
be easy to read for any normal sighted person. Each group further down the chart is
reduced in contrast. A person has to recognize two out of three optotypes correctly
to advance to the next group. The last correctly recognized group determines the
contrast sensitivity (CS) of a person and is recorded as log CS value.

A person with reduced CS only reaches a certain log CS value. To calibrate to a
specific level of contrast loss in VR we select a log CS value as target CS we want to
calibrate to. During contrast calibration, one group of optotypes is displayed at a time.
Starting at the selected level of reduced contrast, contrast reduction is increased after
each correctly recognized group until the optotypes cannot be recognized correctly
anymore. The following formula is used to reduce contrast:

C = Coriginalc + (1 − c). (14.7)

In this equation, c is a constant specifying the amount of contrast reduction and
Coriginal the linear RGB color values. The Pelli–Robson contrast sensitivity test (Pelli
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et al. 1988) uses log contrast sensitivity and reduces the contrast after each group
of three letters or optotypes by a factor of 0.15 log units. We can set c to a value
representing a reduction of 0.15 log unit or any other amount, depending on how
much contrast reduction we want to have per three optotypes. Depending on the used
contrast simulation method, Coriginal represents the linear RGB color values, or the
luminance values in the CIELAB space for a compression of luminance values. To
reduce the contrast relative to afixedbackground color, usuallywhite,we add (1 − c),
preserving themaximum intensity in the image. This results in a similar appearance of
optotypes as on the Pelli–Robson contrast sensitivity chart (Pelli et al. 1988). Keeping
the background white is also important to preserve the overall brightness in the
scene, since contrast sensitivity is influenced by the illumination of the background
and ambient light in the scene (Karatepe et al. 2017). Other formulas for contrast
reduction (like adaptions of tonemapping algorithms) could be used as well.

The calibration ends when a group of optotypes cannot be recognized anymore.
The value c, used for the last correctly recognized group can then be used to simulate
the selected target CS. This value might be different for different users, depending
on their vision capabilities, but allows us to calibrate the vision of every user to the
same predefined level of reduced contrast, as part of the simulated cataract vision
(see Sect. 14.4.2).

14.5.5 Order of Effects

With the presented calibration methodology, we are able to calibrate different simu-
lated symptoms, but the calibration is only done for one symptom at a time. We have
to keep in mind that one symptom can influence the perception of another symptom.
If we, for example, do a VA test or calibrate VA with already reduced contrast, we
will get a different result than when testing or calibrating VA in isolation. Every
simulated symptom degrades the vision of a person to some extent. If we combine
multiple symptoms and then test a user’s vision with the whole simulation, we can
get different results for our eyesight tests thanwhen just testing individual symptoms.
Consequently, if we reduce the VA of a user to, e.g., 50% and then reduce contrast,
add a color shift, simulate dark shadows and sensitivity to light and then perform a
VA test in the end, the user might just be left with, e.g., 20% VA. If we change the
order of effects and perform the VA reduction last, we can already take into account
the amount of VA reduction that happens due to other effects and just reduce the
VA further to the predefined value. However, if we start with a contrast reduction to,
e.g., 80%, then add other symptoms such as dark shadows or reduced VA, and then
perform a contrast test with the whole simulation, we might get a different overall
contrast sensitivity value than the one we initially calibrated the contrast vision to.
Sincemany symptoms can influence each other, we cannot easily simulate a complex
eye disease pattern that is specified beforehand by parameters like VA, contrast sen-
sitivity, or the amount of tinted vision, since we don’t know which symptom affects
which vision capability to which amount. We can, however, use this methodology
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to simulate an eye disease pattern that is perceived similarly by different users, by
defining values for individual effects as opposed to values for the whole simulated
condition.

14.6 Summary

In architectural and lighting design, the large amount of people with vision impair-
ments in our society are hardly ever considered. In order to test designs for acces-
sibility, we need tools and methods to simulate vision impairments. In order to gain
insight into the effects of vision impairments on perception we further need to cal-
ibrate simulated symptoms to the same level for different users, so we can conduct
quantitative user studies.

In this chapter, we have discussed how vision impairments, such as cataracts, can
be simulated inVR andwhat we need to do to achieve a realistic simulation. Different
factors, like the visual capabilities of participants, the resolution and fixed focal
distance or possible misplacement of the VR headset could influence the perception
of people in VR and need to be taken into account. Visual capabilities of users in VR
can be measured with eyesight tests, determining their visual acuity (VA) value.

There are different approaches to simulating vision impairments, using goggles,
modified 2D images, VR or AR simulations. At the time of writing this chapter, most
existing approaches did not take hardware constraints or vision capabilities of users
into account. Therefore, they are not feasible for user studies where we want to take
exact measurements and statistically evaluate results.

In this chapter, we have shown how an effects pipeline can be built to simulate
complex eye diseases, on the example of cataracts. In order to achieve gaze-dependent
effects, we discussed how eye tracking can be used to calculate brightness values at
the gaze point, to adjust different effects, or move effects relative with the gaze of the
user. The calibration methodology, presented in this chapter enables us to calibrate
different effects, that simulate symptoms of vision impairments, to the same level for
every user, by adapting medical eyesight tests and using them in the VR simulation.

The methodology presented in this chapter was evaluated in a study simulating
cataract vision (Krösl et al. 2019), but can also be adapted and used for other sim-
ulations of other vision impairments (Krösl et al. 2020a), like age-related macular
degeneration, cornea disease, diabetic retinopathy or glaucoma, to name just a few
examples, and is also applicable to AR simulations (Krösl et al. 2020b).
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Chapter 15
Patient-Specific Anatomy: The New Area
of Anatomy Based on 3D Modelling

Luc Soler, Didier Mutter, and Jacques Marescaux

Abstract 3D anatomical medical imaging (CT-scan orMRI) can provide a vision of
patient anatomy and pathology. But for any human, even experts, these images have
twodrawbacks: eachvoxel density is visualized in grey levels,which are totally inade-
quate for human eye cones’ perception, and the volume is cut in slices,making any 3D
mental representation of the real 3D anatomy of the patient highly complex. Usually,
the limits of human perception are overcome by human knowledge. In anatomy, this
knowledge is a mix between the average anatomy definition and anatomical varia-
tions. But how to understand an anatomical variation from slices in grey levels? In
routine, such a difficulty can sometimes be so important that it creates errors. Fortu-
nately, thesemistakes can be overcome through 3Dpatient-specific surgical anatomy.
New computer-based medical image analysis and associated 3Dmodelling provide a
highly efficient solution by allowing a patient-specific virtual copy of their anatomic
reconstruction. Some articles reporting clinical studies show that up to one-third of
initial planning is modified using 3D modelling, and that this modification is always
validated efficiently intraoperatively. They also demonstrate that major errors can
thus be avoided. In this chapter, we propose to illustrate the 3D modelling process
and the associated benefit on a set of patient clinical cases in three main domains:
liver surgery, thoracic surgery, and kidney surgery. In each case, we will present the
limits of usual medical image analysis due to an average anatomical definition and
limited human perception. 3D modelling is provided by the Visible Patient online
service and the surgeon then plans his/her surgery on a simple PC using the Visible
Patient Planning software. We will then compare the result obtained from a normal
anatomical analysis with the result obtained from the 3D modelling and associated
preoperative planning. These examples illustrate the great benefit of using patient-
specific 3Dmodelling and preoperative virtual planning in comparisonwith the usual
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anatomical definition using only medical image slices. These examples also confirm
that this new patient-specific anatomy corrects many mistakes created by the current
standard definition, increased by physician interpretation that can vary from one
person to another.

15.1 Introduction

It is impossible to imagine anymedical carewithout aminimumof anatomical knowl-
edge. In the case of surgery, In surgery, a full understanding is mandatory. “Modern
anatomical description”, introduced by André Vésale in the sixteenth century, is
based on a description of human anatomy from “alive human or having lived”
represented by an average and standardized anatomy. But patients being different,
this average anatomy has been completed by variations or exceptions. Since André
Vésale, anatomy has been progressively improved thanks to new techniques and tech-
nologies, increasing variations but making the average anatomy more precise. Such
an anatomy definition has the main benefit: it allows physicians to use standardized
names and labels. Surgical procedures have since been more easily explained and
described for better knowledge sharing. It also has a drawback: it can lead to an
error when applying normalized anatomy on a patient with an anatomical variation.
Fortunately, during the past century, medical imaging paved the way for a new revo-
lution: internal anatomy of a patient could be seen without any invasive techniques.
This medical imaging can thus provide patient-specific anatomical data including
geometry, topology and also function of organs. But some limits linked to these new
technologies appeared in parallel. Firstly, interpretation of the medical image infor-
mation and of the visible anatomical variation is totally dependent on the physician’s
knowledge and can vary from one to another. Secondly, there are more and more
anatomical variations discovered during medical image analysis or intraoperative
exploration, all patients being different. These differences can induce errors in the
patient anatomical description and sometimes also in therapy selection.

The liver is here a perfect illustration of such limits. Surgery offers the foremost
success rates against liver tumour (more than 50% 5-year survival rate). Regret-
fully, less than 20% of patients are eligible for surgery due to anatomical limitations.
Indeed, eligibility is based on multiple criteria and rules. It is thus established that
two adjacent liver segments can be separated with an adequate vascular inflow and
outflow as well as biliary drainage and that the standardized Future Liver Remnant
(Standardized FLR = remnant liver volume/liver volume) must be over 20% for
patients with an otherwise normal liver, 30% for patients who have received exten-
sive preoperative systemic chemotherapy, and 40% for patients with existing chronic
liver diseases such as hepatitis, fibrosis or cirrhosis. Precise knowledge of patient liver
anatomy is thus a key point for any surgical procedure, including resection of liver
tumours or living donor transplant, surgical eligibility being linked to the defini-
tion of liver segments. But defined preoperatively, patient liver anatomy remains a
challenge. Indeed, there exist today four main anatomical definitions used routinely
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worldwide: The Takasaki segments definition (Takasaki 1998), essentially used in
Asia, the Goldsmith and Woodburn sectors (Goldsmith and Woodburne 1957) defi-
nition, essentially used in North America, the corrected Bismuth sectors (Bismuth
1982) definition, essentially used in Europe, and the Couinaud segment (Couinaud
1999) definition used worldwide.

These definitions are based on labelling the portal tree distribution in the liver
following essentially geometrical criteria on relative location in the liver: right,
middle, left, anterior, posterior, lateral, median, and caudal. We can also notice
that hepatic veins define separating limits between main sectors in Goldsmith and
Woodburn and Bismuth definitions. This general overview also clearly illustrates
that Couinaud segmentation is the most precise one. All other segmentations can
be obtained by a grouping of Couinaud segments in different sets. But Couinaud
segmentation contains major errors. Platzer and Maurer (Platzer and Maurer 1966)
surely were the first ones to show in 1966 that the variability of segment contours
was too important for any general scheme to be viable. Many researches (Nelson
et al. 1990; Soyer et al. 1991; Fasel et al. 1988; Rieker et al. 2000; Fischer et al.
2002; Strunk et al. 2003; Fasel 2008) have subsequently completed that first study
by providing quantifiable results thanks to 3D medical imaging. Couinaud himself
(Couinaud 2002) described topographic anomalies in 2002. In 34 cases out of 111
(i.e. 30,63% of cases), he demonstrated that the real anatomical anterior sector of the
liver (segment V + segment VIII) was different from his own definition. This may
have surgical consequences. Thus, by clamping the right paramedian vein, portal
branches which are topologically considered as being in segment VI took in fact
their origin on the right paramedian branch, and were topologically in the anterior
sector of the liver. Couinaud concluded that there was incoherence between vascular
topology and the topography of the segments that could be corrected by using our
3D modelling and segmentation software (Soler et al. 2001) that we have clinically
validated.

All patients have different anatomy that is all the more difficult to predict since
some pathologies can modify vascularization. Moreover, even if the medical image
contains all the information needed to extract the patient-specific anatomical configu-
ration, it is too complex for any physician to mentally reconstruct this anatomy in 3D
from the set of 2D slices provided by the medical imaging system. To overcome this
human limit, we have developed a computer-assisted surgery system over the past
20 years and this system has been clinically validated (Bégin et al. 2014 Dec; Soler
et al. 2014 Mutter et al. 2010, 2009) to obtain CE marking and FDA approval for
clinical use. The resulting computer-assisted surgery system is composed of several
steps: 3D patient modelling, preoperative surgical planning and intraoperative use
of this virtual reality assistance. In this chapter, we will describe the technique and
illustrate these different elements and results in three main areas: liver, thorax and
kidney surgery.Wewill then conclude the real need for such patient-specific anatomy
based on 3D modelling.
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15.2 Materials and Methods

The first expected benefit of a computer-assisted system applied to patient-specific
anatomy is to provide a fast, efficient and easyway to implement a viewof thepatient’s
anatomy. Any software meeting these needs should allow for the reading of images
recorded during a clinical routine in DICOM, the international standard format.
Moreover, such software should provide at least two types of immediate rendering:
a 2D view of image slices and a 3D view. Currently, many of the available software
applications for the visualization consoles of radiology departments must be paid for
or can be freely downloaded from the Internet. Osirix is the most notorious and used
software essentially used by radiologists. Although it is very complete, it presents two
drawbacks: it only works on macOS and its user interface is not particularly intuitive
for surgeons as it is too similar to the software of post-processing consoles used
in radiology. Whether free or commercial, we have noticed that surgeons scarcely
use these applications due to their complexity: the user interface is submerged with
complicated options and lengthy training is sometimes required to properly use the
software.

To overcome this recurring drawback, we have developed a software, Visible
Patient PlanningTM (©Visible Patient 2014 https://www.visiblepatient.com/en/pro
ducts/software), that is free of charge as OsirixTM. But the free version of Osirix is
not certified, unlike Visible Patient Planning software that is CE-Marked and FDA
approved (510k).Moreover,VisiblePatient Planningworks onmacOSandWindows.
Whatever you use, workstation, Osirix or Visible Patient Planning, the first advan-
tage for surgeons is direct volume rendering which is automatically computed by the
software from the CT or MRI slices of the DICOM image (Fig. 15.1). This free tech-
nique provides adequate 3D visualization of anatomical and pathological structures
and can thus be a useful preoperative planning tool. In order to see internal structures,
the initial voxel grey level is replaced by an associated voxel colour and transparency.
This transparency allows to distinguish more contrasted anatomical or pathological
structures, even when they are not delineated in reality. That volume can also be
cut along the three main axes (axial, frontal or sagittal) or with an oblique mouse-
controlled plane. In clinical routine, direct volume rendering can be of considerable
preoperative interest. This is the case for all malformation pathologies, in particular
vascular or bone malformation, but also for thoracic and digestive pathologies.

Direct volume rendering is thus a very useful tool as it is freely accessible without
any pre-processing; however, it does have some limitations. It cannot provide the
volume of organs nor their dimensions since these organs are not delineated. For
the same reason, it is not possible to provide a volume after resection, or to cut a
section of these structures without cutting neighbouring structures. To overcome this
limit, each anatomical and pathological structure in the medical image has to be
delineated. This task, named “segmentation”, can be performed through a specific
workstation available on the market (MyrianTM from Intrasense, SynapseTM from
Fuji) or through a distant online service that can be compared to a medical analysis

https://www.visiblepatient.com/en/products/software
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Fig. 15.1 Direct volume rendering (second line) of three different clinical cases from their DICOM
image (first line), here from CT-scan of liver (left), lung (middle) and kidney (right) using Visible
Patient PlanningTM software

laboratory (Visible Patient Service). In the first solution, hospitals acquire a work-
station and then physicians can use it by themselves to perform 3Dmodelling. In the
second solution, hospitals purchase the image analysis for each patient just like they
would pay for a biological analysis. Moreover, this last pay per case solution is now
covered by some private insurance companies (more than 45% of French citizen will
be thus covered in France in September 2020), making it more easily accessible. Each
solution (onsite or online) allows for a 3D surface rendering of organs as well as a
volume computation of delineated structures. In that set of solutions, Visible Patient
is today the only service available for any part of the body and for any pathology or
organ ranging from infant to adult. The result of the 3D modelling process can be
visualized from the free Visible Patient Planning software through surface rendering
but can also be fused with the volume rendering (Fig. 15.2).

This surface rendering of delineated structures provides a more advanced anatom-
ical view of the patient, but it remains insufficient for several surgeries such as partial
resection that needs preoperative evaluation of future volumes remaining after resec-
tion. More advanced solutions give so the opportunity to simulate virtual resection
and to obtain preoperatively the resulting volume. Some software, such asMyrianTM,
offer this possibility from virtual cutting planes. Some other, such as SynapseTM

or Visible Patient PlanningTM, have a more anatomy-oriented approach based on
vascular territory simulation and virtual clip applying with interactive placement
(Fig. 15.3).

By defining the vascular territories, the resulting patient-specific anatomy is there-
fore not only a geometrical patient-specific anatomy but also a functional anatomy
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Fig. 15.2 Visible Patient PlanningTM Fusion between Direct volume rendering and surface
rendering of organs provided by the Visible Patient online service of the same Fig. 15.1 patients

Fig. 15.3 Virtual clip applying and resulting devascularized territories simulated by Visible Patient
PlanningTM from the same Fig. 15.1 patients

that can be used preoperatively to define more accurately a surgical procedure. It
can also be used intraoperatively to guide the surgeons thanks to the development
of intraoperative tools. For instance, the Visible Patient PlanningTM software can be
brought inside the OP-room to directly visualize the result on the laptop or smart-
phone, or indirectly by plugging it on an OP-Room display or on a surgical robot
such as the Da-Vinci Robot from Intuitive Surgical (Fig. 15.4).

To illustrate the clinical benefits of such patient-specific computer-assisted
anatomy and surgical planning system, for several years, we have applied it to a wide

Fig. 15.4 Intraoperative use of Visible Patient PlanningTM plugged on Operative Display (left) or
on robotic display (right)
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range of surgical procedures in digestive, thoracic, urological, endocrine, and paedi-
atric procedures. We will here limit our description of clinical benefits to the same
three patients illustrated in Figs. 15.1, 15.2 and 15.3. Then we will provide some
other article references illustrating the clinical benefits of such computer-assisted
patient-specific anatomy before concluding.

15.3 Results

The first patient was a 55-year old patient diagnosedwith hepatocarcinoma. From the
CT image only, a single tumour (yellow circle in Fig. 15.5 the left) was detected on
the back of the right hepatic vein, i.e. themost right-hand part of the liver. The Visible
Patient Online 3D modelling provided a 3D modelling of an additional nodule (red
circle in Figs. 15.5 and 15.6) validated by the radiologist after a secondmedical image
analysis as a potential hepatic tumour. This second tumour was located between the
median hepatic vein and the right hepatic vein, i.e. again in the right liver. Addi-
tional diagnosis from the radiological department was a right liver volume of about
60% of the global liver volume, but this volume was computed without the Visible
Patient Planning software. By observing this radiological analysis and using stan-
dard anatomical landmarks, the surgical team considered a right liver resection, the
second tumour (red circle) position being too deep and in contact with too large
vessels around to be resected or burnt through thermal ablation.

Fig. 15.5 Three axial slices of the first patient with two small hepatic tumours (circles)

Fig. 15.6 3D modelling provided online by Visible Patient Service and allowing to visualize two
hepatic tumours (circles). From virtual clip applying performed with Visible Patient Planning soft-
ware, the 3D view of the left liver (blue) and the right liver (orange) shows the location of both
tumours in the left liver and not in the right liver
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But by using the Visible Patient Planning software, surgeons simulated this right
liver resection by virtually clipping the right branch. The orange territory on Fig. 15.6
show this right liver, but none of the tumours were located in this real portal vein
territory representing only 45% of the liver volume. On the opposite, by virtually
clipping the left portal branch (blue territory on Fig. 15.6), both tumours appeared
in this devascularized left liver representing 55% of the liver volume. Finally, by
analysing more accurately the reason for this error, it appears easily in 3D that this
patient had no right paramedian branches providing blood flow to segments 5 and 8.
A new unusual branch coming from the left portal branch was providing the blood
supply of a territory located in the usual segment 8 area, but vascularised from the
left portal branch. Virtual clip applying on this branch provided thus the smallest
territory to resect (13,3% of the liver volume, blue area in left image of Fig. 15.3).

This example illustrates the well-known problem of hepatic anatomical variation
already described by Couinaud (Couinaud 2002) and that we pointed out in a recent
article (Soler et al. 2015). In fact, studies (Soler et al. 2014 Wang et al. 2017 Jun)
show that in more than one-third of hepatic surgical interventions, 3D modelling and
preoperative simulation allow to correct imperfections or errors of the initial surgical
planning. Another study (He et al. 2015 Sep 21) shows that for some interventions
it can reduce operating time by 25% and reduce complications by more than one-
third. These impressive results in link with the Couinaud analysis illustrate the huge
anatomical variation of liver and its potential consequences on treatment choice.
They also illustrate the great benefit of using computer-assisted patient-specific 3D
modelling preoperatively to avoid such medical image interpretation errors in liver
surgery.

But what about lung surgery? Today, surgeons operate lung cancers like the liver
by resecting the sick part of the bronchial tree, like cutting unhealthy branches of a
tree to preserve the healthy part. Like in liver surgery, the difficulty will lie in defining
the territories of that bronchial tree, which are very hard to define and localize from
a simple CT image. It is all the more complex as the pathology, cancerous or not,
can locally modify the anatomy or mask landmarks that are however present in the
image. The second example illustrated in Figs. 15.1, 15.2 and 15.3 is a 6-month
old child with a lung cyst due to a cystic adenomatoid lung disease, a pathology of
airways that requires the sick part of the bronchial tree to be resected, just like for a
tumorous pathology. From the CT medical image of the child, the cyst (black part in
the centre of the left image in Fig. 15.7) seemed located in the upper lobe of the right
lung. This was the diagnosis performed by the radiological team and validated by
the surgical team. But after the online 3D modelling delivered by the Visible Patient
service, the virtual clip performed by the surgeon showed that the cyst (in green in
the right image of Fig. 15.7) was not in the upper right lobe (in yellow). Thanks to
this 3D modelling, the surgery was modified and performed flawlessly, validating
the preoperative simulation’s efficiency.

In fact, 3D modelling provides the same benefits in lung tumour resection as for
liver tumours. Applying preoperative virtual clips allows thus to simulate bronchial
territories as well as to simulate portal vein territories of the liver. Moreover, the
3D modelling of internal lung structures is not limited to the bronchial system but
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Fig. 15.7 Pulmonary adenomatoid cyst detected in the right upper lobe from a CT-scan (left) of a
6-month old patient. 3D modelling (centre) provided by Visible Patient online service and the clip
applying simulation of the right upper lobe (yellow) showed that the cyst was not in this territory
and avoided the error preoperatively

includes lung arteries and veins. This technique allows to avoid errors in pathological
territory definition and to improve the surgical therapyplanning as validated in several
recent articles and clinical studies (Gossot et al. 2016; Le Moal et al. 2018; Gossot
and Seguin-Givelet 2018a, b).

These two first application examples illustrated the benefits of computer-assisted
patient-specific 3Danatomy in surgical procedures using the functional anatomydefi-
nition. Liver and lung have anatomically defined vascular territories that anatomical
variations can disturb and thus create errors in the choice of treatment. Finally, we
propose to endwith kidneys, which do not have a functional anatomical segmentation
because their vascularisation variations are too important.

The third example, illustrated in Figs. 15.1, 15.2 and 15.3, was a 5-year-old patient
diagnosed with a double nephroblastoma. Even though this cancer is frequent in
adults (over 13.000 new patients each year), only very few children are concerned
each year in France (130 new patients per year). From the CT-scan only (on the left in
Fig. 15.8), the expert team for this kind of surgery proposes to resect half of the right
kidney and full resection of the left kidney, where, according to the images, tumour
invasion is too important. This surgery will necessarily induce renal insufficiency,
which will translate into maximum 6 months of dialysis. These 6 months will allow

Fig. 15.8 Double nephroblastoma detected on both kidneys of a 5-year-old child. Thanks to 3D
modelling and preoperative simulation of clip applying using Visible Patient service and planning
software, a partial resection of each kidney was validated and realized. As illustrated on the right,
1 year later the patient seems to be cured
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to check that no new tumour regrowth appears in the lower part of the remaining
right kidney. After these 6 months and if no tumour has appeared, left kidney trans-
plant will be proposed. Transplant will increase the child’s life expectancy by more
than 50 years but will also induce lifelong anti-rejection treatment. This therapeutic
proposition is submitted to a second team, also expert in that kind of pathology, for
a second medical opinion. The second team fully validates this choice of treatment.

From the modelling and by using the VISIBLE PATIENT Planning™ software,
the surgeon simulates applying surgical clip (clipping vessels) and validates the
possibility of resecting only half of the right kidney, 50,9% of the right kidney
remaining functional after surgery. But the surprise comes from the left kidney, as
when simulating surgery, the surgeon sees that he can preserve one-third of the
kidney function. Yet volume computation provided by the software shows that both
remaining kidney parts on the left and on the right after surgery will have a slightly
greater volume than thevolumeof onekidney in a child of that age and size.Therefore,
the surgical choice is modified and preservation surgery of the functional part of the
left kidney is proposed and validated by a second team. Surgery is done in two steps,
in January 2018, and by the end of January no renal insufficiency has been noted
after resection of the diseased part of both the child’s kidneys. The child went back
to school in February. One year later, the control image shows no tumour regrowth
and the child is in perfect health condition (right image).

As illustrated by this example, the same benefit observed in liver and lung is
obtained on kidney by using virtual clipping on the computer-assisted 3D modelling
of the patient. Such 3D modelling can be used for any other urological surgery and
pathologies such as renal pelvis dilatation (Fig. 15.9 left), crossed or crossed fused
renal ectopia (Fig. 15.9 middle), or kidney transplant (Fig. 15.9 right). In any case,
the precise 3D visualization of vascular structures, ureters and surrounding organs
provides a major benefit in surgical procedure planning (Soler 2016a, b).

Fig. 15.9 Left renal pelvis dilatation (left), left crossed fused renal ectopia (middle) and simulation
of kidney transplant (in blue on the right)
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15.4 Discussion and Conclusion

These 3 examples illustrate the high benefit of using patient-specific 3D modelling
and preoperative virtual planning in comparison with the usual anatomical definition
using medical image slices alone. It also confirms that this new patient-specific
anatomy corrects many potential mistakes created by the current standard definition,
increased by the physician’s interpretation that can vary from one person to another.
Such patient-specific anatomy based on 3D modelling from medical imaging of the
patient should now be used to propose new anatomical definition.

Thus, in a recent article19, we have proposed a new anatomical segmentation of the
liver based on 4 main rules to apply in order to correct topological errors of the four
main standard segmentations. In the past, the only way to correct usual anatomical
mistakes was to clamp vessels during surgery, associated vascular territories then
appearing clearly. By applying these rules and using preoperative 3D modelling,
we can now obtain the same results preoperatively, these rules being based on the
surgical logic of vascular territory clamping and using Virtual Reality technologies.
Moreover, more recent software can simulate in the same way virtual clipping on a
vessel and thus provide virtually the vascular territory in real time. These rules should
so be applied on any organ to optimize and personalize their functional anatomical
definition.

In the past, such 3D modelling was limited and not frequently used due to
processing time, complexity and cost of such systems. The fact that private health
insurances cover the cost of such online modelling should generalize now the use of
patient-specific anatomy based on 3D modelling. This increase of use should allow
further numerous studies showing the benefit of such new anatomy in routine prac-
tice. The next step will be to use it intraoperatively throughAugmented Reality (AR).
AR merges virtual patient-specific anatomy onto the real surgical view. The patient
will then become virtually transparent, as illustrated by our work in that domain
(Soler et al. 2017). This 3D patient-specific anatomy can be indeed considered as a
patient map, the next step will thus be to develop the surgeon’s GPS.
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Chapter 16
Virtual and Augmented Reality
for Educational Anatomy

Bernhard Preim, Patrick Saalfeld, and Christian Hansen

Abstract Recent progress in VR and AR hardware enables a wide range of edu-
cational applications. Anatomy education, where the complex spatial relations of
the human anatomy need to be imagined, may benefit from the immersive experi-
ence. Also the integration of virtual information and real information, e.g., muscles
and bone overlaid on the user’s body, are beneficial for imaging the interplay of
various anatomical structures. VR and AR systems for anatomy education compete
with other media to support anatomy teaching, such as interactive 3D visualization
and anatomy textbooks. We discuss the constraints that must be considered when
designing VR and AR systems that enable efficient knowledge transfer.

16.1 Introduction

Anatomy education aims at providing medical students with an in-depth understand-
ing of the morphology and function of anatomical structures, their position, and
spatial relations, e.g., connectivity and innervation. Students should be able to locate
anatomical structures, which is an essential prerequisite for radiological and surgical
interventions. They should also be aware of the variability of the morphology and
location, e.g., of branching patterns of vascular structures. Furthermore, they should
understand functional aspects, e.g., the range of motion possible with a joint or the
function of the beating heart. Recently, anatomy education is often combined with
radiological image data, e.g., CT andMRI data, to convey the appearance of anatomy
in cross-sectional images, as physicians encounter it in clinical practice. The clinical
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reference demonstrated by describing possible diseases, patients, and examination
methods also plays an important role as a motivator to students.

Traditional methods for anatomy education involve lectures, the use of text books,
and atlases as well as cadaver dissections (Preim and Saalfeld 2018). Cadaver dis-
section is essential because it is an active type of learning, involving the training
of manual dexterity and communication skills (Brenton et al. 2007). The realism of
these dissections, however, is limited, because the color and texture of anatomical
structures in cadavers differ strongly from living patients. Moreover, cadaver dissec-
tion is an expensive type of training and cadavers can only be used for a short period.
Textbook presentations provide valuable information, but the 2D nature does not
well support the recognition of real three-dimensional structures, e.g., in a cadaver.

Anatomy education is not only a component of the education inmedicine, but also
essential in other health-related disciplines, e.g., physiotherapy and sport, where an
in-depth understanding of muscles is essential. For students in other disciplines,
cadaver dissection is not available at all. Interactive 3D visualizations are another
active type of learning and enable learners to explore the spatial relations themselves,
e.g., by peeling off structures, rotating a geometric model, and clipping parts of it.
This computer-based training, like training in other areas, may be particularly effec-
tive when it is combined with specific learning tasks and integrated with other more
traditional forms of learning. Anatomy education was one of the driving applica-
tions of medical visualization with the VOXEL-MAN as the outstanding example
(Pommert et al. 2001). Like other anatomy education systems, it was based on the
Visible Human Dataset from the National Library of Medicine (Spitzer et al. 1996).
These high-quality 3D datasets originate from two bodies that were given to science,
frozen, and digitized into horizontally spaced slices. In recent years, also special
hardware was developed dedicated to anatomy education. Anatomy tables provid-
ing virtual dissection facilities on a table with a similar size as the OR table were
introduced. As an example, the SECTRA table provides a touch-based interface and
high-quality volume rendering for anatomy education (Lundstrom et al. 2011). The
Anatomage table experienced broad acceptance in anatomy education. Its specific
value for learning anatomywas assessed inmany studies, e.g., by Custer andMichael
(2015).

VR and AR may strongly contribute to an imagination of complex anatomical
regions. As an example, hand anatomy (Boonbrahm et al. 2018) or anatomy of the ear
region (Nicholson et al. 2006) involve a high density of delicate interwoven anatom-
ical structures, such as bones, tendons, and nerves. Interactive 3D visualizations or
even immersive VR solutions have the potential to enable learners to develop mental
models of these regions. AR provides an overlay of virtual information on real-world
objects, such as a physical model. This overlay should be displayed in a natural and
seamless manner to correctly convey the spatial relations.

The advent of web-based graphics standards, in particular the introduction of
WebGL, and the progress of affordableVR andARglasses triggered the development
of new systems in research and practice. The high degree of immersion in VR may
enable new and strong learning experiences, e.g., users may virtually move inside the
skull, and walk along the foramina—small holes that enable vascular structures and
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nerves to enter another part of the skull. AR enables to add guiding information, e.g.,
arrows and labels, on the real world. In particular, mobile AR has a strong potential
for wide use. VR and AR are not restricted to the visual sense. It may involve audio
feedback, e.g., to indicate how close the user is to a target structure, and tactile
feedback, e.g., to convey the stiffness of different tissue types. Besides technically
motivated developments, progress was also made w.r.t. motivational design partially
inspired by serious games and w.r.t. a proper balance between self-directed learning
andguidance. The essential questions froman application point of vieware, of course,
how the learning is affected and which students will benefit from the introduction of
VR and AR in anatomy education.

Organization. In this chapter, we first discuss fundamentals related to the educa-
tional use of VR and AR (Sect. 16.2). We continue with an overview of AR solutions
for anatomy education (Sect. 16.3), which involves also evaluations related to the
learning effect. The following section is dedicated to VR solutions for anatomy
education (Sect. 16.4). It includes an overview of semi-immersive and immersive
systems and describes immersive systems in more detail.

16.2 Fundamentals of VR and AR in Medical Education

In this section, we discuss fundamentals that are essential for both VR and AR
solutions. We start with a discussion of cognition and learning theory and continue
with some remarks on the generation of 3D models that are the basis for any type of
interactive exploration in VR and AR.

16.2.1 Learning Theoretical Foundations

Anatomy education may be discussed from a teacher perspective and from a learner
perspective. The teacher perspective involves the tools necessary to author interac-
tive 3D visualizations and relate them to the symbolic information (anatomic names,
categories, relations) as well as self-assessment tools to directly support learning.
These tools comprise segmentation and model reconstruction. In this survey, how-
ever, we focus on the learners’ perspective, i.e., the character and quality of the
available information and the techniques to explore this information and acquire
knowledge.

For the students, the usage of current VR and AR technologies has several advan-
tages (Martín-Gutiérrez et al. 2017):

• Their motivation and engagement is increased by being immersed.
• VR and AR solutions are more affordable.
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• The recent development of virtual technologies makes them more accessible
regarding the hardware and anatomical learning content.

• The interaction with the virtual content allows a higher degree of freedom.

The design of VR and AR environments has to consider a number of aspects related
to perception, cognition, motivation, and learning theory. We will focus on learning
theory as the most specific basis for computer-assisted educational tools.

According to the majority of researchers in education, active types of learning
have the highest potential to achieve a sustainable learning effort. As a consequence,
a carefully prepared video sequence for passive watching may be a good starting
point to get familiar with a topic, e.g., anatomy in a particular region. But to achieve
a deeper understanding, it must be complemented with other types of learning. Jang
et al. (2017) highlight the additional learning effect due to interactive manipulation
of 3D content compared to passive viewing of prepared video sequences showing
the same content.

VR and AR can be designed to leverage the benefits of active learning. Mer-
riënboer et al. (2002) described and tested a 4-level instruction model for guiding
training applications. It supports the transfer of procedural knowledge and was also
applied and tested for medical training systems (Mönch et al. 2013), which indicates
its relevance for anatomy education.

Knowledge gain. Learning theory also provides means to assess the success of
a teaching aids. A general strategy is to assess the knowledge gain, i.e., learners
take part in a pre-test, get instructed how to use a teaching aid, then actually use the
teaching aid, and a final test reveals how much knowledge was gained (Sakellariou
et al. 2009). A variant of this strategy is to repeat the final test later to analyze whether
the gained knowledge is actually remembered. Knowledge gain in anatomy may be
tested by asking users to name certain anatomical structures or to describe themw.r.t.
their function, course, and innervation. Probably most teaching aids will lead at least
to a slight knowledge gain. Therefore, it is more interesting to compare different
teaching aids in their efficiency.An example for such a comparative evaluation related
to anatomy teaching is given by Ritter et al. (2002). They let users work with an
interactive 3D visualization of the foot anatomy with functions related to labeling
and exploded views, where distances between objects are slightly enlarged to reduce
occlusion and support shape perception. One group had the additional possibility to
use the system as a 3D jigsaw puzzle (see Fig. 16.1), where anatomical structures
(muscles, ligaments) need to be docked to the correct parts of the skeleton (see
Ritter et al. 2000 for a description of the system). In the other group, this feature
was disabled. Thus, the implicit guidance of the jigsaw puzzle could be separately
analyzed.

Cognitive load theory considers the limited resources of the human brain to
process information. Due to the limited short term memory, information overload
may interfere with learning (Sweller 2004). Cognitive load is further distinguished
in intrinsic cognitive load that comprises the information that need to be processed,
and extrinsic cognitive load that comprises other information that consume cognitive
resources without any effect on learning. Obviously, extrinsic cognitive load, e.g.,
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Fig. 16.1 A 3D model of the bones and tendons is correctly assembled in the left view. In the right
view, the user has models of all muscles in the foot region. Her task is to move them in the left
viewer and dock them at the right position (Courtesy of Felix Ritter, University of Magdeburg)

anything that may distract, should be minimized (Sweller 2004). Thus, it is essential
that the cognitive load caused by the user interface is as low as possible to avoid
a reduced learning experience. Cognitive load theory is also essential for other 3D
teaching aids for anatomy, e.g., computer-generated animations (Ruiz et al. 2009).

Spatial ability. Research on anatomy education clearly reveals that the efficiency
of teaching aids may strongly depend on the spatial ability of learners. A general
strategy is to carry out a standardized mental rotation test with all learners and
classify them as low, moderate, and high spatial ability learners (Preim and Saalfeld
2018). This classification is used to separately analyze for these groups how effective
learning actually is. In a similar way, it can be expected that VR and AR solutions
for anatomy education are not equally beneficial for all user groups.

Embodied cognition. The handling of 3D anatomical structures in a computer
system resembles the way students explore such structures in reality, e.g., when
they rotate physical models of muscles and tendons in their hands. The advantage
of this similarity is due to the phenomenon of embodied cognition, i.e., learning
benefits from the involvement of bodymovements. Embodied cognition considers the
perceptual andmotor systems as essential ingredients of cognitive processes (Chittaro
and Ranon 2007). As an example, Kosslyn et al. (2001) found that physical rotation
leads to a stronger activation of the motor cortex in a subsequent mental rotation
task.
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Blended learning. VR/AR systemswill be particularly efficient if they are embed-
ded with other forms of learning, supported by anatomy teachers explaining in which
stages and how to use them as a kind of blended learning. As an example, Philips
et al. (2013) show how a virtual anatomy system with radiological image data of a
cadaver is shown at a large display in the dissection room to explain students the
structures of the corresponding real cadaver. Other blended learning approaches in
anatomy education employ tablet PCs with data of the cadaver in the dissection room
(Murakami et al. 2014). These types of blended learning are related to the classical
morphological anatomy combined with cross-sectional anatomy (Murakami et al.
2014).

Cooperation and other aspects of learning. Communication functions to share
thoughts and questions with other students and teachers may further enhance the
learning experience (Preim and Saalfeld 2018). Thus, the design of cooperative VR
systems and an evaluation how the cooperative functions are actually used is essential.
The evaluation of VR/AR systems should also consider other aspects that influence
acceptance and finally technology adoption. Radu et al. (2012) also analyzed the
effect of AR solutions on collaboration, motivation, attention, and distraction. VR
solutions are assessed, e.g,. with respect to immersion and cybersickness.

16.2.2 Model Generation

VR and AR solutions for anatomy education are based on high-quality geometric
models. The models should be realistic and provide sufficient detail for the learning
tasks they should support. Therefore, often a dataset with particular high spatial
resolution and high signal-to-noise ratio is employed. The Visible Human Dataset
and the Visible Korean Dataset (employed by Jain et al. 2017) are examples for such
datasets. Relevant structures need to be accurately segmented from these datasets.
For visualization purposes, the segmented data is transformed in surface meshes
and smoothed to avoid distracting details that are often artefacts from the image
acquisition. Constrained-based smoothing techniques ensure that a smoothing effect
can be achieved without a significant decrease in accuracy. Even in high-quality data,
not all relevant anatomical structures may be completely visible. Small structures,
such as nerves and also some vascular structures, may be only partially visible.

Somemuscles, e.g., the two chest muscles pectoralis major and pectorialis minor
are very thin and lie over each other. Even with a high spatial resolution of 0.5mm,
they are not clearly distinguishable. Thus, the information actually extracted from
the image data may be added by information provided by an expert in anatomy using
her knowledge on the course of anatomical structures. A final step for providing
realistic models is to add textures at least to some anatomical structures where the
surface texture is prominent, e.g., muscles. Texturing is mostly done manually using
3D modeling applications. This approach works for single surface models but is too
time-consuming if the process from image acquisition to a textured model should be
automated. To automatically apply textures to models, procedural terrain modeling
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techniques can be used. As an example, Saalfeld et al. (2017) applied tri-planar
texture mapping to arbitrary vascular structures.

For any serious use in anatomy education, all steps of this process and the final
result need to be verified by an expert in anatomy. The model generation described
by Pommert et al. (2001) elaborates on these steps with appropriate illustrations.

As a source for anatomy education, commercial 3D model catalogs can be
employed. Leading vendors are Digimation (formerly Viewpoint Datalabs), pro-
viding almost 600 excellent anatomic models (http://www.digimation.com/the-
archive/), and TurboSquid, where even 9,000 anatomy models in very good
quality are available (https://www.turbosquid.com/3d-model/anatomy). The Open
Anatomy Browser (OABrowser) is an example of a free, web-based anatomy atlas
viewer (Halle et al. 2017). It provides a growing number of atlases dedicated to
different regions, e.g., the brain or inner ear.

16.3 AR in Anatomy Education

AR solutions have to address a number of tasks, including (Boonbrahm et al. 2018):

• capture the pose of real-world objects, e.g., the human hand, head or other body
parts,

• mapvirtual information, e.g., 3Dmodels on a physical object, such as amannequin,
a model produced with 3D printing, or the users’ body,

• real-time occlusion handling, and
• update information on the pose of real-world objects in real time to adapt the
overlay of virtual information at the right position.

To tackle these problems, a number of toolkits are available. AR Toolkit for marker-
based tracking is a classic toolkit that is widely spread (Kato 2007). Vuforia1 is a
more recent toolkit formarkerless andmarker-basedARwhere the focus is onmobile
solutions (support for various smartphones, tablets, and the HoloLens). We mention
it because several AR anatomy education systems were developed based on Vuforia
(Boonbrahm et al. 2018).

Before we discuss the specifics of anatomy education, we briefly discuss the use
of AR in the two broader areas to which anatomy belongs: medicine and education.

16.3.1 AR in Medicine

AR in medicine is a comprehensive research topic, largely driven by use cases in
minimally-invasive surgery and interventions, i.e., situations where the direct sight
in the human body is not possible and thus the precise localization of a pathology

1https://www.vuforia.com/.

http://www.digimation.com/the-archive/
http://www.digimation.com/the-archive/
https://www.turbosquid.com/3d-model/anatomy
https://www.vuforia.com/


306 B. Preim et al.

is difficult. The potential of AR in these areas is to provide guidance information,
e.g., to project the position of a tumor or a larger artery on top of an organ to support
the physician in locating a pathology and avoiding damage to nearby risk structures.
Bajura et al. (1992) and, as a follow-up, Fuchs et al. (1998) did pioneeringwork in this
area providing an AR system for overlaying live ultrasound data on a real (pregnant)
patient. A video camera attached to a head-mounted display (HMD) captures the
patient and this real data is combined with the ultrasound data acquired by a second
user.

The requirements in operative medicine are high: a correct registration of virtual
information, derived from (segmented) medical image data, and intraoperative infor-
mation, often ultrasound or video images, are required. This is already challenging
because the character of preoperative data, e.g., CT data, is strongly different from
intraoperative information. Moreover, the patient moves and the tissue shifts. There-
fore, it is extremely demanding to achieve this correct registration in real-time. The
movement deforms anatomical structures in an irregular manner, i.e., structures are
not rigidly translated or rotated but change their shape. Due to these difficulties, most
systems only reached the stage of a proof-of-concept and were assessed based on
phantom data or in animal experiments (Scheuering et al. 2003) but did not reach
the stage where they serve actual interventions on patients. These examples indicate
that camera tracking, computer vision, visual displays, and registration are the major
technical areas relevant in medical AR (Chen et al. 2017).

Chen et al. (2017) list only very few examples of actually available AR systems
in medical treatment, including a “vein viewer” (Chapman et al. 2011), a system that
projects the venous network on top of an arm to support vascular access procedures.
Education and rehabilitation are topics inmedical AR that gainmomentum according
to Chen et al. (2017).

Anatomy education has reduced requirements compared to real-time support for
interventional procedures. Virtual content can be projected to the user who sees the
inner structures in a mirror (Blum et al. 2012) or projected on a cadaver. In both
cases, movement is irrelevant.

16.3.2 AR in Education

AR systems are increasingly employed for educational purposes (Akçayır and
Akçayır 2017). The number of publications in this area strongly increased after
2012. Bacca et al. (2014) report on the use of AR in various educational settings
ranging from natural sciences to social sciences and health. The major motivation
to employ AR is to improve student engagement, and the systems analyzed could
demonstrate that this was achieved in most systems. However, 30 out of 32 studies
were cross-sectional, i.e., the AR system was used and evaluated only once. Bacca et
al. (2014) argue that long-term evaluations are necessary to understand whether these
motivational effects are stable beyond an initial stage. Also problems and limitations
were discussed: users in some evaluations reported on difficulties of interpreting
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superimposed virtual information and on a distracting effect of this information. As
a consequence, the actual visualization technique used to display virtual information
needs to be carefully considered. As an example, a tumor may be shown overlaid
on an organ as a colored object, as a semi-transparent object or even less obtrusive
only with its contours leaving most of the real information unaltered. The interpre-
tation problems are often due to conflicting depth cues: any simple visualization
that presents a virtual object overlaid on real data leads to the impression that the
virtual object is on top, which of course is wrong in case of a deep-seated pathol-
ogy. Sielhorst et al. (2006) provide an in-depth discussion of this problem, which
they characterize as follows: “Even though the data is presented at the correct place,
the physician often perceives the spatial position of the visualization to be closer or
further because of virtual/real overlay.”

Bacca et al. (2014) also report on two studies addressing an important aspect
in any kind of computer-assisted learning: personalization, i.e., the preferences and
needs of individual learners. Personalizationmay be supported with a flexible system
that enables many adjustments to customize its behavior, but also with an adaptive
system that tries to learn the preferences of the individual user.

With respect to technology, they observe that most AR systems employ optical
markers for tracking the pose of real-world data. These markers are designed to be
easily recognizable, e.g., they have a strong contrast and regular patterns. Because
technology has improved considerably in the last 5 years, markerless AR might be
more important in the future. Markerless AR is more demanding because the pose of
the users’ hands or body needs to be identified by a depth camera without the support
of markers (Chen et al. 2017).

16.3.3 Mobile AR in Anatomy Education

Mobile devices are considered the ideal technical context for AR in educational set-
tings, because AR systems on this basis are small, light, portable, and cost-effective
(Akçayır and Akçayır 2017). They are increasingly used for anatomy education.
Mayfield et al. (2013) demonstrate the use of tablets integrated into an anatomy dis-
section course and could demonstrate that the tablet use provides relevant additional
information. The use of smartphones and tablets for AR is a major trend that can also
be observed in medical applications (Chen et al. 2017). Because these devices are
relatively cheap, mobile AR is particularly important for medical education where
expensive devices, like in image-guided surgery, could not get wide acceptance.
Kamphuis et al. (2014) discussed concepts for this use case (see Fig. 16.2). Jain et
al. (2017) prepared a detailed model of the anatomy in the head and neck region by
extracting many anatomical structures from the Visible Korean Dataset. They render
these data in physical space on top of a tablet. The crucial question is the accuracy
of this rendering which they investigated by rendering a simple geometry, namely, a
cube. Interactions are provided to select different categories of anatomical structures
(see Fig. 16.3).
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Fig. 16.2 Conceptual sketch of mobile AR. A QR code with its black-and-white pattern serves as
a marker to correctly overlay the real and virtual content (From: Kamphuis et al. 2014)

Fig. 16.3 A mobile AR system renders anatomical structures in physical space by enhancing a
camera feed with surface models (From: Jain et al. 2017)
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16.3.4 Interaction

Interaction is a crucial component of an AR system. Generic interaction tasks for
exploring 3D models of human anatomy include rotation, the movement of clipping
planes, hiding/displaying single anatomical structures or groups, such as muscles,
and to emphasize selected structures. Typical interaction mechanisms from desk-
top computers, e.g., menu selection, are not intuitive in an AR system (Jain et al.
2017). Thus, more natural interaction styles are employed. Natural interaction, how-
ever, means that user input needs to be interpreted, which involves uncertainty and
ambiguity, i.e., the system not always interprets gestures, for example, as intended.

Gesture-based input is frequently used and requires that the users’ hands and
arms are reliably detected. Combined with a (rather small) set of easy-to-distinguish
gestures, such as the well-known wave, spread, and pinch gestures, commands can
be issued. The Microsoft Kinect and the Leap Motion sensor are examples of depth
cameras that enable gesture recognition. Both cameras convert the acquired data to
a skeleton representation, e.g., a graph-based representation that represents joints
as nodes and edges as the segments between them. The Kinect sensor captures 25
joints (Shotton et al. 2011) representing whole body movements (in a lower spatial
resolution), whereas the Leap Motion sensor is restricted to the hand and arm.

Speech recognition is another natural interaction style that may be employed for
AR. However, there are currently no systems using this interaction style for anatomy
education.

16.3.5 Anatomy Education

In this subsection, we discuss specific examples of AR systems developed for
anatomy education. As real component of an AR system, physical models of anatom-
ical structures or generic anatomic mannequins may be used. Physical models can
be created in a straightforward manner with rapid prototyping technology (Thomas
et al. 2010). Medical image data can be used as input, segmented, and exported as
an STL file that can be processed by a 3D printer. A tracking solution for indoor
situations is another essential component. Compared to generic mannequins, phys-
ical models derived from medical image data are patient-specific and thus allow to
study the variability of the human anatomy if a series of datasets are prepared for
this purpose.

AR in anatomy with 3D printing. Thomas et al. (2010) present the BARETA
system, an early full AR system based on rapid prototyping and electromagnetic
tracking. The physical model is created from an MR scan of a patient and the same
dataset is used to generate virtual information and enable clipping and slab rendering
(see Fig. 16.4). The electromagnetic tracking was preferred over optical tracking to
avoid line-of-sight problems that would easily occur if the user’s hand occludes the
camera. An electromagnetic sensor is attached to the physical model to support track-
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Fig. 16.4 Clipping planes and slab rendering in the BARETA system (From: Thomas et al. 2010)

ing. The virtual content is rendered with surface and volume rendering using VTK.
Essential neuro-anatomical structures are labeled and emphasized with pointers.

Thomas et al. (2010) provide a number of ideas to apply their BARETA system
to other aspects of the anatomy and to extend its functionality. Physical models,
for example, may be associated with a pump where a liquid may be circulated that
mimics blood flow.

Virtual mirror. Blum et al. (2012) introduce the compelling idea to use the users’
body as real-world object where virtual information is overlaid. Organs and skeletal
structures are displayed on the users’ body at approximately the position where the
organs actually are. This gives an intuitive sense of their location in relation to the
skin and other landmarks. Because this application requires full body tracking, the
Kinect is used as input device. The system is controlled with gestures and enables
an exploration in different planes. As a consequence of user input, not only the
informationmapped on the user’s body changes. In addition, a slice of the underlying
CT or MRI dataset is displayed enabling to also learn cross-sectional anatomy. A
large physical mirror projects the overlay of virtual data and the learners’ body on a
large screen (see Fig. 16.5).

While the initial system relied upon the skeleton-based representation of the
Kinect, a later variant improved the accuracy considerably (Meng et al. 2013; Ma
et al. 2016). This was achieved by letting the users select five landmarks of their
skeletal anatomy. These landmarks were selected together with orthopedic surgeons
and can be reliably touched. This additional information is used to increase the accu-
racy. After this improvement, the system was used at a larger scale and integrated in
the regular curriculum.

Moreover, a special learning application was developed for learning muscle struc-
tures. The AR system represents muscles as connected with two bones and models
movements such as contraction (Ma et al. 2016). In different learning modes, either
individual muscles are projected on the users’ body or muscle groups and bones
involved in a particular movement. Thus, when the user moves, e.g., her arms, the
muscle projection is updated accordingly. This was the only example we found that
supports functional anatomy learning.
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Fig. 16.5 The Mirracle system provides an overlay of internal organs (extracted from the Visible
KoreanDataset) on the users’ body. At the upper right, a cross-section from the photographic dataset
is displayed (From: Meng et al. 2013)

Evaluation of the virtual mirror. Kugelmann et al. (2018) describe how the
system was used at the Ludwig-Maximilians University (LMU) in Munich, where
880 medical students employed it. The questionnaires filled by the students indicate
the potential for providing an understanding of the spatial relations.

Bork et al. (2019) recently compared the AR mirror with the Anatomage table
(recall Custer andMichael 2015) and a textbook to study the specific learning effects
of the AR mirror. Again, the combination of the mirrored anatomy with cross-
sectional imaging was employed (recall Fig. 16.5). Anatomy students had a higher
knowledge gainwith theAnatomage table and theARmirror and a subgroup analysis
revealed that in particular low spatial ability learners (according to a mental rotation
test) benefit most. The study has a high validity based on the careful design and the
large number of participants.Minor critics from a few students relate to the long-term
use that may be perceived as tiring. This highlights the importance to evaluate VR
and AR systems over longer periods.

Hand anatomy. The system developed by Boonbrahm et al. (2018) is dedicated
to study hand anatomy, an area where it is particularly different to understand the
large number of structures that are very close to each other. Similar to the virtual
mirror, the human body, in particular the human hand and arm, is used as physical
object. Bones, muscles, and vascular structures may be selected and projected on the
users’ arm. In a self-tutorial mode, users may touch a point on their arm and see the
closest bone emphasized and labeled on the second arm (see Fig. 16.6).



312 B. Preim et al.

Fig. 16.6 Selected parts of the hand are labeled. Label placement is essential: the label on the left
occludes part of the relevant image (From: Boonbrahm et al. 2018)

16.4 VR in Anatomy Education

In this section, which is an updated version of a similar section from Preim and
Saalfeld (2018), we discuss semi-immersive and immersive VR applications for
anatomy education. For immersive applications, we describe in more detail how
labels are used to support education. Additionally, VR systems for selected anatom-
ical regions are presented, including comparative user studies, which could partly
show benefits for VR systems compared to traditional learning approaches.

16.4.1 Semi-Immersive VR

Semi-immersive systems use a standard desktop displays but allow the perception
of additional depth cues, such as stereoscopy and motion parallax. In an extensive
survey, Hackett et al. (2016) list 38 virtual anatomy systems using stereoscopic
viewing (mostly with shutter glasses) or autostereoscopic viewing where the stereo
rendering is perceived without glasses. The learners reported a number of perceived
advantages related to the understanding of spatial structures. This was prominent
for complex vascular structures where the benefit of stereo perception is particularly
large (Abildgaard et al. 2010). Beside the advantages, problems were stated related
to perception conflicts and artifacts that are more severe with autostereoscopic dis-
plays (Tourancheau et al. 2012). These perception problems have several causes,
e.g., the vergence-accommodation conflict or ghosting, where the eye separation of
the stereo images does not work accurately. Luursema et al. (2008) found that low
spatial ability learners benefit stronger from stereoscopic displays. These results cor-
relate to a reduced perceived cognitive load compared to a display without stereo.
Brown et al. (2012) visualized CT data and interactive labels as 3D stereoscopic
images. A study with 183 medical students showed that the 3D system-aided their
understanding of anatomy.
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Fig. 16.7 Image of the
Dextroscope VR system
used in the study of Jang et
al. (2017) to present inner
ear structures to medical
students. The student uses
the system on the left side,
whereas the right side is the
interface for the teacher
(From: Jang et al. 2017)

Weber et al. (2016) used real-life photos of dissected brains to create stereo-
scopic content. These were compared with static images, interactive 3D models, and
interactive stereoscopic models. Their study showed significantly higher scores for
the interactive groups. However, no difference was shown for the stereoscopic and
non-stereoscopic group.

The already mentioned work from Jang et al. (2017) also employed a stereo-
scopic system, i.e., the Dextroscope (see Fig. 16.7) to present inner ear structures
to medical students. They investigated differences in directly manipulating struc-
tures against passively viewing them. The participants in the manipulation group
were more successful in drawing the observed structures afterwards. Additionally,
the direct manipulation was more beneficial for students with low spatial ability
compared to high spatial ability students.

The zSpace is an example of a semi-immersive device that exhibits a further
advantage beside stereoscopy: the passive glasses are equipped with markers that
can be tracked. This allows to get the user’s head position and enables motion par-
allax, an additional depth cue that improves the spatial perception. The Visible
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Fig. 16.8 The neurosurgery training application running on the zSpace presented by John et
al. (2016) (artistic impression used in the figure to depict the 3D effect) (From: John et al. 2016)

Body2 system was ported to the zSpace to employ its benefits. The laboratory of the
TOBB University of Economics and Technology in Turkey is equipped with several
zSpaces. Here, students and residents can use them and perform “virtual dissections”
before they participate in cadaveric dissections. Saalfeld et al. (2016) used the zSpace
to sketch vascular structures. The interactive creation of different vascular config-
urations allows teachers to illustrate complex structures and students to understand
them in their spatial form.

Although primarily aiming at neurosurgery training, the system presented by John
et al. (2016) provides concepts useful for anatomy education as well (see Fig. 16.8).
Surprisingly, it demonstrates that stereoscopy did not add any value to the chosen
tasks.

16.4.2 Immersive VR

Immersive VR systems “provide an interactive environment that reinforces the sen-
sation of an immersion into computer-specified tasks” (Huang et al. 2010). The
following aspects are often discussed as essential for VR learning environments as
they are related to a high motivation (Huang et al. 2010):

• intuitive interaction,
• the sense of physical imagination, and
• the feeling of immersion.

The recent development of VR headsets, e.g., the latest generations of HTC Vive,
has the potential for a wide adoption also for anatomy education (see Fig. 16.9). The
design of VR-based systems aims at exploiting the potential of VR for an enhanced

2https://www.visiblebody.com/.

https://www.visiblebody.com/
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Fig. 16.9 A virtual dissection laboratory for the Institute of Medicine at Chester University based
on recent VR hardware (Courtesy of Nigel John)

understanding and at avoidingmotion sickness and fatigue that may occur when such
systems are used for a longer time.

16.4.2.1 Labeling

Labels establish a bidirectional link between visual representations of anatomical
structures and, at the most basic, their textual names. This form of link represents a
foundation in anatomy education, as the long history of used anatomy atlases shows.
The positioning and rendering of labels is often realized in the 2D image space, even
in interactive 3D applications (Preim et al. 1997). The 3Dmodels are rendered into a
2D image. This is the basis for a label layout calculation, followedby actually drawing
the labels on or beside the anatomical structures. This approach is not feasible for
immersive applications where the user is part of the 3D environment—here, labels
need a 3D position to be rendered in a useful way.

This positioning can either be performed automatically or interactively. Pick et
al. (2010) present an approach for the automatic placement on an immersive multi-
screen display system. Their algorithm is based on the shadow volume technique.
This volume is calculated by “assuming” a point light at the user’s head position
that casts light onto all objects. This generates a shadow volume behind each object.
Because this shadow area is occluded for the user, labels are not allowed there. Occlu-
sions during interaction are prevented with a force-based approach to re-position the
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labels. The interactive positioning of labels avoids the usage of a complex layout
algorithm, but introduces challenges regarding user interaction. An example of inter-
actively placed labels is presented by Assenmacher et al. (2006). They introduce the
toolkit IDEA that allows the creation of generic annotations, including labels, images,
and also spoken annotations. Furthermore, they show the usage of the toolkit for data
analysis at the example of air flows in the human nasal cavity.

A fundamental investigation of annotation systems for multiple VR platformswas
carried out by Pick et al. (2016). They presented a workflow design that facilitates the
most important label and annotation operations (creation, review, modification). This
design is extensible to support further annotation types and interaction techniques.

These general approaches for labeling and annotation are also applicable for
anatomy education. Beside displaying the name only, additional information types
such as images, videos, and animations can be shown as annotations.

16.4.2.2 3D Puzzle

The possibility to build up amore complex anatomical systemout of single pieceswas
already mentioned in Sect. 16.2.1. In VR, this idea is even more compelling, as the
investigation and placement of single puzzle pieces can be realized more naturally.
From an education point of view, puzzling is related to constructivist learning theory,
where learning happens through an experiential process. This process leads to the
construction of knowledge that has personal meaning (Mota et al. 2010).

A 3D puzzle to help students learn the anatomy of various organs and systems was
presented by Messier et al. (2016). Their system was piloted in a comparative study,
where three display paradigms (2Dmonitor, stereomonitor, andOculus Rift) and two
input devices (space mouse and standard keyboard) were tested. In a master thesis,
this idea was further evolved by giving the user more possibilities for manipulation
and guidance (Pohlandt 2017). Here, the medical student can choose between several
anatomical structures and scale them freely from their original size to large scales.
Beside assembling a puzzle (see Fig. 16.10), the VR puzzle allows the disassembly
in a specific order, which mimics the dissection course. The interaction is carried
out with the HTC Vive controllers. Therefore, a more natural interaction is possible
compared toMessier et al. (2016). The prototype supports different stages of learning
by allowing the user to enable/disable several guiding features. For example, slight
guidance is offered by coloring the model from red to green that shows the user if
the object is oriented and positioned correctly. Another guidance is called “ghost
copy”, which is inspired by a real-world jigsaw puzzle where the user usually has a
picture of the finished puzzle at hand. If the user takes two pieces, the goal position
and orientation of the second piece is shown on the first piece. The user can then just
match the piece he is holding with the copy he is seeing.

The most recent prototype in this direction was presented by Seo et al. (2018).
They presented “Anatomy Builder VR”, a system to learn skeletal canine anatomy.
The student is able to take pieces out of a digital bone box containing 3D bone
models, based on scans of real bones. After that, the student can inspect the model
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Fig. 16.10 The anatomy of the skull is learned in a VR environment by assembling the skull from
an unsolved (left) to a solved (right) state (Inspired by: Pohlandt 2017)

Fig. 16.11 Anatomy Builder VR allows to snap bones together (left) until a skeleton is assembled.
As guidance, a reference image is shown (right) (From: Seo et al. 2018)

and place it in an “anti-gravity” field, where it is suspended in place. Positioning a
bone near a connection on an already positioned bone leads to the appearance of a
yellow line. If the user releases the controller trigger, the two joints snap together (see
Fig. 16.11). This is repeated until the skeleton is assembled to the user’s satisfaction.
Seo et al. (2018) compared their system against a real bone box containing real
thoracic limb bones and digital pelvic limb bones. Participants enjoyed using VR
considerably more than the bone box. Additionally, they stated that they were able
to manipulate bones and put them together with ease in VR. For the identification of
bones, the VR environment did not show benefits compared to the bone box.
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16.4.2.3 Volume Rendering

An interesting system that can be utilized for anatomy education is SpectoVR3 that
is developed within the Miracle project of the University of Basel.4 Although the
system is described as a tool for diagnosis and treatment planning, it would clearly be
useful in teaching. It combines a powerful and fast volume renderer with interaction
possibilities for VR. The system allows loading medical image data, adjust transfer
functions, and slice through the datawith a cutting plane to reveal the clipping surface.
This functionality allows students and teachers to explore realistic anatomical data
in an immersive environment.

A possibility to create a photorealistic rendering out of volumetric data is the
Cinematic Rendering technology from Siemens Healthineers (Fellner 2016) that
enables the visualization of clinical images of the human body. This technique was
used in a 3D projection space for an audience of up to 150 people (Fellner et al. 2017)
(see Fig. 16.12). Users wore 3D shutter glasses to get a stereoscopic impression and
were able to control the visualization with a game controller. This is an impressive
setting for virtual anatomy. However, the hardware requirements to render the high-
resolution images efficiently are huge and this setup is not easily replicated in an
auditorium of a medical faculty.

16.4.2.4 Cooperative Systems

Cooperative systems come in two flavors: collocated cooperative VR systems enable
that different users inspect a virtual environment at the same place, whereas remote
cooperative VR systems allowdistantly located students and teachers to learn together
in a “shared reality” (Brown 2000).

In collocated cooperative VR, a group of users is in a shared VR room, e.g., in a
CAVE or a dome projection, seeing, and being aware of each other. As an example,
Fairen et al. (2017) introduced a VR system for anatomy education that was run on
a Power wall and in a CAVE. In both settings, small groups of up to ten students
could follow a VR exploration of complex anatomical structures, such as the heart
with ventricles, atriums, and valves. One student is tracked and guides the inspection,
whereas the others are more passive. This system is quite promising. However, the
hardware is very expensive and typically not available in medical faculties. Thus, the
usage of such a system beyond a research project is difficult to accomplish.

There exist several possibilities for remote cooperative settings, such as group
instructions or one-on-one scenarios. Also, a VR headset may be used, which is
more affordable and practical to be used compared to, e.g., CAVEs. These settings
differ in effectiveness of learning, applicability and costs. Moorman (2006) showed
a one-on-one scenario where an anatomist in her office supports a learner via video
conferencing. A master thesis uses a one-on-one tutoring system to teach the human

3https://www.diffuse.ch/.
4https://dbe.unibas.ch/en/research/flagship-project-miracle/.

https://www.diffuse.ch/
https://dbe.unibas.ch/en/research/flagship-project-miracle/
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Fig. 16.12 The “dissection theater of the future” shows a whole body data set with stereoscopic
Cinematic Rendering (Fellner et al. 2017)

skull base (Schmeier 2017). Here, an asymmetric hardware setup is used. The teacher
uses a zSpace to be able to see the surroundings and easily input text via a keyboard.
The student uses a HTC Vive and explores a scaled-up skull from inside. For col-
laboration, the teacher may set landmarks and sketch 3D annotations in front of the
student or re-positions the student to direct her attention to something. Additionally,
the student’s first person view is shared with the teacher.

If a VR headset is used, special care must be taken for the representation of
the students and teachers in the virtual environment. Avatars can be used to mimic
movement, interactions, and looking directions of the users. A teacher can benefit
fromknowing the location of all students.However, it can be cluttering anddistracting
for students to know where the fellow students are.

16.4.3 VR for Specific Anatomical Regions

Haley et al. (2019) presented aVR system for anatomy education of the ear. The users
can interact with high-resolution 2D data and their corresponding 3D anatomical
structures simultaneously. The preliminary evaluation showed the general usefulness
in clinical practice and ease of use.
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An example for an immersive system of the nasal cavity anatomy was presented
byMarks et al. (2017).An interesting addition to the visualization of the 3D structures
is the depiction of airflow that was calculated with a computational fluid dynamics
simulation. Their user study was performed with mechanical engineering students as
a part of their curriculum, as flow is an essential part of their lectures. Despite the fact
that medical students were not involved, the qualitative feedback indicates that their
educational VR application has advantages for the students in terms of engagement,
understanding, and retention.

A comparative study with 42 undergraduate medical anatomy students was pre-
sented by Maresky et al. (2019). They focus on the cardiac anatomy reasoned
by its complex three-dimensional nature. The study was performed with first-year
undergraduate medical students who did not participate in any cardiac anatomy lec-
ture. First, they completed a pre-intervention quiz containing conventional cardiac
anatomy questions and visual-spatial questions. After that, the students were dis-
tributed into two groups, where the VR group used an immersive cardiac VR experi-
ence and theother group continued their studynormally.Then, the students completed
a post-intervention quiz. The students in the VR group scored 21.4% higher in con-
ventional cardiac anatomy questions and 26.4% higher in visual-spatial questions.

Another comparative study regarding the learning and retention of neuroanatomy
was performed byEkstrand et al. (2018). They investigated the impact of aVR system
compared to traditional paper-based methods. In their study with 60 first to second-
year medical students, again, a pre-test and post-test were performed. Additionally,
a test was administered 5–9 days later to assess the retention. In contrast to the study
of Maresky et al. (2019), no significant differences between the VR group and the
paper-based group could be found, neither for scores obtained immediately after the
study nor after the retention period.

16.5 Concluding Remarks

VR andAR are beginning to enter anatomy education.Whilemost systems described
in this chapter are research prototypes that were not evaluated in large scale and over
longer periods, first systems, e.g., the mirror-based system by Kugelmann et al. are
integrated in an anatomy curriculum. VR and AR solutions may provide student-
centered and interactive learning experiences that add to more traditional types of
anatomy education. VR andAR, however, need tomeet a number of requirements for
exploiting this potential.User interfaces need to be simple and users should beguided.
Light, portable, and reliable technology is necessary. Any significant delays severely
hamper the user experience. Akccayir and Akccayir (Akçayır and Akçayır 2017)
discuss that many AR solutions suffered from the difficult use of technology and
considerable setup times. Additionally, pedagogical aspects have to be considered
during the development of virtual learning environments to maximize the learning
outcome (Fowler 2015). This has to be done by integrating academic staff with a
background in education early in the design process (Martín-Gutiérrez et al. 2017).
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While a number of systems exist that are based on verified high-quality geometric
models, we have found very few VR/AR systems that support functional anatomy
learning (Ma et al. 2016). Based on the H-Anim standard5 (Jung and Behr 2008)
that defines at four different levels joints and their possible movements, it would be
possible to enhance geometric models with this functional information. The poten-
tial of haptics to further support anatomy learning and add it to the visual sensations
is considerable. In the future, it is likely that haptics will be integrated similar to
surgical simulators. While widely available force feedback systems primarily indi-
cate stiffness/elasticity, more fine-grained tactile sensations are desirable. As a final
thought for future work: There are likely considerable gender differences in the way
VR is perceived. The motivational aspects and the sense of presence may be different
for woman and man (Felnhofer et al. 2012). More research in this area is needed and,
probably, systems need to be adjusted to the gender of the user.
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Chapter 17
The Road to Birth: Using Digital
Technology to Visualise Pregnancy
Anatomy

Donovan Jones , Michael Hazelton , Darrell J. R. Evans ,
Vendela Pento, Zi Siang See , Luka Van Leugenhaege ,
and Shanna Fealy

Abstract Pregnancy is a time of profound anatomical and physiological reorganisa-
tion. Understanding these dynamic changes is essential to providing safe and effec-
tive maternity care. Traditional teaching methods such as the use of static cadaver
specimens are unable to illustrate and give appreciation to the concurrent fetal and
maternal changes that occur during this time. This chapter describes the development
of the Road to Birth (RtB) a collaborative, multi-modal, digital anatomy program,
aimed to provide undergraduate midwifery students with a novel, visual, interactive
and accessible, pregnancy education tool. The RtB digital anatomy program provides

D. Jones (B) · S. Fealy
School of Nursing and Midwifery Indigenous Health, Faculty of Science, Charles Sturt
University, Port Macquarie, NSW, Australia
e-mail: donojones@csu.edu.au

S. Fealy
e-mail: sfealy@csu.edu.au

M. Hazelton
School of Nursing and Midwifery, Faculty of Health and Medicine, University of Newcastle,
Newcastle, NSW, Australia
e-mail: michael.hazelton@newcastle.edu.au

D. J. R. Evans
School of Medicine and Public Health, Faculty of Health and Medicine, University of Newcastle,
Newcastle, NSW, Australia
e-mail: darrell.evans@newcastle.edu.au

V. Pento
Innovation Technology Resources Division, University of Newcastle, Newcastle, NSW, Australia
e-mail: vendela.pento@newcastle.edu.au

Z. S. See
School of Creative Industries, University of Newcastle, Newcastle, NSW, Australia
e-mail: ziziang.see@newcastle.edu.au

L. Van Leugenhaege
Lecturer-Researcher Research Coordinator ACME: AP Research Cell Midwifery Science, AP
University of Applied Sciences Antwerp, Midwifery Department, Antwerp, Belgium
e-mail: luka.vanleugenhaege@ap.be

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
J.-F. Uhl et al. (eds.), Digital Anatomy, Human–Computer Interaction Series,
https://doi.org/10.1007/978-3-030-61905-3_17

325

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61905-3_17&domain=pdf
http://orcid.org/0000-0001-7750-5830
http://orcid.org/0000-0002-8750-2809
http://orcid.org/0000-0001-9425-6303
http://orcid.org/0000-0002-6079-176X
http://orcid.org/0000-0001-9252-4060
http://orcid.org/0000-0003-4480-605X
mailto:donojones@csu.edu.au
mailto:sfealy@csu.edu.au
mailto:michael.hazelton@newcastle.edu.au
mailto:darrell.evans@newcastle.edu.au
mailto:vendela.pento@newcastle.edu.au
mailto:ziziang.see@newcastle.edu.au
mailto:luka.vanleugenhaege@ap.be
https://doi.org/10.1007/978-3-030-61905-3_17


326 D. Jones et al.

userswith an internal viewof pregnancy and fetal development, spanning 0–40weeks
of pregnancy, up to the immediate postpartum period. Users of the program have the
opportunity to observe, interact and manipulate detailed 3Dmodels and visualise the
growth of a fetus and maternal anatomical changes simultaneously. The program is
inclusive of detailed digital fetal and placental models that display both normal and
pathological birth positions. The models are accompanied by written educational
content that is hypothesised to support both technical and non-technical skill devel-
opment. The RtB program has been deployed and tested amongst two international
cohorts of undergraduate midwifery students. Findings indicate that the RtB as a
mobile application and as an immersive virtual reality program have the potential to
be useful pregnancy education tools with further empirical testing underway.

17.1 Introduction

Pregnancy is a dynamic human process characterised by profound ongoing anatom-
ical and physiological reorganisation of the mother for the growth and development
of the baby (Rankin 2017). As with all undergraduate health professional students,
those studying midwifery require a thorough understanding of pregnancy-related
anatomical sciences, forming the basis of all clinical decision-making and clinical
reasoning (Yammine and Violato 2015). Midwifery educators are being challenged
to move beyond traditional teaching and education methods such as lectures, use of
2d images and 3d models, and high- and low-fidelity simulation methods for tech-
nical and non-technical/cognitive skill acquisition (Cant and Cooper 2017; Fealy
et al. 2019b).

The provision of anatomy education has evolved significantly over recent decades
in response to a range of pedagogical developments, including challenges to tradi-
tional teaching methods, a broadening of intended learning outcomes and a growing
focus on technology-enabled approaches and resources (Estai andBunt 2016; Sugand
et al. 2010). The gradual shift towards including digital technology approaches to
teaching and learning in anatomy, often at the expense of using cadaveric material, is
not without controversy with an ongoing debate about the effectiveness and primacy
of one approach over another evident (McMenamin et al. 2018). Whilst there is
no doubt that the use of anatomical dissection and prosection provides an excel-
lent appreciation of three-dimensional anatomy and human variation (Evans et al.
2018), the incorporation of digital anatomy, particularly through interactive digital
technologies such as virtual and mixed reality affords other advantages. These may
include overcoming organisational limitations such as lack of access to cadaveric
specimens, ethical and financial considerations of using human material and various
logistical limitations (Fealy et al. 2019b, McMenamin et al. 2018). In addition, such
approaches may provide enhanced learning opportunities by demonstrating anatomy
that is difficult to visualise through dissection, incorporating a more functional focus
and importantly illustrating anatomy undergoing developmental or physiological
change, which is not possible with cadaveric material.
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The teaching and learning of reproductive anatomy in midwifery is an example,
where the adoption of digital technology can facilitate learning beyond what is
currently possible. Typically, reproductive anatomy has relied on prosected cadaveric
material and anatomical models (McMenamin et al. 2018). These have provided the
appropriate context of positioning and association, and understanding of intricate
structural relations, alongside detailed instruction and theory (i.e. didactic lectures).
However, such an approach has not easily afforded the opportunity to focus on the
dynamic and dramatic morphological changes that occur during the different stages
of pregnancy and the effects on the structure and function of other body systems
including the digestive, urinary, respiratory and cardiovascular systems (Rankin
2017). Such an appreciation and understanding of these processes are vital for a
range of healthcare professionals, so they are able to appropriately support and care
for their pregnant patients, detect complications, identify symptomology and devise
treatment plans.

The use and integration of digital modalities have a unique potential to demon-
strate changes within both a spatial and temporal context (Barmaki et al. 2019). The
inclusion of visualisations to illustrate embryonic and fetal development, including
fetal and placental positioning may enable a cognitive learning frame that assists
students in gaining a holistic understanding of the anatomy of pregnancy. One of
the potential advantages of developing such technologies is the ability to adapt and
change digital content, so that learning tools may be used to engage students at
varying knowledge levels and for deployment amongst culturally diverse audiences.
Overall, the emphasis on interactive digital visualisations for midwifery and related
education has the potential to enhance traditional teaching and learning methods
(Downer et al. 2020; Fealy et al. 2019b) and build on the development and use of
anatomical digital simulation in a range of other healthcare disciplines (Moro and
Gregory 2019; Moro et al. 2017; Rousian et al. 2018; Uppot et al. 2019). The future
for digital anatomy simulation in pregnancy is immense and likely to be further
augmented by the development of active intervention and extended scenario func-
tionality such as the introduction of touch and feel sensation technology (haptics).
Such advancements should be anticipatedwith enthusiasm, but also caution is needed
to ensure these advancements are scientifically driven with the focus on healthcare
and education outcomes and not just for technology’s sake.

The initial concept for the RtB program evolved out of the need to find an
engaging, accessible and dynamic medium to teach midwifery students the concepts
of fetal positioning as well as maternal anatomy and physiology. Moving away from
approaches that are typically static in nature (cadaveric specimens andplasticmodels)
to more innovative pedagogies such as digital technology integration deployed via
Immersive Virtual Reality (IVR) and or Smart Phone or Tablet (SPT) devices. Both
these mediums have been suggested to afford advantages such as allowing users to
access educational content from their personal devices, anywhere and/or increasing
access to immersive classroom learning and simulation experiences (Fealy et al.
2019b). Moreover, retention of anatomical content is often lost over time and to re-
teach such sessions in cadaveric specimen laboratories requires forward planning,
equipment, staff, space and associated costs (Fealy et al. 2019b; Sugand et al. 2010).
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Therefore, it was important to ensure that the RtB program encompassed a self-
directed, learner-driven approach that focused on user interaction, participation and
contextualisation, as an active learning approach has been shown to improve knowl-
edge retention and promote deep learning (Kerby et al. 2010; Sugand et al. 2010).
In addition, as an accessible package, it was imperative that the RtB program be
developed for multiple digital platforms ensuring it could be used by students in the
classroom but also beyond the classroom to allow students to revisit and reinforce
their learning when the need arises, such as before workplace learning or for exam
revision.

17.2 The Road to Birth

The RtB program is comprised of four main digital anatomy interfaces or functions
that include: (1) Base anatomy, (2) Pregnancy timeline, (3) Birth considerations,
and (4) Quiz mode functions. Each function was targeted at introducing, explaining
and assessing new knowledge and concepts aligned to specific midwifery student
learning outcomes. The design encompassed a progressive and scaffolded approach
to ensure incremental learning, i.e. novice to expert, occured (Sharma and Hannafin
2007).

In the base anatomy function, users are able to look through, explore and interact
with different anatomical layers of the female body. The anatomy function allows
users to manipulate individual anatomical layers by turning them on and off in order
to get a better understanding of anatomical structural relationships and their func-
tionality. The individual anatomical layers include the dermal, muscular, circulatory,
respiratory, digestive, urinary, reproductive, nervous, lymphatic and skeletal layers.
In the pregnancy timeline function, users are able to manipulate the weeks of preg-
nancy from 0 to 40 weeks of gestation. This demonstrates both fetal development,
whilst simultaneously demonstrating maternal organ displacement as a result of the
growing fetus. This was designed to assist with conceptualisation and understanding
of commonpregnancy symptoms such as backpain, pelvic pain, heartburn and breath-
lessness. Users are able to manipulate the various anatomical features adding and
removing selected anatomical layers including the fetus, as displayed in Fig. 17.1. In
addition, a floating information panel is featured on the left-hand side of the user’s
view. This panel includes essential information corresponding to the selected weeks
of gestation as displayed in Fig. 17.2. The information panel may be tailored with
any amount of text/information for use amongst broader health education audiences.
This particular function of the RtB program was drawn from pedological learner
defined manipulation approaches, which are suggested to increase learning motiva-
tion, learner engagement and knowledge retention (Barmaki et al. 2019; Moro and
Gregory 2019; Rizzolo and William 2006; Stepan et al. 2017).

The birth considerations function is an important addition that affords the user
an internal view of pregnancy, illustrating both fetal and placental positioning. This
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Fig. 17.1 Pregnancy timeline module with dermal layer on/off

Fig. 17.2 Displays the pregnancy timeline function with associated text information

functionmay be used to highlight normal and pathological fetal and placental presen-
tations that need practitioner and patient education prior to birth (Jones et al. 2019).
Fetal positions include longitudinal, transverse and lateral positioning as well as
common fetal presentations such as cephalic (head down), breech (bottom down),
flexed and de-flexed fetal head presentations (Rankin 2017). A number of these posi-
tions are favourable for a normal vaginal birth, whilst others may make a vaginal
birth more difficult and lead to complications in the birthing process such as instru-
mental (forceps or ventouse) or caesarean birth (Rankin 2017). These fetal posi-
tions/presentations need to be clearly understood by maternity care providers. The
birth consideration function was designed to assist the novice practitioner with
conceptualising the fetal positioning in utero, increasing spatial awareness. This
function additionally allows for the concurrent visualisation of the fetus and the
placenta as displayed in Fig. 17.3, allowing for more advanced learners to identify
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Fig. 17.3 Fetal development (visualization). Displays fetal and placental positioning in the birth
considerations function

pathological placental positioning such as placenta previa, which if not identified
can result in fetal and maternal morbidity and mortality (Rankin 2017).

The RtB program additionally includes a customisable quiz function. This func-
tion allows for self-assessment of the visual and text-based content within the RtB
program in unison. The quiz function can be tailored to the learner’s level of knowl-
edge. The ability to embed learner-specific quizzesmay facilitate and reinforce under-
standing of pregnancy anatomy and enhance the overall learning experience (Wiliam
2011). The advantage of this function is that it may also be used in conjunction with
background analytics allowing for educator feedback such as knowledge of when
students are accessing the program and access to student test score results, supporting
ongoing teaching evaluation and student engagement (Sharma and Hannafin 2007;
Wiliam 2011).

17.3 A Collaborative Design Approach

The RtB program was conceptualised by subject matter experts in the field of
midwifery at The University of Newcastle, a large regional Australian University. A
collaboration between the institution’s immersive technology innovations team and
midwifery experts was formed with the aim to develop a multi-platform, immer-
sive and interactive digital anatomy prototype, for use by undergraduate midwifery
students. The primary educational objective was to provide midwifery students
with an interactive learning resource that assists the user to visualise the internal
anatomical changes of pregnancy and fetal positioning in utero.

The application was developed in a 12-week timeframe, specifically with the goal
of developing immersive anatomy content that would engage the student/users and
then determining if this adds value beyond traditional teaching methods. There have
been other animations and applications that show the physiology of pregnancy, but
this application breaks new ground in the interactive nature of the digital visualisa-
tions. Users can turn on and off different anatomical layers and choose what they
want to focus on.Additionally, users can readilywork through the pregnancy timeline
function to see how the fetus develops throughout pregnancy, as well as what happens
to the internal organs of the mother. Users can also change the viewpoint relative
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to the digital visualisation and examine the visualisations from different angles and
magnifications, thus being able to zoom in and out of the respective digital anatomy.

The team applied the Scrum framework for the development process. Scrum is
defined as a pragmatic, iterative and incremental approach for complex product devel-
opment and is based on three key principles, (1) Transparency (2) Inspection and
(3) Adaption (Sutherland and Schwaber 2013).The Scrum methodology is based
on the empirical process control theory or empiricism. Empiricism explains that
knowledge comes from experience and decision-making based on what is known
(Sutherland and Schwaber 2013). The guiding principle of transparency allows for
the team to collectively and clearly define the final product outcome and develop-
ment endpoint. The inspection and adaption principles are characterised by four
key processes that include sprint planning, daily scrum, sprint review, and a sprint
retrospective (Sutherland and Schwaber 2013). Sprints are considered “the heart” of
the Scrum framework. Sprint planning is conducted with the whole team with the
deliverables or outcomes of each sprint discussed and sprint duration defined (Suther-
land and Schwaber 2013). The RtB programwas conceptualised with the entire team
(midwifery content experts, digital design, and information technology experts), over
a three-month time period with the actual program development process undertaken
over twelve weeks with sprints planned every two weeks until the program was
completed and ready for testing.

17.4 Immersive Virtual Reality (IVR)

Asense of presence is a crucial element in providing userswith compelling IVRexpe-
riences (Morie 2007, Sherman and Craig 2018). Immersive virtual reality is defined
by Sherman and Craig (2018), as a technology medium composed of interactive
computer simulations that sense the participant’s position and actions and replaces
or augments the feedback to one or more senses. This provides the user with feel-
ings of being mentally immersed or present in the simulation (Morie 2007; Sherman
and Craig 2018). Typically, IVR provides the user with a high degree of interac-
tivity, usually using a head-mount-device (HMD) and hand controllers. Whilst the
extent and application of IVR within undergraduate midwifery education is largely
unknown (Fealy et al. 2019b) evidence suggests that immersive technologymediums
such as IVR may be practical for use within health care, such as surgical skill acqui-
sition, technical and non-technical skill nursing and midwifery simulation training
and for the provision of educational content such as anatomy and physiology (Dey
et al. 2018; Domingo and Bradley 2018; Horst and Dörner 2018; Fealy et al. 2019b;
Zorzal et al. 2019). Given the potential educational and financial benefits of IVR
compared to traditional anatomical cadaveric and simulation modalities, the team
developed the RtB with a primary focus for use as an IVR program (Fealy et al.
2019b).



332 D. Jones et al.

17.5 Mobile Health (SPT)

Mobile smartphone and tablet applications (apps) have become part of the contem-
porary student and university experience (Hashim 2018; Heflin et al. 2017). Mobile
Health or Mhealth defined by the World Health Organization as a medical or public
health related practice that is supported by mobile devices including mobile phones
and tablets, are increasingly being tested for their potential to overcome barriers to
information provision such as geographical, organisational and attitudinal barriers
(Fealy et al. 2019a). In undergraduate health education, similar accessibility barriers
exist, limiting knowledge development and clinical skill acquisition (Al-Emran et al.
2016; Heflin et al. 2017). The use and integration of SPT devices for educational
(teaching and learning) purposes may afford learners the opportunity for more flex-
ible learning on campus and at home, potentially encouraging and facilitating self-
directed learning (Al-Emran et al. 2016; Hashim 2018; Heflin et al. 2017). Therefore,
it was important for the design team to build the RtB as a smartphone applica-
tion accessible on both iOS and Android platforms to facilitate on- and off-campus
learning.

17.6 Interaction Design and Approach

The RtB program was created in 12 weeks. To support the rapid prototype devel-
opment the team acquired re-configured pre-made 3D models of female and fetal
anatomy. Thesemodelswere thenmanipulated for interaction and use acrossmultiple
technology mediums. The RtB utilised 5 different design techniques over 7 different
models: dermal, uterus, placenta, umbilical cord, fetus, breasts, digestive and respi-
ratory system. The models were manipulated and animated in Unity 3D using C#
visual programming language.

The design techniques are explained as follows:

I. Dermal: Three models were created to represent the different key stages: pre-
pregnancy, week 42 and 5 days postpartum. The dermal stretching was created
by an animation that changes between the 3 models, creating a visual effect of
the model in different stages of pregnancy as displayed in Fig. 17.1.

II. The Uterus and Placenta: To create the visual effect of the uterus growing and
surrounding the fetus, the team used hierarchical bones. These hierarchical
bones moulded the uterus into the correct size and position for each pregnancy
week to accommodate the fetus and be correctly proportioned for the skin. The
placenta was placed in the uterus in a similar manner, adjusting into the uterus.

III. Fetus and Umbilical cord: The fetus was created by acquiring 42 pre-made
models. These models were manually scaled and positioned into the uterus
to create an effect of growth while the pregnancy progresses. The cord was
manually aligned with the navel in each fetus model and positioned in a natural
manner according to the position of the fetus as per Fig. 17.3.
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IV. Digestive and respiratory system: To allow for the uterus (and fetus) to grow, the
digestive system and respiratory system were required to move to correspond
with the growing fetus and uterus. This animation was created by using bones
and inverse kinematic joints achieving the overall realistic effect.

V. Breast animation: The growth and changing of the breasts, specifically the
mammary glands during various stages of gestation, were created by scaling the
breast model at different rates according to the pregnancy timeline as displayed
in Fig. 17.2.

To ensure greater access to the RtB and the best learning outcomes the application
was designed to be accessed via multiple platforms. Thus, the application was made
for use in Immersive Virtual Reality on Steam VR-enabled headsets, using HTC
Vive and Windows Mixed Reality (MR) systems as per Fig. 17.4b. Additionally,
the program was made for use on a Microsoft HoloLens as displayed in Fig. 17.4a.
Figure 17.5a and 17.5b, shows the use of the IVR controller within the RtB program,
with the beam pointer used for interaction with the virtual interface, such as when
controlling the pregnancy timeline.

The program was additionally developed for SPT devices on both the Android
and iOS platforms as displayed in Fig. 17.6a. The program was additionally made

Fig. 17.4 a Displays the RtB program being used on Microsoft HoloLens head-mounted device)
and b RtB being used on a Samsung Odyssey head-mounted device

Fig. 17.5 Displays control function in the RtB IVR program a IVR controllers and b beam pointer
for interacting with the user interface in VR
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Fig. 17.6 Displays the use of the RtB program a RtB tablet application and b RtB Microsoft
HoloLens projection

available for use on PC andMac computers. The aim of themultimodal approachwas
to ensure broad educational application and to support student access and use. For
example, the IVRmedium could potentially be a good fit for classroom/lab learning,
with themobile device and computermediumsallowing for learningbeyond the class-
room. The advantage of the MR system is that it is highly portable, whereas the IVR
experience relies on a tethered computer for computation and graphics processing.
The MR option is especially convenient for providing on-demand demonstrations.
One of the potential advantages of developing the RtB into a mobile application for
installation onto end-user devices was the potential to collect additional user data
such as a user’s location, usage time and quiz outcomes. Moreover, when a user’s
device is connected to Wi-Fi this information can be sent to an external database
for collection and analysis and reporting purposes. Additionally, when connected to
Wi-Fi the RtB program checks for a “use-by date” thereby supporting research teams
and or institutions to have control to disable the RtB program from the end device
as necessary.

17.7 Initial Testing and Evaluation

To assess that the RtB prototype met the minimum design and educational objec-
tives, two separate quality assurance studies were conducted. The first was conducted
using a convenience sample of n = 19 Australian, second and third-year under-
graduate midwifery students, using the RtB SPT application (Ethics Approval No.
QA193 University of Newcastle). The second was conducted at one university in
AntwerpBelgium amongst a convenience sample of n= 139 first-year undergraduate
midwifery students, using the RtB IVR program.

Study 1−Australian Sample

In the Australian study, the RtB program was distributed to students via smartphone
and tablet devices. Students were able to interact with the program over a 30 min
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time frame andwere asked to provide feedback using a short anonymous paper-based
survey. The following questions were asked:

• Can you please tell us what you like about the program?
• How could you see the program supporting your learning as a student?
• Demographic questions such as degree being studied and year of program.

Responses were assessed for commonalities and reported using descriptive statis-
tics (proportions and percentages) using Microsoft® Excel v16.24. Responses were
grouped into the following outcome categories: (1) identifies the program as a useful
learning resource; (2) mentions the program as useful for anatomy and fetal posi-
tioning; (3) mentions the program as being useful for other populations; (4) mentions
the visual aspect of the program as advantageous; (5) mentions ease of use of
the program. Of the responses, all participants (n = 19) mentoined the program
as being a useful learning resource. Seventy-four per cent (n = 14) of responses
mentioned that the program was useful for learning pregnancy and/or fetal anatomy
and fetal positioning in utero. Thirty-seven per cent (n = 7) mentioned that the
program could also be useful for pregnant women; no other populations were iden-
tified within the responses. Fifty-three percent (n = 10) of responses mentioned
visualisations as being advantageous with twenty-six per cent (n = 5) of responses
specifically mentioning the ease of use of the program.

The results of the quality assurance testing within the Australian sample indicated
that the RtB prototype provided undergraduate midwifery students with an educa-
tional resource that assisted with visualising internal anatomical changes of preg-
nancy and understanding of fetal positioning in utero. Further testing is required to
ascertain the usefulness of the program in its other modalities (Microsoft HoloLens,
Mac and PC). As suggested by a number of the quality assurance study responses,
further exploration of the use of RtB as an educational resource for pregnant women
is also warranted (Dey et al. 2018; Stone 2011; Fealy et al. 2019b; Jones et al. 2019).

Study 2−Belgium Sample

In the Belgium study, midwifery students were invited to interact with the RtB
programme by using IVR. Students were offered the chance to voluntarily participate
in a 1 hour testing session at their study institution. As these sessions were voluntary,
the University of Antwerp considered this to not need formal ethical approval but
rather registered these sessions as independent ‘skills lab’ training. Students were
under no obligation to take part in the session, and the session was not linked to any
formal course or assessment work.

Due to large numbers of volunteers, students were arranged into small groups
with a maximum of five students in each group. At the beginning of the session, a
midwifery lecturer gave basic instructions on how to use the IVR headsets and how
to navigate the RtB interface. Students were able to freely explore and interact with
the RtB program for as long as they wanted during the session. Feedback on the RtB
program was collected via an electronic survey that was emailed to students after the
session had been completed with the survey returned by n = 21 students.
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The post-session survey was comprised of the System Usability Scale (SUS)
originally developed by J. Brook in 1986 (Lewis 2018). The SUS is a 10-item ques-
tionnaire for the subjective assessment of the usability of software systems (Lewis
2018). The 10 questionnaire items are measured using 5-point Likert scales with
responses, ranging from (1) strongly disagree to (5) strongly agree as displayed in
Table 17.1. Scores for each of the 10 items are combined into a universal score of
between 0 and 100 with higher scores indicating better usability. Scores of > 68
generally indicate above-average usability (Lewis 2018).

The students were additionally asked to complete a 10-item content-specific
survey about the RtB program. The items were measured using a 5-point Likert

Table 17.1 System usability scale

System usability scale Strongly disagree Strongly agree

Questionnaire items 1 2 3 4 5

1 I think that I would like to
use this system frequently

– – – – –

2 I found the system
unnecessarily
complex

– – – – –

3 I thought the system was
easy
to use

– – – – –

4 I think that I would need the
support of a technical person
to be able to use this system

– – – – –

5 I found the various functions
in
this system were well
integrated

– – – – –

6 I thought there was too much
inconsistency in this system

– – – – –

7 I would imagine that most
people
would learn to use this
system
very quickly

– – – – –

8 I found the system very
cumbersome to use

– – – – –

9 I felt very confident using
the
system

– – – – –

10 I needed to learn a lot of
things before I could get
going
with this system

– – – – –
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scale with responses ranging from 1 strongly disagree to 5 strongly agree as per
Table 17.2. All survey scores were analysed using Microsoft® Excel v16.24.

Of the 21 surveys analysed, findings revealed that the RtB IVR program observed
a mean SUS score of 80, (SD 47), with raw total survey scores ranging between 55
and 100. Findings from the SUS survey indicated that students considered the RtB to
have above-average usability. The results of the content-specific survey are presented
in Table 17.3. The findings suggest that the RTB improved student understanding
of female reproductive anatomy and fetal positing. Responses additionally indicated
that the programwas fun to usewith no perceived negative impacts on learning noted.

Overall the initial testing of the RtB program in the IVR and SPT application
modalities was positively received by both samples of undergraduate midwifery

Table 17.2 Road to Birth content specific survey

System usability scale Strongly disagree Strongly agree

Questionnaire items 1 2 3 4 5

1 The use of the Road to Birth
programme improved my
understanding of female reproductive
anatomy

– – – – –

2 The use of the Road to Birth
programme was more engaging than
relying on reading/lecture material
alone

– – – – –

3 The use of the Road to Birth
programme negatively impacted the
course content

– – – – –

4 The use of the Road to Birth
programme improved my ability to
understand fetal positions in utero

– – – – –

5 I found learning with the Road to Birth
programme fun

– – – – –

6 The use of Road to Birth programme
kept me motivated

– – – – –

7 The Road to Birth programme as
teaching methods should be used more
by lecturers in the Department of
Health and Social Care

– – – – –

8 I did not engage well with learning fetal
positions using the Road to Birth
programme

– – – – –

9 I felt that the Road to Birth programme
engaged my own learning

– – – – –

10 I found it convenient to understand and
experience content in the Road to Birth
programme

– – – – –
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Table 17.3 Using “The Road to Birth” with virtual reality in midwifery education in Belgium (n
= 21)

Question/quote Mean ± SD % (strongly) agree
(score 4–5)

The use of “the Road to Birth” programme improved my
understanding of female reproductive anatomy

4,10 ± 0,70 81

The use of “the Road to Birth” programme was more
engaging than relying on reading/lecture material alone

3,81 ± 0,87 61,9

The use of “the Road to Birth” programme improved my
ability to understand fetal positions in utero

4,38 ± 0,67 90,5

I found learning with “the Road to Birth” programme fun 4,76 ± 0,44 100

The use of this technology kept me motivated 4,33 ± 0,73 85,7

The Road to Birth programme as a teaching method should
be used more by lecturers in the Department of Health and
Social Care

4,67 ± 0,48 100

I felt that “the Road to Birth” programme engaged my own
learning

4,14 ± 0,79 76,2

I found it convenient to understand and experience content
in “the Road to Birth” programme

4,00 ± 0,89 71,4

% (strongly) disagree
(score 1–2)

The use of “the Road to Birth” programme negatively
impacted the course content

1,24 ± 0,54 95,3

I did not engage well with learning fetal positions using
“the Road to Birth” programme

1,86 ± 1,27 71,4

students. Additionally, midwifery students seemedmotivated to use the RtB program
with empirical testing now needed to determine the effectiveness of the program
compared to traditional educational techniques.

17.8 Discussion

The development of the RtB program is a modest step forward in the design and
use of digital technology for teaching pregnancy-related anatomy and physiology to
undergraduate midwifery students. Anatomy education is an ever-evolving specialty
(Yammine and Violato 2018). The integration of interactive 3D visualisations into
midwifery education has the potential to enhance traditional teaching and learning
methods (Fealy et al. 2019b). In particular, the use of interactive technologies such
as virtual reality and mobile phone/tablet mediums have the potential to overcome
barriers associated with traditional teaching and simulationmethods such as the need
for cadaveric specimens and simulation laboratories with known ethical, financial,
geographical and organisational limitations (Sugand et al. 2010). Whilst there is
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a paucity of digital anatomy programmes focusing on pregnancy and fetal devel-
opment, Fealy et al. (2019b), discuss the importance of the development of such
programmes in conjunction with content specialists such as midwives and university
educators, in close collaboration with computer graphic design and coding special-
ists. It is not just the content but how students/users engage with the content that is of
particular interest. As Jang et al. (2017) have suggested, it is one thing to attempt to
increase understanding of anatomy content with this also dependant on themanner in
which students interact with the content. Traditional educational modes such as the
use of textbooks (reading is a passive process) allow for minimal retention of content
(Weyhe et al. 2018). Practical experiences as part of an active learning process may
increase content recall by up to 75% (Weyhe et al. 2018). It is this “active learning
process” that suggests digital technology is an important next step in educational
content delivery (McMenamin et al. 2018; Moro and Gregory 2019).

The conceptualisation of the RtB was born out of a need to support students
learning by employing innovative teaching and learning approaches that challenge
the traditional didactic lecture and simulation techniques and overcoming institu-
tional barriers to education (Fealy et al. 2019b). From our early data it is postulated
that the RtB program may afford firstly, better engagement with the content being
delivered; Secondly, an increased understanding of anatomy and spatial awareness;
Thirdly, may assist students to avoid an over-reliance on classroom/lab instruction.
Importantly students indicated that the RtB program assisted in improving learning
through visualising pregnancy and/or fetal positions with no adverse outcomes to
learning. Whilst the initial findings are positive many other aspects regarding the
advantages and disadvantages of digital anatomy for pregnancy anatomy are yet to
be empirically explored. Such studies require ongoing responsive technical develop-
ment and institutional IT infrastructure to support large study populations (Fealy et al.
2019b). As the use of digital technology grows in popularity and acceptability for the
delivery of anatomy content, and in the case of RtB pregnancy visualisation anatomy
as a medium for the delivery of pregnancy content, the development of a validated
tool that targets knowledge retention and spatial relationships between anatomical
structures, would be required (Yammine and Violato 2018). Additionally, develop-
ments in the use of digital anatomy visualisation in the training of health professional
students, health professionals, and wider application beyond the university requires
research in clinical and community settings. Future developments, for instance, could
seek to directly include consumer/patient input at all stages of development, imple-
mentation and evaluation (Roche et al. 2019). Such a collaborative approach could
see programmes being employed in improving the relationship between the care
provider and the care recipient.

An important area of consideration is the embedding of formative tests that could
be undertaken in IVR to provide immediate feedback to the user on their knowledge
and understanding of the content covered. An advantage of such embedded tests
would be their capacity to complement online learning systems, providing repeat-
able, consistent anatomical information that could be used with minimal equipment
anywhere in the world without direct human instruction. Such developments would
be consistent with the principles and strengths of active learning.
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As interesting and enticing as they are, such possibilities emerging from the devel-
opment of the RtB point to just some of the ways in which digital technologies could
be used to transform the way we learn about pregnancy-related anatomy.

17.9 Conclusion

This chapter has described the development and initial testing of a digital anatomy
visualisation program. Our findings suggest that the RtB deployed via IVR and SPT
technologymediums arewell received by undergraduatemidwifery students andmay
assist with learning anatomy content, with further empirical testing required. The
RtB is an exciting but modest step in using digital technology for pregnancy-related
anatomy and physiology education.
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Chapter 18
Toward Constructivist Approach Using
Virtual Reality in Anatomy Education

Jinsil Hwaryoung Seo, Erica Malone, Brian Beams, and Michelle Pine

Abstract We present Anatomy Builder VR andMuscle Action VR that examine how
a virtual reality (VR) system can support embodied learning in anatomy education.
The backbone of these projects is to pursue an alternative constructivist pedagog-
ical model for learning human and canine anatomy. In Anatomy Builder VR, a user
can walk around and examine anatomical models from different perspectives. Direct
manipulations in the program allow learners to interact with either individual bones
or groups of bones, to determine their viewing orientation and to control the pace of
the content manipulation. In Muscle Action VR, a user learns about human muscles
and their functions through moving one’s own body in an immersive VR environ-
ment, as well as interacting with dynamic anatomy content. Our studies showed
that participants enjoyed interactive learning within the VR programs. We suggest
applying constructivist methods in VR that support active and experiential learning
in anatomy.
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18.1 Introduction

Anatomy education is fundamental in life science and health-related education. In
anatomy education, it has been traditionally believed that cadaver dissection is the
optimal teaching and learning method (Winkelmann et al. 2007). Cadaver dissec-
tion definitely provides tangible knowledge of the shape and size of the organs,
bones, and muscles. However, dissection offers only a subtractive and deconstruc-
tive perspective (i.e., skin to bone) of the body structure.When students start with the
complexity of complete anatomical specimens, it becomes visually confusing and
students may have a hard time grasping the underlying basic aspects of anatomical
form (Miller 2000). Consequently, many students have difficulties with mentally
visualizing the three-dimensional (3D) body from the inside out (i.e., bone to the
skin), as well as how individual body parts are positioned relative to the entire body.

Unfortunately, even with the availability of 3D interactive tools including virtual
reality applications (Parikh et al. 2004; Temkin et al. 2006), the issue of visualizing
movement still remains to be addressed. These interactive tools mainly focus on
the identification of anatomical components and passive user navigation. Students
must still mentally manipulate 3D objects using information learned from 2D repre-
sentations (Pedersen 2012). For students’ planning for future careers such as ortho-
pedic surgery, physical therapy, choreography, or animation, they need to know the
muscle’s action, how it interacts with other muscles, and which normal movements
it facilitates. This level of complexity is not easily conveyed via 2D static representa-
tions (Skinder-Meredith Smith and Mathias 2010). In addition, existing educational
programs don’t provide a flexible learning environment that allows a student to
make a mistake and then learn from it. Alternative learning materials that focus on
constructivist approaches have been introduced in anatomy education: 3D printing
(Li et al. 2012; Rose et al. 2015) and other physical simulation techniques (Myers
et al. 2001; Waters et al. 2011). The constructivism theory of learning states that
students should construct their own understanding by actively participating in their
environment. However, these alternative methods also have limitations: it is difficult
to create an anatomical model that makes movements, interactions are limited, and
a single model can only present limited information.

Recent technical innovations, including interactive and immersive technolo-
gies, have brought new opportunities into anatomy education. Virtual reality and
augmented reality technologies provide a personalized learning environment, high-
quality 3D visualizations, and interactions with contents. However, the majority of
anatomy education applications still focus on the identification of anatomical parts,
provide simple navigations of the structure, and do not fully support 3D spatial
visualizations and dynamic content manipulations (Jang et al. 2016). Even with the
availability of 3D interaction tools, mentally visualizing movement remains prob-
lematic. Therefore, students still struggle to understand biomechanics to accurately
determine movement caused by specific muscle contractions (Cake 2006).
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We createdAnatomy Builder VR andMuscle Action VR, embodied learning virtual
reality applications, to promote embodied,multi-modalmental simulation of anatom-
ical structures and functions. Anatomy Builder VR is a comparative anatomy lab that
students can enter to examine how a virtual reality system can support embodied
learning in anatomy education. The backbone of the project is to pursue an alter-
native constructionist pedagogical model for learning canine and human anatomy.
Direct manipulations in the program allow learners to interact with either individual
bones or groups of bones, to determine their viewing orientation, and to control
the pace of the content manipulation. Muscle Action VR pursues interactive and
embodied learning for functional anatomy, inspired by art practices including clay
sculpting and dancing. InMuscle Action VR, a user learns about human muscles and
their functions through moving one’s own body in an immersive VR environment,
as well as interacting with dynamic anatomy content.

18.2 Background and Prior Research

18.2.1 Challenges in Traditional Anatomy Education

For over 400 years, cadaveric dissection has been the mainstay for teaching gross
anatomy (Azer and Eizenberg 2007). However, in recent years there has been a trend
in both themedical and veterinary schools toward reducing contact hours dedicated to
traditional dissection-based anatomycourses (Drake et al. 2009;Heylings 2002). This
reduction is the result of many factors, both pedagogical and practical. Traditional
anatomy teaching methods have emphasized learning by deconstructing anatomical
structures through full-body dissection. However, there is an argument that practi-
tioners will be treating living patients, therefore the need is to learn anatomy in that
context (McLachlan 2004). Additionally, there has been a shift toward an integrated
and/or system-based approach to medical education. The argument is that there are
other pedagogical practices thatmore readily promote student engagement and active
learning (Rizzolo et al. 2006; Turney 2007).

Other reasons for the reduction in contact hours include the more practical aspects
of teaching anatomy utilizing cadavers, such as the costs associated with maintaining
a dissection laboratory as well as the ethical considerations for legally obtaining
and storing cadavers (Aziz and Ashraf 2002). Another important factor is student
and instructor safety. Typical embalming solutions contain formaldehyde at levels
ranging from 0.5% up to 3.7%. Formaldehyde exposure can lead to many known
health hazards such as respiratory and dermal irritation (Ajao et al. 2011; Tanaka
et al. 2003). Recently, formaldehyde has been designated as a carcinogen (NTP
2011). All of these factors have resulted in some medical schools teaching anatomy
with either limited or even no dissection of cadavers (McLachlan 2004; Sugand et al.
2010). To date, there is an ongoing debate as to the most effective way to teach
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anatomy, and no individual tool has the demonstrated ability to meet all curriculum
requirements (Kerby et al. 2011).

18.2.2 Prior Research

When viewing the process of anatomy learning from the students’ perspective, an
additional set of challenges arise. While there is more than one way to approach
dissection (regional versus system based), the process of dissection is one of decon-
struction. Layers of tissues are sequentially peeled away from most superficial to
deepest. Additionally, muscles are cut and connective tissue and even organs are
removed. This is necessary in many cases to find and view underlying, hard to access
structures. However, this means that students are unable to replace the structures in
their natural spatial arrangement, and any errors made during the dissection cannot
be repaired.

In order to design and build student-centered embodied learning applications,
we began by asking students what they would like to have. Texas A&M University
offers a cadaver based undergraduate anatomy course to students in the Biomedical
Sciences major. Students enrolled in this anatomy course (N = 23) were invited to
participate in an anonymous online survey that asked them open-ended questions
pertaining to their views on learning anatomy. We didn’t collect the participants’
identification information. Students were asked to list their primary study methods
used to learn anatomy. Two main methods emerged from their responses: cadaver
review and print notes. All of the students stated that they spent time in the anatomy
laboratory reviewing using the cadaver. The second most relied upon method was to
read and memorize their notes.

Students were also asked to respond to questions relating to what types of study
aids they would have liked to use and what they would create as an additional study
aid. One primary theme emerged from these two questions: Interactivity. Students
wanted an aid that they could interact with that had diagrams, pictures, and physical
elements. Here are representative student quotes from the survey:

“An interactive, virtual lab that correlated with our lab directly”.

I would love a picture that you can flip up the layers of the muscles, like in the labs. That
way, it is easier to visualize while we aren’t with the cadavers.

Some kind of physical model that can allow students to visualize the origins/insertions and
actions of the muscles.

While this was not stated directly, the implication is that they wanted a study tool
that could be accessed outside of the lab and could be directly manipulated. We have
performed a thematic analysis of the student feedback and laid the foundation of our
creation of Anatomy Builder VR and Muscle Action VR, on the pedagogical theory
of constructivism.
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18.2.3 Constructivist Approaches in Anatomy Education

According to the constructivist learning theories, learning is the personal construction
resulting from an experiential process. It is a dynamic process, a personal experience
that leads to the construction of knowledge that has personal meaning (Mota et al.
2010). The use of physically interactive tools to aid in learning is supported by
constructivist learning principles. In addition, characteristics of learning anatomy
such as its visual, dynamic, 3D, and tactile nature present a unique environment for the
implementation of such tools (Mione et al. 2016; Jonassen and Rohrer-Murphy 1999;
Winterbottom 2017). Typically, gross anatomy courses utilize cadaver dissection to
facilitate learning specific structures as well as spatial relationships of one structure
to another. The deconstructive nature of dissection, however, directs students to first
examine the big picture and then discover underlying details. While this approach
may be useful for many, some students are more successful when they are able to
build-up knowledge from the smallest details to the larger picture. Further, if students
are able to successfully work through the deconstructive process of dissection, then
mirror the process in a constructiveway, they aremore likely to have a comprehensive
understanding of the location of structures and the spatial relationships between them
(Malone et al. 2018).

While diagrams, drawings, and cadavers are sufficient tools for learning and recog-
nizing structures, all of these aids have one common disadvantage—they cannot
demonstrate movement (Canty et al. 2015). In addition, these tools do not allow
students an opportunity to come to their own conclusions and construct their own
understanding of the material. Incorporating aspects of visualization sciences that
allowstudents to be engaged in the constructionof their ownknowledge couldprovide
valuable new tools for teaching and learning anatomy (Canty et al. 2015;Malone et al.
2016a). Our interdisciplinary research, called Creative Anatomy, initially pursued
this approach in the undergraduate gross anatomy classes via utilizing tangible and
embodied methods. Here are our prior works that guided us toward constructivist
learning using virtual reality.

18.2.3.1 Building Musculoskeletal System in Clay

We utilized the Anatomy in Clay Learning System® in our classes to evaluate how
sculptural methods could benefit students to learn three-dimensional anatomical
structures (Fig. 18.1). Jon Zahourek is a traditionally trained fine artist who created
this entirely hands-on approach to learning anatomy in the late 1970s. The Anatomy
in Clay Learning System® is now used in more than 6,000 classrooms nationwide.
The system allows students to build essentially any gross anatomical structure out
of modeling clay and place it on a model skeleton. In regard to learning muscles, the
system is especially efficient for illustrating origins, insertions, shapes, and relation-
ships of muscles to one another. Students are able to isolate each muscle and build



348 J. H. Seo et al.

Fig. 18.1 Building muscle system using “Anatomy in Clay” at the biomedical anatomy class:
Students were asked to build muscles of the arm in clay for both the dog and the human after
learning about the muscles in a lecture video, via class activities, and a canine cadaveric dissection.
Students were guided through this activity with a step-by-step packet as well as aided by multiple
instructors trained in human and canine anatomy

them up from the base level of the skeleton to the surface of the skin (Anatomy in
Clay Learning System 2019).

To evaluate how supplementing learning by dissectionwith a constructive analogy
affects students’ knowledge acquisition and application, 165 undergraduate anatomy
students were asked to build pelvic limb muscles in clay following dissection of
the same muscles. Prior to the clay building activity, students had completed the
following class assignments: (1) watched lecture videos presenting information
regarding pelvic limb muscles, (2) participated in class activities in which they were
asked to apply information from the videos, and (3) completed a dissection of the
pelvic limb on canine cadavers. During one lab period, students participated in a
guided activity involving building muscles on a skeletal model of the dog or human
(Anatomy inClay®CANIKEN®&MANIKEN®) in order from the deepestmuscles
to the most superficial (Malone et al. 2018). Students’ feedback from this activity
was extremely positive. Some of their written feedback includes quotes listed below.

It was really helpful to be able to see the muscles being drawn from nothing, to see where
they were in relation to one another and learning about their actions.

I think this was a really good idea because it makes learning anatomy more fun and provides
a change of pace for us. I definitely remember the information from that studio session better
than most dissections.
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I liked this activity most as far as helping learn because it helped put into perspective each
muscle in the limb from insertion to origin to everything in between.

18.2.3.2 A Kinetic Model for Learning Gross Anatomy

To address how a constructivist approach could aid students with an understanding
of biomechanical concepts, the movement was simulated with a kinetic model of
a canine thoracic limb (Fig. 18.2). Students in an undergraduate anatomy course
were asked to interact with the model, guided by an activity designed to help them
construct their own understanding of biomechanical concepts. Anatomical struc-
tures such as bones, ligaments, tendons, and muscles were simulated in order to
create movement. The simulated bone was made from plastic casting resin and built
to withstand pressure from all angles while maintaining a small, delicate appearance.
Simulated ligaments and tendons were created with elastic bands so that they were
able to withstand pressure while simultaneously giving and stretching with move-
ment. Simulated muscles were created from a string so that they allowed attachment
of tendons, stretch and contract, and smooth, continuous motion (Malone and Pine
2014).

Fig. 18.2 Kinetic model: This kinetic model represents the thoracic limb of a canine and the strings
can be pulled to create the actions that muscles would create in life. Students used this model to
study basic concepts in biomechanics such as flexion and extension of joints
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18.2.3.3 An Interactive Simulation Model to Improve the Students’
Ability to Visualize Movement

As an expansion of the previous model, our team created a physically based kinetic
simulation model (Fig. 18.3) of the canine pelvic limb that provided student interac-
tion via a computer interface (Malone et al. 2016b). Bones of the pelvic limb were
molded and cast using the same technique employed for the thoracic limb model.
Components such as structural support, muscle function simulation, simulated
muscle structure, and simulated skeletal structure all had to be considered during
model construction. Four servo motors were mounted onto the model. Two of these
motors were mounted directly to the femur of the model, while the remaining two
weremounted on the top of the Plexiglas stand. Screw eyeswere put on themodel and
the stand at major origin and insertion points. White nylon string was attached to the
furthest point from the center of rotation on the servomotor arm. The other end of the
string was fixed onto a screw eye representing a point of insertion or origin common
to a muscle group. A computer was connected to an Arduino microcontroller via a
USB port and a serial monitor, or text-input window was displayed on the computer
screen. The user would type the name of a muscle into the serial monitor and hit the
return button on the computer. Motors that represent that muscle’s action would then
be activated, turning the motor arm 90–180 degrees, thus creating the action of the
muscle that was typed into the program (Malone et al. 2017).

Fig. 18.3 Interactive Simulation Model being used in anatomy lab: This model utilized servo
motors mounted to bones cast in plastic to create the actions of muscles in the canine pelvic limb.
Students typed the name of a muscle into a computer and the simulation model would create the
action of the specified muscle
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Students were divided into two groups—control and experimental. Both groups
completed a short quiz after the unit on pelvic limb musculoskeletal anatomy. The
students in the experimental group thenwere providedwith an opportunity to interact
with the model during the lab. The average quiz score for the experimental group
improved significantly from a mean of 49.83–65.26%. The average quiz score for
the control group did not improve significantly (49.50–58.60%). We received posi-
tive feedback from students. 75.55% of the students found the model easy to use,
and 68.4% of students agreed or strongly agreed that the model helped with at least
one concept related to movement.

Even though these physical and kinetic models provided benefits in the class-
rooms, we have encountered numerous challenges that cannot easily be resolved. The
physical systems usually have fixed structures so that it is difficult tomove around and
replace parts as youwish. Physical materials have limitations to visualizemovements
and deformation of muscles. In addition, it is very difficult to provide personalized
feedback to students using physical systems. Therefore, we started looking into
incorporating embodied actions and interactive computer graphics using immersive
technology.

18.2.4 Immersive Applications in Anatomy Education

Immersive technologies such as virtual reality and augmented reality are becoming
popular tools in instructional technology, and educators are beginning to utilize them
in their classrooms. Many meaningful efforts toward immersive learning technology
have been made into anatomy and medical education. First, the creation of highly
detailed and accurate three-dimensional models using computed tomography (CT)
scans andmagnetic resonance imaging (MRI) has significantly improved (Nicholson
et al. 2006; Noller et al. 2005). Educators, taking notice of the increased accessibility
and accuracy of these models, have begun to rely upon virtual 3Dmodels to illustrate
structures and relay concepts that are difficult or impossible to show on a cadaver.

Methods to increase the level of student interaction have been explored across
multiple different platforms for more than two decades. In 1994, researchers in
Greece published an article about a computer-based veterinary anatomy tutoring
system. While the program was developed before the advent of accurate and easily
accessible 3Dmodels, the researchers concluded that the unique ability of an interac-
tive computer program to individualize the learning experience, focus and combine
certain aspects of veterinary anatomy and provide immediate feedback was undoubt-
edly beneficial (Theodoropoulos et al. 1994). Additionally, researchers at Linkoping
University in Sweden developed a web-based educational virtual reality (VR) tool
to improve anatomy learning. The program was well-received by medical students
studying gross anatomy and generally preferred over study with a textbook and
cadaver alone (Petersson et al. 2009).
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Once the ability to incorporate virtual 3D models into interactive programs and
virtual environments was fully developed, the development of interactive computer-
based programs began to increase. A collaboration between the Oregon Health and
Science University and McGill University used MRI data from a scan of a human
cadaver to create a 3Dmodel of the inner ear. Students who had access to aweb-based
3D tutorial, scored an average of 83% on a post-instructional quiz while students
without access to the 3D model only scored an average of 65% (Nicholson et al.
2006). Researchers at Oregon State University are exploring the use of a virtual 3D
model of the canine skull and hyoid apparatus to allow interactive virtual articula-
tion (Viehdorfer et al. 2014). At Texas A&M University Catherine Ruoff developed
a computer program that demonstrated the anatomy of the equine paranasal sinuses.
She concluded that anatomical structures that are difficult to visualize can be suffi-
ciently illustrated and understood by allowing the user to interact with 3Dmodels by
rotating them in space and choosing which aspects of the model to focus on (Ruoff
2011).

A team of anatomists and computer scientists in Munich, Germany, have created
what they refer to as an “augmented reality magic mirror” (Blum et al. 2012) which
they have named “Mirracle.” Users stand in front of a large displaywhich is equipped
with a depth-sensing and pose-tracking camera. Different views of a virtual 3D
model are displayed on the screen overlaying the image of the user based on the
user’s position and gestures, essentially providing a mirror that allows the user to
interactively explore their own anatomy (Blum et al. 2012). With the increasing use
of virtualmethods for visualizing and experiencing anatomy,many educators felt that
the inherently physical nature of anatomy might soon be overlooked (Preece et al.
2013), however, it was not long before interplay of haptics and virtual tools were
introduced. The Ohio University Virtual Haptic Back provides both visual and haptic
feedback combining the use of a virtual 3D model with haptic feedback technology.
Data collected during a study of this model showed that the accuracy of identification
increased and required palpatory examination time decreased (Howell et al. 2005).

At the University of Magdeburg, Germany, a survey was conducted to evaluate
methods involving visualization and interaction in anatomy education and how these
methods are integrated into virtual anatomy systems. The researchers cite many
learning theories that support the use and design of virtual anatomy systems. These
theories include constructivism and embodied cognition, problem-based learning,
and blended learning. Based on their analyses, these researchers concluded that
virtual anatomy systems play an essential role in allowing students to explore
shapes and spatial relationships (Preim and Saalfeld 2018). More recently veterinary
students teamed up with visual arts students at Virginia Tech to create an immersive
dog anatomy environment. The system allowed students to explore anatomical struc-
tures beyond the confinement of surgical views. Students were even able to zoom
into certain organs to view layers of tissue (Virginia Tech 2019).

With the advancement of new technologies, virtual reality systems enable users
to interact directly with anatomical structures in a 3D environment. This raises a new
question: doesmanipulating the anatomical components in a virtual space support the
users’ embodied learning and ability to visualize the structure mentally? Our goal is
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to develop virtual reality learning environments that support a constructivist learning
approach and a flexible learning environment. These environments allow a student
to make/manipulate a musculoskeletal system, as well as learn from any mistakes
made throughout that process. The recent development of body movement tracking
ability in virtual reality has allowed us to implement this idea. We investigated how
virtual reality technology with hand controllers and body tracking benefit students’
learning while studying human/canine anatomy.

We present two case studies (Anatomy Builder VR and Muscle Action VR) in this
chapter. Anatomy Builder VR allows the user to experience different components
of human/canine anatomy by physical manipulations: recognizing bones, selecting
bones, and putting bones together in the 3D orientation that they would be in a live
animal. Muscle Action VR provides embodied interactions to learn about human
muscles and their functions.

18.3 Case Study One: Anatomy Builder VR

18.3.1 Overview of Anatomy Builder VR

Anatomy Builder VR examines how a virtual reality system can support embodied
learning in anatomy education through spatial navigation and dynamic content
manipulations. In the VR environment, a user can walk around and examine anatom-
ical models from different perspectives. Direct manipulations in the program allow
learners to interact with either individual bones or groups of bones in order to
determine their viewing orientation and control the pace of the content manipu-
lation. Anatomy Builder VR consists of four main labs: Pre-Med, Pre-Vet, Sandbox,
and Game room. A user can access each lab from the main lobby (Fig. 18.4) of the
application.

Fig. 18.4 Main Lobby of Anatomy Builder VR
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Pre-Med and Pre-Vet Labs provide guided lessons and quizzes about directional
terms (Fig. 18.5), upper/lower limbs of a human skeleton, thoracic/pelvic limbs of a
canine skeleton (Fig. 18.6). Students also learn skeletal systems through 3D skeletal
puzzle questions.

Sandbox (Fig. 18.7) includes major activities in Anatomy Builder VR. This provides
an unstructured learning environment where a student can freely assemble human
and canine skeletons in the “anti-gravity” field. Placing a bone in the anti-gravity
field suspends it in place. Picking up another bone and placing it near a connection
on the already field-bound bone will make a yellow line appear. When the user lets
go of the controller trigger, the two bones snap together. The user repeats this action
until the skeleton is assembled to satisfaction. Reference materials to complete the
articulation of the limb are displayed on a side. Individual and grouped bones can be
scaled to provide extreme details.

Game room is a playful space where a student can learn the names and shapes of
bones (Fig. 18.8). A user can select certain body regions of human and canine to
test their knowledge about the bones that belong to the regions. Individual bones are
encapsulated in basketballs. Once the game starts, a user can shoot a ball with a bone
that is displayed on the board.

Fig. 18.5 Guided lesson about directional terms in the Pre-Med Lab
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Fig. 18.6 3D puzzle quiz of a thoracic limb in the Pre-Vet Lab

Fig. 18.7 Skeleton assembly in the anti-gravity field of the Sandbox

18.3.2 Development of Anatomy Builder VR

The Anatomy Builder VR program utilizes the HTC VIVE virtual reality platform.
VIVE is a consumer-grade virtual reality hardware, primarily developed for use
with video games. The platform comes with a high definition head-mounted display
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Fig. 18.8 A user is shooting a ball with a human radius in the Game Room

(HMD), two motion controllers, and two infrared tracking stations. The tracking
stations, placed on opposite ends of a room, allow for room-scale virtual interactions.
The project was been developed in Unity3D, a real-time development platform. All
scripting is done in C#. Unity’s development environment allows for easy integration
of the VIVEwith pre-built scripts andAPI. This allowed us to rapidly develop a func-
tioning prototype and begin design on the user-specific interactions. Interaction with
the virtual environment is primarily done with the VIVE controllers. The controllers
have several buttons that are available to be programmed for various interactions.

18.3.3 Interaction Tasks in Anatomy Builder VR

There are multiple interaction tasks that would specifically support embodied
learning of skeletal contents. All these tasks have been realized with VIVE
Controllers.

Recognition of bones. For optimal identification of the bones, it is crucial that the
user can view the bones fromall angles. Therefore, natural headmovement is required
to be able to inspect individual objects.

Selection of bones. The prerequisite for 3D interaction is the selection of one of the
virtual bones. Placing a bone in the anti-gravity field suspends it in place.

Transformation of bones. The transformation task includes rotating and translating
the 3D bones. Since this is a task that the student is required to spendmost of the time
on, the success of learning the spatial relationships highly depends on the selection
and interaction techniques.
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Assembly of bones. Selecting and transforming a set of 3D bones is the process
of assembling bones in the correct positions. When a user picks up a second bone
and places one of its ends near a connection on the already field-bound bone, a
yellow line appears. When the user lets go of the controller trigger, the two bone
ends immediately attach together (snap) creating a joint. The user repeats this action
until the skeleton is assembled to satisfaction. Assembly is entirely up to the user,
allowing for incorrect bone combinations. This allows the user to make mistakes,
learn, and try again.

18.3.4 User Study

In the pilot study, we investigated how a virtual reality system with direct manip-
ulation may affect learning anatomy. The main focus of the study was to identify
and assemble bones in the same orientation as they would be in a live dog, using
real thoracic limb bones in a bone box and digital bones in the Anatomy Builder
VR. For the purpose of the study, we recruited 24 undergraduate students. 66.7% of
participants were females and the remaining 33.3% were males. The age range of
these individuals spanned from 18 to 23, and each age was represented by roughly
the same amount of people. However, a mere 8.3% of participants were 23 years old.
Their majors were from departments across the university and they had never taken
a college-level anatomy class before. The participants took a pre-study survey, expe-
rienced Anatomy Builder VR, and a post-study survey. We used a built-in processing
system that recorded the duration of each participant’s use and quiz scores. During
the VR session, the participants were given a brief introduction to how a VR system
worked and then fitted with the VIVE headset and controllers. Upon entering the
Anatomy Builder VR program, the student was given time to become comfortable
with the controls before beginning the tasks. All participants tried the Pre-Vet lab.
Each student’s study ended with a short interview about their learning experience.

On average, each participant spent 13.4 min in the VR system. The participants’
experiences with theVR systemwere very positive. In the surveys, most of the partic-
ipants (90%) rated as Strongly agree for the statement, “I enjoyed using virtual reality
to complete the activity.” and 8.7% as Agree. Using the method with a constructivist
focus, 63.6% of the participants responded as Agree on the statement, “I was able
to manipulate bones and put them together with ease in VR”, 27.3% responded
as Strongly agree and 9.1% responded as Neutral. In the written responses, some
participants expressed difficulties in certain interactions: rotating and scaling bones.
However, most participants (88%) expressed positive aspects of learning the canine
skeleton system using Anatomy Builder VR:

“This is so great. I think now anatomy students can learn things in a totally interactive world.
Maybe they don’t need to go to the lab” (ID 09)

“…being able to leave the bones in a specific orientation in VR was a good compromise for
me mentally because I didn’t have to continually revisit each bone or use energy holding
them in the right place two at a time.” (ID 10)
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“It actually made it easier because I was able to better manipulate the bones because they
were held up “in space”. Also, it made more sense when the bones “connected” to each
other.” (ID 11).

18.4 Case Study TWO: Muscle Action VR

Muscle Action VR pursues interactive and embodied learning for functional anatomy,
inspired by art practices including clay sculpting and dancing. InMuscle Action VR,
a user learns about human muscles and their functions through moving one’s own
body in an immersive VR environment, as well as interacting with dynamic anatomy
content. This allows learners to interact with either individual muscles or groups of
muscles, to identify parts of the muscular system and control the pace of the content
manipulation. Muscle Action VR utilizes the HTC VIVE virtual reality platform
including VIVE trackers (Fig. 18.9).

18.4.1 Overview of Muscle Action VR

Muscle Action VR consists of four activity labs: Muscle Tracking Lab, Sandbox Lab,
Guided Lesson Lab, and Game Lab. The Muscle Tracking Lab requires six body
tracking points using VIVE headset, two VIVE controllers, and three VIVE trackers
attached at the waist and ankles. A user can experience other labs without trackers.

Fig. 18.9 VIVE trackers
setup
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18.4.1.1 Muscle Tracking Lab

In this lab, a user with VIVE equipment including a VR headset, two controllers,
three motion trackers, becomes a moving male écorché figure in VR (Fig. 18.10).
The user is able to directlymove their own body and seewhatmuscles are contracting
via a virtual mirror in the environment. Our system infers what muscles are being
activated, and then highlights and displays these muscles so the user can get instant
visual feedback. Users can learn about different muscles by using them directly and
therefore gain an embodied understanding of muscle movements. The mirror system
works by using a virtual camera that projects the figure onto a texture in front of
the user. This provides more functionality than a regular mirror, giving the user the
ability to switch to different angles. By switching angles, the user is able to see
muscles from a different angle, which is crucial when viewing back or side muscles
that are typically blocked from view.

The experience in this lab starts with a tutorial session. Going through the tutorial,
the user learns how to rotate mirror views. The user can change the mirror views by
selecting a different camera in the lab. Therefore, the user can view muscle details
from other sides without turning their body. In addition, the user can change the
muscle views by clicking the toggle button. The user can choose a mode to see either
all muscles with highlighted muscles or specific muscles that are activated caused
by a motion. After the tutorial, the user enacts motions that are demonstrated on the
mirror and examines the visualization of the muscle activation via the mirror screen
(Fig. 18.11). The last part of the session allows the user to freely move their body
parts and learn how their movement affects muscle activation.

Fig. 18.10 A user can see themselves as a male muscle figure that moves based on their tracked
movement
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Fig. 18.11 The tutorial sessions show an animated visual reference to guide the user through the
motion control system

18.4.1.2 Sandbox Lab

The Sandbox room allows the user to interactively generate muscles on different
portions of the body to activate the muscles and to create specific actions. Each bone
in the skeleton is a simulated physical object using a RigidBody component in Unity
with joint connections to other bones. Users can see themechanics behind how bones
are connected and how muscles drive their motion and movement. The positioning
of muscles relative to bones is a critical feature of what kind of motion will occur
when the muscle is contracted or activated.

The Sandbox muscular system in the Sandbox Lab is comprised of three key
components. The first component is the preparation step, where a developer marks all
critical collision regions on the connecting bones objects. This is done to emphasize
what sections of the skeleton the muscles should distort around. The deformation
spheres used to mark these regions guide generated muscles around details such
as joint connections or protruding bone features. The second key component is a
convex hull algorithm. It takes a 3D line drawn by a user as input to generate a planar
muscle that bends around the skeleton’s deformation points. The start and endpoints
of the user’s line mark the insertion and origin points, respectively, of the generated
muscle. Meanwhile, the line in between determines which side of the skeleton the
algorithmwill generate amuscle (Fig. 18.12). The third component is to activate each
muscle to create movement. Each muscle can be individually contracted or relaxed,
to produce flexion and extension of the skeletal joints. After a muscle is drawn, a
slider is automatically created to allow the user to control the flexion and extension of
the associated muscle. In addition, the entire skeleton’s movement can be generated
by activating multiple muscles simultaneously (Fig. 18.13).
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Fig. 18.12 Muscle drawing and generation

Fig. 18.13 Muscle activation interface

18.4.1.3 Guided Lesson Lab

Muscle Action VR also provides an interactive, but guided lesson lab about directional
terms, and the basic biomechanics of muscles and their movements (Fig. 18.14).

18.4.1.4 Game Lab

The Game Lab allows the user to test their knowledge of human muscles and move-
ments, covered in our application, through the form of a dodgeball game (Fig. 18.15).
Users are challenged to move certain muscles by using a provided skeleton to deflect
dodge balls. The user simply points at the providedmuscles on the skeleton to contract
and relax, so that the skeleton can move appropriately to play in the game. The user
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Fig. 18.14 Guided lesson lab

Fig. 18.15 Game lab

will continue to receive points for each dodge ball deflected, until three dodge balls
have passed the player’s perimeter, thus ending the game.
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18.4.2 Development of Muscle Action VR

Similar to the Anatomy Builder VR project,Muscle Action VR was also developed in
Unity3D throughC# scripting andused theHTCVIVEas itsVRplatform.This devel-
opment environment offered the same advantages from the previous project, such
as being compatible with HTC VIVE through the OpenVR SDK and the SteamVR
plugin, allowing easy integration and rapid prototyping. In addition to these advan-
tages, the HTC VIVE was also chosen to utilize the VIVE tracker hardware, which
is essential for the Body Tracking Lab to be possible.

The Muscle Tracking Lab utilizes six tracking points to drive the rig of the virtual
body or “Muscle Man”: a VIVE headset, two VIVE Controllers, and three VIVE
trackers. Based on the positional and rotational values of these trackers, an IK solver
from the FinalIK plugin was used to estimate and control different parts of the virtual
body to mimic the user’s movements in the real world. To create different muscles
contracting and extending from certain actions, blend shapes were used to drive this
effect, along with using the Shape Driver plugin to correctly create this effect based
on the positional and rotational values of the virtual body’s joints.

18.4.3 User Experiences in Muscle Action VR

We received very positive responses from preliminary studies done with several
university students and anatomy experts. Most participants didn’t have prior VR
experience but they were able to navigate the application through and successfully
learn key concepts and detailed visualizations. Students pointed out that this appli-
cation would be greatly beneficial for learning anatomy and they would share their
experience with peer students. In the open-ended interviews, participants described
that the application was intuitive and engaging by providing innovative learning
methods. Here is some feedback from participants:

I wish we had this kind of learning aid when I was taking anatomy. This is fantastic.

Even after I finished the VR experience, I still have an image in my mind so I can navigate
the structure through.

This looks so realistic. I feel like I am in the lab and dancing with the muscle man. I would
like to show this to my roommate.

18.5 Conclusion

Our studies have focused on ways to utilize constructivist principles to design VR
applications for learning anatomy.We created a learning platform that allows students
the opportunity to not only visualize the individual components of the skeletal system
but also interact with them in meaningful ways. Participants in our study enjoyed
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putting the skeleton together because the process was similar to that of completing a
puzzle or building blocks. The virtual bones remained in place within the anti-gravity
field, and joints were visually represented in a dynamic way. Another exciting aspect
of theAnatomyBuilder VR program is the inclusion of the “SandboxLab” for novices
so that participants have an opportunity to place bones into an imaginative skeleton.
Learners were encouraged to assemble the bones themselves, and they were free to
make mistakes. This also provided a safe environment for active exploration.

ForMuscle Action VR, we incorporated aspects from traditional art practices such
as clay modeling and sculpting and dance to create an interactive and embodied
learning environment. VR and traditional learning methods lack a way for learners
to actually visualize and create movement. The musculoskeletal system is important
because it is dynamic, yet cadaveric dissection and diagrams are static. Our VR
application encourages learners to use their own body to visualize what is happening
beneath the skin. We are extending the understanding of virtual reality design for
anatomyeducation. In the future,AnatomyBuilder andMuscleActionVRwill include
an even richer environment for self-evaluation and collaboration.
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Chapter 19
A Study of Mobile Augmented Reality
for Motor Nerve Deficits in Anatomy
Education

Margaret Cook, Jinsil Hwaryoung Seo, Michelle Pine,
and Timothy Mclaughlin

Abstract Augmented reality applications for anatomy education have seen a large
growth in their literature presence as an educational technology. However, the
majority of these new anatomy applications limit their educational scope to the
labelling of anatomical structures and layers, and simple identification interactions.
There is a strong need for expansion of augmented reality applications, in order to
give the user more dynamic control of the anatomy material within the application.
Tomeet this need, themobile augmented reality (AR) application, InNervate AR, was
created. This application allows the user to scan a marker for two distinct learning
modules; one for labelling and identification of anatomy structures, the other one for
interacting with the radial nerve as it relates to the movement of the canine forelimb.
A formal user study was run with this new application, which included the Crystal
Slicing test for measuring visual-spatial ability, the TOLT test to measure critical
thinking ability and both a pre- and post- anatomy knowledge assessment. Data
analysis showed a positive qualitative user experience overall, and that the majority
of the participants demonstrated an improvement in their anatomical knowledge after
using InNervate AR. This implies that the application may prove to be education-
ally effective. In future, the scope of the application will be expanded, based on this
study’s analysis of user data and feedback, and educational modules for all of the
motor nerves of the canine forelimb will be developed.
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19.1 Introduction

A 4th year veterinary student walks into a patient exam room on her very first day of
veterinary clinic rotations. It’s her last year of school before she becomes a licensed
veterinarian, and now all of her knowledge will be put into practice. She sees a dog
before her that is having difficulty bearing weight on its front leg. After examining
the dog, she determines that no bones are broken, but that significant muscle loss
has occurred in parts of the limb, meaning that the dog hasn’t been able to use those
muscles for a long time. Now she must reach far through the tunnel in her mind,
back to her first year of veterinary education, and recall the intricate relationship
between the muscles and nerves of the dog’s limb.

Aknowledge of anatomy is one of the foundational cornerstones of a veterinarian’s
or medical doctor’s knowledge. This timeless subject is what guides their diagnostics
and treatments for every patient that they take care of. It is no surprise then, that
anatomy is a core component of the education that almost all healthcare professionals
receive.

Traditionally, anatomy courses in veterinary medical education are primarily
taught with the methods of didactic lectures and cadaver dissection. The anatomy
classroom teachingmaterials are characterizedby static and two-dimensional images.
Laboratory involves dissection guides, cadavers and aids such as plastinated anatom-
icalmodels (Peterson andMlynarczyk 2016).However, decreased laboratory funding
and laboratory time, and increased technology development, have led to limiting
animal use to only teaching procedures which are considered essential (King 2004;
Murgitroyd et al. 2015; Pujol et al. 2016). With the evolvement of learning theories
in the classroom, as well as the growth of 3D interactive technology, there is a need
for those who work in the anatomy higher education field to re-examine the learning
tools that are used in anatomy courses (Azer and Azer 2016; Biassuto et al. 2006).

Augmented reality (AR) and virtual reality (VR) are the two recent 3D interactive
technologies that are being researched for their merits as anatomy education tools.
While both AR andVR technologies have their own advantages and disadvantages, it
is unknownwhether or not VR or AR is the better platform, particularly for 3D object
manipulation. (Krichenbauer et al. 2018). For the purposes of this work, VRwill refer
to the traditional head-mounted-display (HMD) systems. VR has the advantage over
AR of not having to wait for camera images, or perform rectification and correction
of images (Krichenbauer et al. 2018). However, while VR has numerous benefits,
it is unrealistic in large class sizes, due to its extensive set-up requirements. AR is
defined as a technology that superimposes a computer-generated image on a user’s
view of the real world, thus providing a composite view. Especially, Mobile AR tech-
nology allows students to dynamically interact with digital content that is integrated
with current print-based learning materials. The mobility of augmented reality on
smartphones helps to eliminate constraints on time-of-use, size-of-location, or other
demanding technical requirements (Fetaji et al. 2008). AR also does not elicit the
same loss of depth perception that VR does, and it allows the user the advantage of
being able to see their own body in their environment (Krichenbauer et al. 2018).
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Overall, we chose to take the mobile AR approach to our project mainly due to its
versatility and the realistic possibility of it being deployed in a large size class.

When exploring the literature, it is obvious that many research efforts have been
made to capitalize on mobile AR’s usefulness in anatomy education. However, the
majority of these anatomy applications focus primarily on labelling of anatom-
ical structures and layers, or simple identification interactions (Jamali et al. 2015;
Kamphuis et al. 2014; Ma et al. 2016). While these are valuable interactions for
learning, it is important that anatomy content in Mobile AR be expanded from
simple identification questions, and labelled three-dimensional structures. Our team
came together to address this need by building a mobile AR application (Cook et al.
2019) for smart mobile devices. Specifically how to visualize the deficits to canine
muscle movement, in response to motor nerve damage. This mobile AR technology,
InNervate AR, is innovative because rather than having another simple interaction
and labelling interface, the user is able to take a more dynamic and interactive role
in what information was being presented by their learning application. This paper
presents a study of mobile AR for learning nerve deficits utilizing InNervate AR.

19.2 Background

19.2.1 Visual-Spatial Ability and Critical Thinking
for Deeper Anatomy Knowledge

There are several cognitive processes that an anatomy student must use to success-
fully learn the anatomical relationships between the structures of the body. The
first process involves engaging their visual-spatial ability. This skill is defined as the
mentalmanipulation of objects in three-dimensional space. This knowledge is crucial
for surgical skills, because anatomy education gives the baseline skillset for accurate
diagnosis in organs and body systems (Azer andAzer 2016). Traditionally, this three-
dimensional mental understanding has been taught with cadaver use. However, the
amount of cadaver contact has been reduced in higher education, and so new three-
dimensional models are being created to compensate. 3D modelling tools allow the
user to add or remove structures and observe them from different angles in three-
dimensional space, thus enhancing the teaching process of complicated anatomical
areas (Pujol et al. 2016). Many studies have shown a positive relationship between
the use of 3D technology and student performance, when related to visual-spatial
ability. However, the literature has shownmixed results, indicating thatmore research
needs to be done to explore this relationship (Hackett et al. 2016; Berney et al. 2015).
With InNervate AR, we investigated how students’ spatial visualization skills could
impact learning anatomical content in this mobile AR environment.

A second mental process that a student must use to gain a deeper understanding of
anatomy is practicing the use of their knowledge within critical thinking scenarios.
One of the goals of InNervate AR is to take the anatomical material beyond pure
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identification, and into more complex and dynamic interaction, so that an element of
critical thinking can be introduced. According to Abraham et al., “critical thinking
is the process of actively and skillfully applying, relating, creating, or evaluating
information that one has gathered”. The ability to think critically is vital to science
education, and is crucial for life-long learning (Abraham et al. 2004). Kumar and
James support this argument by adding that critical thinking is a rational process,
with personal reflection to reach a conclusion. This approach to learning has become
a high focus in educational research ( Kumar and James 2015). Critical reasoning is
required to understand howmotor innervation affects the relationship between nerve
deficits and muscle movement. Therefore, we tried to create an application that
supports students’ critical reasoning skills, while learning about motor innervation
of the canine limb. With this development in mind, we investigated how students’
baseline critical thinking skills may impact their anatomical learning while using a
mobile AR application.

19.2.2 Mobile Devices and Augmented Reality
for Personalized Anatomy Education

Augmented reality (AR) usage and effectiveness are being increasingly studied
in higher education. AR is a platform which combines the physical and virtual
worlds, with user control over the interaction between the two. In order for this
technology to be effectively implemented as an educational tool, specialists from
both hard/software sectors and educational backgrounds must work together (Kesim
and Ozarslan 2012). In a recent multi-university study, the mobile AR application,
HuMARwas examined for its effectiveness as a tool for the higher education anatomy
classroom.The intent of implementingHuMARwas to teach general human anatomy
to students. Overall, they hoped to measure the user experience of the application in
three different anatomy courses, across three different universities. They performed a
pilot test, and after analyzing their pre- and post-surveys, determined that this mobile
AR application could be effective in motivating and improving student learning
(Jamali et al. 2015). Another research project was tested to see if mobile AR could be
implemented in aTurkishmedical school anatomyclass as an educationally impactful
tool. The researchers concluded that mobile AR decreases cognitive load, increases
academic achievement, and can make the learning environment more flexible and
satisfying (Küçük et al. 2016). The mobility of augmented reality on a smartphone
helps to eliminate constraints on time-of-use, size-of-location, or other demanding
technical requirements of educational technologies such as virtual reality (Fetaji
et al. 2008). The ubiquitous nature of smartphones for students in higher education
means that Mobile AR applications allow for a personalized education experience.
The mobile AR application can be tailored to the student’s personal needs, including
specific requirements for their type of mobile device, and desired changes to the user
interface of the application for ease of use while learning.
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19.2.3 Existing User Interfaces in AR

In terms of the user interface of AR, most projects seem similar in nature. We
conducted a literature review to explore what user interfaces were currently avail-
able. TheMiracle system is an augmented reality mirror system, which is described
as providing an identification of structures interaction and “a meaningful context
compared with textbook description (Kamphuis et al. 2014)”. The work done by
Chien et al. includes a system that has “pop-up labelling” and an interactive 3D
skull model that the users can rotate to view different angles of the model. They
also found that the 3D display of AR helped students improve their spatial memory
of the location of anatomical structures, as compared to a traditional 2D display
(Chien et al. 2010). The MagicMiror project of Ma et al. is mapped to the user’s
own body, but it is still a simple point and click interface. The user is quizzed based
on definitions and asked to identify structures (Ma et al. 2016). There is currently a
lack of understanding as to how AR can support more complex learning in anatomy,
and how to ensure that the AR system has strong usability in a classroom environ-
ment (Kamphuis et al. 2014; Cuendet et al. 2013). But in the review by Lee et al.,
this technology has demonstrated potential to serve in education, as it can make the
environment more engaging, productive and enjoyable. Furthermore, it can provide
a pathway for students to take control of their own learning and discovery process
(Lee 2012).

Our team incorporated the positive elements of AR in a unique way. We designed
the user interface of InNervate AR to be more dynamic and interactive in nature.
The content displayed for the user is dependent on the input of the user, and rather
than static selection or rotation of a still object, the element of actual anatomical
movement is introduced.

19.3 Application: InNervate AR

19.3.1 Design

InNervate AR includes two learning sections, which are incorporated in user study
handouts. Canine cadavers are accepted learning models in veterinary education,
and participants in this study have used them in their coursework own coursework.
Therefore, the anatomyof the caninewas used in this anatomymobileARapplication.
The application is divided into two learning sections.

Section 19.1 involves labelling and identification of the structures of the canine
thoracic limb. This was purposefully developed to make sure that InNervate AR
offered the same baseline tools for user experience and learning as the existing
anatomy applications that are available. Figure 19.1 shows the view of the participant
during both learning modules.
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Fig. 19.1 The view of InNervate AR participant during the labelling module (left) and the radial
nerve animation module (Right)

In Sect. 19.2, the user dynamically interacts with a musculoskeletal system of
the canine thoracic limb, and plays animations of a healthy canine limb’s range
of movement. They can then visualize “damage” to different areas of the nerves
of the limb, and be educated on what deficits exist. The “damage” is cuts to the
nerve with the swipe of a finger on the device screen, and the resulting muscle
action deficits are displayed with before and after animations of the muscles’ ability
(or inability) to move. Thus, the user can explore different combinations of effects
upon the anatomy, and become more actively engaged in the educational process
of the mobile AR application. Within an IRB Exemption for this user study, partici-
pants provided informed consent, took a pre-activities questionnaire, a literature cited
Crystal Slicing Test, and Tobin & Capie Test of Logical Thinking (TOLT) (Ormand
et al. 2017; Trifone 1987). Next, they interacted with the InNervate AR application
on a mobile device, and finished the study with a post-activities’ questionnaire. This
initial push for expansion of anatomy content in mobile ARwill hopefully encourage
other researchers to add additional interactive content to their educational tools, and
strengthen the presence of this technology in higher education anatomy curricula.
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19.3.2 Key Elements of Design

To enhance the efficiency and learnability of InNervate AR, intentional steps were
taken during the design process of both learning modules. The anatomy of any living
being is so beautifully complex that artistic decisions have to be made when trying
to recreate it in 3D. All of the assets were created to be as anatomically accurate
as possible, with references from the TAMU VIBS 305 Anatomy course, which is
based on Miller’s Anatomy of the Dog, as well as feedback from anatomy experts in
the project’s team (Evans et al. 1996).

The cadavers that the students interactwithin a laboratory setting are very different
colours from the 3D anatomical muscles that one usually sees in anatomy education
tools. These artistic liberties are taken tomake the structures life-like and aesthetically
pleasing colour. Following this thread of thought, we chose a red-burgundy colour.
The muscle striations were painted intentionally, to be anatomically accurate, and
a normal map was applied to make the muscle feel more authentic and less like a
perfectly modelled 3D object. The muscle striation references came from the TAMU
VIBS 305 Anatomy dissection guide images.

In terms of efficiency, the screen size of the mobile device was of concern to
us when we designed the user interface. With so many anatomical structures to
choose between when using the select feature, a guide was needed to make sure that
users wouldn’t become frustrated by accidently selecting the wrong muscle, bone,
or nerve. We solved this by adding blue selection spheres so that the user could
touch the mobile device screen with the confidence that they would be selecting the
structure that they intended. Furthermore, to prevent an overwhelming number of
blue spheres from covering the thoracic limb in their environment, the muscles were
divided into groups based on their location of attachment to the bones. Both of these
user interface solutions are shown in Fig. 19.2.

To assist in the learnability of the radial nerve animation module, we put colour
visual cues in place to improve user comprehension of the changes to the limb’s
movement based on their input. When the healthy range of motion animation plays,
all of the muscles which are receiving innervation from a healthy radial nerve are
highlighted with green. The user may then select a place along the length of the
nerve to make a “cut”. This selection is made using the same blue spheres that are
implemented in the labelling learning module of the application. After the “cut” has
created damage to the radial nerve, the muscles which are no longer functional are
highlighted in red. These colour cues help to visualize why sections of the limb’s
movement have changed. This green and red visualizations are demonstrated in
Fig. 19.3.
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Fig. 19.2 Blue selection
spheres and muscle groups
solve user interface problems
with selecting anatomical
structures

Fig. 19.3 The colour-based visual cues of the radial nerve animation module
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Fig. 19.4 The process of image recognition to load the InNervate AR application

19.3.3 Development

With the deployment of more robust devices, smartphones can bemore easily used as
platforms for augmented reality Therefore, InNervate AR was built on the platform
of a smartphone. For the radial nerve animation module, a total of five animation
sequences were created. The first animation sequence was the entire healthy range
of motion of the canine thoracic limb. The other four scenarios involved changes
in movement capabilities of the limb, based on the motor innervation provided by
the radial nerve. These four radial nerve scenarios represented different possibilities
of damage that could have occurred to the radial nerve. Due to the infinite number
of possible damage scenarios to an organic animal’s nerves, the number of nerve
damage scenarios was narrowed down to a more finite set of four ranges. These
four ranges would produce the most visually distinctive results between each of the
scenarios. This was done so that the scenario possibilities would not overwhelm the
user.

InNervate AR was designed as a marker-based system with Google ARCore soft-
ware, utilizing image recognition developments fromViroMedia. Thismeans that the
camera of themobile device detects a shape on a piece of paper, known as themarker,
and then the application loads the programmed learning module that corresponds to
that marker (see Fig. 19.4).

19.3.4 Learning Objectives

Anatomy students strugglewith combining several layers of their knowledge together
to make logical conclusions about motor nerves and their relationship to the muscles
which they innervate. An example of this difficulty is when the students are asked to
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answer an exam question about which muscle movement deficits would exist based
on the information provided about an injury to a specific section of the thoracic limb.
When answering that question, the student has to complete several mental steps.
First, they must correctly mentally visualize the muscles and nerves of the thoracic
limb. Next, they must recall which motor nerves are located in the injured section
of the thoracic limb. Afterwards, they must recall which muscles are specifically
innervated by the motor nerves in that area of the thoracic limb. By processing that
information, they can recall what the actions of those muscles are, and then describe
which muscle movements will be impaired. The final consideration that they must
make is if the nerves which were damaged continued further down the limb, because
if so, then further deficits might exist distally due to the linear relationship between
nerve signals and the muscles that they communicate with.

InNervate AR was designed to give students a learning platform for seeing a 3D
representation of these clinical reasoning scenarios. The AR technology allows the
students to view all of the anatomical structures together, and then actually see how
they work together when healthy, or become impaired when damaged.

19.4 User Study

19.4.1 Participants Recruitment

Students from a Texas A&M physiology course were recruited for a user study with
InNervate AR. This course is the class that Texas A&M students are required to take
in their degree plan after completion of their required anatomy course. The methods
of recruitment included a class announcement, an email reminder of the user study
announcement, and posted notices around the appropriate campus buildings.

19.4.2 Study Procedure

The appropriate Institutional Review Board (IRB) approval was acquired before the
study. All participants were asked for informed consent before their participation
in this user study. Each participant was allowed 90 min maximum to complete the
activities of the user study. First, the participant was asked to complete a pre-activity
questionnaire. The participant was then asked to complete the timed Crystal Slicing
Test. They had 3min to complete the test. The participant was next asked to complete
the 38 min Tobin and Capie 1981 TOLT (Test of Logical Thinking) test.

After completion of the TOLT test, the participant was provided with a mobile
device (SAMSUNG Galaxy) and a corresponding paper handout for how to interact
with InNervate AR. This handout asked them to perform specific tasks, in a defined
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sequence, in order to ensure that the user had interacted with all parts of the applica-
tion. The handout had a place for them to check-off when they had completed a task
within the application. This handout also had imagemarkers that Innervate AR could
scan, to bring up the different learning modules that are built into the application.

The participant’s duration of use of the application was recorded. The participant
was free to ask the user study facilitator questions about navigation of the application.
While the participant was using the application, another mobile application on the
same device was recording the screen of the device. The participant’s interaction
with the mobile AR application was also recorded on video with a camera. After
completing their interactionwith InNervate AR, the participantwas asked to complete
a post-activity questionnaire.

19.4.3 Data Collection to Measure Application Effectiveness

For this user study’s design, two peer-reviewed testing instruments were selected
to test the participant’s visual spatial ability and logical thinking ability. A pre- and
post- questionnaire were also created.

19.4.3.1 Crystal Slicing Test

In order to assess mental visuo-spatial ability in this study, we elected to use the
Crystal Slicing test. The participant was asked to choose which shape is produced as
the result of an intersectionbetween aplane and a crystal solid. This testwas originally
developed to provide spatial thinking practice to undergraduate geosciences students
(Ormand et al. 2014). It has since been used to study the development of student’s
spatial thinking skills over time (Ormand et al. 2017). In addition, the Crystal Slicing
Test has been positively reviewed as an instrument for quantifying the spatial ability
of the test taker, as it relates to visualizing 3D objects (Gagnier et al. 2016).

19.4.3.2 Tobin and Capie 1981 TOLT (Test of Logical Thinking) Test

In order to assess formal reasoning and critical thinking abilities, we selected the Test
of Logical Thinking (TOLT) test for this study. This testmeasures different categories
of reasoning, including probabilistic, correlational and combinatorial reasoning. The
statistical power of the results of the test is strengthened by the fact that the test taker
must justify why they chose their answer (Trifone 1987).
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19.4.3.3 Pre- and Post-Activity Questionnaires to Test Learning

Within the quasi-experimental design of this study, the non-equivalent groups design
was followed.Thismeans that no randomized control group exists, but a pre- andpost-
test is given to groups of people that are as similar as possible, in order to determine if
the study intervention is effective or not. The pre-test was written to include anatomy
knowledge questions, a free response question, demographics questions and Likert-
Scale-based questions about their anatomy education experience. The post-test was
written with five knowledge-based questions, three of which mirrored the anatomy
knowledge questions of the pre-test, with the same concept being asked in a different
way. The post-test also included Likert-Scale-based questions about their experience
with the InNervate AR system, as well as a place to write additional feedback. The
objective of these questionnaireswas to obtain quantitative data based on the anatomy
knowledge questions, and qualitative data based on the Likert and free response
questions.

19.4.4 Data Analysis

The data from all of the user study participants was compiled and analyzed for
patterns and trends. This involved grading the users’ performance on the learning
instruments used in this study, and identifying similarities and differences in the
qualitative answers given during the pre- and post-questionnaires. We specifically
wanted to identify how the critical thinking scores, and the visual spatial ability
scores of the users affected their change in performance on the anatomical knowledge
questions after using InNervate AR. Furthermore, the screen recordings and video
recordings of the study were reviewed to analyze the overall user experience of the
study participants.

19.5 Results & Discussion

19.5.1 Participant Demographics

There was a total of 22 participants in the user study for the Innervate AR application.
All of the participants were Biomedical Sciences majors at Texas A&M University,
and had taken the TAMU VIBS 305 Biomedical Anatomy course within the two
previous academic years. Five of the participants were male, and 17 were female.
When asked, 18% of these participants answered “Strongly Agree” and 59% of them
answered “Agree” to the statement “I consider myself to have a high level of critical
thinking ability”. 11 of the participants obtained an “A” in the TAMU VIBS 305
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Fig. 19.5 Graph of distribution of Crystal Slicing Test Scores for the 22 participants

Anatomy course, 9 of the participants obtained a “B” and 2 participants obtained a
“C” in the course.

19.5.2 Participant Crystal Slicing Test Results

The highest possible score that a participant could make on this 3 min test was 15
points. Only 9.09% of participants scored a 10 or better on this test. The majority
of the user study pool (54.55%) made a score in the point range of 7–9. The next
most common point range (22.73%) was a score of 5 or 6. The remainder of the
participants (13.64%) scored less than 5 points. Figure 19.5 shows a distribution of
these scores in graphical form. This data demonstrates that the participants in this
user study had average or low visual-spatial ability in general.

19.5.3 Participant Test of Logical Thinking Results

With an allotted time of 38min, the highest score that a participant could make on the
TOLT was 10 points. A perfect score of 10 was made by 40.91% of the participants.
A score of 9 was achieved by 31.82% of the participants. A score of 8 was made
by 9.09% of the participants. Only one participant (9.09% scored a 7 on the test.
The remaining participants (13.64%) scored a 6 or lower on the TOLT. Figure 19.6
shows a distribution of these scores in graphical form. This data showed that the
participants trended toward having high critical thinking skills.
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19.5.4 Participant Anatomical Knowledge Scores Results

In the pre-questionnaire, the participants had 3 anatomical knowledge test questions.
In the post-questionnaire, the participant had 5 anatomical knowledge test questions,
3 of which were matched to the pre-questionnaire test questions. In other words, the
same content was tested in those 3 questions, but asked in a different way. The scores
of the participants were analyzed, and 77.27% of the participants’ scores improved
on the 3 matched questions, after using the InNervate AR application. 18.18% of
the participants made the exact same score on the matched anatomy questions, and
4.55%of the participants had a lower score in the post-questionnaire on the 3matched
questions. This data is visualized in Fig. 19.7. This data shows that themajority of the
user study participants showed an improvement in their performance on the matched
anatomy knowledge questions in the post-questionnaire.

Fig. 19.7 Graphical distribution of matched anatomy knowledge question performance
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19.5.5 User Experience with InNervate AR

In the post-study questionnaire, a series of Likert-Scale questions were asked about
participants’ perception of InNervate AR. The users’ responses to these questions
were all positive. Some of the categories they were asked to rate were as follows:
the usefulness of the application as a visual aid for the spatial relationships between
the anatomical structures, the flow and user interface of the application, and the
usefulness of the application to practice critical reasoning scenarios.

The participants were also given free response questions. The first question asked
“What did you like least about the InNervate AR application?” Common themes to
how the participants answered this question included no “zoom” feature, problems
with how to cut the nerves and problems with selecting the labelling spheres. The
second question asked was “What did you like most about the InNervate AR applica-
tion?” The most frequent responses to this question included getting to visualize the
actions of the muscles with the animations, the graphic aesthetic of the application,
how easy the application was to use and the accuracy of the anatomical content. The
last free response question asked the participants if they had any further suggestions
about the InNervate AR application. The responses included adding the ability to
compare the healthy and damaged animation scenarios side-by-side, adding even
more details about the muscles in the labelling module, and further customizing the
visual user interface of the tool.

Finally, some of the verbal comments of the participants during their use of the
InNervate AR application were as follows:

“Oh man I wish I had had this when I was in anatomy lab…because it really connects it all
together, especially with all of the bones articulating and everything being there. I remember
having to draw so many layers”. (User ID: 1001).

“This is super helpful, I just can’t get over it, it’s one thing to see the words on paper, but to
see a cut branch!” (User ID: 1001).

“Nice way to look at the anatomy from different angles…Most apps don’t have what would
happen if something is wrong, they just have the structures” (User ID:1009).

19.5.6 User Interface Analysis

The participants in this study were video recorded while they used the InNervate AR
application mobile device. In addition, the screen of the mobile device was recorded
during their InNervate AR use. This data allowed for the user interface (UI) of the
application to be analyzed for in the following usability categories: learnability and
memorability, effectivity vs errors, and efficiency. These categories of analysis are
important in amobile learning application because they contribute to the user’s ability
to learn from the application, and influence the user’s overall satisfaction (Fetaji et al.
2008).
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19.5.6.1 Learnability and Memorability

These combined categories refer to how easily the user could master the use of the
user interface (UI) without outside help, and how easily they could navigate the
application if they made a mistake while using it (Fetaji et al. 2008).

One UI issue was immediately apparent, and will be addressed in the future for
further study. Once the participant has “cut” the nerve in the radial nerve animation
scenario, they can only view the damaged animations. In order to return to the healthy
animation to compare and contrast, the user has to re-scan the marker and start the
module over again. Furthermore, the rotation buttons for the UI might not have been
intuitive enough. When a problem was experienced, the rotation function would
either be asked about directly, or the study facilitator would inform the user that they
could use the rotation buttons because they were leaning their entire body around
the model with the phone in their hand. The UI button choice for rotation will be
investigated for more intuitive options in the future.

19.5.6.2 Effectivity versus Errors

With the help of the screen and video footage, analysis was done to see how success-
fully the tasks that the users were supposed to carry out were performed, and how
many errors may have occurred. It is important to detect how many errors are made
while the UI is being used, and analyze the importance of those errors (Fetaji et al.
2008). All of the users were able to successfully use both of the mobile AR anatomy
modules. The most significant user error was that 36% of the users did not properly
use the UI to switch between the layers of muscle groups available for learning in
the labelling module of the application. This means that they missed information
because they did not explore all of the possible muscle label settings.

19.5.6.3 Efficiency

The efficiency of the user interface refers to howquickly tasks can be completed using
the interface of the application (Fetaji et al. 2008). There was no set time limit for the
user study participants while they used the InNervate AR application. Overall, none
of the video or screen recordings suggest that the users felt that completing tasks was
inefficient or too slow. There seemed to be a correlation between increased InNervate
AR usage time, and increased satisfaction or enjoyment while using the application.
Shorter usage times might mean that the participant was in a hurry to complete the
study, but none of the recorded responses suggest that any of the participants were
dissatisfied with the efficiency of the InNervate AR application.
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19.6 Conclusions and Summary

The goal of this project was to create a mobile anatomy AR application, InNervate
AR, which provides more dynamic interactions than other mobile AR applications
that have been previously created. This mobile AR technology is innovative because
rather than having another simple viewing interaction and labelling interface, the user
was able to take a more interactive role in what information was being presented by
the application.

The results of this user study showed an extremely positive response from the
participants, both in their qualitative feedback data, aswell as their anatomical knowl-
edge improvement. The majority of the participants tested for a high critical thinking
ability, and there was one student with an average or low visual-spatial ability. There-
fore, it was difficult to investigate how the base critical thinking ability could impact
on learning anatomy using mobile AR. In terms of spatial visualization, there was
no significant difference between high spatial visualization students and low spatial
visualization students. The qualitative feedback from the participant’s demonstrated
areas where the InNervate AR application could use improvement, such as prob-
lems with how to cut the nerves, and problems with selecting the labelling spheres.
However, the responses from participants were overwhelmingly positive in many
categories. They enjoyed getting to visualize the actions of the muscles with the
animations, the graphic aesthetic of the application, how easy the application was to
use, and the accuracy of the anatomical content.

It is planned to use the data and feedback from this study as a guideline while
further expanding InNervate AR to include all of the motor nerves of the limb as
learning modules. Any future user studies will be completed in a classroom setting,
so that a larger participant population can be guaranteed, and statistically significant
results can be achieved. Furthermore, the limitations such as a lownumber ofmatched
anatomy knowledge questions and gender bias will be addressed. Future user study
and application design will also be more error tolerant, so that user errors with the
technology, or differences in user backgroundwill not have huge consequences when
analyzing results (Rouse 1990).

This study was a wonderful learning opportunity because it showed the great
potential that InNervate AR has for anatomy higher education, and brought to light
what weaknesses in the technology and research study design should be worked on
in the future. It is our hope that this initial push for expansion of anatomy content
in mobile AR will encourage other researchers to add additional interactive content
to their educational tools, and strengthen the presence of this technology in higher
education anatomy curricula.
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