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Abstract. While abusive language in online contexts is a long-known
problem, algorithmic detection and moderation support are only recently
experiencing rising interest. This survey provides a structured overview
of the latest academic publications in the domain. Assessed concepts
include the used datasets, their language, annotation origins and qual-
ity, as well as applied machine learning approaches. It is rounded off by an
assessment of meta aspects such as author collaborations and networks
as well as extant funding opportunities. Despite all progress, the domain
still has the potential to improve on many aspects: (international) col-
laboration, diversifying and increasing available datasets, careful anno-
tations, and transparency. Furthermore, abusive language detection is
a topic of high societal relevance and requires increased funding from
public authorities.
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1 Introduction

Abusive language1 (and especially hate speech as one of its most extreme man-
ifestations) in online communities is becoming more and more prevalent. What
has been a fringe phenomenon in the early days of the web, is now affecting
the lives of millions of individuals [17,20,24]. These phenomena, which are often
discussed under trivializing names such as “(hate) speech” and “(abusive) lan-
guage”, are not only mere inconveniences but issues that have been proven to be
detrimental to the mental health of individuals and even societies at large scale
[4,23]. Consequentially, these forms of inadequate communication are typically
subject to legal regulations prohibiting their utterance as well as the display in
1 We are aware that there are multiple terms and concepts, such as “abusive language”,

“hate speech”, “offensive language”, and many more. For this publication, we will use
the term “abusive language”, as it receives increasing acceptance in the domain (cf.,
the “Workshop on Abusive Language Online” conducted annually) and is sufficiently
generic to account for a multitude of equally problematic types of language.
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public (e.g., in Germany it is illegal to post any form of hate speech as well as
to tolerate such comments on your platform once you are made aware of their
existence [13]). Hence, platform operators have multiple incentives to keep their
discussion spaces clean, as they otherwise risk getting sued and/or lose visitors
and as a consequence traffic as well. The initial response of many outlets has been
to close down their discussion spaces (in Germany up to 50% of the newspapers
took this step [30]), as manual moderation results in considerable personnel cost
that is not linked to any direct income [18]. Aside from the apparent issues for
open societies and democracies, which arise from silencing people, journalists
and media companies struggle with these radical decisions, as they limit user
engagement [8] and therefore have the same detrimental potential as the abusive
comments they try to avoid [18].

To address this issue, people from different computer science domains such
as machine learning (ML) and natural language processing (NLP) have started
working on (semi-)automated solutions. They are supposed to reduce the work-
load of journalists and community managers through both automated pre-
filtering as well as moderation support (e.g., highlighting problematic parts of
comments). Work is done by academics as well as practitioners, and over the
last decade, a lively stream of research developed around the topic of abusive
language detection. With the constant growth of the domain, it gets increas-
ingly difficult for the individual researcher to keep track of the progress. Hence,
as with any other rapidly growing domain, review papers are getting more and
more important to streamline ongoing research. Prior survey and review papers
typically addressed issues such as used definitions of abusive language, applied
ML algorithms, conducted preprocessing, and sources for datasets [14,29]. While
we will follow up on most of these aspects, we introduce several additional meta
aspects such as extant author networks, funding parties, and annotator qualifi-
cations.

The remainder of this work is structured as follows: In Sect. 2, we outline our
survey approach, including search and analysis strategies. The subsequent Sect. 3
is used to analyze the identified literature for aspects such as Author Analysis,
Datasets and ML Approaches. As a wrap-up of this publication, we summarize
our findings in Sect. 4 with a call for future action.

2 Research Approach

To understand the current state of research on computer-assisted detection of
abusive speech online, it is mandatory to review the recent developments in that
area carefully. The method of choice is a structured literature review according to
the principles of Webster and Watson [33] and vom Brocke et al. [7]. According
to the taxonomy of Cooper [10] (see Fig. 1), we focus on the synthesis and
integration of central findings and problems of the abusive language detection
domain. Given the conference format, our coverage is representative in nature
and mainly addresses the scholars active in the domain.

To conduct the search, we composed the search string depicted below. It
combines the central concept of our survey (“abusive language”) with the often



124 M. Niemann et al.

Fig. 1. Categorization of our research in the taxonomy of [10]

synonymously used concept of “hate speech”. As we want to focus on works
that propose novel approaches to tackle the problem of abusive language online,
we add the keywords “detection” and “classification” to limit results to papers
working on (semi-)automated solutions. To avoid duplicating work already con-
ducted by, e.g., Fortuna et al. [15], we restrict the search to the years 2018 and
2019 by using the following search criterion:

(“abusive language” OR “hate speech”) AND (“detection” OR
“classification”) AND PUBYEAR∈{2018, 2019}

As search engines, we considered Scopus, Microsoft Academic, and the Web
of Science, which have been found to excel through broad coverage in general
and for the topic at hand. Google Scholar was excluded as despite its massive
portfolio it still lacks a lot of search and filter functionality plus its Google
heritage subjects it to the Google algorithm which performs context-specific
optimizations and hence does not allow reproducibility [5]. Beyond this initial
search, we additionally conducted a forward- and backward-search on works
standing out through their constant appearance in the papers we found using a
structured search.

3 State of the Domain

Fig. 2. Literature search results breakdown
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As depicted in Fig. 2, our structured literature search returned 134 results,
of which 69 were identified as relevant for our research. 62 publications were
excluded as they are either duplicates or without an individual approach to
automated abusive language detection (i.e., other literature reviews, . . . ).

The traditional approach of Webster and Watson [33] and vom Brocke et al.
[7] suggests the use of concept matrices to assess the identified material. Figure 3
presents the concepts evaluated within this chapter and the reasoning for their
selection. Based on the chosen concepts, we decided against using traditional
table-based concept matrices and will instead make use of more visual means as,
e.g., networks are hard to depict in text-based formats.

Fig. 3. Selected concepts for analysis

3.1 Author Analysis

To conduct the analysis, we used the VOSviewer [12], which is one of the standard
tools for the creation and visualization of bibliographic networks. At first, we
created a map for the overall authorscape of the identified publications, which
is depicted in Fig. 4.

Looking at Fig. 4, the most striking feature is the abundance of mostly dis-
connected author groups. The only larger cluster can be found at the center of
the figure and revolves around the four Italian authors Tommaso Caselli, Nicole
Novielli, Viviana Patti, and Paolo Rosso. Taking a closer look at the cluster
(see Fig. 5) and the associated publications, the underlying bond can be iden-
tified as the “Evalita 2018 Hate Speech Detection Task” (EVALITA). Most of
the collaborating authors are—as to be expected—of Italian origin, respectively,
working for Italian research institutions [6]. Nevertheless, the proceedings also
contain several international authors from countries with similar languages [14],
respectively, several who contributed through mixed tasks (detection of English
and Italian) [16]. Since the only two remaining larger clusters only contain Ital-
ian2 respectively Indonesian authors, this is indeed the only identified occasion
of large-scale international collaboration and knowledge exchange.
2 The authors are interestingly not linked to the other Italian author cluster, indicating

a somewhat lacking national collaboration.
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Fig. 4. VOSviewer distance-based label view of the co-author relationships. Node size
depends on the number of co-authors. Distance (and edges) between nodes indicate
the strength of co-author relationships; colors the automatically identified clusters [12].
(Color figure online)

Given the prevalence of the issue of abusive language and the maturing stage
of the domain, it is surprising to observe this level of disconnection. Even though
partially separated by language, the structural approaches and issues in the
domain are typically shared and should consequently provide ample opportunity
for collaboration.

3.2 Funding

Given the massive social, legal, and economic impacts of abusive language, it is
receiving attention from both public bodies as well as private institutions. Hence,
it is interesting to see whether this interest mirrors into corresponding funding
programs and whether certain institutions are taking significant influence on the
research carried out.

Out of the assessed 69 publications, 38 (approx. 55%) state that they received
some form of funding/financial support. Despite the unambiguous relevance for
media companies, only one of these 38 publications officially received support
from a private entity: Fortuna et al. [14] have been supported by Google’s DNI
grant. The remaining 37 funded publications received public money from vari-
ous ministries or societies. Amongst these, no dominant organization could be
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Fig. 5. Literature search results breakdown

identified as only a few sponsors are linked to more than one publication. Inter-
estingly the “Directorate Research and Community Services of the Universitas
Indonesia”, a Spanish, and a Portuguese ministry, are amongst the most stated
sponsors (cf., Fig. 6). This is interesting, since Indonesian, Spanish, Portuguese
have not been among the most assessed languages in the domain so far. The
EU—while heavily investing in AI and related technology—is only supporting
three publications through Horizon 2020 grants.

Fig. 6. Most influential sponsors of abusive language detection research
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The assessed data only represents a limited snapshot of the funding situation;
however, it can be acknowledged that the issue of abusive language online is
having a sufficient societal impact to receive substantial public funding. So far,
no public or private organization appears to be taking any noticeable influence.

3.3 Languages

Undoubtedly, languages differ a lot in their vocabulary, grammar, usage, and at
times even in their alphabet. Consequently, it is unlikely to see an OSFA (one
size fits all) solution to abusive language detection for all languages or even for
language families.

Fig. 7. Distribution of publications among most common languages

Amongst the 69 assessed publications—as in the majority of extant papers—
English is the predominant working language solutions are developed for (50.72%
= 35 papers; cf., Fig. 7). Considering that English is the most common language
online [31] and that many of the leading universities for ML and NLP (e.g., Stan-
ford) are located in the US, this comes as no surprise. However, differing from
the early days of abusive language detection research, approx. 50% of the pub-
lications are already working on different languages—which again indicates the
globality of the problem as well as the increasing promise of ML and NLP given
their spread to less common and often more complex languages (e.g., German;
cf. [25]).

As all the assessed research aims at finding automated solutions to uncover
abusive language, we are furthermore interested in potential differences regard-
ing the quality of those solutions. Conducting an in-depth assessment of the
approaches and the underlying linguistic structure of the languages would be
beyond the scope of this review. Instead, we focus on the achieved F1-score.
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Fig. 8. F1-scores achieved for different languages

As a proxy, it captures both the derived automated solution’s quality and the
“simplicity” of the underlying language. In Fig. 8, we plotted the F1-scores
of the most commonly assessed languages—and surprisingly, the so far rather
under-researched, Indonesian turns out to perform best. English as the most pop-
ular language has a slightly worse median performance; however, the variance is
higher with individual publications reaching F1-scores of up to 0.9 [27,35]. The
performance of abusive language detection for German is substantially worse,
with a median of only 0.675 and a maximum of under 0.8. This is in line with
the observations of individual authors, who observed that German tends to be
comparatively complex to analyze and work with [25]. A final interesting obser-
vation can be made considering the performance of Italian: The majority of the
publications there worked on the ELVITA dataset and stand out through their
low variance. This is an indication that not only the language itself makes a
difference but also the dataset and the type of language used.

3.4 Datasets

The traditional approach towards the detection of abusive language through ML
is based on the sub-class of supervised machine-learning. Training and perfor-
mance of this class of algorithms substantially depend on the kind and quality
of the employed training data [2]. Hence, we take a look at both data sources as
well as datasets3 used in recent publications.

The first observation that can be made is that the majority of the datasets
used are still curated based on Twitter data (see Fig. 9; in our sample in 40
papers out of 69 use datasets made up of Tweets), as already observed by prior
reviews [15]. Even though most data in the web is more or less freely accessible,
Twitter offers a comparatively easy to use and unrestricted API making it rather

3 Each recombined dataset (combined of n ≥ 2 already existent ones) is considered a
novel dataset of its own right.
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promising for creating larger collections of data—plus most of the texts are
similar in structure (prev. limit to 140 characters). All other social networks
typically exercise more rigid control over their user-generated content (UGC),
making them only minor sources of research data until today. The same holds
for online newspapers.
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Fig. 9. Most common dataset origins (occurrences >1)
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Fig. 10. F1-scores for common dataset origins

Assessing the data origins further and comparing the classification results
which are achieved based on them, especially Twitter but also Wikipedia stand
out (see Fig. 10): In both cases, the best performing half of the publications
performs better than at least 75% of the publications using sources such as
Facebook or online newspapers. Overall, it appears to be most complicated to
correctly classify comments from online newspapers, which is the only source
with a median F1-score being lower than 0.8 (with F1 = 0.69). However, given
the smaller sample (n = 4), these results are to be treated with caution.
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Fig. 11. Distribution of datasets across publications (occurrences >1)

Differing from prior reviews such as the one by Fortuna and Nunes [15] (one
reused dataset in 17 assessed publications; 6%), the share of research reusing
published datasets has been rising to ∼56% (39 out of 69) so that only 28
publications use a novel, self-created dataset. Three of the largest datasets (the
ones by [32,34], and [11]; cf. Fig.11) are already 2–3 years old, which corresponds
to classical academic publishing cycles and might explain their slow uptake.
While this development is good for comparability between different publications,
a certain amount of scrutiny should be kept. Considering that, e.g., Twitter data
is not representative for UGC on the web, an excess reliance on these kinds of
datasets might turn out to be problematic—especially considering that other
data sources appear harder to work with (cf. above and Fig. 10).

3.5 Annotation

Another side-effect that comes with the use of supervised machine-learning is the
necessity to use so-called labeled or annotated ground-truth data: To train suit-
able classifiers, it is insufficient to use raw comments. Instead, for each comment,
an annotation indicating its type (e.g., abusive vs. clean) is needed. However,
comments are not labeled by their original creators; hence, this task is typically
done by a third party—often crowd workers, researchers, or student assistants.
As such, annotations are subjective and laden with emotions [21], obtaining
an agreed-upon annotation is complex with potential repercussions to the final
classification [26].
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Fig. 12. F1-scores for different annotation types

Given the high investments (of time or money) in annotated datasets, it
is vital to understand which investment delivers the best value. In Fig. 12 we
depict the F1-scores reached with datasets annotated by a) people with a stated
academic background, b) crowd workers, and c) natural persons without further
specification of their educational background. The primary finding from this
assessment is that a controlled group of annotators with a scientific background
delivers more usable annotations than crowd workers from diverse backgrounds4.
However, the larger variance on the crowdsourced datasets indicates that they
hold potential: For example, Albadi et al. [1] used upfront quizzes and continuous
control questions to ensure that each partaking crowd worker had a correct
understanding of the concepts in question.

Another metric that is usually put under scrutiny is the agreement between
annotators or inter-rater agreement5, which is an indication of annotation reli-
ability given coders’ shared understanding of the labels [3]. For the assessed 69
papers, we found varying agreement scores, which, however, did not show any
substantial correlation with the final F1-scores (ρ = 0.2088). This is in line
with observations made by Koltsova [21]. Consequently, alternative approaches
to label data (e.g., using multiple labels per comment) (cf. [25]) might help to
overcome the inherent subjectivity of traditional approaches while improving
classification quality.

3.6 ML Approaches

One of the most diverse areas is the selection of classification algorithms. As
many of the extant approaches such as recurrent neural networks (RNNs) or
decision trees (DTs) exist in various flavors and configurations, we decided to
4 Datasets with all annotation strategies would have to be subjected to a testbed of

multiple classifiers to ensure the improved performance is due to the chosen strategy.
5 For commonly used measures such as Krippendorff’s alpha, this should be around

0.8 or higher [22]. However, other measures can have different scales.
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group algorithmically similar approaches ending up with six larger groups: SVM,
Ensembles of Classifiers, RNNs (incl. LSTMs, GRUs, . . . ), DTs (incl. random
forests), Logistic Regression (LR), and vanilla Neural Networks (NNs).

Despite their extensive coverage in public media [28], NNs are not the most
common approach to classify comments in our selection (cf., Fig. 13). Instead,
SVMs are still taking the first place as the most used algorithmic approach,
closely followed by the classifier ensembles. Only in places 3 and 6, we can find
RNNs and NNs, split by DTs and LR-based solutions.
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Fig. 13. Distribution of ML approaches
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Fig. 14. F1-scores for different ML approaches

Based on the performance assessment plotted in Fig. 14, there are two algo-
rithmic winners: The first is the DTs with a median F1-score of approx. 0.9
(with the limitation of being computed based on only four publications). This is
somewhat surprising, as DTs can be considered as a promising approach to clas-
sification, as they avoid the often introduced algorithmic black-box. The second
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winning group is the classifier ensembles, which have a slightly reduced median
performance, but the best overall performance. From a theoretical perspective,
this should not be surprising since ensemble classifiers have the benefit of com-
bining multiple algorithms simultaneously, giving them the ability to smoothen
potential weaknesses of individual algorithms [2,19].

So far, there appears to be no set of dominating algorithmic approaches. The
vivid, ongoing experimentation, however, indicates that classic ML algorithms
and ensembles are especially promising. Impact factors such as used features or
dataset sizes were not considered for this analysis.

4 Conclusion and Call to Action

On the preceding pages, we presented a short overview of recent developments
in the area of (semi-)automated detection of abusive language in online spaces.
We found that currently, there is still very collaborative work: There are hetero-
geneous micro-clusters of authors who, however, rarely work with people from
different clusters, which limits knowledge exchange. One of the few exceptions
has been an Italian competition bringing together a larger group of experts.
From the language perspective, the research horizon is broadening, increasingly
including languages other than English. Furthermore, we found additional evi-
dence that languages differ in complexity and hence require different levels of
investigation. Public funding is only applied (or at least acknowledged) sparsely,
also from administrations claiming to work heavily on AI-supported systems
(e.g., Germany and the EU). Regarding the data perspective, researchers con-
tinue to use Twitter data primarily. While classification turns out to work com-
paratively well on this kind of data, other more diverse types such as comments
from online newspapers still require additional work. Related to the quality of
training and test data, we found that the agreement on comment labels might not
be the quality-determining factor while selecting competent, educated, and well-
briefed annotators has a higher impact. For the final classification, traditional
ML approaches are still the most common ones, with inherently transparent
models like DTs outperforming complex black box models. Be aware that these
results have a propositional state, not considering, e.g., potential confounding
factors such as the influence of annotations on the language’s F1-score.

To move beyond a purely retrospective view on the domain, we want to
propose and discuss a set of steps that should help to advance the domain:

• Inclusion of competitions (like the ELVITA one) or paper-a-thons on domain
conferences to further (international) collaboration and exchange. This would
help to transfer extant knowledge to junior researchers as well as those work-
ing on so far under-researched languages.

• Additional focus on complex languages (such as German).
• Publish more datasets from diverse sources (other than Twitter). This goes

beyond the data-related aspects such as collection, storage, curation, and
release, but has a legal (adjust copyrights to enable releases for research)
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and social (create awareness researchers are not stealing property but reusing
published items to reduce abusive content) component. As a starting point,
all publicly funded research that generates new datasets should be obliged to
release the data.

• Ensure careful annotation. This ranges from the provision of proper labels to
the thorough annotation through professional annotators. Furthermore, the
awareness for accurate annotation should be risen, as they are the baseline
for “algorithmic moderators” (to avoid issues such as censorship claims).

• Incentivize further research on models that trade-off between predictive qual-
ity (already comparatively high) and transparency. Academic outlets should
also start assessing algorithmic transparency as one criterion of eligibility for
publishing to avoid a shift towards highly optimized black box models.

• Increase the amount of public funding for abusive language research. SME
media companies otherwise lack the resources to gain access to competitive
ML-assisted moderating solutions (cf. [9]). Beyond that, many of the above-
stated goals also require a substantial financial commitment that is otherwise
hardly bearable for public research institutions.
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