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Abstract. The suffix tree, DAWG, and CDAWG are fundamental
indexing structures of a string, with a number of applications in bioinfor-
matics, information retrieval, data mining, etc. An edge-labeled rooted
tree (trie) is a natural generalization of a string, which can also be seen
as a compact representation of a set of strings. Kosaraju [FOCS 1989]
proposed the suffix tree for a backward trie, where the strings in the trie
are read in the leaf-to-root direction. In contrast to a backward trie, we
call a usual trie as a forward trie. Despite a few follow-up works after
Kosaraju’s paper, indexing forward/backward tries is not well under-
stood yet. In this paper, we show a full perspective on the sizes of index-
ing structures such as suffix trees, DAWGs, and CDAWGs for forward
and backward tries. In particular, we show that the size of the DAWG
for a forward trie with n nodes is Ω(σn), where σ is the number of dis-
tinct characters in the trie. This becomes Ω(n2) for an alphabet of size
σ = Θ(n). Still, we show that there is a compact O(n)-space implicit
representation of the DAWG for a forward trie, whose space requirement
is independent of the alphabet size. This compact representation allows
for simulating each DAWG edge traversal in O(log σ) time, and can be
constructed in O(n) time and space over any integer alphabet of size
O(n).

1 Introduction

Text indexing is a fundamental problem in theoretical computer science that
dates back to 1970’s when suffix trees were invented [26]. Here the task is to
preprocess a given text string S so that subsequent patten matching queries on
S can be answered efficiently. Suffix trees have numerous other applications e.g.
sequence comparisons [26], lossless data compression [2], data mining [23], and
bioinformatics [15,21].

A trie is a rooted tree where each edge is labeled with a single character. A
backward trie is an edge-reversed trie. Kosaraju [19] was the first to consider the
trie indexing problem, and he proposed the suffix tree of a backward trie that
takes O(n) space, where n is the number of nodes in the backward trie. Kosaraju
also claimed an O(n log n)-time construction. Breslauer [7] showed how to build
the suffix tree of a backward trie in O(σn) time and space, where σ is the
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Table 1. Summary of the numbers of nodes and edges of the suffix tree, DAWG, and
CDAWG for a forward/backward trie with n nodes over an alphabet of size σ. The new
bounds obtained in Sect. 5 of this paper are highlighted in bold. All the bounds here
are valid with any alphabet size σ ranging from Θ(1) to Θ(n). Also, all these upper
bounds are tight in the sense that there are matching lower bounds (see Sect. 5).

Forward trie Backward trie

Indexing structure # of nodes # of edges # of nodes # of edges

Suffix tree O(n2) O(n2) O(n) O(n)

DAWG O(n) O(σn) O(n2) O(n2)

CDAWG O(n) O(σn) O(n) O(n)

alphabet size. Shibuya [25] presented an O(n)-time and space construction for
the suffix tree of a backward trie over an integer alphabet of size O(n). This line
of research has been followed by the invention of XBWTs [11], suffix arrays [11],
enhanced suffix arrays [18], and position heaps [24] for backward tries.

This paper considers the suffix trees, the directed acyclic word graphs
(DAWGs) [5,9], and the compact DAWGs (CDAWGs) [6] built on a backward
trie or on a forward (ordinary) trie. While all these indexing structures support
linear-time pattern matching queries on tries, their sizes can significantly differ.
We present tight lower and upper bounds on the sizes of all these indexing struc-
tures, as summarized in Table 1. Probably the most interesting result in our size
bounds is the Ω(n2) lower bound for the size of the DAWG for a forward trie
with n nodes over an alphabet of size Θ(n) (Theorem 6), since this reveals that
Mohri et al.’s algorithm [22] that constructs the DAWG for a forward trie with
n nodes must take at least Ω(n2) time and space in the worst case. We show
that, somewhat surprisingly, there exists an implicit compact representation of
the DAWG for a forward trie that occupies only O(n) space independently of
the alphabet size, and allows for simulating traversal of each DAWG edge in
O(log σ) time. We also present an algorithm that builds this implicit represen-
tation of the DAWG for a forward trie in O(n) time and space for any integer
alphabet of size O(n).

DAWGs for strings have important applications to pattern matching with
don’t cares [20], online Lempel-Ziv factorization in compact space [27], finding
minimal absent words [13], etc. CDAWGs for strings can be regarded as grammar
compression of input strings and can be stored in space linear in the number of
right-extensions of maximal repeats [3]. It is known that the number of maxi-
mal repeats can be much smaller than the string length, particularly in highly
repetitive strings. Hence, studying and understanding DAWGs/CDAWGs for
tries are very important and are expected to lead to further research on efficient
processing of tries.

Omitted proofs and supplemental figures can be found in a full version [16].
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2 Preliminaries

Let Σ be an ordered alphabet. Any element of Σ∗ is called a string. For any
string S, let |S| denote its length. Let ε be the empty string, namely, |ε| = 0.
Let Σ+ = Σ∗ \ {ε}. If S = XY Z, then X, Y , and Z are called a prefix, a
substring, and a suffix of S, respectively. For any 1 ≤ i ≤ j ≤ |S|, let S[i..j]
denote the substring of S that begins at position i and ends at position j in S.
For convenience, let S[i..j] = ε if i > j. For any 1 ≤ i ≤ |S|, let S[i] denote
the ith character of S. For any string S, let S denote the reversed string of S,
i.e., S = S[|S|] · · · S[1]. Also, for any set S of strings, let S denote the set of the
reversed strings of S, namely, S = {S | S ∈ S}.

A trie T is a rooted tree (V,E) such that (1) each edge in E is labeled by a
single character from Σ and (2) the character labels of the out-going edges of
each node begin with mutually distinct characters. In this paper, a forward trie
refers to an (ordinary) trie as defined above. On the other hand, a backward trie
refers to an edge-reversed trie where each path label is read in the leaf-to-root
direction. We will denote by Tf = (Vf ,Ef) a forward trie and by Tb = (Vb,Eb) the
backward trie that is obtained by reversing the edges of Tf . We denote by a triple
(u, a, v)f an edge in a forward trie Tf , where u, v ∈ V and a ∈ Σ. Each reversed
edge in Tb is denoted by a triple (v, a, u)b. Namely, there is a directed labeled
edge (u, a, v)f ∈ Ef iff there is a reversed directed labeled edge (v, a, u)b ∈ Eb.

For a node u of a forward trie Tf , let anc(u, j) denote the jth ancestor of
u in Tf if it exists. Alternatively, for a node v of a backward Tb, let des(v, j)
denote the jth descendant of v in Tb if it exists. We use a level ancestor data
structure [4] on Tf (resp. Tb) so that anc(u, j) (resp. des(v, j)) can be found in
O(1) time for any node and integer j, with linear space.

For nodes u, v in a forward trie Tf s.t. u is an ancestor of v, let strf(u, v)
denote the string spelled out by the path from u to v in Tf . Let r denote the
root of Tf and Lf the set of leaves in Tf . The sets of substrings and suffixes of
the forward trie Tf are respectively defined by Substr(Tf) = {strf(u, v) | u, v ∈
Vf , u is an ancestor of v} and Suffix(Tf) = {strf(u, l) | u ∈ Vf , l ∈ Lf}.

For nodes v, u in a backward trie Tb s.t. v is a descendant of u, let strb(v, u)
denote the string spelled out by the reversed path from v to u in Tb. The sets
of substrings and suffixes of the backward trie Tb are respectively defined by
Substr(Tb) = {strb(v, u) | v, u ∈ Vb, v is a descendant of u} and Suffix(Tb) =
{strb(v, r) | v ∈ Vb, r is the root of Tb}.

In what follows, let n be the number of nodes in Tf (or equivalently in Tb).

Fact 1. (a) For any Tf and Tb, Substr(Tf) = Substr(Tb). (b) For any forward
trie Tf , |Suffix(Tf)| = O(n2). For some forward trie Tf , |Suffix(Tf)| = Ω(n2).
(c) |Suffix(Tb)| ≤ n − 1 for any backward trie Tb.

Fact 1-(a), Fact 1-(c) and the upper bound of Fact 1-(b) should be clear
from the definitions. To see the lower bound of Fact 1-(b) in detail, consider a
forward trie Tf with root r such that there is a single path of length k from r to
a node v, and there is a complete binary tree rooted at v with k leaves. Then,
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for all nodes u in the path from r to v, the total number of strings in the set
{strf(u, l) | l ∈ Lf} ⊂ Suffix(Tf) is at least k(k+1), since each strf(u, l) is distinct
for each path (u, l). By setting k ≈ n/3 so that the number |Vf | of nodes in Tf

equals n, we obtain Fact 1-(b). The lower bound is valid for alphabets of size σ
ranging from 2 to Θ(k) = Θ(n).

3 Maximal Substrings in Forward/Backward Tries

Blumer et al. [6] introduced the notions of right-maximal, left-maximal, and
maximal substrings in a set S of strings, and presented clean relationships
between the right-maximal/left-maximal/maximal substrings and the suffix
trees/DAWGs/CDAWGs for S. Here we give natural extensions of these notions
to substrings in our forward and backward tries Tf and Tb, which will be the
basis of our indexing structures for Tf and Tb.

Maximal Substrings on Forward Tries: For any substring X in a forward
trie Tf , X is said to be right-maximal on Tf if (i) there are at least two distinct
characters a, b ∈ Σ such that Xa,Xb ∈ Substr(Tf), or (ii) X has an occurrence
ending at a leaf of Tf . Also, X is said to be left-maximal on Tf if (i) there are at
least two distinct characters a, b ∈ Σ such that aX, bX ∈ Substr(Tf), or (ii) X
has an occurrence beginning at the root of Tf . Finally, X is said to be maximal on
Tf if X is both right-maximal and left-maximal in Tf . For any X ∈ Substr(Tf), let
r-mxmlf(X), l-mxmlf(X), and mxmlf(X) respectively denote the functions that
map X to the shortest right-maximal substring Xβ, the shortest left-maximal
substring αX, and the shortest maximal substring αXβ that contain X in Tf ,
where α, β ∈ Σ∗.

Maximal Substrings on Backward Tries: For any substring Y in a backward
trie Tb, Y is said to be left-maximal on Tb if (i) there are at least two distinct
characters a, b ∈ Σ such that aY, bY ∈ Substr(Tb), or (ii) Y has an occurrence
beginning at a leaf of Tb. Also, Y is said to be right-maximal on Tb if (i) there are
at least two distinct characters a, b ∈ Σ such that Y a, Y b ∈ Substr(Tb), or (ii) Y
has an occurrence ending at the root of Tb. Finally, Y is said to be maximal on Tb

if Y is both right-maximal and left-maximal in Tb. For any Y ∈ Substr(Tb), let
l-mxmlb(Y ), r-mxmlb(Y ), and mxmlb(Y ) respectively denote the functions that
map Y to the shortest left-maximal substring γY , the shortest right-maximal
substring Y δ, and the shortest maximal substring γY δ that contain Y in Tb,
where γ, δ ∈ Σ∗.

Clearly, the afore-mentioned notions are symmetric over Tf and Tb, namely:

Fact 2. String X is right-maximal (resp. left-maximal) on Tf iff X is left-
maximal (resp. right-maximal) on Tb. Also, X is maximal on Tf iff X is maximal
on Tb.
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4 Indexing Forward/Backward Tries and Known Bounds

A compact tree for a set S of strings is a rooted tree such that (1) each edge
is labeled by a non-empty substring of a string in S, (2) each internal node is
branching, (3) the string labels of the out-going edges of each node begin with
mutually distinct characters, and (4) there is a path from the root that spells
out each string in S, which may end on an edge. Each edge of a compact tree
is denoted by a triple (u, α, v) with α ∈ Σ+. We call internal nodes that are
branching as explicit nodes, and we call loci that are on edges as implicit nodes.
We will sometimes identify nodes with the substrings that the nodes represent.

In what follows, we will consider DAG or tree data structures built on a
forward trie or backward trie. For any DAG or tree data structure D, let |D|#Node

and |D|#Edge denote the numbers of nodes and edges in D, respectively.

4.1 Suffix Trees for Forward Tries

The suffix tree of a forward trie Tf , denoted STree(Tf), is a compact tree which
represents Suffix(Tf). All non-root nodes in STree(Tf) represent right-maximal
substrings on Tf . Since now all internal nodes are branching, and since there
are at most |Suffix(Tf)| leaves, the numbers of nodes and edges in STree(Tf)
are proportional to the number of suffixes in Suffix(Tf). The following (folklore)
quadratic bounds hold due to Fact 1-(b).

Theorem 1. For any forward trie Tf with n nodes, |STree(Tf)|#Node = O(n2)
and |STree(Tf)|#Edge = O(n2). These upper bounds hold for any alpha-
bet. For some forward trie Tf with n nodes, |STree(Tf)|#Node = Ω(n2) and
|STree(Tf)|#Edge = Ω(n2). These lower bounds hold for a constant-size or larger
alphabet.

4.2 Suffix Trees for Backward Tries

The suffix tree of a backward trie Tb, denoted STree(Tb), is a compact tree which
represents Suffix(Tb). Since STree(Tb) contains at most n−1 leaves by Fact 1-(c)
and all internal nodes of Suffix(Tb) are branching, the following precise bounds
follow from Fact 1-(c), which were implicit in the literature [7,19].

Theorem 2. For any backward trie Tb with n ≥ 3 nodes, |STree(Tb)|#Node ≤
2n − 3 and |STree(Tb)|#Edge ≤ 2n − 4, independently of the alphabet size.

The above bounds are tight since the theorem translates to the suffix tree with
2m−1 nodes and 2m−2 edges for a string of length m (e.g., am−1b), which can
be represented as a path tree with n = m + 1 nodes. By representing each edge
label α by a pair 〈v, u〉 of nodes in Tb such that α = strb(u, v), STree(Tb) can
be stored with O(n) space.
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Suffix Links and Weiner Links: For each explicit node aU of the suffix tree
STree(Tb) of a backward trie Tb with a ∈ Σ and U ∈ Σ∗, let slink(aU) = U .
This is called the suffix link of node aU . For each explicit node V and a ∈ Σ, we
also define the reversed suffix link Wa(V ) = aV X where X ∈ Σ∗ is the shortest
string such that aV X is an explicit node of STree(Tb). Wa(V ) is undefined if
aV /∈ Substr(Tb). These reversed suffix links are also called as Weiner links (or
W-link in short) [8]. A W-link Wa(V ) = aV X is said to be hard if X = ε, and
soft if X ∈ Σ+. The suffix links, hard and soft W-links of nodes in the suffix
tree STree(Tf) of a forward trie Tf are defined analogously.

4.3 DAWGs for Forward Tries

The directed acyclic word graph (DAWG) of a forward trie Tf is a (partial)
DFA that recognizes all substrings in Substr(Tf). Hence, the label of every edge
of DAWG(Tf) is a single character from Σ. DAWG(Tf) is formally defined as
follows: For any substring X from Substr(Tf), let [X]E,f denote the equivalence
class w.r.t. l-mxmlf(X). There is a one-to-one correspondence between the nodes
of DAWG(Tf) and the equivalence classes [·]E,f , and hence we will identify the
nodes of DAWG(Tf) with their corresponding equivalence classes [·]E,f . By the
definition of equivalence classes, every member of [X]E,f is a suffix of l-mxmlf(X).
If X,Xa are substrings in Substr(Tf) and a ∈ Σ, then there exists an edge labeled
with character a ∈ Σ from node [X]E,f to node [Xa]E,f in DAWG(Tf). This edge
is called primary if |l-mxmlf(X)| + 1 = |l-mxmlf(Xa)|, and is called secondary
otherwise. For each node [X]E,f of DAWG(Tf) with |X| ≥ 1, let slink([X]E,f) = Z,
where Z is the longest suffix of l-mxmlf(X) not belonging to [X]E,f . This is the
suffix link of this node [X]E,f .

Mohri et al. [22] introduced the suffix automaton for an acyclic DFA G,
which is a small DFA that represents all suffixes of strings accepted by G. They
considered equivalence relation ≡ of substrings X and Y in an acyclic DFA G
such that X ≡ Y iff the following paths of the occurrences of X and Y in G
are equal. Mohri et al.’s equivalence class is identical to our equivalence class
[X]E,f when G = Tf . To see why, recall that l-mxmlf(X) = αX is the shortest
substring of Tf such that αX is left-maximal, where α ∈ Σ∗. Therefore, X is a
suffix of l-mxmlf(X) and the following paths of the occurrences of X in Tf are
identical to the following paths of the occurrences of l-mxmlf(X) in Tf . Hence,
in case where the input DFA G is in form of a forward trie Tf such that its leaves
are the accepting states, then Mohri et al.’s suffix automaton is identical to our
DAWG for Tf . Mohri et al. [22] showed the following:

Theorem 3 (Corollary 2 of [22]). For any forward trie Tf with n ≥ 3 nodes,
|DAWG(Tf)|#Node ≤ 2n − 3, independently of the alphabet size.

We remark that Theorem 3 is immediate from Theorem 2 and Fact 2.
This is because there is a one-to-one correspondence between the nodes of
DAWG(Tf) and the nodes of STree(Tb), which means that |DAWG(Tf)|#Node =
|STree(Tb)|#Node. Recall that the bound in Theorem 3 is only on the number of
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nodes in DAWG(Tf). We shall show later that the number of edges in DAWG(Tf)
is Ω(σn) in the worst case, which can be Ω(n2) for a large alphabet.

4.4 DAWGs for Backward Tries

The DAWG of a backward trie Tb, denoted DAWG(Tb), is a (partial) DFA that
recognizes all strings in Substr(Tb). The label of every edge of DAWG(Tb) is a sin-
gle character from Σ. DAWG(Tb) is formally defined as follows: For any substring
Y from Substr(Tb), let [Y ]E,b denote the equivalence class w.r.t. l-mxmlb(Y ).
There is a one-to-one correspondence between the nodes of DAWG(Tb) and the
equivalence classes [·]E,b, and hence we will identify the nodes of DAWG(Tb) with
their corresponding equivalence classes [·]E,b. The notions of primary edges, sec-
ondary edges, and the suffix links of DAWG(Tb) are defined in similar manners
to DAWG(Tf), but using the equivalence classes [Y ]E,b for substrings Y in the
backward trie Tb.

Symmetries Between Suffix Trees and DAWGs: The well-known symme-
try between the suffix trees and the DAWGs (refer to [5,6,10]) also holds in our
case of forward and backward tries. Namely, the suffix links of DAWG(Tf) (resp.
DAWG(Tb)) are the (reversed) edges of STree(Tb) (resp. STree(Tf)). Also, the
hard W-links of STree(Tf) (resp. STree(Tb)) are the primary edges of DAWG(Tb)
(resp. DAWG(Tf)), and the soft W-links of STree(Tf) (resp. STree(Tb)) are the
secondary edges of DAWG(Tb) (resp. DAWG(Tf)).

4.5 CDAWGs for Forward Tries

The compact directed acyclic word graph (CDAWG) of a forward trie Tf , denoted
CDAWG(Tf), is the edge-labeled DAG where the nodes correspond to the equiv-
alence class of Substr(Tf) w.r.t. mxmlf(·). In other words, CDAWG(Tf) can be
obtained by merging isomorphic subtrees of STree(Tf) rooted at internal nodes
and merging leaves that are equivalent under mxmlf(·), or by contracting non-
branching paths of DAWG(Tf).

Theorem 4 ([17]). For any forward trie Tf with n nodes over a constant-size
alphabet, |CDAWG(Tf)|#Node = O(n) and |CDAWG(Tf)|#Edge = O(n).

We emphasize that the above result by Inenaga et al. [17] states size bounds
of CDAWG(Tf) only in the case where σ = O(1). We will later show that this
bound does not hold for the number of edges, in the case of a large alphabet.

4.6 CDAWGs for Backward Tries

The compact directed acyclic word graph (CDAWG) of a backward trie Tb,
denoted CDAWG(Tb), is the edge-labeled DAG where the nodes correspond to
the equivalence class of Substr(Tb) w.r.t. mxmlb(·). Similarly to its forward trie
counterpart, CDAWG(Tb) can be obtained by merging isomorphic subtrees of
STree(Tb) rooted at internal nodes and merging leaves that are equivalent under
mxmlf(·), or by contracting non-branching paths of DAWG(Tb).
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5 New Size Bounds on Indexing Forward/Backward Tries

To make the analysis simpler, we assume each of the roots, the one of Tf and
the corresponding one of Tb, is connected to an auxiliary node ⊥ with an edge
labeled by a unique character $ that does not appear elsewhere in Tf or in Tb.

5.1 Size Bounds for DAWGs for Forward/Backward Tries

Theorem 5. For any backward trie Tb with n nodes, |DAWG(Tb)|#Node =
O(n2) and |DAWG(Tb)|#Edge = O(n2). These upper bounds hold for any alpha-
bet. For some backward trie Tb with n nodes, |DAWG(Tb)|#Node = Ω(n2) and
|DAWG(Tb)|#Edge = Ω(n2). These lower bounds hold for a constant-size or larger
alphabet.

Theorem 6. For any forward trie Tf with n nodes, |DAWG(Tf)|#Edge = O(σn).
For some forward trie Tf with n nodes, |DAWG(Tf)|#Edge = Ω(σn) which is
Ω(n2) for a large alphabet of size σ = Θ(n).

Proof. Since each node of DAWG(Tf) can have at most σ out-going edges, the
upper bound |DAWG(Tf)|#Edge = O(σn) follows from Theorem 3.

To obtain the lower bound |DAWG(Tf)|#Edge = Ω(σn), we consider Tf which
has a broom-like shape such that there is a single path of length n − σ − 1
from the root to a node v which has out-going edges with σ distinct characters
b1, . . . , bσ. Since the root of Tf is connected with the auxiliary node ⊥ with an
edge labeled $, each root-to-leaf path in Tf represents $an−σ+1bi for 1 ≤ i ≤ σ.
Now ak for each 1 ≤ k ≤ n − σ − 2 is left-maximal since it is immediately
preceded by a and $. Thus DAWG(Tf) has at least n−σ −2 internal nodes, each
representing ak for 1 ≤ k ≤ n − σ − 2. On the other hand, each ak ∈ Substr(Tf)
is immediately followed by bi with all 1 ≤ i ≤ σ. Hence, DAWG(Tf) contains
σ(n − σ − 2) = Ω(σn) edges when n − σ − 2 = Ω(n). By choosing e.g. σ ≈ n/2,
we obtain DAWG(Tf) that contains Ω(n2) edges. ��
Mohri et al. (Proposition 4 of [22]) claimed that one can construct DAWG(Tf)
in time proportional to its size. The following corollary is immediate from The-
orem 6:

Corollary 1. The DAWG construction algorithm of [22] applied to a forward
trie with n nodes must take at least Ω(n2) time in the worst case for an alphabet
of size σ = Θ(n).

5.2 Size Bounds for CDAWGs for Forward/Backward Tries

Theorem 7. For any backward trie Tb with n nodes, |CDAWG(Tb)|#Node ≤
2n − 3 and |CDAWG(Tb)|#Edge ≤ 2n − 4. These bounds are independent of the
alphabet size.
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Proof. Since any maximal substring in Substr(Tb) is right-maximal in
Substr(Tb), by Theorem 2 we have |CDAWG(Tb)|#Node ≤ |STree(Tb)|#Node ≤
2n − 3 and |CDAWG(Tb)|#Edge ≤ |STree(Tb)|#Edge ≤ 2n − 4. ��
The bounds in Theorem 7 are tight: Consider an alphabet {a1, . . . , a�log2 n�,
b1, . . . , b�log2 n�, $} of size 2log2 n� + 1 and a binary backward trie Tb with
n nodes where the binary edges at each depth d ≥ 2 are labeled by the sub-
alphabet {ad, bd} of size 2. Because every suffix S ∈ Suffix(Tb) is maximal in
Tb, CDAWG(Tb) for this Tb contains n − 1 sinks. Also, since for each suffix S in
Tb there is a unique suffix S′ �= S that shares the longest common prefix with
S, CDAWG(Tb) for this Tb contains n − 2 internal nodes (including the source).
This also means CDAWG(Tb) is identical to STree(Tb) for this backward trie Tb.

Theorem 8. For any forward trie Tf with n nodes, |CDAWG(Tf)|#Node ≤ 2n −
3 and |CDAWG(Tf)|#Edge = O(σn). For some forward trie Tf with n nodes,
|CDAWG(Tf)|#Edge = Ω(σn) which is Ω(n2) for a large alphabet of size σ =
Θ(n).

Proof. It immediately follows from Fact 1-(a), Fact 2, and Theorem 7 that
|CDAWG(Tf)|#Node = |CDAWG(Tb)|#Node ≤ 2n−3. Since a node in CDAWG(Tf)
can have at most σ out-going edges, the upper bound |CDAWG(Tf)|#Edge =
O(σn) of the number of edges trivially holds. To obtain the lower bound, we
consider the same broom-like forward trie Tf as in Theorem 6. In this Tf , ak for
each 1 ≤ k ≤ n − σ − 2 is maximal and thus CDAWG(Tf) has at least n − σ − 2
internal nodes each representing ak for 1 ≤ k ≤ n−σ−2. By the same argument
to Theorem 6, CDAWG(Tf) for this Tf contains at least σ(n − σ − 2) = Ω(σn)
edges, which accounts to Ω(n2) for a large alphabet of size e.g. σ ≈ n/2. ��
The upper bound of Theorem 8 generalizes the bound of Theorem 4 for constant-
size alphabets. Remark that CDAWG(Tf) for the broom-like Tf is almost identical
to DAWG(Tf), except for the unary path $a that is compacted in CDAWG(Tf).

6 Constructing O(n)-size Representation of DAWG(Tf)
in O(n) Time

We have seen that DAWG(Tf) for any forward trie Tf with n nodes contains
only O(n) nodes, but can have Ω(σn) edges for some Tf over an alphabet of
size σ ranging from Θ(1) to Θ(n). Thus some DAWG(Tf) can have Θ(n2) edges
for σ = Θ(n) (Theorem 3 and Theorem 6). Hence, in general it is impossible
to build an explicit representation of DAWG(Tf) within linear O(n)-space. By
an explicit representation we mean an implementation of DAWG(Tf) where each
edge is represented by a pointer between two nodes.

We show that there exists an O(n)-space implicit representation of DAWG(Tf)
for any alphabet of size σ ranging from Θ(1) to Θ(n), that allows us O(log σ)-
time access to each edge of DAWG(Tf). This is trivial in case σ = O(1), and hence
in what follows we consider an alphabet of size σ such that σ ranges from ω(1)
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to Θ(n). Also, we suppose that our alphabet is an integer alphabet Σ = [1..σ]
of size σ. Then, we show that such an implicit representation of DAWG(Tf) can
be built in O(n) time and working space.

Based on the property stated in Sect. 4, constructing DAWG(Tf) reduces to
maintaining hard and soft W-links over STree(Tb). Our data structure explicitly
stores all O(n) hard W-links, while it only stores carefully selected O(n) soft W-
links. The other soft W-links can be simulated by these explicitly stored W-links,
in O(log σ) time each.

Our algorithm is built upon the following facts which are adapted from [12]:

Fact 3. Let a be any character from Σ.

(a) If there is a (hard or soft) W-link Wa(V ) for a node V in STree(Tb), then
there is a (hard or soft) W-link Wa(U) for any ancestor U of V in STree(Tb).

(b) If two nodes U and V have hard W-links Wa(U) and Wa(V ), then the LCA
Z of U and V also has a hard W-link Wa(Z).

In the following statements (c), (d), and (e), let V be any node of STree(Tb)
such that V has a soft W-link Wa(V ) for a ∈ Σ.

(c) There is a descendant U of V s.t. U �= V and U has a hard W-link Wa(V ).
(d) The highest descendant of V that has a hard W-link for character a is unique.

This fact follows from (b).
(e) Let U be the unique highest descendant of V that has a hard W-link Wa(U).

For every node Z in the path from V to U , Wa(Z) = Wa(U), i.e. the W-links
of all nodes in this path for character a point to the same node in STree(Tb).

We construct a micro-macro tree decomposition [1] of STree(Tb) in a similar
manner to [14], such that the nodes of STree(Tb) are partitioned into O(n/σ)
connected components (called micro-trees), each of which contains O(σ) nodes.
Such a decomposition always exists and can be computed in O(n) time. The
macro tree is the induced tree from the roots of the micro trees, and thus the
macro tree contains O(n/σ) nodes.

In every node V of the macro tree, we explicitly store all soft and hard W-
links from V . Since there can be at most σ W-links from V , this requires O(n)
total space for all nodes in the macro tree. Let mt denote any micro tree. We
compute the ranks of all nodes in a pre-order traversal in mt. Let a ∈ Σ be any
character such that there is a node V in mt that has a hard W-link Wa(V ).
Let Pmt

a denote an array that stores a sorted list of pre-order ranks of nodes V
in mt that have hard W-links for character a. Hence the size of Pmt

a is equal to
the number of nodes in mt that have hard W-links for character a. For all such
characters a, we store Pmt

a in mt. The total size of these arrays for all the micro
trees is O(n).

Let a ∈ Σ be any character, and V any node in STree(Tb) which does not
have a hard W-link for a. We wish to know if V has a soft W-link for a, and
if so, we want to retrieve the target node of this link. Let mt denote the micro-
tree that V belongs to. Consider the case where V is not the root R of mt, since
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otherwise Wa(V ) is explicitly stored. If Wa(R) is nil, then by Fact 3-(a) no nodes
in the micro tree has W-links for character a. Otherwise (if Wa(R) exists), then
we can find Wa(W ) as follows:

(A) If the predecessor P of V exists in Pmt
a and P is an ancestor of V , then we

follow the hard W-link Wa(P ) from P . Let Q = Wa(P ), and c be the first
character in the path from P to V .
(i) If Q has an out-going edge whose label begins with c, the child of Q below

this edge is the destination of the soft W-link Wa(V ) from V for a.
(ii) Otherwise, then there is no W-link from V for a.

(B) Otherwise, Wa(R) from the root R of mt is a soft W-link, which is explicitly
stored. We follow it and let U = Wa(R).
(i) If Z = slink(U) is a descendant of V , then U is the destination of the soft

W-link Wa(V ) from V for a.
(ii) Otherwise, then there is no W-link from V for a.

The correctness of this algorithm follows from Fact 3-(e). Since each micro-tree
contains O(σ) nodes, the size of Pmt

a is O(σ) and thus the predecessor P of V in
Pmt

a can be found in O(log σ) time by binary search. We can check if one node is
an ancestor of the other node (or vice versa) in O(1) time, after standard O(n)-
time preprocessing over the whole suffix tree. Hence, this algorithm simulates
soft W-link Wa(V ) in O(log σ) time.

Lemma 1. Given a backward trie Tb with n nodes, we can compute STree(Tb)
with all hard W-links in O(n) time and space.

Lemma 2. We can compute, in O(n) time and space, all W-links of the macro
tree nodes and the arrays Pmt

a for all the micro trees mt and characters a ∈ Σ.

Proof. We perform a pre-order traversal on each micro tree mt. At each node V
visited during the traversal, we append the pre-order rank of V to array Pmt

a iff
V has a hard W-link Wa(V ) for character a. Since the size of mt is O(σ) and
since we have assumed an integer alphabet [1..σ], we can compute Pmt

a for all
characters a in O(σ) time. It takes O(n

σ · σ) = O(n) time for all micro trees.
The preprocessing for the macro tree consists of two steps. Firstly, we need

to compute soft W-links from the macro tree nodes (recall that we have already
computed hard W-links from the macro tree nodes by Lemma 1). For this sake,
in the above preprocessing for micro trees, we additionally pre-compute the
successor of the root R of each micro tree mt in each non-empty array Pmt

a . By
Fact 3-(d), this successor corresponds to the unique descendant of R that has a
hard W-link for character a. As above, this preprocessing also takes O(σ) time for
each micro tree, resulting in O(n) total time. Secondly, we perform a bottom-up
traversal on the macro tree. Our basic strategy is to “propagate” the soft W-
links in a bottom up fashion from lower nodes to upper nodes in the macro tree
(recall that these macro tree nodes are the roots of micro trees). In so doing,
we first compute the soft W-links of the macro tree leaves. By Fact 3-(c) and
-(e), this can be done in O(σ) time for each leaf using the successors computed
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above. Then we propagate the soft W-links to the macro tree internal nodes.
The existence of soft W-links of internal nodes computed in this way is justified
by Fact 3-(a), however, the destinations of some soft W-links of some macro tree
internal nodes may not be correct. This can happen when the corresponding
micro trees contain hard W-links (due to Fact 3-(e)). These destinations can be
modified by using the successors of the roots computed in the first step, again
due to Fact 3-(e). Both of our propagation and modification steps take O(σ)
time for each macro tree node of size O(σ), and hence, it takes a total of O(n)
time. ��
Theorem 9. Given a forward trie Tf of size n over an integer alphabet
Σ = [1..σ] with σ = O(n), we can construct an O(n)-space representation of
DAWG(Tf) in O(n) time and working space.
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